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We determine the value of the strong coupling αs and study its running over a wide range of scales
as probed by the dijet production process at hadron colliders, based on an NNLO QCD analysis of
LHC dijet data. From a large subset of these data a value of αs(mZ) = 0.1178 ± 0.0022 is obtained
for the strong coupling at the scale of the Z-boson mass mZ, using the invariant mass of the dijet
system to select the scale where αs is probed. The combination of different data sets enhances the
reach and precision of the analysis in the mutli-TeV range and allows for the first determination of
αs up to scales of 7TeV. Complementing the LHC data with dijet cross sections measured at the
HERA electron–proton collider, the kinematic range is extended to test the running of the strong
coupling towards smaller scales. Our results exhibit excellent agreement with predictions based on
the renormalization group equation of QCD, and represent a comprehensive test of the asymptotic
behavior of QCD, spanning more than three orders of magnitude in energy scale.

I. Introduction The theory of Quantum Chromo-
dynamics (QCD) [1–5] so far successfully describes the
dynamics and asymptotic behavior of the strong interac-
tion. The renormalization group equation (RGE) of QCD
predicts the scale evolution (“running”) of its coupling
αs. Consequently, the determination of the strong cou-
pling at different energy scales probes the non-Abelian
gauge structure of QCD. Despite its outstanding impor-
tance as the only free parameter of massless QCD, the
value of the strong coupling constant at the reference
scale of the Z-boson mass, αs(mZ) is known with an un-
certainty of approximately 1% [6] and hence is one of
the least precisely determined fundamental constants in
physics.

In this letter we make use of new precise predictions
from perturbative QCD (pQCD) for dijet production at
next-to-next-to leading order (NNLO) including sublead-
ing color contributions [7–9] to determine the value of
the strong coupling constant αs(mZ). We use precise
dijet production data recorded by the ATLAS [10, 11]
and CMS [12–14] experiments in proton–proton collisions
(pp) at the LHC at center-of-mass energies of 7, 8, and
13TeV. The analysis is further extended to include dijet
cross sections measured in electron–proton (ep) collisions
at the HERA collider [15–19], which operated at consid-

erably lower center-of-mass energies of
√
s = 300 and

320GeV. This allows the investigation of the running
of the strong coupling αs(µR) over energy scales ranging
from a few GeV to the TeV regime. The first theoretical
studies of dijet production were performed at next-to-
leading order (NLO) in pQCD in Refs [20, 21]. The first
applications of NNLO predictions to determine αs were
carried out using e+e− event shape data in Ref. [22] and
using DIS jet production in Ref. [23]. Recent determi-
nations of αs in pp collisions were performed at NNLO
in a leading-color approximation with inclusive jet and
dijet cross sections [14, 24–26], and with multijet trans-
verse energy correlations based on 3-jet NNLO predic-
tions [27–29]. Extending to 4.2 TeV, these predictions
allow the measurement of αs at the largest scales attained
up till now. By using multiple dijet data sets, our anal-
ysis achieves a considerably higher reach and resolution
above scales of one TeV, allowing a measurement of αs

with unprecedented precision in the range beyond 1TeV,
extending as far as 7 TeV.

II. Methodology The value of αs(µR) is deter-
mined by performing a least-squares minimization of the
complete NNLO pQCD predictions for selected inclu-
sive dijet cross-sections from the ATLAS and CMS ex-
periments at pp center-of-mass energies

√
s of 7, 8, and

ar
X

iv
:2

41
2.

21
16

5v
1 

 [
he

p-
ph

] 
 3

0 
D

ec
 2

02
4



2

13TeV, summarized in Table I. Two measurements from

Data
√
s [TeV] dσ R L

ATLAS [10] 7 d2σ
dmjjdy

∗ 0.6 4.5 fb−1 ± 1.8%

CMS [12] 7 d2σ
dmjjdymax

0.7 5.0 fb−1 ± 2.2%

CMS [13] 8 d3σ
d⟨pT⟩1,2dy∗dyb

0.7 19.7 fb−1 ± 2.6%

ATLAS [11] 13 d2σ
dmjjdy

∗ 0.4 3.2 fb−1 ± 2.1%

CMS [14] 13 d2σ
dmjjdymax

0.8 33.5 fb−1 ± 1.2%

CMS [14] 13 d3σ
dmjjdy

∗dyb
0.8 29.6 fb−1 ± 1.2%

TABLE I. Selected dijet data sets with center-of-mass energy√
s, cross-section definition dσ, jet size parameter R and in-

tegrated luminosity L.

ATLAS at
√
s = 7 and 13TeV are available as func-

tions of the dijet mass mjj =
√
(pj1 + pj2)

2, and half of
the absolute rapidity separation y∗ = |y1 − y2| /2, where
pj1 , pj2 and y1, y2 denote the four-momenta and rapidi-
ties, respectively, of the two jets leading in pT. Double-
differential measurements have been performed by CMS
at

√
s = 7 and 13TeV, as functions of mjj and the max-

imum absolute rapidity, ymax, of either of the two lead-
ing pT jets. CMS has also published triple-differential
cross sections at

√
s = 8 and 13TeV as functions of ei-

ther mjj or the average transverse momentum of the two
leading jets, ⟨pT⟩1,2, half of their rapidity separation y∗,
and the longitudinal boost of the dijet system given by
yb = |y1 + y2| /2. These measurements employ the anti-
kt jet algorithm [30], but use different jet size parameters
R. When cross sections are provided for more than one
value of R, the larger jet size parameter is selected due
to the expected improved perturbative convergence [31].
The CMS 13TeV data are provided in both double- and
triple-differential forms, but only one of the two data
sets can be considered in the combined study because of
their experimental correlations. We choose the double-
differential variant in the following due to its larger range
in mjj. In order to reduce the sensitivity to parton distri-
bution functions (PDFs), the selected data are restricted
to y∗ < 2.0 (respectively ymax < 2.0) and yb < 1.0. The
selected data then have further experimental advantages
since in the selected regions the tracking detectors of the
experiments can be used. Finally, altogether 367 out of
493 cross section measurements are considered in the αs

determination.
The dijet data are confronted with predictions in the

framework of pQCD at NNLO [32, 33] as implemented
in the NNLOJET framework [34, 35]. The αs sensitiv-
ity in this calculation arises from two components: the
hard matrix elements and the PDFs. The NNLO predic-
tions include the full set of contributions, in particular all
sub-leading color parts [7–9], which are, for the first time,
used in the determination of αs with LHC jet data. Using
the APPLfast library [24, 36], the NNLO pQCD coeffi-
cients are stored independently of the αs(mZ) value and
PDF. The statistical uncertainty, derived from the Monte

Carlo integration in NNLOJET, is typically around a
percent or below. The momentum distribution of par-
tons inside the incoming proton is obtained from PDFs.
The x-dependence of the PDFs is defined at a start-
ing scale µ0, and the PDFs are evolved to the factor-
ization scale µF using DGLAP evolution, with αs as a
free parameter, where they are convolved with the hard
coefficients. We set the scale µ0 to 90GeV, a charac-
teristic hard scale, and the x-dependence is taken from
the PDF4LHC21 PDF combination [37]. The predic-
tions further include bin-wise correction factors for non-
perturbative effects (NP) and higher-order electroweak
(EW) contributions [38]. Both correction factors and
their uncertainties are taken as published by the exper-
imental collaborations [10–14]. Further details on the
evaluation of the theory predictions are collected in Ap-
pendix A. A comprehensive study to assess the agree-
ment between the NNLO pQCD predictions and the di-
jet data, as well as the consistency of individual data sets
across different kinematic regions and between multiple
data sets is provided in Ref. [39]. Overall, good agree-
ment is observed between the predictions and the data
in all kinematic regions and for all data sets, with a very
good consistency between the data sets.

The value of αs(mZ) is then determined through a
least-squares fit of the NNLO predictions to the dijet
data, similar to the method used in Refs. [23, 40]. The
uncertainties considered in the fit include experimental,
non-perturbative (NP), NNLO statistical, and PDF un-
certainties. Their covariance matrices also take correla-
tions between data points and data sets into account.
Henceforth, the linearly propagated uncertainty from
that fit will be denoted as “(fit,PDF)” uncertainty to
emphasize that this uncertainty comprises experimental
and PDF related uncertainties together. Details on the
χ2 minimization and considerations on the PDF uncer-
tainties are discussed in Appendix B.

Further uncertainties due to additional uncertainties in
the predictions are derived as follows. The starting scale
of the PDF evolution, µ0, can be arbitrarily chosen, and
is thus associated with an uncertainty. We repeat the fit
with µ0 varied by factors of 0.5 or 2 and report half of
the difference between these two fit results as an uncer-
tainty (denoted as “(µ0)” or PDFµ0). In addition, also
the value of αs(mZ) as used in the PDF determination
needs to be considered to be uncertain. However, such
an uncertainty in the PDFs is already equivalently rep-
resented through the variation of the starting scale µ0

and therefore is not considered separately. Dedicated fits
with PDFs that were determined with different values
of αs(mZ) support this statement and we observe that
the PDFµ0 uncertainty corresponds approximately to a
variation of ±0.001 of αs(mZ) in the PDF set.

An additional scale uncertainty accounts for missing
higher orders beyond NNLO and for the actual choice of
the renormalization µR and factorization µF scales. It is
derived by varying µR and µF independently by factors
of 0.5, 1, or 2 around the central value µR = µF = mjj in
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the complete NNLO pQCD predictions, omitting the two
variations of (0.5, 2) and (2, 0.5), i.e. using the so-called
7-point scale variations. Half of the difference between
the largest and smallest prediction is reported as scale
uncertainty (denoted as “(µR,µF)”), since the asymmetry
in these variations is typically small.

III. Results from LHC dijets The value of the
strong coupling at the scale mZ [6] is determined from
the five LHC dijet data sets using complete NNLO pQCD
predictions. The fit exhibits an excellent consistency with
χ2/ndof = 0.92 and the value of αs(mZ) is determined to
be

αs(mZ) = 0.1178 (14)(fit,PDF) (1)(µ0) (17)(µR,µF) .

Fits of αs(mZ) were also performed for individual data
sets. The results are collected in Table II and displayed
in Fig. 1, where they are compared to the combined fit
from all five data sets and to the world average value [6].
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FIG. 1. Comparison of αs(mZ) determinations from dijet
cross sections to the world average value. The inner error
bars indicate the (fit,PDF) uncertainty, and the outer error
bars further include the scale and µ0 uncertainty.

The results from the individual data sets exhibit
(fit,PDF) uncertainties in the range between ±0.0020
to ±0.0039. Data sets with larger integrated luminos-
ity or at higher center-of-mass energy yield smaller un-
certainties. The αs(mZ) values are consistent with the
world average value. It is observed that the determina-
tion of αs(mZ) using all five LHC dijet data sets benefits
significantly from independent measurements, extended
kinematic ranges, and multiple center-of-mass energies.
Hence, the experimental uncertainties are found to be
reduced in the combined determination in comparison to

Data set χ2/ndof αs(mZ)

ATLAS 7TeV 74.7/ 77 0.1193 (33) (4) ( 6)
ATLAS 13TeV 87.7/106 0.1145 (32) (4) (16)
CMS 7TeV 50.7/ 45 0.1151 (39) (1) ( 9)
CMS 8TeV 37.0/ 56 0.1173 (25) (0) (11)
CMS 13TeV (2D) 71.6/ 78 0.1209 (25) (2) (20)
CMS 13TeV (3D) 137.7/112 0.1181 (20) (1) (15)

LHC dijets (CMS13-2D) 335.3/366 0.1178 (14) (0) (17)
LHC dijets (CMS13-3D) 397.9/400 0.1172 (14) (0) (14)

HERA 92.8/118 0.1177 (14) (1) (34)
LHC+HERA (CMS13-2D) 428.4/485 0.1180 (10) (0) (29)
LHC+HERA (CMS13-3D) 491.0/519 0.1177 (10) (0) (27)

TABLE II. Results of αs(mZ) from fits of complete NNLO
pQCD predictions to dijet cross section data. Listed are the
values of αs(mZ) with the (fit,PDF) uncertainty, the (µ0) un-
certainty, and the scale uncertainty (µR,µF). The upper rows
display results from fits to individual data sets. The mid-
dle rows show results from fits to all studied LHC dijet data;
once using the double-differential (2D) or triple-differential
(3D) CMS 13TeV data. The bottom rows show results from
fits to HERA dijet data and from fits to LHC and HERA dijet
data taken together.

any individual data set. An additional variant of the
nominal fit using the CMS 3D data is presented in ap-
pendix C.

IV. Including HERA dijet data The analysis
is extended by further including data for dijet produc-
tion in neutral-current deep-inelastic scattering (NC DIS)
taken at the HERA ep collider. These data, from the
H1 [15, 16, 18, 19] and ZEUS [17] collaborations, have
previously been used for αs determinations at NNLO ac-
curacy [23, 41, 42] using the complete NNLO pQCD pre-
dictions [40, 43, 44]. Further details on the data are col-
lected in Appendix D and the results of a fit to the HERA
dijet measurements alone is presented in Table II. Using
the HERA data provides competitive (fit,PDF) uncer-
tainties in αs(mZ), but the fit exhibits sizable scale un-
certainties.
In the combined fit to HERA plus LHC data, alto-

gether 612 dijet cross section data values are available.
After applying the y∗, yb and ymax data selection crite-
ria, 486 data points remain for the combined fit, which
yields

αs(mZ) = 0.1180 (10)(fit,PDF) (0)(µ0) (29)(µR,µF)

with χ2/ndof = 0.88. The χ2 value suggests an excellent
consistency between the HERA and LHC data, as well as
an outstanding agreement between data and the NNLO
pQCD predictions. The αs value is found to be in excel-
lent agreement with the world average value of αs(mZ)
of 0.1180 (10) [6]. As expected, the experimental uncer-
tainties are reduced in the combined fit as compared to
the fits to HERA or LHC data alone. However, the scale
uncertainty is found to be the dominant uncertainty and
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µavg
R [GeV] αs(mZ) αs(µR)

7.4 0.1214 (28) (1) (69) 0.2013 (82) (4) (205)
10.1 0.1207 (15) (1) (56) 0.1840 (37) (2) (138)
13.3 0.1171 (15) (0) (41) 0.1654 (31) (0) (84)
17.2 0.1151 (20) (0) (29) 0.1530 (36) (1) (53)
20.1 0.1160 (20) (1) (31) 0.1498 (34) (1) (52)
24.5 0.1159 (18) (0) (27) 0.1442 (29) (1) (43)
29.3 0.1175 (23) (0) (24) 0.1418 (33) (0) (35)
36.0 0.1171 (26) (0) (25) 0.1362 (35) (1) (34)
49.0 0.1157 (26) (1) (17) 0.1275 (31) (1) (20)
77.5 0.1105 (37) (3) ( 8) 0.1131 (39) (3) ( 8)
250 0.1180 (15) (1) (14) 0.1025 (11) (1) (11)
370 0.1181 (15) (1) (16) 0.0975 (10) (1) (11)
550 0.1174 (15) (1) (19) 0.0925 ( 9) (1) (12)
810 0.1173 (15) (2) (20) 0.0885 ( 9) (1) (11)

1175 0.1171 (16) (2) (22) 0.0848 ( 8) (1) (11)
1760 0.1171 (17) (2) (24) 0.0813 ( 8) (1) (11)
2545 0.1171 (18) (2) (26) 0.0783 ( 8) (1) (12)
3490 0.1171 (20) (2) (28) 0.0760 ( 8) (1) (12)
4880 0.1185 (31) (3) (34) 0.0742 (12) (1) (13)
7040 0.1232 (128) (12) (37) 0.0734 (43) (4) (13)

TABLE III. Results for the running of the strong cou-
pling. The values are reported for different µR intervals. The
columns show the central µR value, the resulting value of
αs(mZ), and the corresponding value of αs(µR). The brackets
denote the (fit,PDF), the (µ0) and the (µR, µF) uncertainty.

is significantly larger than in the fit to LHC data alone.
This is due to the HERA data, which reside at lower
energy scales and thus exhibit larger scale uncertainties.
The scale variations of the dijet predictions for the ep and
pp cross sections are considered to be fully correlated,
both between the data sets and across the entire phase
space. It may be interesting to study these correlations
more extensively to allow the dominant scale uncertainty
to be reduced. Such a study is however, beyond the scope
of this work.

V. Running of the strong coupling The asymp-
totic behavior of the strong coupling is one of the key
properties of QCD [2–4]. Its prediction needs to be val-
idated with experimental data, for example by probing
the running of αs(µR) by determining αs at different val-
ues of µR. For such a study, dijet cross sections repre-
sent a particularly powerful opportunity, since the dijet
system provides a natural choice for the renormalization
scale µR, which in principle could be chosen freely. As
before, for dijet production in pp collisions µR is identi-
fied with mjj, while for ep data µ2

R = Q2 + ⟨pT⟩21,2 [23] is
used. The µR values of the HERA and LHC dijet cross
sections span over three orders of magnitude from about
7GeV up to 7TeV.
Each cross section measurement is then assigned a sin-

gle representative value of µR. These values are used
(only) to group the data into 20 distinct µR intervals. It
is confirmed that in each µR interval, data from multiple
data sets are considered.
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FIG. 2. Running of the strong coupling as a function of the
chosen renormalization scale. The inner error bars indicate
the (fit,PDF) uncertainty, and the outer error bars the total
uncertainty. The upper panel displays the values αs(µR) and
the lower panel displays the ratio of the respective αs(mZ)
value to the world average value [6]. The hatched area indi-
cates the value of αs(mZ) from LHC dijet data and its running
as a function of µR.

We then perform a single fit to all dijet data, where, for
each of the individual ranges of mjj, a separate αs(mZ)
value is used for the prediction. In this fit, the assump-
tion of the QCD running enters in each interval only
within a very limited range, and in the evolution of the
PDFs from µ0 to µF (using µ0 = 90GeV and µF = µR).
The technical fit parameter of αs(mZ) in each interval is
evolved to the appropriate scale value αs(µR) as needed
for the computation of the NNLO prediction. The advan-
tage of a single fit to determine multiple αs(mZ) values at
a time, in comparison to an alternative approach where
each value is determined in a separate fit [23, 27], is that
the inference benefits from constraints on the correlated
experimental uncertainties, as well as on the PDF uncer-
tainties. In addition, the uncertainties in the resulting
αs(mZ) values have known correlations and these values
can therefore be used in further analyses. It has to be
noted, that the lowest µR interval needs to be consid-
ered with some care, since these data are below the 2mb

threshold, and thus our computations in the five flavor
number scheme are at the edge of their validity. However,
it is found that these data do not impact other data in
the fit, which is also seen from the resulting weak correla-
tions, and thus this result can be neglected also at a later
stage. The result at µR = 7.4GeV is therefore reported
here for completeness as in previous analyses [23, 40].

The results from this single fit are presented in Ta-
ble III and the related correlations of the (fit,PDF) un-
certainty are listed in Appendix E. The results are com-
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pared to the expectation from the QCD RGE in Fig. 2,
where in the lower panel the results of the 20 fit param-
eters for αs(mZ) are displayed, while the upper panel
shows the respective values for αs(µR). The αs(mZ) val-
ues are evolved to the central value of each µR interval,
illustrating the running of the strong coupling. Overall,
excellent agreement with the expectation from the RGE
running (when using the world average value for αs(mZ))
is observed over the entire range from about 7GeV up to
7TeV. At scales of about a few hundred GeV, the size of
the experimental and theoretical uncertainties are of sim-
ilar size (about ±0.0015), while in the TeV regime the ex-
perimental uncertainties dominate. In Fig. 3 our results
are further compared to αs extractions from inclusive jet
and dijet data by the H1 and ZEUS collaborations at
HERA [23, 42], event shape observables at the PETRA
or LEP e+e− colliders [45–48], a result from a global
electroweak fit [6] and measurements of energy–energy
correlations in pp collisions by ATLAS at the LHC [27].
Our results exhibit significantly smaller uncertainties and
cover a significantly larger range in scale than any previ-
ous determination of αs(µR).

VI. Summary We have determined the strong cou-
pling αs(mZ) from dijet data for the first time based on
complete NNLO pQCD predictions. Using LHC data col-
lected by the ATLAS and CMS collaborations at center-
of-mass energies of 7, 8, and 13 TeV the strong coupling
is determined to be

αs(mZ) = 0.1178 (22)(tot) ,

where experimental, PDF, and scale uncertainties are all
of similar size. This value is consistent with the world
average.

Including dijet cross sections measured in electron–
proton collisions at the HERA collider, makes this one
of the most comprehensive and precise tests of the QCD
renormalization group running of αs(µ) to date. The
running is probed by a fit to individual mjj ranges, and
excellent agreement is found with the running predicted
by QCD. Through the inclusion of both HERA and LHC
data, the behavior of the strong coupling as a function of
energy is tested over an unprecedented range, from about
7GeV to 7TeV. The presented results significantly im-
prove our knowledge of the strong coupling in the TeV
regime compared to previous determinations.

Note added Recently, the CMS Collaboration has re-
leased a determination of αs and its running in the range
103GeV < µR < 1600GeV using inclusive jet data at the
LHC at various

√
s [49] in addition to HERA DIS data.

Their determination make use of NNLO pQCD predic-
tions in the leading-color approximation. Their results
are in agreement with ours.
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Appendix

Appendix A. Theory predictions The pQCD cross
section for the process with two initial-state hadrons is
obtained from the factorization formula as the convolu-
tion of the PDFs of the incoming protons and the hard
scattering cross section

dσ =
∑
a,b

∫
dx1

x1

dx2

x2
fa(x1, µF)fb(x2, µF)dσ̂ab(µR, µF) ,

where fa(x, µF) denotes the density of the partons of type
a in the incoming proton at the factorization scale µF

carrying the longitudinal momentum fraction x. Both
contributions are sensitive to the value of αs, as

dσ̂ab(µ) ≡ dσ̂ab(µ, αs(µ)) and (A1)

fa(x, µ) ≡ fa(x, µ, αs(µ)) . (A2)

The αs dependence in the partonic cross section is ex-
plicit through the perturbative expansion, which for dijet
production up to NNLO reads

dσ̂ab(αs) =
(

αs(µ)
2π

)2

dσ̂ab,LO +
(

αs(µ)
2π

)3

dσ̂ab,NLO

+
(

αs(µ)
2π

)4

dσ̂ab,NNLO +O(α5
s (µ)) . (A3)

The value of αs(µ) is obtained from αs(mZ) from the
renormalization group running in the modified minimal

subtraction (MS) scheme, i.e. αs(µ) = α
(5)

s,MS
(µ, αs(mZ)),

in three-loop order [50, 51] as implemented in CRun-
Dec [52]. The evolution is performed with with nf = 5
active flavors throughout, in particular also beyond the
top-quark mass threshold. This is consistent with the
perturbative calculation that does not include top-quark
effects and thus effectively treats the top quark in the de-
coupling limit. The evolution of the PDFs with respect

to a scale µ is governed by the DGLAP equations, whose
splitting kernels P depend on αs(µ),

µ2 df
dµ2 = P(αs)⊗ f . (A4)

The x-dependence of the PDFs can be fixed at a starting
scale µ0 with value fµ0

, and subsequently evolved to a
scale µ using the DGLAP evolution

fa(x, µ, αs) = (Γ(P, µ, µ0, αs)⊗ fµ0
)a , (A5)

where Γ denotes the DGLAP kernels which are eval-
uated at three-loop order [53, 54] using the program
Apfel++ [55, 56]. We set the scale µ0 of the evolu-
tion to 90GeV and the x-dependence of fµ0,x is taken
from PDF4LHC21 [37]. The NNLO cross section is ob-
tained by integrating the dijet parton level predictions
(Eq.(A3)) over the bin-dependent kinematic region Ωi,
σNNLO,i =

∫
Ωi

dσ, using the dijet parton level matrix ele-

ments and phase-space integration routines implemented
in NNLOJET. Our fit algorithm requires recalculating
the predictions for different values of αs(mZ) and corre-
sponding PDFs. To streamline this, NNLOJET is inter-
faced with the APPLfast library [24, 40] which integrates
the grid tools APPLgrid [57, 58] and fastNLO [59, 60].
The resulting interpolation grids for the dijet data sets
typically have sub-permille accuracy. The NNLO predic-
tion is supplemented with additional correction factors
to account for non-perturbative effects (NP) and higher-
order electroweak (EW) contributions [38], cNP and cEW:

σi = cNP,i · cEW,i · σNNLO,i . (A6)

Both correction factors are taken as published by the
experimental collaborations [10–14]. A consistent treat-
ment of NP effects across all data sets is desirable but be-
yond the scope of this article. Hence, different hadroniza-
tion and parton-shower models are applied, reflecting
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variations in the Monte Carlo event generators [61–64]
used to derive cNP,i. Such variations are considered by
the collaborations in the assignment of uncertainties.

Appendix B. Fit algorithm and uncertainties
The objective function used in the fitting algorithm to
determine the value of αs(mZ) is derived from normally
distributed relative uncertainties and defined as [18]

χ2 =
∑
i,j

log
ςi
σi

(Vexp + VNP + VNNLOstat + VPDF)
−1
ij log

ςj
σj

,

where the double-sum runs over all data points, ςi de-
notes the measured cross section, σi denotes the theory
prediction. The χ2 is minimized using TMinuit’s Migrad
algorithm [65, 66]. The covariance matrices Vexp, VNP,
VNNLOstat, and VPDF represent the relative experimen-
tal, NP, NNLO statistical, and PDF uncertainties, re-
spectively. The experimental uncertainties are reported
by the experimental collaborations and account for many
systematic sources as well as statistical components in-
cluding correlations from unfolding. Correlations be-
tween the experimental uncertainties of individual data
sets are not provided and hence are assumed to be un-
correlated, which is certainly correct for the statistical
components. A recent report from CMS [26] using in-
clusive jet data at different

√
s indicates that the dom-

inating uncertainty from jet energy calibration and res-
olution may be considered as uncorrelated between such
data sets, supporting that the omission of correlations
is justified. The non-perturbative correction uncertain-
ties (cf. Sec. A) are considered to have a bin-to-bin cor-
relation of 0.5. This approximated correlation model
accounts for varying multiple model parameters, differ-
ent models, and potential statistical components. The
NNLO statistical uncertainties originate from the Monte
Carlo integration in NNLOJET and are typically at the
percent level or below. The PDF uncertainties are ob-
tained from the respective PDF set in the LHAPDF for-
mat [67], and evaluated at µ0. By considering them as
a covariance matrix in χ2, the PDF uncertainties are
further constrained by the jet data. The PDFs carry
further uncertainties due to differing theoretical assump-
tions, data selections, and inference methods imposed
by the PDF fitting groups. In the PDF4LHC21 PDF
set, however, such differences are already included in the
uncertainty representation [37] and represent differences
between the MSHT [68], NNPDF3.1 [69] and CT18 [70]
PDFs. Dedicated fits using these different PDF sets con-
firm that the PDF uncertainty indeed covers such differ-
ences. Results when using yet different PDFs, such as
ABMP [71], NNPDF4.0 [72], or HERAPDF2.0 [73], are
typically found to be well within 2σ of the PDF uncer-
tainty.

Appendix C. Fits using CMS 13TeV triple-
differential data The CMS Collaboration reported
dijet cross sections at

√
s = 13TeV also in triple-

differential variants as a function of y∗, yb, and mjj or

⟨pT⟩1,2 [14]. Besides observables and different binnings,
the analyzed data and experimental methods are equiva-
lent in these three variants, and therefore these data sets
cannot be used in a fit together because of their exper-
imental correlations. This section discusses the triple-

differential measurement d3σ
dmjjdy∗dyb

for a determination

of αs(mZ) instead of their double-differential variant (cf.
Tab. I) When restricting the data to y∗ < 2.0 and yb <
1.0, similar to the fits in Sec. II, the fit to these data re-
sults in a value of χ2/ndof of 1.23 for 113 data points and
provides αs(mZ) = 0.1181 (20)(fit,PDF) (1)(µ0) (15)(µR,µF).
Using the triple-differential data as an alternative to the
double-differential variant in the combined fit, the value

αs(mZ) = 0.1172 (14)(fit,PDF) (0)(µ0) (14)(µR,µF)

is derived with χ2/ndof of 0.99. The result is in good
agreement with that obtained when using the double-
differential data. For the main analysis presented in this
letter, the double-differential CMS data is chosen rather
than the triple-differential cross sections, as the sensi-
tivity to the PDF parameters is lower, and the double-
differential data reaches higher values of mjj, while the
sensitivity of the data to αs(mZ) is similar.

Appendix D. Including HERA dijet data We ex-
tend our analysis by further including data for inclusive
dijet production in neutral-current deep-inelastic scat-
tering (NC DIS) reported by the H1 [15, 16, 18, 19]
and ZEUS [17] collaborations, together with complete
NNLO pQCD predictions [40, 43, 44]. These data have
already been used for αs determinations at NNLO accu-
racy [23, 41, 42], and thus, the method and data selec-
tion from H1 [23] is closely followed: four data sets at√
s = 300 and 320GeV at lower or higher photon vir-

tualities Q2 being considered, and the fit methodology
differing only in the choices for the PDF and µ0. In
addition, data from the ZEUS collaboration recorded at√
s = 320GeV and for Q2 > 125GeV2 are also included,

similar to Refs. [41, 42]. All five data sets, summarized
in Tab. IV, employ the kt jet algorithm with R = 1.0
and represent double-differential cross sections as a func-
tion of Q2 and ⟨pT⟩1,2. The ZEUS data are restricted

Data set
√
s [GeV] Cuts

H1 300 GeV high-Q2 [15] 300 –
H1 HERA-I low-Q2 [16] 320 µ > 2mb

H1 HERA-II low-Q2 [19] 320 µ > 2mb

H1 HERA-II high-Q2 [18] 320 –
ZEUS HERA-I+II high-Q2 [17] 320 ⟨pT⟩1,2 > 15GeV

TABLE IV. Summary of the HERA data sets for dijet produc-
tion with the kt jet algorithm with jet size parameter R = 1.0.

to ⟨pT⟩1,2 > 15GeV to exclude infrared sensitive data
points [44]. At lower Q2, data points with a typical scale
smaller than twice the bottom quark mass (µ < 2mb)
are excluded in the nominal fit, since the predictions
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µR Correlations
[GeV]

7.4 − 56 29 21 19 22 15 17 16 12 2 1 -1 -2 -3 -3 -3 -3 -1 0
10.1 56 − 65 50 49 50 37 38 36 23 9 8 5 2 0 -2 -3 -3 -2 0
13.3 29 65 − 58 52 54 40 45 39 23 11 11 9 7 5 2 1 0 0 1
17.2 21 50 58 − 48 52 39 44 41 24 9 9 8 7 5 3 2 1 1 1
20.1 19 49 52 48 − 52 39 38 41 24 9 9 9 8 7 5 4 2 1 1
24.5 22 50 54 52 52 − 55 49 53 36 10 11 11 10 9 7 5 3 2 1
29.3 15 37 40 39 39 55 − 41 44 33 6 8 9 10 9 8 7 5 3 1
36.0 17 38 45 44 38 49 41 − 39 28 5 6 8 8 8 8 7 5 3 1
49.0 16 36 39 41 41 53 44 39 − 31 4 5 6 7 8 7 6 5 3 1
77.5 12 23 23 24 24 36 33 28 31 − 1 2 2 3 4 4 3 2 1
250 2 9 11 9 9 10 6 5 4 0 − 90 87 83 78 71 64 54 36 9
370 1 8 11 9 9 11 8 6 5 1 90 − 95 91 87 80 72 61 40 10
550 -1 5 9 8 9 11 9 8 6 2 87 95 − 97 93 88 80 67 45 11
810 -2 2 7 7 8 10 10 8 7 2 83 91 97 − 97 93 86 74 49 12

1175 -3 0 5 5 7 9 9 8 8 3 78 87 93 97 − 97 92 80 55 14
1760 -3 -2 2 3 5 7 8 8 7 4 71 80 88 93 97 − 96 87 62 17
2545 -3 -3 1 2 4 5 7 7 6 4 64 72 80 86 92 96 − 92 70 21
3490 -3 -3 0 1 2 3 5 5 5 3 54 61 67 74 80 87 92 − 78 27
4880 -1 -2 0 1 1 2 3 3 3 2 36 40 45 49 55 62 70 78 − 30
7040 0 0 1 1 1 1 1 1 1 1 9 10 11 12 14 17 21 27 30 −

TABLE V. Correlations of the (fit,PDF) uncertainty from the
fit of 20 αs(mZ) parameters to HERA and LHC dijet data.

are performed with nf = 5 [23]. The correlations be-
tween data sets are described in Refs. [23, 41]. The scales
are identified with µ2

R = µ2
F = Q2 + ⟨pT⟩21,2. From fits

to individual data sets, consistent results are obtained
for χ2/ndof and αs(mZ) for the H1 data as in Ref. [23].
For the ZEUS data a value of χ2/ndof = 11.8/15 is ob-
tained with αs(mZ) = 0.1164 (33)(fit,PDF) (20)(µR,µF). A
fit to all HERA dijet data result in a value αs(mZ) =
0.1177 (14)(fit,PDF) (1)(µ0) (33)(µR,µF) with χ2/ndof =
92.8/118. As expected, these results are very similar to
those reported from H1 data alone [23], as the ZEUS dijet
data add only modestly to the sensitivity. These results
represent the first determination of αs(mZ) at NNLO us-
ing only DIS dijet production, including data from H1

and ZEUS. The value of αs(mZ) as determined in a sin-
gle fit to HERA and LHC dijet data taken together was
reported in Table II (cf. Sec. D). This analysis benefits
from theory predictions for dijet production at NNLO
and from independent, and thus fully uncorrelated, ex-
perimental setups. When the triple-differential data from
CMS at 13TeV are used instead of the double-differential
variants in that fit, a value of αs(mZ) of

0.1177 (10)(fit,PDF) (0)(µ0) (27)(µR,µF)

is obtained with χ2/ndof of 0.95 for 520 individual data
points. This result is in good agreement with that ob-
tained using the double-differential data instead.

Appendix E. Resulting correlations The resulting
correlations of the (fit,PDF) uncertainty in the combined
fit of 20 parameters to the HERA and LHC dijet data are
listed in Table V. These correlations originate from the
combined determination of 20 fit parameters and from
correlated uncertainties between individual cross section
values. In the region where HERA or LHC data are im-
portant, µR smaller or larger 100GeV respectively, the
correlations originate predominantly from correlated ex-
perimental systematic uncertainties. Hence, correlations
are found to be positive. Correlations between low and
high scales, respectively between HERA and LHC data,
originate from PDF uncertainties.
The additional (µ0) and (µR, µF) uncertainties are

fully correlated.
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Supplementary material

1. Consistency study

Before determining the value of αs(mZ) from dijet cross section measurements, we perform a study to investigate
the agreement between the NNLO pQCD predictions and the data, and to test the self-consistency of the individual
data sets, as well as the consistency of multiple data sets together.

a. Individual data sets

Determinations of αs are performed for individual y∗, yb, ymax bins of the individual data sets. Each double-
differential data sets has five or six y∗ (yb, ymax) ranges, and these are studied separately in the following. For
the triple-differential CMS 8TeV cross sections we study the six (y∗,yb)-bins separately. For the triple-differential
CMS 13TeV data, three studies are performed for individual y∗, yb, or ymax ranges. We consider the PDF sets
PDF4LHC21 [37], CT18 [70], MSHT [68], NNPDF3.1 [69], NNPDF4.0 [72], ABMP [71], and HERAPDF2.0 [73]. In
addition, we study fits, where the PDF uncertainties are not considerd in the χ2 calculus (denoted as Excl. δ(PDF)).

The resulting values of χ2/ndof of these fits with a variety of PDF sets are displayed in FIG. 4.
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FIG. 4. Post-fit χ2/ndof values of αs(mZ)-fits to individual y∗ or yb-ranges of each data set, and values from fits to entire
single data sets (denoted as All). The top row shows dijet cross sections from ATLAS and CMS at 7TeV, CMS at 8TeV,
and ATLAS at 13TeV. The bottom row shows the χ2/ndof values for the double-differential data from CMS at 13TeV (left),
and three studies of the triple-differential CMS 13TeV data for individual y∗, yb, or ymax ranges. The color coding indicates
different PDF sets, as specified in the Panel. The colored markers are vertically displaced for better visibility. The open markers
indicate post-fit values, where VPDF is not included in the χ2-calculus, for each of the PDF set studied. The black triangle
indicates the pre-fit value of the nominal NNLO pQCD predictions, when using the PDF4LHC21 PDF set. The shaded area
indicates ranges, which are not included in the nominal combined fits (for the CMS 13TeV triple-differential data, there is
some ambiguity due to the second y cut, y∗ or yb, respectively).

It is observed that the pre-fits yield reasonable χ2 values, indicating an initial good agreement between the NNLO
predictions and the data. Significant exceptions are only observed for very large values of y∗, yb, or ymax, which may
be related to the increased PDF dependence in these kinematic regions, and either poorly determined PDFs or too
tight PDF uncertainities. It is further observed that the post-fit values of χ2/ndof yield reasonable values ranging
from 0.29 to 2.5, while most of the values are around unity, i.e. in the range between 0.6 to 1.3. The χ2/ndof values for



11

the different PDF sets are reasonably consistent. The values for ABMP and HERAPDF2.0 are slightly higher, which
is expected, since these PDFs include few or no data from the LHC experiments. The PDF4LHC21 PDF set shows
good agreement with the data in all fits, and this PDF set has often one of the smallest χ2/ndof values of all PDF
variants, which supports the choice of PDF4LHC21 for our main result. In several fits, the χ2/ndof values without
PDF uncertainty are somewhat larger than those with PDF uncertainties included, which indicates the importance
of the PDF uncertainty in these bins. The χ2/ndof values of the fits to all data of a single data set (All) also yield
reasonable values with χ2/ndof value ranging from 0.8 to 1.6. However, for some data sets, these χ2/ndof values are
somewhat larger than the ones obtained for individual y ranges. This may indicate some slight tension in these data
and originate from the assumptions of the correlation model of the data systematic uncertainties, or from PDFs.

In conclusion, we observe, that the NNLO predictions provide an overall good description of the data and are
suitable for an unbiased determination of αs(mZ). For our nominal fits, we impose cuts on y∗ < 2.0 and yb < 1.0 to
reduce the PDF sensitivity and reduce some moderate tensions within certain data sets.

b. Multiple data sets analysed together

To assess the consistency between the individual data sets, αs fits are performed considering data points from all
data sets. Since the CMS 13TeV data are provided in both double- and triple-differential forms, but only one of the
two data sets can be included in this combined study due to their statistical correlations, we perform the study twice,
once for each data set.

The various data sets are provided for distinct y∗ or |y|max ranges, and we define three intervals in the following:
0 ≤ y∗ < 1, 1 ≤ y∗ < 2, y∗ ≥ 2 (the |y|max-ranges from Ref. [12] are interpreted as y∗ for this particular study).
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FIG. 5. Left: Post-fit values of χ2/ndof of αs-fits in three distinct y∗-ranges (0 ≤ y∗ < 1, 1 ≤ y∗ < 2, y∗ ≥ 2). More details,
see Fig. 4. Right: Post-fit values of χ2/ndof of αs-fits in nine distinct mjj-ranges. Excellent consistency of the four data sets,
and the data and NNLO predictions is observed. The leftmost entries show the χ2/ndof values of the nominal combined fit to
all dijet data.

The resulting χ2/ndof values are displayed in Fig. 5 (left) and excellent χ2/ndof values around unity are obtained
for all three y∗ ranges and for different PDF sets. It is also observed that including PDF uncertainties in χ2 alters
the χ2/ndof values only slightly, which indicates an excellent agreement of the PDFs with the data, as well as small
PDF uncertainties. However, a fit to all three y∗ ranges at a time yields a somewhat increased χ2/ndof value and
thus indicating a slight tension between all data. In order to avoid a possible bias from that, and to reduce further
the PDF dependence, we drop the data with y∗ > 2 (or ymax > 2, respectively) in the nominal fit. This restriction
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removes jets in the outer rapidity regions, where the endcap calorimeters are important and tracking detectors are
not available.

In order to assess the consistency of the data across different mjj regions, nine adjacent ranges between 200GeV and
9TeV are defined in mjj, with an approximately equidistant width in log(mjj), similar to the data intervals. For the
data of Ref. [13], which are measured as a function of pT,avg, the mjj-interval is sampled with the NNLO calculation,
and the average mjj values are found to range from 218 to 5396GeV. Nine fits to the individual mjj ranges are
performed and the resulting χ2/ndof values are displayed in FIG. 5 (right). Altogether, reasonable values of χ2/ndof

are obtained. At lower values of mjj, the values are below unity, whereas at mjj ≈ 2.5TeV they are somewhat larger
with values of about 1.2. The inclusion of the PDF uncertainties in the χ2 has only a limited impact on the resulting
χ2/ndof values, indicating little sensitivity to the PDF parameters and good agreement with PDFs, given the imposed
cuts on y∗ and yb (ys < 2 and yb < 1).

c. HERA dijet data

In this section, we present a study of the consistency of the dijet data from H1 and ZEUS, using the NNLO pQCD
predictions. Similar studies have previosuly been performed by the H1 Collaboration for the H1 data sets [23], and
for a combination of ZEUS dijet data and selected H1 data sets in Ref. [41]. Nonetheless, we perform a study similar
to those performed for the LHC data, considering all H1 dijet data sets [15, 16, 18, 19] along with the dijet data from
ZEUS [17]. The χ2/ndof value for each data set and multiple PDF sets are displayed in FIG. 6.
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FIG. 6. Left: Post-fit values of χ2/ndof of αs fits for five dijet data sets from HERA. Four data sets from H1 for center-of-mass
energies and Q2 ranges are studied, and labeled as H1 [15], H2 [16], H3 [19] and H4 [18], and the data set from ZEUS is labeled
Z1 [17]. The combined fit to all HERA data is labelled as ‘All’. Right: Post-fit values of χ2/ndof of αs-fits to all five HERA
dijet data sets in ten distinct µ ranges. See FIG. 4 for more details.

The χ2/ndof values for the H1 data sets are very similar to those reported in Ref. [23]. Similarly, the χ2/ndof

value for the ZEUS data confirms the good agreement between the data and the NNLO predictions, as previously
reported [17]. The combined fit to all HERA data results in an excellent χ2/ndof with a value of 0.79, thus confirming
excellent consistency between the different data sets and of the data with the NNLO predictions. Different PDF sets
have only little impact on the χ2/ndof values, which may be explained by the strong impact of the HERA inclusive
DIS data on PDFs. Subsequently, the data are grouped into ten µ intervals with µ = Q2 + ⟨pT⟩21,2 [23]. The resulting

χ2/ndof values for these fits are also very good. Although some moderate flucutations in χ2/ndof are observed across
different µ intervals, no systematic deterioration is evident.
This study confirms that the HERA dijet data can be used for an unbiased determination of the running of αs

together with the NNLO predictions across their full range. However, we exclude the lowest µ interval because it falls
below twice the mass of the bottom quark. Our calculations are performed for five massless quark flavors and are
therefore not strictly valid for these data, although they still provide an excellent description of them.
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