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Abstract. In this paper, we propose the Reduced Order Hysteretic Magnetization
(ROHM) model to describe the magnetization and instantaneous power loss of composite
superconductors subject to time-varying magnetic fields. Once the parameters of the ROHM
model are fixed based on reference simulations, it allows to directly compute the macroscopic
response of composite superconductors without the need to solve the detailed current density
distribution. It can then be used as part of a homogenization method in large-scale
superconducting models to significantly reduce the computational effort compared to detailed
simulations. In this contribution, we focus on the case of a strand with twisted superconducting
filaments subject to a time-varying transverse magnetic field. We propose two levels of ROHM
models: (i) a rate-independent model that reproduces hysteresis in the filaments, and (ii)
a rate-dependent model that generalizes the first level by also reproducing dynamic effects
due to coupling and eddy currents. We describe the implementation and inclusion of these
models in a finite element framework, discuss how to deduce the model parameters, and finally
demonstrate the capabilities of the approach in terms of accuracy and efficiency over a wide
range of excitation frequencies and amplitudes.
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1. Introduction

Large-scale superconducting magnets are multi-scale struc-
tures made of a high number of wound superconduct-
ing cables, which themselves consist of multifilamentary
strands or complex arrangements of tapes. The magnetic
response of these systems is hysteretic and rate-dependent.
Hysteresis is created by the irreversible motion of flux
vortices among pinning centers in superconducting ele-
ments [1, 2, 3, 4], whereas rate-dependency is caused by
eddy and coupling current dynamics [5, 6, 7].

Hysteresis, eddy current, and coupling current effects
induce loss in transient regimes [5] as well as field
distortions [8]. Their accurate description and computation
is therefore crucial, e.g., for computing the load on the
cryogenic system, the temperature and stability margins,
field errors, or for the design of quench protection devices.

Most approaches to describe the superconducting
hysteresis are based on the definition of a relationship
between electric field and current density, either non-
smooth, as in the Bean model [1], or smooth, as in the power
law model [9]. The use of the power law model leads to
very accurate results and versatile numerical models with,
e.g., the finite element (FE) method [10], which can also be
combined with eddy current and coupling current models.

Besides these advantages, the power law introduces
a strong nonlinearity in the equations, which makes the
numerical models computationally demanding to solve,
already for single strands or cables [11]. As a consequence,
modelling large-scale superconducting systems in all their
details down to the superconductor level is completely
unrealistic in practice. A faster and more efficient method
is necessary.

Homogenization methods which reproduce the macro-
scopic effects of coupling dynamics without modelling
them explicitly are good candidates. The general idea of
these methods is to describe the systems in terms of the
average fields [12], in order to reproduce the magnetiza-
tion and loss accurately, without having to solve for the de-
tailed current density distribution, which has the potential to
strongly reduce the computational cost of the simulations.

Such techniques have been extensively studied in
non-superconducting electromagnetic systems, such as
periodical structures with bundles of wires of any shape [13,
14, 15], described in the frequency or time domain [16, 17].
They rely on the design of equivalent conductivity and
permeability parameters, that must be fitted on reference
solutions.

Following a similar approach for superconducting
systems requires the use of dedicated history-dependent
parameters in order to reproduce their hysteretic response.

A few hysteresis models have been proposed for
modelling superconductors. A vector model is proposed
in [8, 18] for field quality computation in accelerator
magnets. This model describes the magnetization of
superconducting filaments using nested magnetization

ellipses. Another hysteresis model based on the Preisach
model [19] was proposed in [20, 21] in the form of an
equivalent circuit element. Yet another vector model based
on a variational approach was described in [22]. These
models however only describe rate-independent hysteresis
and are therefore not suited for modelling transient effects
in composite superconductors.

The literature on hysteresis models for ferromagnetic
materials is much more extensive. Among the most pop-
ular models are the Jiles-Atherton [23], Preisach [19]
models, and rate-dependent models such as the Chua-
Stromsmoe model [24, 25]. In 1997, Bergqvist proposed a
thermodynamically consistent approach to model hystere-
sis [26], which led to the development of the energy-based
model [27, 28, 29].

The energy-based model offers several advantages.
First, it gives a direct access to instantaneous dissipated
and stored power by conveniently separating the magnetic
field into several contributions. Second, it offers a high
flexibility and modularity thanks to an approach involving
several sub-elements that are combined to form the final
model. Third, it is consistently defined as a vector, and
not scalar model from the beginning [27], and hence
applies to two-dimensional (2D) or three-dimensional
(3D) settings. Fourth, it can be directly generalized to
include rate-dependent effects [28]. Finally, the equations
of this model consist in simple explicit tests, which
leads to straightforward implementations and very efficient
simulations.

In this paper, we adapt and extend the state-of-
the-art energy-based model to composite superconductor
hysteresis by focussing on the case of a superconducting
multifilamentary strand subject to a transverse magnetic
field, i.e., a field perpendicular to the strand axis. This
situation is relevant for most applications and constitutes a
first step towards the homogenization of a complete magnet
winding. This is also a challenging problem since, in
addition to the filament hysteresis effect, it also involves
two types of rate-dependent effects, eddy currents and
interfilamentary coupling currents in the strand matrix, as
well as filament hysteresis change due to coupling and eddy
currents. For this paper, we assume that the strand carries
no transport current. The inclusion of transport current will
be the focus of further work. We also consider a constant
temperature and do not model thermal effects.

We propose the Reduced Order Hysteretic Magneti-
zation (ROHM) model, and present two variations of it:
(i) a rate-independent model which describes the supercon-
ducting hysteresis, and (ii) a rate-dependent model, which
generalizes the former by also describing eddy current and
coupling current effects, in addition to the superconducting
hysteresis.

The ROHM model is general and can be adapted to a
variety of superconductors or composite superconductors,
such as strands, tapes, stacks of tapes, cables, or bulks. It
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can also be easily implemented in any FE framework that
allows for user-defined material properties.

This paper is structured as follows. In Section 2,
we describe the response of a multifilamentary strand
in terms of magnetization and loss for transverse fields
with a range of frequencies and amplitudes, in order to
motivate the design of the ROHM model. In Section 3,
we present the equations defining the rate-independent and
rate-dependent ROHM models. In Section 4, we discuss the
implementation of these equations and we describe how to
include them in a 2D FE framework with a ϕ-formulation.
We then propose in Section 5 a parameter identification
approach for fixing the ROHM model parameters based on
reference solutions. Finally, in Sections 6 and 7, we apply
the ROHM model in rate-independent and rate-dependent
situations, respectively, and demonstrate its potential in the
context of homogenization techniques.

2. Multifilamentary Strand Dynamics

In this section, we describe the response of a composite
superconducting strand subject to a transverse magnetic
field in terms of power loss and magnetization. To this
end, we model the detailed current density distribution
inside the strand with a FE method, the CATI method [30]
implemented in FiQuS [31, 32, 33], and we analyze the
different dynamics resulting from the strand composite
structure.

2.1. Problem definition

We consider a multifilamentary strand such as in Fig. 1.
It consists of twisted superconducting filaments embedded
in a cylindrical conducting matrix. The strand carries no
transport current but is subject to a time-varying transverse
magnetic field happ(t) = hmax sin(2πft)êy of amplitude
hmax (A/m) and frequency f (Hz).

êx

êy

êzhapp(t)

Figure 1: Composite strand with twisted superconducting
filaments embedded in a conducting matrix (cylindrical outline)
subject to a time-varying transverse magnetic field happ(t).

2.2. Magnetization and power loss

We focus on magnetization and power loss. These are the
two quantities to be reproduced with the ROHM model.

The average magnetization vector m (A/m) is defined
as the magnetic dipole moment per unit volume [34]. Based
on the current density distribution on a given cross section,
we have

m = 2 · 1

2a

∫
S

x× j dS, (1)

with a the surface area of the strand cross section S,
x the position vector, and j the current density. The
multiplication by 2 accounts for current loops closing at
infinity, as justified in Appendix A.

The instantaneous power loss per unit length Ptot
(W/m) is obtained by integrating the instantaneous power
loss density, or Joule loss density, over the strand cross
section, including the filaments and the matrix,

Ptot =

∫
S

j · e dS, (2)

with e = ρj the electric field and ρ the resistivity. The
energy loss per cycle and per unit length (J/m) is evaluated
as

Qtot =

∫ 2/f

1/f

Ptot(t) dt. (3)

To make the interpretation of the loss easier, and to aid
the construction of the ROHM model, the total energy
loss per cycle Qtot is decomposed in three contributions:
hysteresis, coupling, and eddy loss. The hysteresis loss is
the loss induced by currents flowing in the superconducting
filaments. The coupling loss is the loss induced by currents
flowing in the conducting matrix perpendicular to êz (the
coupling currents). Finally, the eddy loss is the loss induced
by currents flowing in the conducting matrix along êz .

Magnetization and loss are related to each other.
Indeed, the area inside a closed magnetization loop is
proportional to the total loss per cycle [35, 36]. We have, in
terms of the applied magnetic field happ,

Qtot = a

∮
µ0happ · dm. (4)

2.3. Dynamic response of the strand

We now describe the strand response as a function of the
field amplitude and frequency, and highlight its hysteretic
behavior as well as the associated rate-dependency.

For illustration, we consider a strand made of 54 Nb-Ti
filaments (diameter 90 µm) twisted with a twist pitch length
of 19 mm and embedded in a Cu matrix with a diameter of
1 mm (same geometry as in [30]). We fix the temperature to
1.9 K. The resistivity of the Nb-Ti filaments is described by
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the power law [9] with power index n = 30 and a field-
dependent critical current density jc(b) [37], with b (T)
the local magnetic flux density, defined as b = µ0h, with
µ0 = 4π × 10−7 H/m. The resistivity of the copper matrix
accounts for magneto-resistance, with a residual resistivity
ratio RRR = 100 at zero field [37].

2.3.1. Rate-independent regime At low frequencies (here
for f ≲ 0.01 Hz), the rate of change of the transverse
magnetic field generates negligible coupling and eddy
currents in the matrix. In this regime, the superconducting
filaments behave almost uncoupled and most of the loss is
due to hysteresis in them. A typical magnetization loop
is shown in Fig. 2. The magnetization decreases when
the field increases as a result of the field-dependent critical
current density.

Strictly speaking, the finite value of n creates a small
rate-dependency, but in good approximation, the response
can be considered rate-independent. A rate-independent
ROHM model can therefore be used to describe the strand
response in this regime.
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Figure 2: Strand magnetization for µ0hmax = 2 T, f = 0.01 Hz.

2.3.2. Rate-dependent regime When the frequency in-
creases, the response of the strand is no longer rate-
independent. As shown in Fig. 3, coupling and eddy loss
can no longer be neglected, and the hysteresis loss varies
significantly with frequency. As a result, the total loss per
cycle is strongly rate-dependent. The magnetization also
strongly depends on the frequency, as shown in Fig. 4,
where the y-component of the magnetization vector, m, is
shown as a function of µ0happ(t) for different frequencies.

To reproduce magnetization and loss in this regime,
there is a clear need for a rate-dependent ROHM model.
The design of such a model benefits from a good
understanding of the physics behind the curves in Figs. 3
and 4, which we briefly summarize below.

For low field amplitudes, the dynamics of the coupling
currents and of the associated loss is well described by
analytical models [5, 38]. The coupling loss follows a
typical bell curve with a maximum at a frequency fc.

With increasing field amplitude, the peak of the
coupling loss curve shifts towards lower frequencies, as can
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Figure 3: Total loss per cycle and its contributions as a function
of the frequency f , for three different magnetic field amplitudes.
The legend is the same for the three subfigures. Results from [30].
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Figure 4: Strand magnetization for µ0hmax = 2 T and for different
frequencies f . Results from [30] using Eq. (1). The curve for
f = 0.01 Hz is shown in more detail in Fig. 2.

be seen in Fig. 3 for µ0hmax = 2 T. This is associated
with the saturation of superconducting filaments, which
limits the coupling currents amplitude, and to the loss of
the diamagnetic effect in saturated filaments, as discussed
in [5].

The coupling current dynamics influences the filament
magnetization and hysteresis loss. At low frequencies,
f ≲ fc, filaments are mostly uncoupled, whereas at higher
frequencies, f ≳ fc, they exchange currents via coupling
currents. As a result, the overall magnetization increases,
see for example the situation for f = 10 Hz in Fig. 4,
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and the hysteresis loss is affected. Whether the hysteresis
loss per cycle for coupled filaments is higher or lower than
that for uncoupled filaments depends on the applied field
amplitude, as can be seen in Fig. 3.

At even higher frequencies, eddy currents in the
conducting matrix become the dominating factor for loss
and magnetization. As a result of eddy currents and the skin
effect, the inner part of the strand, containing the filaments,
is shielded from the external field and the hysteresis loss
decreases accordingly. In that regime, the magnetization
curve approaches the shape of an ellipse [35] that becomes
thinner and thinner with increasing frequency, and its slope
approaches −2 because of demagnetization effects [36].

3. Reduced Order Hysteretic Magnetization Model

The simulation time for each of the simulations presented
in the previous section is of the order of one hour with the
CATI method [30]. This is fast and convenient enough to
get a good understanding of a single strand response with a
detailed description of the current density distribution (as
discussed in [30] or shown later in Fig. 27). However,
to simulate transients in a full-scale magnet containing
thousands of strands, one cannot afford models involving
such a detailed description at the strand level.

Instead, one can use an alternative model that produces
accurate macroscopic response in terms of power loss and
magnetization, which are both history-dependent and rate-
dependent, but that does not rely on a detailed calculation
of the current density. We present such a model in
this section: the Reduced Order Hysteretic Magnetization
(ROHM) model. This model is adapted from the energy-
based model for ferromagnetic materials [27, 28].

We start in Section 3.1 by clarifying how the ROHM
model can be used to model the strand. We then define
the building blocks, referred to as cells, that will be
combined for the construction of the ROHM model. Each
cell defines a local hysteretic relationship between the
magnetic field h and the magnetic flux density b. We
present in Section 3.2 a rate-independent cell, that we
call the superconductor cell (S cell). In Section 3.3, we
add contributions to account for eddy current and coupling
current effects, resulting in a rate-dependent cell, that we
call the composite superconductor cell (CS cell). Finally,
we show in Section 3.4 how to combine several cells into a
chain of cells, defining a complete ROHM model.

3.1. Homogenized model and internal field

The idea of the ROHM model is to replace the detailed cross
section of the strand by a plain, homogenized material, as
illustrated in Fig. 5. The homogenized material is assumed
to be non-conducting, but magnetic. It is described by a
constitutive law b = B(h) between the local magnetic
field h and the local magnetic flux density b. The
constitutive law is carefully designed such that it produces

a magnetization vector and power loss value that are,
on average, equivalent to those obtained with a detailed
model [35].

(a) Reference model. (b) Homogenized model.

j = 0

b = B(h)b = µ0h

j ̸= 0

Figure 5: Homogenization concept without transport current.

In the homogenized model, the magnetization vector
m is no longer computed with the integral of Eq. (1) as
there is no current density in the material. Instead, with
fields b and h that satisfy b = B(h), the magnetization
vector m (A/m) is defined by [35]

b = µ0h+ µ0m. (5)

Similarly, the power loss is no longer computed as a Joule
loss as in Eq. (2), but is now linked with the magnetic power
density ptot = h · ḃ. Part of this power is related to stored
magnetic energy, and hence is not associated with loss. The
complementary part is related to dissipated energy. One
major advantage of the energy-based hysteresis model used
in this work is that it gives access to both parts (stored and
dissipated) separately at all time [27].

The relationship b = B(h) is written in terms of
the local fields h and b, internal to the strand. Due to
the demagnetization effect, the internal magnetic field h
is in general not equal to the applied field happ. In the
case of a round strand subject to a transverse external field,
the magnetization vector m is uniform in the strand and
the demagnetization factor is equal to 1/2, such that we
have [36]

h = happ −
1

2
m. (6)

For this reason, the magnetization curves produced by the
ROHM model b = B(h) are not to be compared with those
depicted in Figs. 2 and 4, but rather with different ones,
drawn as a function of

hin = happ −
1

2
m, (7)

where hin has no immediate meaning in the detailed strand
model per se, but is the local magnetic field that the ROHM
model will see inside the strand. These curves are shown in
Fig. 6. At high frequencies (f ≳ 104 Hz), they approach
the shape of an ellipse with a slope of −1. The area of
the closed loops is preserved between Fig. 4 and Fig. 6, as
shown in Appendix B.
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Figure 6: Strand magnetization for µ0hmax = 2 T. The results are
the same as those in Fig. 4 but in terms of µ0hin instead of µ0happ

(see Eq. (7)).

3.2. Superconductor cell - S cell

As a first step, we present a rate-independent hysteresis
cell [27]: the superconductor cell, or S cell. In this cell,
the magnetic field h is decomposed into a reversible field,
hrev, and an irreversible field§, hirr:

h = hrev + hirr. (8)

The reversible field defines the magnetic flux density

b = µ0hrev. (9)

The irreversible field creates hysteresis by introducing
history dependence. Its amplitude ∥hirr∥ is bounded by a
value κ (A/m), the irreversibility parameter. From a known
magnetic field h, and a given reversible field hrev that has
been established previously (as a function of the history of
h), the irreversible field hirr is determined as follows:

hirr =

{
h− hrev, if ∥h− hrev∥ < κ,

κ ḃ/∥ḃ∥, if ∥h− hrev∥ = κ,
(10)

where the dot notation (as in ḃ) represents the time
derivative. An illustration of this equation is given in Fig. 7.
While the driving field h evolves inside the sphere of radius
κ centered at hrev, the reversible field hrev stays constant
(and so does b = µ0hrev), and the irreversible field is
defined accordingly, see Fig. 7(a). If h reaches the surface
of the sphere, then, the reversible field hrev (and, hence, also
b) must evolve in order to maintain the condition ∥hirr∥ ≤ κ
valid, and hirr is established parallel to ḃ, see Fig. 7(b).

§ The irreversible field hirr has nothing to do with the irreversibility field
of a superconductor.

hrev

h hirr

κ

(a) ∥h− hrev∥ < κ.

hrev

h hirr

(b) ∥h− hrev∥ = κ.

Figure 7: S cell, adapted from [27, 29]. Illustration in 2D of
the magnetic field decomposition into reversible and irreversible
fields. The dotted elements in (b) refer to the situation at a previous
time.

The total power density ptot (W/m3) is expressed as

ptot = h · ḃ
= hrev · ḃ︸ ︷︷ ︸

prev

+hirr · ḃ︸ ︷︷ ︸
pirr

. (11)

The reversible power prev is the time derivative of the stored
magnetic energy density,

prev = hrev · µ0ḣrev =
d

dt

(
1

2
hrev · µ0hrev

)
, (12)

while the irreversible power pirr is always non-negative and
is associated with the dissipated energy density,

pirr = hirr · ḃ = κ∥ḃ∥ = κ∥µ0ḣrev∥. (13)

It is one of the main benefits of the energy-based approach
that the dissipated energy is clearly separated from the
stored energy [27].

A mechanical analogy of the S cell in a one-
dimensional setting is shown in Fig. 8. It represents
a mechanical system made of a dry friction element in
parallel with a restoring spring [27].

h

hirr

hrev

b = µ0hrev

κ

Figure 8: Mechanical analogy [27] of the S cell: a parallel
connection of a dry friction element and a restoring spring. In
the analogy, the system is subject to a force h which causes an
elongation b = µ0hrev.

In practice, the magnetization of superconductors
decreases with increasing field as a consequence of the
decreasing critical current density jc, as is shown in Fig. 2.
In order to reproduce this effect with the S cell, one
can make the irreversibility parameter κ a function of the
magnetic flux density b, by defining

κ(b) = fκ(b)κ̄, (14)
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with κ̄ (A/m) a constant and fκ a scaling function, smoothly
evolving from 1 at zero field to 0 at large fields. The
expression of fκ is function of the geometry and must be
determined at the parameter identification step, as discussed
in Section 5. The introduction of a field-dependent
irreversibility parameter brings an additional nonlinearity
in the equations, which has to be addressed during the
numerical simulation.

Magnetization loops obtained from S cells with
different irreversibility parameters are shown Fig. 9 for a
unidirectional excitation. By construction, these curves are
independent of the rate of change of the applied field.

−2 −1 0 1 2
−2

−1

0

1

2

b
(T

)

µ0κ(b) = fκ(b) 0.2 T
µ0κ(b) = fκ(b) 1.0 T
µ0κ = 0.2 T
µ0κ = 1.0 T

−2 −1 0 1 2

−1

0

1

µ0h (T)

µ
0
m

(T
)

Figure 9: Hysteresis curves obtained with one S cell with field-
dependent or field-independent irreversibility parameters (the
function fκ(b) is the same as in Section 6). The legend is the same
for both subfigures. (Up) Magnetic flux density b versus applied
field µ0h. (Down) Magnetization µ0m = b− µ0h versus applied
field µ0h. Note that in this simple case, hirr = −m.

A careful choice of the scaling function fκ(b) allows
to reproduce the shape of the lower and upper branches
of the major hysteresis loop of Fig. 2. However, with a
single S cell, the transitions between these upper and lower
branches are not smooth as in the reference solution in
Fig. 2, but sharp. Also, for applied fields smaller than κ(0),
the magnetic flux density remains exactly zero and no loss
is generated by the S cell. To obtain smooth transitions
and better description at small field amplitudes, combining
several cells is necessary. This is discussed in Section 3.4.

3.3. Composite superconductor cell - CS cell

For regimes in which the superconducting strand response
is strongly rate-independent, the S cell presented in the
previous section must be generalized. Starting from the S
cell, we propose to account for the magnetization due to
eddy currents and coupling currents by adding two new
contributions in the magnetic field decomposition, heddy
and hcoupling, such that Eq. (8) is rewritten

h = hrev + hirr + heddy + hcoupling. (15)

The equation for hirr is modified accordingly:

hirr =

{
h− g, if ∥h− g∥ < κ,

κ ḃ/∥ḃ∥, if ∥h− g∥ = κ,
(16)

with g = hrev + heddy + hcoupling. The magnetic field
decomposition is represented in Fig. 10(b). As described
below, the fields heddy and hcoupling are always parallel to
ḃ = µ0ḣrev. We refer to this new cell as the composite
superconductor cell, or CS cell.

κ
h

hirr

hrev

b = µ0hrev

τe heddy

τcχ hcoupling

bcoupling

(a) Mechanical analogy.

hrev

h hirr

heddy

hcoupling

κ

χ

g

(b) Illustration in 2D.

Figure 10: CS cell generalizing the S cell by accounting for
eddy currents and coupling current effects, as well as for filament
coupling effect. Illustration of the magnetic field decomposition
into four contributions (hrev, hirr, heddy, and hcoupling). The dashed
circle of radius χ limits the amplitude of the field hcoupling. The
dotted arrow represents hrev at a previous time.

Adapting [28], the field heddy is defined by

heddy = τeḣrev, (17)

with an eddy current time constant parameter τe (s). The
eddy component produces a new loss contribution, peddy
(W/m3), which reads

peddy = heddy · ḃ =
µ0

τe
∥heddy∥2 =

τe

µ0
∥ḃ∥2. (18)

In the mechanical analogy, the inclusion of eddy
current effects corresponds to adding a dashpot (viscous
friction element) in parallel with the dry friction element
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and the restoring spring, as illustrated in Fig. 10(a). For
slow variations of the force h, the dashpot is barely
opposing the elongation b, whereas for faster variations of
h, it becomes gradually more blocking and starts to oppose
variations of b. This reproduces magnetic shielding and
increased magnetization due to eddy currents.

The other new contribution hcoupling is associated
with coupling currents [5]. The coupling currents in the
conducting matrix are due to net currents flowing in the
superconducting filaments, and are therefore also subject to
hysteresis and saturation of the filaments. The field hcoupling
has then its own irreversibility parameter χ (A/m). We
define

hcoupling =

{
τcḣrev, if ∥τcḣrev∥ < χ,

χ ḣrev/∥ḣrev∥, if ∥τcḣrev∥ ≥ χ,
(19)

with a coupling current time constant τc (s). In order
to reproduce reduced magnetization at higher fields, the
irreversibility parameter χ must also be a function of b. We
therefore define

χ(b) = fχ(b)χ̄, (20)

with χ̄ a constant (A/m) and fχ(b) a scaling function. As
for fκ(b), the expression of fχ(b) must be determined in
the parameter identification step.

The field hcoupling introduces two new loss contribu-
tions, pcoupling and pirr,c (W/m3), that read

pcoupling =
µ0

τc
∥hcoupling∥2 =

τc

µ0
∥ḃcoupling∥2, (21)

pirr,c = hcoupling ·
(
ḃ− ḃcoupling

)
, (22)

with

ḃcoupling =
µ0

τc
hcoupling. (23)

The mechanical analogy associated with the coupling
current contribution is represented in Fig. 10(a). The
combination of the dashpot in series with the dry friction
element reproduces the saturation of the coupling currents.
When the force on the dashpot remains below χ, the dry
friction element is at rest and produces no hysteresis. This
corresponds to a situation in which the coupling currents
are small enough for the hysteresis to be neglected. If
the force exceeds χ on the dashpot, it is then subject to
hysteresis. The second hysteresis element, with χ, always
acts in parallel with the first one, related to the irreversible
field hirr. The magnetization of coupled filaments therefore
depends on the sum of both, and so is the associated
hysteresis loss. We therefore group pirr and pirr,c into a
single component physt = pirr + pirr,c.

Note that by choosing τe = 0 and τc = 0, we retrieve
the S cell of Section 3.2. The S cell is therefore a particular
case of the CS cell.

In summary, the power loss decomposition reads:

ptot = prev + pirr + pirr,c︸ ︷︷ ︸
physt

+peddy + pcoupling, (24)

where prev corresponds to stored energy, while the other
components correspond to dissipated energy.

Magnetization curves obtained with one CS cell and
the associated energy loss per cycle and per unit volume
are shown in Figs. 11 and 12. For a given frequency f , the
energy loss per cycle and per unit volume is computed as

qtot =

∫ 2/f

1/f

ptot(t) dt. (25)

The total loss qtot is also decomposed in three contributions
for easier interpretation, following Eq. (24).

The hysteresis loss exhibits the expected evolution
with frequency: two plateaus at low and middle frequen-
cies, with a transition where the coupling loss peaks, and
then a sharp decrease when the eddy loss becomes domi-
nant. Coupling and eddy loss curves follow the shape of
two bell curves.

−2 −1 0 1 2

−2

−1

0

1

2

µ0h (T)

µ
0
m

(T
)

f = 0.01 Hz f = 102 Hz
f = 0.1 Hz f = 103 Hz
f = 10 Hz f = 104 Hz

Figure 11: Hysteresis curves obtained with one CS cell at different
frequencies. Cell parameters are: µ0κ̄ = 0.2 T, µ0χ̄ = 0.3 T,
τc = 0.2 s, and τe = 0.3 ms, and the same functions fκ(b) and
fχ(b) as in Section 7.

In reality, the eddy current loss is asymptotically
decreasing as 1/

√
f at high frequencies due to the skin

effect. With the CS cell, one can however only expect the
curve to decrease as 1/f at high frequencies, as a result of
Eq. (17). For f → ∞, the CS cell is therefore not expected
to provide perfect results and shall be adapted if one wants
better results for very high frequencies (f ≳ 103 Hz).

For the same reasons as for the S cell, several CS cells
must be combined to obtain a good description on a range
of field amplitudes. This is discussed in the next section.
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Figure 12: Total loss per cycle and per unit length (loss density
multiplied by a surface area a = π 0.52 mm2 for comparison
with Fig. 3) and individual loss contributions as a function of the
frequency f , for a magnetic field amplitude of 2 T obtained with
the same CS cell as in Fig. 11.

3.4. Chain of cells

The S cell and the CS cell contain the necessary
ingredients to reproduce the different regimes observed in
a multifilamentary strand, but a single cell alone does not
produce a valid response over a wide field range. Indeed,
in reality, the evolution towards saturation is smooth and
progressive, and not subject to a single threshold field κ as
is the case in Figs. 9 and 11.

To better approach the smooth magnetization curves of
Figs. 2 and 4, we can combine several cells into a chain of
cells. To this end, we follow the approach proposed in [27].

The approach consists in decomposing the total
magnetic flux density b into N contributions αkbk, with
k = 1, . . . , N . Each bk is described by a distinct hysteresis
cell, but all cells are driven by the same magnetic field h.
Each cell contributes to the total magnetic flux density with
a weight αk. We define

b =

N∑
k=1

αkbk =

N∑
k=1

αkµ0hrev,k,

N∑
k=1

αk = 1, (26)

where hrev,k is the reversible field associated with cell k.
In the mechanical analogy, this corresponds to connecting
cells as a chain, i.e., in series, as illustrated in Fig. 13.

The power loss is computed by adding contributions
of each individual cell, involving the fractions αkḃk of the
total rate of change ḃ.

The advantage of this approach is that each cell can
be solved independently, as they are all subject to the same
magnetic field h. Fixed point iterations can be performed to
account for field-dependent parameters κ or χ that depend
on the total magnetic flux density b. The equations for each
cell are identical to those in Sections 3.2 and 3.3, with the
only difference that each cell only contributes partly to the
magnetic flux density b, with a fraction αkbk.

Once parameters are identified (see Section 5), the
chain of cells defines the ROHM model, i.e., the constitutive
relationship b = B(h) that reproduces the composite strand

κ2

τe,2

τc,2χ2

h

b2 = µ0hrev,2

κN

τe,N

τc,NχN

bN = µ0hrev,N

α2 αN

κ1

τe,1

τc,1χ1

b1 = µ0hrev,1

α1

κ2

h

b2 = µ0hrev,2

κN

bN = µ0hrev,N

α2 αN

κ1

b1 = µ0hrev,1

α1

Figure 13: (Up) Chain of S cells. (Down) Chain of CS cells.

magnetization and loss without involving the calculation of
any current density distribution.

4. Implementation and Inclusion in a FE Framework

The ROHM model gives the magnetic flux density b(t) as
a function of a given magnetic field h(t), from which we
can compute the magnetization m(t) = b(t)/µ0 − h(t)
and the power loss. All are vector quantities varying in
time. For a numerical simulation, time is discretized and
the solutions are computed at successive time steps, based
on the knowledge of the solution at previous time steps and
on the new value of the magnetic field.

In this section, we show how to solve the two types of
cells defined in the previous section, the S cell and CS cell,
as well as chains of cells. We then describe how to include
the ROHM model in a FE framework.

4.1. S cell

If the irreversibility parameter κ is constant, the S cell can
be solved with an explicit update rule, as proposed in [27].
Let hrev(p) be the reversible field computed at the previous
time step, as a result of the history of h. For a magnetic field
h at the new time step, the reversible field hrev is updated
as follows:

hrev =


hrev(p), if ∥h− hrev(p)∥ ≤ κ,

h− κ
h− hrev(p)

∥h− hrev(p)∥
, otherwise,

= Uκ(h,hrev(p)). (27)
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The associated magnetic flux density b is directly given by
Eq. (9), and the irreversible field hirr can be deduced from
Eq. (8). The instantaneous rates of stored and dissipated
energies, prev and pirr, are readily obtained by Eqs. (12) and
(13), respectively.

If the irreversibility parameter κ is not constant but a
function of b to account for field-dependent jc, the update
rule is no longer explicit. In such a case, an approximate
solution can be computed easily with a few fixed point
iterations, that is, by solving successively Eq. (27) with
updated values of κ(b) = κ(µ0hrev) until hrev does no
longer change significantly.

The implementation of the S cell is very simple, as
it entirely consists in the test of Eq. (27). It only requires
the knowledge of the previous reversible field hrev, which
has to be stored as an internal variable during the numerical
simulation.

Note that by contrast with ferromagnetic hysteresis
with a nonlinear saturation law [27, 29], in this context
of superconducting hysteresis, the relationship Eq. (9) is
linear. The update rule Eq. (27) is therefore exact [29], up
to the time discretization error.

4.2. CS cell

For the CS cell described in Section 3.3, the approach is
similar. However, two tests are now necessary to account
for the two dry friction elements. With

g = hrev + heddy + hcoupling, (28)

and g(p) its value at the previous time step. We start by
updating g, as a function of the new h as follows:

g = Uκ(h, g(p)), (29)

with the update rule defined by Eq. (27) but as a function of
g(p) instead of hrev(p). This operation contains the first test,
after which we can already compute the irreversible field
hirr = h− g.

We proceed with the second test, encoded in Eq. (19).
We first assume that ∥τcḣrev∥ ≤ χ is valid (and we will
correct the assumption if it is not the case). If ∥τcḣrev∥ ≤ χ,
then we have the trial fields

g = htrial
rev + htrial

eddy + htrial
coupling (30)

= htrial
rev + τeḣ

trial
rev + τcḣ

trial
rev (31)

≈ htrial
rev +

τe + τc

∆t
(htrial

rev − hrev(p)), (32)

with hrev(p) the reversible field at the previous time step and
∆t the current time step size. Solving this equation for
htrial

rev , and then evaluating htrial
coupling = τcḣ

trial
rev gives the trial

value (we drop the ≈ sign)

htrial
coupling =

τe

∆t+ τe + τc
(g − hrev(p)) . (33)

If the assumption ∥htrial
coupling∥ ≤ χ is indeed satisfied, then:

hcoupling = htrial
coupling, (34)

heddy =
τc

∆t+ τe + τc
(g − hrev(p)) . (35)

Otherwise, if ∥htrial
coupling∥ > χ, we have instead (Eq. (19)):

hcoupling = χ
g − hrev(p)

∥g − hrev(p)∥
, (36)

heddy =
τc

∆t+ τc
(g − hcoupling − hrev(p)) . (37)

In both cases, the reversible field is obtained via

hrev = g − hcoupling − heddy. (38)

The instantaneous power quantities can be computed by
Eqs. (12), (13), (18), (21), and (22).

In the case of field-dependent irreversibility parame-
ters κ and χ, a good convergence is again obtained in a few
fixed points iterations, as for the S cell.

The implementation of the CS cell is straightforward.
It only consists in two tests and a few update equations. The
simulation of the CS cell requires to keep track of the values
of vectors g and hrev at the previous time step.

4.3. Chain of cells

In a ROHM model with a chain of cells as proposed in
Section 3.4, each cell k is subject to the same magnetic
field h and produces a distinct magnetic flux density bk.
The total magnetic flux density b is then computed as a
weighted sum of the bk, as defined in Eq. (26). This is the
only additional step compared to the single cell case.

Apart from this change, each cell can be solved
independently exactly as described above, possibly with
global fixed point iterations in the case of field-dependent
irreversibility parameters κ and χ that depend on the total
magnetic flux density b.

4.4. Inclusion in a finite element ϕ-formulation

The ROHM model b = B(h) can be used as a local
constitutive relationship within an FE model.

Let us consider a numerical domain Ω. It is
decomposed into the superconducting strand (or any other
superconducting conductor) to be homogenized, denoted as
Ωm, and the complementary domain, denoted as ΩC

m. For
simplicity, we assume that ΩC

m is non-conducting, but the
approach can be easily extended to conducting domains as
well. Also, in this paper, we only consider cases with no
transport current in Ωm.

The set of equations to solve is therefore:{
div b = 0,

curlh = 0,
with

{
b = B(h), in Ωm,

b = µ0h, in ΩC
m.

(39)
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These equations can be solved numerically with the FE
method, on a mesh, i.e., a spatial discretization of the
numerical domain Ω.

As the hysteresis law is driven by the magnetic field
h, it is easier to consider an h-conform formulation, such
as the h-ϕ-formulation [39, 40]. In this particular case
with no net currents in Ωm and a non-conducting ΩC

m, this
formulation can be reduced to a ϕ-formulation [29].

Starting from an initial solution, it consists in finding
a magnetic field h = gradϕ with ϕ ∈ Φ(Ω) such that, at
subsequent time instants, ∀h′ = gradϕ′ with ϕ′ ∈ Φ0(Ω),(

B(h) ,h′)
Ωm

+
(
µ0h ,h′)

ΩC
m
= 0, (40)

where the notation (v ,w)Ω denotes the integral over Ω of
the dot product of any two vector fields v and w. The space
Φ(Ω) contains functions in H1(Ω) that satisfy appropriate
essential boundary conditions. The space Φ0(Ω) is the same
space but with homogeneous essential boundary conditions.
These function spaces are discretized with lowest-order
node functions [41].

The presence of the hysteresis law in Eq. (40) makes
the system history-dependent. The fields hrev and g must
therefore be saved at each time step. They are defined in Ωm
only and are chosen to be element-wise constant vectors,
with no continuity constraint across element interfaces.

The hysteresis law also makes the system nonlinear.
An iterative scheme is therefore necessary for a numerical
simulation. We observed that the Newton-Raphson method
leads to very efficient simulations. From an initial iterate
h0, it consists in solving successively a linearized version
of Eq. (40) until a given convergence criterion is met. At
iteration i, the formulation reads, in terms of the unknown
field hi, and the previous (known) iterate hi−1,(

B(hi−1) +
∂B
∂h

∣∣∣∣
hi−1

· (hi − hi−1) ,h
′

)
Ωm

+
(
µ0hi ,h

′)
ΩC

m
= 0, (41)

where the Jacobian tensor ∂B/∂h can be evaluated
analytically. Its expression is given in Appendix C. It is
not continuous and contains tests as for the constitutive law
itself, but it remains very simple to implement. To ensure
that the Jacobian tensor is non-singular, it is important
that the chain of cells contains at least one cell k with
κk = 0 A/m. Such a cell is usually physically meaningful
to represent a volume fraction of the homogenized material
that is not subject to hysteresis, such as the normal
conducting matrix in the case of a composite strand.

5. Parameter Identification

The ROHM model presented in Section 3 provides a
flexible tool able to capture a variety of different hysteretic
responses thanks to the approach with several cells

connected as a chain. The parameter values of each of
these cells must be properly chosen in order to reproduce
reference solutions.

In this section, we propose a simple identification
procedure for chains of S cells and explain a heuristic
for chains of CS cells, which will be further illustrated in
Section 7. The reference solutions are obtained by detailed
numerical models such as those presented in Section 2.

5.1. Chain of S cells

In a chain of S cells, there are 2N parameters to be
defined: the irreversibility parameters κk(b) = fκ(b)κ̄k

and the constant weights αk. The number of cells N
must be chosen as a trade-off between computational cost,
implementation easiness and accuracy.

As a reference solution, we consider the magnetization
curve of a superconducting strand subject to a unidirectional
field happ(t) = happ(t)êy = hmax sin(2πft)êy , with a
sufficiently large field hmax for the system to be fully
penetrated, and at a sufficiently low frequency f for the
coupling and eddy current effects to be negligible. Based
on the reference solution, we compute the average magnetic
flux density in the strand bin as

bin = µ0hin + µ0m = µ0

(
happ +

1

2
m

)
, (42)

using Eqs. (1) and (7). An example of the bin and
magnetization curves for the composite strand described
in Section 2 is given in Fig. 14, with µ0hmax = 2 T and
f = 0.01 Hz. The solution is obtained with a standard 2D
FE h-ϕ-formulation without any filament coupling.
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Figure 14: Reference magnetization curve for the identification of
a chain of S cells.
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The objective is to find the ROHM model parameters
such that b = B(h) is as close as possible to bin when h =
hin. The proposed identification procedure is decomposed
in two steps.

Step 1: Fitting the field-dependent scaling. The first
step is to fit the irreversibility parameter scaling, fκ(b),
introduced in Eq. (14) to account for the field-dependent
critical current density. For this, we consider parts of the
magnetization cycle in which the superconductor is fully
magnetized. In Fig. 14, this corresponds to the purple
curves labelled as Step 1.

For a chain of S cells, using Eqs. (8) and (26), the total
magnetization is given by

m = b/µ0 − h =

N∑
k=1

αkhrev,k − h

=

N∑
k=1

αk (hrev,k − h) =

N∑
k=1

αkhirr,k. (43)

In the fully magnetized situation and with a unidirectional
excitation, we have

|m| =
N∑

k=1

αkκk(b) = fκ(b)

N∑
k=1

αkκ̄k︸ ︷︷ ︸
mmax

, (44)

with mmax (A/m) the maximum magnetization. Therefore,
the scaling function fκ(b) directly describes the shape of
the purple curves in Fig. 14, scaled by mmax.

As a result, the scaling fκ(b) can be defined as
an interpolation function of the purple curves, scaled by
mmax. Outside of the field range of the reference solution,
fκ(b) can be extrapolated smoothly, e.g., using the field-
dependent critical current density as a scaling. The fact that
the model reproduces a maximum magnetization equal to
mmax will be ensured in step 2.

In some circumstances, the maximum magnetization
may not be observed at bin = 0 exactly. In such a case, the
scaling fκ can be written in terms of a weighted sum such
as ub+ (1− u)µ0h, with u ∈ [0, 1] to be chosen.

Note that choosing fκ(b) = jc(b)/jc(0) as a scaling
over the whole field range, instead of defining it based on
the purple curve as proposed above, does not lead to very
accurate results, especially at low fields. The reason is
that the strand magnetization depends on the actual field
distribution inside it, which is not uniform (but unknown
for the homogenized ROHM model), and not only on the
average vector bin.

Step 2: Choosing the κ̄k and fitting the weights αk. The
second step consists in finding the remaining parameters,
κ̄k and αk, in order to reproduce transition branches

between fully magnetized states, such as those labelled as
Step 2 in Fig. 14.

The proposed procedure consists in choosing a priori
the N values κ̄k and then fixing the weights αk accordingly.
For simplicity, we arrange the κ̄k values in increasing order
with respect to k and we start with κ̄1 = 0 A/m.

We consider the virgin magnetization curve repre-
sented by the green curve starting at origin in Fig. 14. Ini-
tially, hrev,k = 0, ∀k = 1, . . . , N . As the magnetic field
hin increases, it reaches the surface of the cell spheres one
by one (see Figs. 7 and 15). This happens at successive
threshold field values that depend on the κ̄k constants and
on the fκ(bin) scaling determined in Step 1. We denote
these threshold fields as hk, as illustrated in Fig. 16.

∥h∥ = h2∥h∥ = h1 = 0 ∥h∥ = h3 ∥h∥ = h4

h h h

κ4
κ3

κ2

Figure 15: Illustration of the magnetic field and a chain of S cells
with N = 4 (the first cell is with κ1 = 0 A/m), from virgin
state to ∥h∥ = h4. Each sphere (circle) represents one cell. The
center of the spheres are at positions hrev,k, established by the
history of h, and their field-dependent radius is equal to κk(b).
The relative scale is respected compared to Fig. 16. Variations of
the magnetic field h that stay inside the smallest non-degenerated
sphere produce no loss.

For h < hk, we have hrev,j = 0, ∀j = k, . . . , N , such
that only the first k− 1 cells contribute to the magnetic flux
density b. The weights αk−1 can therefore be consecutively
adjusted by forcing the solution of the ROHM model to
match the reference solution at each hk, for k = 2, . . . , N .
This adjustment can be automated with a simple iterative
routine. The influence of the weights αk on the ROHM
model solution is illustrated in Fig. 16. The last weight αN

is calculated so that all weights add up to one.
The choice of the number of cells N and the a priori

distribution of values for the κ̄k depend on the desired
accuracy and application. This is discussed in Section 6.

5.2. Chain of CS cells

For a chain of CS cells, there are 5N parameters to be
defined: κk, αk, τe,k, τc,k, and χk, for k = 1, . . . , N . To
identify all these parameters, reference solutions at different
frequencies are necessary. We decompose the identification
procedure in three steps.

Step 1: Reproducing the rate-independent regime. A
reference solution at a sufficiently low frequency, so that
the eddy and coupling current effects are negligible, can be
used exactly as described in the previous section to define
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Figure 16: Parameter identification procedure for a chain of S
cells. Example with N = 4 cells, with µ0κk = (k − 1) 0.25 T.
(Up) The dotted gray line represents bin = µ0hin. The dashed
curves represent the field-dependent irreversibility parameters.
Their intersection with the reference curve defines the threshold
values hk. (Down) Illustration of the influence of the weights αk

on the ROHM model solution. The dashed gray curves depict what
the solution would partially look like for different values of αk.

the κk (with both the fκ(b) scaling and the κ̄k values) and
αk. This leads to a number of 3N remaining parameters.

Step 2: Fitting the time constants. The time constants τe,k
and τc,k can be chosen so that the positions of the peaks in
eddy and coupling losses correspond to those of reference
solutions, such as shown in Fig. 3. Choosing identical
values for all the cells already leads to good results within
limited amplitude ranges. To reproduce the observation that
the maxima in coupling and eddy loss are observed at lower
frequencies when the field amplitude increases, one can
choose larger values of τe,k and τc,k for cells associated with
larger irreversibility parameters. This will be illustrated in
Section 7.

Step 3: Reproducing the coupled filament magnetization.
Once the time constants are fixed, the only remaining
parameters are the χk(b) = fχ(b)χ̄k. The scaling fχ(b)
can be defined as in the static case (Step 1), based on a
reference solution at a sufficiently high frequency for the
dynamic effects to be visible in the magnetization curve,
e.g., at f = 100 Hz for the 54-filament strand, as shown in
Fig. 6. Then, the values χ̄k can be identified in order to best
reproduce the transition branches, as in Step 2 of the static
case, but now with values χ̄k as unknowns instead of the
weights αk which are already fixed.

6. Results with a chain of S cells

The first application consists of the 54-filament strand
presented in Section 2, subject to a transverse field varying
sufficiently slowly for the eddy and coupling current effects
to be negligible. We choose a frequency f = 0.01 Hz. For
the reference solution, we assume a non-conducting matrix
and use a classical h-ϕ-formulation [39], so that coupling
effects are not present.

Because of the finite value of the power index n = 30,
the strand response is not truly rate-independent (this would
only be the case at the limit n → ∞). Still, we model the
macroscopic strand response (magnetization and loss) with
a chain of S cells as a first approximation, and show that it
already provides very good results.

We start the analysis by identifying the parameters of
the chain of S cells. We then compare the prediction of
the resulting model for different types of excitations, both
unidirectional and bidirectional.

6.1. Parameter identification

The reference solution is the major loop represented in
Fig. 14. We choose N = 6 and apply the two-step
procedure described in Section 5.1 with N equally spaced
values µ0κ̄k from 0 mT to 750 mT. The obtained parameters
are given in Fig. 17.

k µ0κ̄k αk

(mT) (%)
1 0 48.24

2 150 18.07
3 300 16.99
4 450 9.31
5 600 5.16
6 750 2.23 0 1 2 3
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Figure 17: (Left) Parameters of a chain of S cells with N = 6,
identified on the reference magnetization loop shown in Fig. 14.
(Right) Scaling function fκ(b).

It is interesting to notice that the first S cell, which is
anhysteretic (κ1 = 0 A/m), almost contributes to half of the
magnetic flux density. This is due to the large fraction of
normal conductor in the strand, the copper matrix (copper
fraction in the cross section is 56%), which does not behave
as a hysteretic material.

6.2. Unidirectional excitation

Using the parameters obtained above, we compare the
predictions of the ROHM model in terms of magnetization
and loss for two types of unidirectional excitations along
êy . The first one is a harmonic field:

µ0h
(1)
app(t) = µ0hmax sin(2πft), (45)
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Figure 18: Comparison of the ROHM model results with the reference solution. Unidirectional transverse magnetic field. Chain of
S cells with N = 6 cells, parameters of Fig. 17. (a) Harmonic excitation h

(1)
app (t). (b) Biharmonic excitation h

(2)
app (t). (Up) Internal

magnetic field, the input of the ROHM model. (Middle) Magnetization loop. The curves of the ROHM model are colored as a function
of the instantaneous power, see the bottom plots for the legend. (Down) Dissipated power per unit length as a function of time, equal to
a pirr(t), with a = πd2/4 the surface area of the strand cross section.

with µ0hmax = 2 T and f = 0.01 Hz. The second one
is a biharmonic field, resulting in a response with minor
magnetization loops:

µ0h
(2)
app(t) = µ0hmax (sin(πft) + 0.25 sin(6πft)) . (46)

Results are given in Fig. 18. With N = 6 cells, the
ROHM model reproduces very well both major and minor
magnetization loops. The instantaneous loss is remarkably
well reproduced in both cases, with a relative error on the
total loss below 1%.

The influence of the number of cells on the relative
error on the total loss is shown in Fig. 19. Increasing the
number of cells helps reducing the error for low N values
(≤ 3). The error then stabilizes (for N ≥ 6) to a small,
non-zero value.

The major advantage of the method is its computa-
tional efficiency. Once the model parameters are identified,
solving the ROHM model is tremendously faster than solv-
ing a detailed FE model. Typically a few milliseconds only

1 2 3 6 12 24

-10

-5

0

5

10

−0.2%

+0.5%

+3.2%

N (-)

R
el

at
iv

e
er

ro
r(
%

)

h
(1)
app h

(2)
app h

(3)
app

Figure 19: Evolution of the relative error (Qhyst − Qref)/Qref

between total losses predicted by the ROHM model (Qhyst) and
the reference model (Qref), for different excitations, as a function
of the number of cells N , with equally spaced values µ0κ̄k, from
0 T to 0.75 T. In the case N = 1, µ0κ̄1 = 0.168 T and α1 = 1.

is required for the ROHM model compared to a few tens of
minutes for the 54-filament reference FE simulation. This
efficiency is crucial in view of simulating full-scale super-
conducting systems.
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In practice, the number of cells and the distribution
of κ̄k values must be chosen depending on the actual
excitations to be considered in practice. As already
mentioned, a chain of S cells produces no loss for field
variations smaller than the smallest non-zero irreversibility
parameter κk(b), as illustrated in Fig. 15. To reproduce
accurately power loss at low fields, or for low field ripples,
the chain of S cells must therefore contain cells with
sufficiently small irreversibility parameters. The same
comment holds for a chain of CS cells, and will be further
illustrated in Section 7.

6.3. Bidirectional excitation

The parameters in Section 6.1 are defined based on the
results of a unidirectional excitation, but all the ROHM
model equations are vectorial, and the model is therefore
directly applicable to general excitations. We show in
Fig. 20 the results for a bidirectional rotating transverse
field excitation defined by:

µ0h
(3)
app(t) = µ0hmax sin(πft) sin(πft)êx

+µ0hmax sin(πft) cos(πft)êy, (47)

with µ0hmax = 2 T, f = 0.01 Hz, and êx, êy the unit
vectors in x-, y-directions. The influence of the number of
cells N on the relative error is shown in Fig. 19, a constant
error of ≈ 3% remains for large values of N .

The ROHM model reproduces well the magnetization
and power loss. The angle between the inner field hin
and the magnetization vector m is faithfully described, as
shown by the solutions at selected time instants in Fig. 20.
The agreement is not perfect, but very satisfying provided
that the model parameters are fully identified using
results from a unidirectional situation, with absolutely no
information about the strand response under bidirectional
excitations.

7. Results with a chain of CS cells

As a generalization of the previous section, we consider
the same 54-filament strand subject to a transverse field,
but now with a conducting matrix and higher rates
of field changes, so that both magnetization and loss
exhibit frequency dependence. The reference solutions are
obtained as described in Section 2 with the CATI method in
order to account for coupling current effects due to the twist
of the filaments.

We start the analysis by choosing the ROHM model
parameters based on reference solutions. We then illustrate
the results for wide ranges of field amplitudes and
frequencies.

7.1. Parameter identification

We choose the chain structure represented in Fig. 21.
Compared to the chain of S cells of the previous section,
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Figure 20: Comparison of ROHM model results with the reference
solution. Rotating transverse magnetic field h

(3)
app (t). Chain of

S cells with N = 6 cells and parameters of Fig. 17. Solutions
at selected time instants are indicated by the colored circles
(reference solution) and crosses (ROHM model). (Up) Internal
magnetic field and magnetization of the filament. The ROHM
model curve is colored as a function of the instantaneous power
loss. Same legend as in the bottom sub-figure. Values are in tesla
(T). (Down) Dissipated power per unit length as a function of time.

two cells now have a zero irreversibility parameter, κ1 =
0 A/m and κ2 = 0 A/m. These two cells allow
to reproduce the transitions between the three regimes
illustrated in Fig. 22 at low fields, associated with different
magnetization slopes, as shown in Fig. 23. The curves are
obtained with the parameter values of Table 1, which are
discussed below.

κ3

τe,3

τc,3χ3

b1 = µ0hrev,1
b2 = µ0hrev,2

τe,2
h

τc,2χ2

τe,1

b3 = µ0hrev,3

κN

τe,N

τc,NχN

bN = µ0hrev,N

α1
α2

α3 αN

Figure 21: Chain of CS cells to model a multifilamentary strand
rate-dependent response.

At low frequencies, the dominant contribution to
magnetization and loss comes from superconducting
filament hysteresis. We can reuse the material parameters
found in the previous section for the chain of S cells
as is given in Fig. 17. In order to reproduce losses
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(a) f = 0.01 Hz. (b) f = 100 Hz.

(c) f = 10 kHz.

Figure 22: Field distribution at low fields (µ0hmax = 10 mT)
and different frequencies. The lines are parallel to the local
magnetic field, the larger and darker they are, the higher the field
amplitude. (a) Uncoupled filaments and limited magnetization.
(b) Increased magnetization due to coupled filaments. (c) Almost
perfect diamagnetism due to eddy currents.
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Figure 23: Strand magnetization for µ0hmax = 10 mT at different
frequencies, from virgin state at time t = 0 to time t = 0.25/f
(for better clarity). Dashed lines are reference solutions and solid
lines are from the ROHM model.

at fields lower than 150 mT, we also introduce 8 new
cells with lower irreversibility parameters, logarithmically
spaced from 1 mT to 80 mT. The associated weights can be
identified automatically as proposed in Section 5.1, or based
on analytical solutions at low fields. These additional cells
are optional and only needed to reproduce accurate results
on wide field amplitude ranges.

We then choose the time constants. A good fit with
the reference solution is obtained with the values provided

in Table 1. Larger time constants are chosen for cells
associated with higher irreversibility parameters, in order
to reproduce the shifts of the peak coupling and eddy loss
observed in Fig. 3 and discussed in Section 2.3.

Finally, we fix the scaling fχ(b) and the parameters
χ̄k. A decent fit is obtained with the curve in Fig. 24. The
parameters χ̄k are then tuned manually to obtain the values
in Table 1.
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Figure 24: Field-dependent scaling functions for the irreversibility
parameters κk(b) and χk(b) for the chain of CS cells.

k µ0κ̄k αk τe,k τc,k µ0χ̄k

(-) (mT) (%) (ms) (s) (T)
1 0.0 16.38 0.02 0.00 0.00
2 0.0 22.62 0.02 0.08 1.13

3 1.0 0.05 0.02 0.08 0.01
4 1.9 0.10 0.02 0.08 0.02
5 3.5 0.19 0.02 0.08 0.03
6 6.5 0.35 0.02 0.08 0.07
7 12.2 0.66 0.02 0.08 0.09
8 22.9 1.24 0.02 0.08 0.14
9 42.9 2.32 0.02 0.08 0.21

10 80.2 4.33 0.02 0.08 0.40

11 150.0 18.07 0.30 0.28 1.50
12 300.0 16.99 0.30 0.28 2.10
13 450.0 9.31 0.30 0.28 3.15
14 600.0 5.16 0.30 0.28 4.20
15 750.0 2.22 0.30 0.28 5.25

Table 1: Parameters of a chain of CS cells with N = 15.

7.2. Results and numerical performance

Using the model parameters given in Table 1, we compare
the predictions of the ROHM model with the reference
solutions. The loss per cycle as a function of frequency
and magnetization loops are given in Figs. 25 and 26.

The overall agreement on the total loss and magnetiza-
tion is very good. The ROHM model correctly reproduces
the different regimes of distinct dominant loss contributions
and describes the magnetization faithfully. The difference
with the reference solution is larger at high frequency and
high fields, as can be seen in Fig. 25. This can be improved
with an adapted choice of model parameters, but as dis-
cussed in Section 3.3, the matching will never be perfect in
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Figure 25: Energy loss per cycle for three different field
amplitudes as a function of frequency. Solid curves are results
from the ROHM model with parameters of Table 1 and dashed
curves are results from the reference solutions. The legend is the
same for the three subfigures.
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Figure 26: Strand magnetization for µ0hmax = 1 T at different
frequencies. Solid curves are results from the ROHM model with
parameters of Table 1 and dashed curves are results from the
reference solutions.

the limit f → ∞ as the CS cells do not reproduce a 1/
√
f

decrease of the loss per cycle, but rather a 1/f decrease.
For not too high frequencies however (skin depth not too
small compared to strand diameter), the importance of this
effect is limited.

As in the rate-independent case, the major advantage
of the ROHM model compared to the detailed simulations
is the very small associated computational work. Even with
N = 15 cells, each ROHM model simulation is conducted

in a few milliseconds, whereas the computational time
for a reference solution with the CATI method is of
the order of one hour (with 28 000 degrees of freedom).
The ROHM model enables the simulation of large-scale
superconducting systems involving hundreds or thousands
of strands, which would be completely unattainable with
detailed strand models.

As described in Section 4.4, the ROHM model can
also easily be included in a FE model as a homogenized
material property for the local fields h and b = B(h). An
illustration of the obtained field is given in Fig. 27 in the
simple case of a single strand surrounded by air, obtained
with the ϕ-formulation. The ROHM model reproduces the
magnetization of the detailed strand model, such that the
field seen outside of it is identical to that seen outside of the
detailed strand.

∥µ0m∥ (T)0 0.8−jc0 jc0jz

(a) CATI, t = 0.25 s. (b) ROHM, t = 0.25 s.

(d) ROHM, t = 0.5 s.(c) CATI, t = 0.5 s.

∥b∥ (T)

1.5

0

∥b∥ (T)

0.3

0

Figure 27: Solutions of the reference CATI model and the ROHM
model for µ0hmax = 1 T and f = 1 Hz. (a-b) Solutions at
t = 0.25 s. (c-d) Solutions at t = 0.5 s. Arrows outside of the
strand represent the magnetic flux density b (shared color scale
in the middle). Colored elements in (a) and (c) represent the z-
component of the current density j (color scale on the left, with
jc0 = 3 × 1010 A/m2). Arrows inside the strand in (b) and (d)
represent the magnetization µ0m = b − µ0h (color scale on the
right).

In superconducting magnets, many strands are com-
bined together into cables, which themselves are wound
around the magnet aperture. The ROHM model can be
used to homogenize the large number of strands into an
equivalent homogeneous material. In such a case, the refer-
ence detailed solution should be that of a close-packed set
of strands, which can typically be modelled via appropri-
ate periodic boundary conditions [14], rather than a single
strand in air, as is done here for the sake of illustration. This
may result in different model parameters, but the general
approach remains the same.



Reduced Order Hysteretic Magnetization Model for Composite Superconductors 18

8. Conclusion

In this work, we introduced the Reduced Order Hysteretic
Magnetization (ROHM) model to represent the magnetiza-
tion and instantaneous power loss in composite supercon-
ductors, subject to transient transverse external fields. This
model is designed by adapting the state-of-the-art energy-
based model developed in the context of ferromagnetic hys-
teresis [27, 28].

We focused specifically on the case of a multifilamen-
tary superconducting strand and proposed two models: a
rate-independent model, describing hysteresis in supercon-
ducting filaments, and a rate-dependent model, accounting
for filament coupling, coupling current, and eddy current
effects. We proposed a parameter identification approach
for both models and described their inclusion in a finite
element framework. Finally, we demonstrated that these
models have the potential to reduce the computational cost
compared to conventional simulations by several orders of
magnitude. The model accuracy can be tailored for specific
applications. A very good accuracy (typically with a few
percent error on the power loss) in a wide range of field
amplitudes and rates of field change can be obtained if re-
quired.

This work constitutes a first step towards the
homogenization of superconducting magnets, in which
the large number of turns makes detailed simulations
unrealistically expensive. Replacing the coil windings
by homogenized material properties such as the proposed
ROHM model allows to describe magnetization and loss
efficiently. Further work is necessary to include non-zero
transport current, which is not covered in this paper.

Extension of the method to anisotropic systems such
as high-temperature superconducting (HTS) tapes, stacks of
HTS tapes, or HTS bulks in view of their homogenization
can also be considered as further work.

Appendix A. Magnetization in 2D Problems

In this section, we justify the introduction of a factor 2 in
the magnetization Eq. (1), in the case of an infinitely long
problem solved in 2D with perpendicular currents.

The magnetic dipole moment M (A m2) of a current
density distribution j in a given volume V is evaluated as

M =
1

2

∫
V

x× j dV, (A.1)

with x the position vector. Consider a rectangular current
tube of cross section dS, width w, and length l, carrying a
current dI = j · dS, as illustrated in Fig. A1. Accounting
for the four sides of the rectangle, the contribution of
this current loop to the total magnetic dipole moment is
wl dI . The two long sides of length l contribute to half
of it: wl dI/2. The two short sides of length w, closing
the current loop, contribute to exactly the other half of it:
wl dI/2.

j

l
w

dS x

M = w l dI

dI = j · dS

Figure A1: Current carrying rectangular tube in a cylinder.

When the geometry is sufficiently long for end effects
to be neglected, the problem is usually solved in 2D,
per unit length, on a cross section of the conducting
cylinder. To compute the magnetic dipole moment in such
a case, however, one must still account for the fact that
all current loops must close at the end of the cylinder.
These closing currents are not part of the 2D solution, and
are then missing from any calculation performed solely
on the 2D cross section. Because the closing currents
conveniently contribute equally to the magnetic dipole
moment compared to the other currents, one can account
for them by introducing a factor 2, as in Eq. (1).

Appendix B. Applied Field and Internal Field

The energy loss per cycle Qtot given by Eq. (4) can be
equivalently computed in terms of hin = happ − m/2.
Indeed, as also shown in [36],

Qtot = a

∮
µ0happ · dm

= a

∮
µ0(hin +m/2) · dm

= a

∮
µ0hin · dm+

aµ0

2

∮
m · dm︸ ︷︷ ︸

=0 if closed

= a

∮
µ0hin · dm. (B.1)

In particular, this justifies that the areas enclosed by the
loops represented in Figs. 4 and 6 are identical.

Appendix C. ROHM model Jacobian

The inclusion of a ROHM model into a FE model makes
the problem nonlinear. Equations must then be solved
iteratively. In order to implement the Newton-Raphson
technique, the Jacobian of the hysteresis law b = B(h)
must be evaluated. It is a tensor of order two which reads
as follows, using Eq. (26):

∂b

∂h
=

N∑
k=1

αkµ0
∂hrev,k

∂h
. (C.1)

Its expression can be computed independently for each cell.
Below, we give its expression for the simple case of a S cell
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and we then generalize for a CS cell. We drop the index k
for conciseness.

Appendix C.1. S cell

For a S cell, the reversible field hrev is updated with
Eq. (27). The derivative of this update rule is given by

∂hrev

∂h
=


0, if ∥h− hrev(p)∥ ≤ κ,(
1− κ

∥h− hrev(p)∥

)
I+

κ

∥h− hrev(p)∥3
K,

otherwise,

= Wκ(h,hrev(p)), (C.2)

with I the second-order identity tensor and K the dyadic
product K = (h− hrev(p))⊗ (h− hrev(p)).

Appendix C.2. CS cell

For a CS cell, we first compute htrial
coupling using Eq. (33). In

the case ∥htrial
coupling∥ ≤ χ, using Eqs. (38), (34), and (35), we

have the reversible field given by

hrev =
∆t

∆t+ τe + τc

(
g +

τe + τc

∆t
hrev(p)

)
(C.3)

whose derivative reads

∂hrev

∂h
=

∆t

∆t+ τe + τc

∂g

∂h

=
∆t

∆t+ τe + τc
Wκ(h, g(p)), (C.4)

where Wκ is the second-order tensor defined in Eq. (C.2),
written here as a function of g(p) instead of hrev(p).

By contrast, if ∥htrial
coupling∥ > χ, one must use Eqs. (38),

(36), and (37), which yield the following reversible field

hrev =
∆t

∆t+ τe

(
g − χ

g − hrev(p)

∥g − hrev(p)∥
+

τe

∆t
hrev(p)

)
(C.5)

whose derivative reads

∂hrev

∂h
=

∆t

∆t+ τe

(
∂g

∂h
− ∂

∂g

(
χ

g − hrev(p)

∥g − hrev(p)∥

)
· ∂g
∂h

)
=

∆t

∆t+ τe
Wχ(g,hrev(p)) ·Wκ(h, g(p)), (C.6)

where Wχ is the second-order tensor defined by

Wχ(g,hrev(p)) =

(
1− χ

∥g − hrev(p)∥

)
I

+
χ

∥g − hrev(p)∥3
L, (C.7)

with L = (g − hrev(p))⊗ (g − hrev(p)).
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