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Variational quantum computing provides a versatile computational approach, applicable to a
wide range of fields such as quantum chemistry, machine learning, and optimization problems.
However, scaling up the optimization of quantum circuits encounters a significant hurdle due to the
exponential concentration of the loss function, often dubbed the barren plateau (BP) phenomenon.
Although rigorous results exist on the extent of barren plateaus in unitary or in noisy circuits, little
is known about the interaction between these two effects, mainly because the loss concentration in
noisy parameterized quantum circuits (PQCs) cannot be adequately described using the standard Lie
algebraic formalism used in the unitary case. In this work, we introduce a new analytical formulation
based on non-negative matrix theory that enables precise calculation of the variance in deep PQCs,
which allows investigating the complex and rich interplay between unitary dynamics and noise. In
particular, we show the emergence of a noise-induced absorption mechanism, a phenomenon that
cannot arise in the purely reversible context of unitary quantum computing. Despite the challenges,
general lower bounds on the variance of deep PQCs can still be established by appropriately slowing
down speed of convergence to the deep circuit limit, effectively mimicking the behaviour of shallow
circuits. Our framework applies to both unitary and non-unitary dynamics, allowing us to establish a
deeper connection between the noise resilience of PQCs and the potential to enhance their expressive
power through smart initialization strategies. Theoretical developments are supported by numerical
examples and related applications.

I. INTRODUCTION

Quantum computers hold the potential for substantial
speed increases across various computational tasks, with
a notable example being their capacity to transform our
understanding of nature through the simulation of quan-
tum systems [1–3]. In this context, variational quantum
computing offers a versatile tool, which combines quan-
tum and classical computational resources to solve the
given tasks faster. More specifically, this method requires
to iteratively optimize the parameters θ of a parameter-
ized quantum circuit (PQC) using a classical optimizer.
The goal is to minimize a loss function, typically ex-
pressed as the expectation value of an observable H given
ρ, the initial quantum state. The flexibility and relative
simplicity of this approach, coupled with its potential for
noise resilience, make it a compelling candidate for near-
term quantum devices [4, 5].

In the past years, a substantial effort has been put
in by the community to unlock the potential of varia-
tional algorithms. A major hurdle in this direction is the
barren plateau (BP) effect, which implies an exponential
flattening of the loss landscape, making the optimization
step unfeasible with a polynomial amount of quantum
resources [6]. More precisely, in the presence of BP, we
have an exponentially vanishing probability of being able
to efficiently find a loss-minimizing direction. In the ab-
sence of noise, this phenomenon has been linked to sev-
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eral factors, ranging from the expressive power and en-
tangling capability of the circuit [7–11], to the locality of
H [12, 13] and the entanglement of the initial state ρ [14].
Recently, the contributions coming from all such factors
were unified in a Lie-algebraic framework [15–17], show-
ing how barren plateaus ultimately arise as a curse of di-
mensionality. Several BP mitigation strategies have been
proposed to circumvent the issue. Among the most pop-
ular, there are small-angle initializations [18–22], which
leverage the restriction of the domain Θ of θ to limit the
expressive power of the circuit, and consequently avoid
concentration.
In addition to that, the presence of noise is also deemed
detrimental, as it often gives rise to noise-induced barren
plateau (NIBP) [23, 24] and symmetry breaking [25, 26].
The former exacerbates the BP effect, producing a de-
terministic concentration. In this case, an efficient loss-
minimizing direction is exponentially hard to estimate,
regardless of the parameter’s choice. These phenomena
are mostly linked to decoherence. Ref. [27] offers a review
of the subject.
Indeed, the action of noise can be quite destructive for
quantum computation, and overcoming their effect chal-
lenging. Along these lines, recent research [28–30] puts
stringent fundamental bounds on capabilities of quantum
error mitigation strategies, emphasizing the limits of scal-
ability of near-term devices, especially in the presence
of global depolarizing noise. Such analyses are mostly
limited to unital noise. In fact, it has been shown how
non-unital noise can have non-trivial effects on the ap-
pearance of NIBP [31–33], highlighting how the interac-
tion between general noise and unitary circuit layers in
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the context of variational quantum computing is still an
important open area of research.
In this work, we propose a formulation based on non-
negative matrix theory, that allows a general description
of these dynamics and naturally fills this gap. In par-
ticular, we are able to quantify the deep circuit variance
V∞ρ,H for layered circuit interleaved with general noise
maps, thus surpassing Lie-algebraic limitations, as well
as any restriction on the noise maps, providing a com-
prehensive picture. More specifically, we are able to re-
cover known results for unitary circuits and strictly con-
tractive noise maps as limiting cases, while unveiling the
emergence of a more complex phenomenon, namely ab-
sorption, in the intermediate case. Crucially, this can
happen only for noise maps that are not strictly contrac-
tive, and thus are not strong enough to completely wipe
out all quantum information contained in the system.
Within the same framework, also noise resilience prop-
erties of PQCs can be studied, as well as BP mitigation
strategies. In particular, we show a direct connection be-
tween the noise resilience properties of a PQC and the
potential for their expressive power to be enhanced by a
small-angle initialization-like strategies.

II. SETTING AND NOTATION

In what follows we will consider the framework
of variational quantum computing, focusing on finite-
dimensional quantum systems whose Hilbert space H =
⊗

M
m=1Hm is naturally divided into M subsystems, each

of dimension dm, so that d = dim(H) = ∏
M
m=1 dm. More

specifically, we will consider n-qubit systems, where Hm

represent either single qubits or groups of qubits. In this
context, we study the problem where a quantum state
ρ is evolved using a parameterized quantum channel Φθ,
whose parameters θ = (θ1, θ2, . . . ) ∈ Θ are optimized by
minimizing the loss function

Lρ,H = Tr [Φθ(ρ)H] , (1)

where H is an observable of the system. In this context,
the presence of BP is diagnosed by studying the variance
Vρ,H of Lρ,H for varying parameters θ. In particular, we

say that Lρ,H suffers from BP if Vρ,H ∈ O(e
−βn), β > 0,

as in this case the loss function exponentially concentrate
around its mean value in the number n of qubits1.
Within this framework, we focus on the case of layered
quantum channels, namely

Φθ = UθL+1 ○ EL ○ UθL−1 ⋅ ⋅ ⋅ ○ E1 ○ Uθ1 , (2)

1 It is worth mentioning that the term barren plateau can also be
used in the literature referring to the exponential vanishing of the
variance of ∂θLρ,H instead of Lρ,H . However, since it has been
shown that these two conditions are equivalent [34], we choose
the latter for simplicity.

where each layer is composed of a unitary part Uθl and
an arbitrary quantum channel El. Such a channel will
be deemed strictly-contractive if its induced Schatten 1-
norm ∥El∥ is strictly less than unity, ∥El∥ < 1, and con-
tractive otherwise, i.e. ∥El∥ = 1. In particular, a unitary
channel is a special case of contractive channel, preserv-
ing all Schatten norms in its whole domain. We refer to
Appendix C 1 b for more details.
If we denote by B the space of bounded operators acting
on H, both such components can be regarded as linear,
completely positive functions mapping B to itself. It is
worth noting that the subdivision of H into local subsys-
tems induces also a partition of B. More specifically, if
we denote by κ ∈ {0,1}M a binary string of length M , we
can split B into local subspaces Bκ ⊂ B, each spanned by
the traceless operators acting non trivially on Hm if and
only if κm = 1. Indeed, we can partition the whole space
as

B = ⊕
κ∈{0,1}M

Bκ (3)

with dκ = dim(Bκ) = ∏m(d
2
m − 1)κm . Clearly, if κ =

0, B0 = span1. In this work we will talk about such
decomposition as bringing a notion of locality from H to
B. In particular, we say that A ∈ B is κ-local if A ∈ Bκ,

and we associate to A a locality vector ℓA ∈ R2M defined
element-wise by

(ℓA)κ =
dκ

∑
j=1

Tr [BjA]
2

(4)

for some Hermitian, orthonormal basis {Bj}
dκ

j=1 of Bκ.
Clearly, from the definition, a κ-local operator A has lo-
cality vector (ℓA)λ = δκ,λ∥A∥

2
2, where ∥ ⋅ ∥2 is the Hilbert-

Schmidt norm. We remark that similar quantities are not
new in the context of PQCs, and in fact the vector ℓA
is analogous to the purity measures defined in [15, 17].
Based on this, a derived notion of locality preservation
can be introduced for linear maps acting on B. In par-
ticular, given a map Λ ∶ B → B and two subspaces Bκ
and Bλ, we can measure the degree to which Λ is able
to put them in communication. The more subspaces are
connected, the less locality preserving the map Λ will be.
This idea is captured formally in the following definition
of a locality transfer matrix (LTM).

Definition II.1 (Locality transfer matrix). Given a lin-
ear map Λ ∶ B → B, its locality transfer matrix T is de-
fined elementwise as

Tκ,λ =
1

dκ

dκ

∑
j=1

(ℓΛ(Bj))λ (5)

for some Hermitian, orthonormal basis {Bj}
dκ

j=1 of Bκ.

In this formalism, locality preserving transformations
reflect all maps whose LTM coincides with the identity,
i.e. Tκ,λ = δκ,λ. Trivially, unitary maps, separable with
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FIG. 1. Loss concentration in variational quantum computing. The analytical formulation proposed here employs non-negative
matrix theory to describe the interplay between local 2-designs and noise. This allows for precise calculation of loss variances
for generic noise maps, from strictly contractive to unitary channels, as illustrated by the coloured band in the Figure. The
upper part considers deep circuits, where the loss variance VL

ρ,H reaches its asymptotic limit. While loss concentration is
well-understood for strictly contractive [23, 24] and unitary [15–17] channels, Theorem III.1 provides an analytical solution
for the intermediate case, revealing a noise-induced absorption mechanism unique to this regime. Consistency with known
limiting cases is verified in Corollary III.1.2 and Corollary III.1.1. The lower part focuses on “shallow” circuits, where a
lower bound on VL

ρ,H is established using Theorem III.2. This extends previous works on brickwork circuits [12, 31], enabling
initialization strategies such as small angle initializations [20, 21] to be represented as stochastic unravellings of noise maps. In
Section IV we expand upon their applicability. For instance, both unitary and non-unitary QResNets can be derived thanks
to Proposition IV.2.

respect to the partition, namely U ∶ ρ ↦ UρU †, where
U =⊗mUm, are locality preserving.

With this description in mind, we assume that Uθ of
Eq. (2) is locality preserving, and hence describes an ideal
operation limited to the local subsystems Hm, while each
channel El encodes both the operations which entangle
the subsystems as well as any interaction between the
system and the environment. This formally captures the
idea of a variational quantum algorithm running on a
real, noisy device, where quantum computation can be
realised very precisely within each subsystem, but is still
inaccurate when dealing with more complex entangling
operations. Furthermore, we assume that, within each
subsystem and for all layers l, Uθl is deep enough to form
an approximate 2-design over the local unitary groups
U(dm). This assumption is justified by the fact that such
local operations are relatively inexpensive, and that the
necessary depth can be very small even for large systems,
since in general it depends on dm rather than d.

A crucial property in the following analysis is the re-
lation between the LTMs of the channel El and its Her-
mitian adjoint E†

l with respect to the Hilbert-Schmidt

scalar product, namely T and T †. Such relation can be
characterized for generic linear maps Λ ∶ B → B as a di-
rect consequence of Definition II.1, and in particular we
have TD = (T †D)t, with Dκ,λ = dκδκ,λ. For sake of read-
ability, here we introduce a shorthand notation for the

scalar product (⋅, ⋅) in R2M such that T and T † are also
Hermitian adjoint of one another, i.e.

(a, b) = atD−1b =∑
κ

aκbκ
dκ

. (6)

We refer the reader to the Appendix A for a formal
derivation and more detailed discussion of all the prop-
erties of the quantities introduced thus far.
Having introduced the main tools, we now characterize

the scaling of the variance VL
ρ,H of Lρ,H for quantum

channels described by Eq. (2).

III. RESULTS

The overarching goal is to characterise the properties of
the variance VL

ρ,H as a function of the number L of layers.
To this end, we will provide a formal expression for the
general case; we will then use it to explicitly compute
the variance of Lρ,H in the deep circuit limit, as well
as to set lower bounds for shallow circuits. We refer to
Fig. 1 for a schematic summary of the main results of
this manuscript.

A. Loss variance calculation

The first task is to derive a formal expression for the
variance VL

ρ,H in terms of the properties of ρ,H and the
intermediate channels, showing its relevance and main
domains of applicability. Our first result, given in the
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following Proposition, serves as the foundation of the
subsequent arguments.

Proposition III.1 (Warm up). Let ρ,H ∈ B and let Uθ
be a locality preserving channel as described in Section II.
Then we have

Eθ {Tr [Uθ(ρ)H]
2
} = (ℓρ, ℓH) (7)

where (⋅, ⋅) is the scalar product defined in Eq. (6).

Proposition III.1 already gathers many interesting
properties discussed in the literature [15–17]. For in-
stance, it connects the notion of locality introduced in
Section II to the second moment of Uθ, which is com-
posed of terms inversely proportional to the dimension
of the corresponding subspace Bκ. Notably, the terms
pertaining to different localities give independent contri-
butions to the variance, without the possibility of mixing.
Indeed, this is due to the locality preserving structure of
Uθ, and in general this result can be extended, includ-
ing intermediate quantum channels El. In principle, they
can entangle the subsystems, therefore putting in com-
munication different subspaces Bκ. To better describe
this process, we work in the Heisenberg picture, namely
using the adjoint action E† of the channel. Doing so, one
formally obtains the following Proposition.

Proposition III.2 (General formula). Let ρ,H ∈ B and
let Φθ be a layered quantum channel as in described in
Section II. Then, we have

Eθ {Tr [Φθ(ρ)H]
2
} = (ℓρ,

L

∏
l=1

Tl ℓH) (8)

where (⋅, ⋅) is the scalar product defined in Eq. (6), and

each Tl is the LTM associated to the respective E†l .

Exploiting this, it follows that

VL
ρ,H = (ℓρ,

L

∏
l=1

Tl ℓH) −
Tr [H]

2

d2
, (9)

since by construction, each layer Uθl forms a global uni-
tary 1-design (see Appendix B). Note that this formula-
tion provides an exact formula, which in principle gives
access to the study of loss function concentration for any
L. Indeed, this is the case when there are few subsystems,
since in this case one can easily estimate and manipu-
late the matrices Tl (see Appendix G for an example).
This approach becomes rather cumbersome in a general
setting, for large systems, since the resources needed to
represent the LTM can grow exponentially. Nevertheless,
as shown in the following sections, Proposition III.2 can
still be profitably used as a theoretical tool, as it allows
characterizing VL

ρ,H in both the deep and shallow circuit
limit.

B. Deep circuit limit

As the circuits become deeper, it is natural to expect
the contribution of the leading eigenvectors of Tl to be-
come dominant, as repeatedly multiplying them gives rise
to a process analogous to power iteration methods. The
structure of such eigenvectors captures several interest-
ing properties of the interaction between the unitary and
non-unitary parts of Φθ, particularly absorption, which
can only arise in this picture. For simplicity, let us fo-
cus on homogeneous channels, i.e. we fix El = E ∀l,
and consider, without loss of generality, a traceless ob-
servable H, Tr [H] = 0. In this case, Eq. (9) becomes
VL

ρ,H = (ℓρ, T
LℓH). Note that, by construction, T is a

non-negative matrix, namely Tκ,λ ≥ 0 ∀κ,λ, and thus it
can always be expressed in canonical, block-upper tri-
angular form, where each of the diagonal blocks are ir-
reducible [35]. Throughout this work, irreducible com-
ponents of T will be regarded as essential if they cannot
lead outside the block, and will be denoted by Tz. Other-
wise, an irreducible block will be deemed inessential, and
their collection will be denoted by Q. A useful pictorial
representation of these possibilities is shown in Fig. 2, to-
gether with the matrix canonical form. Foundational ref-
erence for this definition can be found in Ref. [35], while
a more detailed discussion is proposed in Appendix C.
Given this structure, it will be particularly useful to de-
note by Bz =⊕κ∈Tz

Bκ the union of subspaces put in com-
munication within Tz, by dz their total dimension, and
given A ∈ B, by (ℓA)z = ∑κ∈Tz

(ℓA)κ the corresponding
locality. Regardless of the specific channel E used, some
general properties of the blocks Tz can be identified. For
instance, due to trace preservation, the trivial subspace
B0 always forms an essential component of T , which we
denote by T0. Moreover, since such blocks are essential, it
follows that E†(Bz) ⊂ Bz, and complete positivity ensures
that all Tz must be contractive in the sense of the spec-
tral radius, i.e. ρ(Tz) ≤ 1. Moreover, when the equality
holds, the left eigenvector vz of Tz of the dominant eigen-
value can be explicitly computed, yielding (vz)κ = 1∀κ.
This suggests that, as L → ∞, the general form for the
variance reads

V∞ρ,H =∑
z

(ℓρ,wz)(ℓH)z + (ℓρ,wz)(AℓH)z, (10)

where wz denotes the right eigenvector of the leading
eigenvalue of Tz and A is a matrix of the same shape as
R in Fig. 2. As a special case, if the intermediate channel
takes the form E = N ○W, where the noise channel N =
⊗mNm is the composition of single qubit channels and
W is unitary, then also wz can be explicitly computed,
yielding

V∞ρ,H =∑
z

(ℓρ)z(ℓH)z

dz
+
(ℓρ)z(AℓH)z

dz
. (11)

We refer to Appendix C for the proofs of the afore-
mentioned properties. This intuition is formalized in the
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FIG. 2. Graphical representations of the stochastic process describing VL
ρ,H . On the left, we show the structure of the general

locality transfer matrix (LTM), highlighting the decomposition into irreducible components [35]. Light blue blocks represent
irreducible, essential components of T , while red blocks are related to inessential ones. In particular, Q represents the collection
of all irreducible, inessential components of T and R their relation with the essential components Tz. On the right, the same
process is represented graphically, in terms of the local subspaces Bκ. Here, each dot represents a single subspace, while the
arrows represent the adjoint action of the channel E . Essential and inessential components share the same colour code of T .

following Theorem.

Theorem III.1 (Deep circuit variance). Let ρ,H ∈ B
and let Φθ a be layered quantum channel as in described
in Section II. Then the Cesàro average of VL

ρ,H converges,
and we have

∣
1

L

L

∑
l=0

Vl
ρ,H −V

∞
ρ,H ∣ ∈ O (e

−βL
∥H∥22) , (12)

for some constant β > 0. Additionally, if all essential
blocks are aperiodic, then VL

ρ,H is convergent, and we
have

∣VL
ρ,H −V

∞
ρ,H ∣ ∈ O (e

−βL
∥H∥22) , (13)

where A = R(1 − Q)−1 and the sum in Eq. (10) is per-
formed over blocks Tz such that ρ(Tz) = 1.

It is worth noting that, the loss variance of the cir-
cuit need not converge. In fact, while it is bounded (i.e.
VL

ρ,H ≤ ∥H∥
2
∞ ∀L), different circuit sub-sequences can in

general lead to different limits. This is connected to the
presence of cycles of period p > 1 in each Tz, and can
arise, for instance, when the entangling operation is not
chosen carefully with respect to the partition of H. In
those cases, the value of VL

ρ,H will depend on which equiv-

alence class of integers modulo p the depth L belongs to2.
This is put into an effective example in Appendix G. For
simplicity, in the following we will assume aperiodicity
(i.e. p = 1) for each irreducible block.
We start the analysis of Theorem III.1 by unpacking

Eq. (11). In this equation, V∞ρ,H is shown to depend

2 However, this possibility is a rather pathological one.

on four important quantities, namely the invariant sub-

spaces Bz of Φ†
θ, the respective locality of ρ and H, to-

gether with the matrix A. As a reminder, in order for

this structure to arise, the invariant subspaces of U†
θ and

E† have to be well-aligned, so that non-trivial subspaces
Bz ⊂ B are present3. This extends the notion of alignment
already introduced in the literature [27] for ρ,H and uni-
tary circuits. Moreover, we observe that such subspaces
act as attractors for the variance, as each summand not
only depends on the local components of ρ and H, but
also on the components of H belonging to E(Bz)∩BQ. In
this sense, A can be interpreted as an absorption matrix,
which quantifies the extent of the contribution of such
terms. We remark that this contribution is always non-
negative, and it is intimately related to the contractivity
properties of E†. Overall, this suggests that appropriate
non-unitary layers will alleviate the concentration typ-
ical of unitary circuits by a mechanism that allows to
bring the contribution of the components of H belong-
ing to strictly contractive, high dimensional subspaces,
to non-contractive, smaller dimensional ones.

Additionally, we can recover previously known results
by considering specific classes of quantum channels E .
First we point out that, being an absorption term, the
last term in Eq. (11) vanishes for unitary dynamics,
which is reversible by definition. Formally, we have the
following Corollary.

Corollary III.1.1 (Deep, unitary circuits). Let ρ,H ∈ B
and let Φθ a be layered quantum channel as described in
Section II, where E(⋅) =W ⋅W †, W ∈ U(d) is an arbitrary

3 Indeed, Bz needs to be expressible as a direct sum of both. Fail-
ure to achieve this will cause the emergence of noise-induced
concentration in the sense of Corollary III.1.2.
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unitary transformation. Then we have

V∞ρ,H = ∑
z>0

(ℓρ)z(ℓH)z

dz
, (14)

where Bz are invariant subspaces of E which can be ex-
pressed as the direct sum of Bκ.

This Corollary contains many interesting properties of
the variance in the deep circuit limit. First, it captures
the necessity of alignment between ρ, H and Φθ in order
to achieve a substantial variance, i.e. ρ and H need both
to have non-negligible components on the same invari-
ant subspace Bz. Due to the structure of the channel,
this idea is extended to the components Uθ and E , whose
invariant subspaces need to align in order to keep the
dimension dz of Bz from being exponentially large. In-
deed, while B0 is always an invariant subspace satisfying
Corollary III.1.1, misalignment of the local and entan-
gling parts of the circuit could result in the entirety of
the remaining space falling under a single, irreducible
component of dimension d2 − 1. In such cases we get

V∞ρ,H =
(∥ρ∥22 − 1/d) (∥H∥

2
2 −Tr [H]

2
/d)

d2 − 1
, (15)

which implies the presence of BP regardless of ρ and H
as long as ∥H∥2 < O(d). Indeed, one can interpret the
misalignment of Uθ and E as introducing an excess of
expressibility, which is known to lead to exponential con-
centration [10].

As a complementary remark, we point out that, con-
versely to the above, the first term in Eq. (11) pertains
to non-contractive subspaces, and as such, vanishes if E†

is strictly-contractive in, at least, one direction in each
Bz. This is formalized in the following Corollary.

Corollary III.1.2 (Deep, noisy circuits). Let ρ,H ∈ B
and let Φθ a be layered quantum channel as described in
Section II, where E is such that ∥E(A)∥2 < ∥A∥2, for at
least one A ∈ Bκ ⊂ Bz ∀z > 0 . Then, we have

V∞ρ,H =
(AℓH)0

d
. (16)

In particular, if the channel is unital, V∞ρ,H = 0.

Note that, even if Eq. (16) is inversely proportional to
d = 2n, V∞ρ,H is not necessarily exponentially suppressed,
as in general the contribution of the observable increases
with the same speed, i.e. ∥H∥22 ∼ d. As before, this Corol-
lary captures the main features of noise-induced barren
plateaus (NIBP). In fact, it is clear that strictly con-
tractive channels with a unique fixed point, fall into the
assumptions of Corollary III.1.2, and therefore exhibit
some form of concentration. However, Corollary III.1.2
is not limited to them, extending the noise-induced con-
centration to a wider class of noise maps, which crucially
depend on the structure of the unitary part of the chan-
nel Uθ. According to the method introduced here, this

can clearly be interpreted as a consequence of the in-
teraction between noise and unitary layers, which effec-
tively “spread” the contractive effect of E to the whole
irreducible component. Unital channels will suffer most
severely from NIBP, since in that case the absorption
term in Eq. (16) vanishes. Contrarily, as pointed out
in the literature [31, 33], non-unital channels may avoid
the exponential concentration. Here, we show how these
results obtained in the literature can be seen as the con-
tribution to the absorption term of B0 which cannot be
strictly contractive due to trace preservation of Φθ. How-
ever, it is crucial to remark that this contribution is not
due to the retention of any computational power to the
PQC, since the dependence on the initial state is com-
pletely lost, but rather to the competing effects between
the drive of Uθ and E towards the respective, different
fixed points. An example of this phenomenon is pro-
vided in Section IV. This is in stark contrast with the
previously discussed case of Bz, z > 0, as, although more
difficult to realize, it keeps a non-trivial dependence on
the initial state, and as such it can be said to genuinely
avoid concentration if dz scales appropriately.
So far the results we showed were based on the analysis

of the dominant eigenvectors of T . When L is not deep
enough to reach convergence to its asymptotic limit, we
need to characterize better the behaviour of VL

ρ,H . This
is the subject of the following Section.

C. Lower bounds on “shallow” circuits

While for shallow circuits we cannot rely on the spec-
tral properties of T to determine VL

ρ,H , we can still use
knowledge of the convergence speed to V∞ρ,H to set general
lower bounds. Intuitively, such bounds can be obtained
by preventing the variance to reach its stationary state,
which can be done only if the exponential upper bounds
appearing in Theorem III.1 are sufficiently loose, namely
βL ∈ O(logn). This implies either that the circuit is shal-
low, i.e. there are not enough layers to reach the asymp-
totic value V∞ρ,H , or effectively shallow, i.e. the mixing

speed β of T is slowed down according to β ∈ O(logn/L)
so that V∞ρ,H is never reached, regardless of the scaling of
L.

We remark that, when using the above terminology,
we never explicitly make reference to the scaling of L
with respect to the dimension of the system: depend-
ing on the entangling channel E , even circuits typically
considered shallow, e.g. L ∈ Θ(logn), can manifest the
behaviour of V∞ρ,H if the mixing speed grows fast enough,

e.g. β ∈ Ω(n/ logn). As this speed is related to the
amount of non-local correlations with respect to the par-
tition introduced by the channel, we study this scenario
in the limit of E† being close to locality preserving. This
idea is formally captured in the following Theorem, which
extends its application to generally non-homogeneous
channels.
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Theorem III.2 (General lower bound). Let ρ,H ∈ B and
consider a sequence of quantum channels {El}

L
l=1, and let

{Tl}
L
l=1 be the respective LTMs. Finally let K ⊂ {0,1}M

denote a subset of indices, and by αl = minκ∈K(Tl)κ,κ.
Then

VL
ρ,H ≥ α

L
(ℓρ, ℓK(H)), (17)

where K ∶ B → BK is the projector onto BK = ⊕κ∈K Bκ
and α is the geometric mean of αl.

Depending on the scaling of α and the dimensions dm
of the subsystems, Eq. (17) can provide a meaningful
lower bound. For instance, focusing on the case of sub-
systems with constant dimension, we have the following
Corollary.

Corollary III.2.1 (Lower bound examples). Let H =
⊗

M
m=1Hm, dm ∈ Θ(1). If either of the conditions

(a) α > 0, α ∈ Ω(1) and L ∈ O(logn),

(b) α = 1− f(n,L), f ∈ O(logn/L) and L ∈ Ω(log1+ϵ n)
for some arbitrary ϵ > 0

is satisfied, then

VL
ρ,H ≥ F (n)(ℓρ, ℓK(H)), (18)

where F (n) ∈ Ω(1/poly(n)).

The conditions of Corollary III.2.1 reflect the afore-
mentioned scenarios; in particular, condition (a) ensures
the absence of concentration for shallow circuits, both
unitary and noisy. Specifically, this holds true whenever
0 < α ∈ Ω(1), indicating that the intermediate channel
does not become increasingly rapidly entangling4, as the
problem size grows. As a notable example, this condi-
tion is satisfied for brickwork circuits, equipped with lo-
cal noise and a local observable [31]. Similarly, condition
(b) reflects the absence of concentration for effectively
shallow quantum channels. A significant example is that
of finite local-depth circuits (FLDCs) [36]. We can in-
terpret condition (b) as a limit to the mixing speed of T
by noting that, in the homogeneous case, it is equivalent
to the more explicit relation ∣1 − λ∣ ∈ O(logn/L) for all
the eigenvalues λ of T by Gershgorin circles theorem [37],
which directly implies β ∈ O(logn/L).
Interestingly, since these results have been obtained

by imposing T ≈ 1, they have a strong resemblance with
small angle initialization strategies, which similarly hinge
on identity manipulation. In fact, while the primary con-
cern of Theorem III.2 is noise, it could still be regarded as
a theoretical foundation of such initialization strategies
[20, 21]. In this work we show a deeper relation between
these types of smart initializations for noiseless circuits
and the properties of noisy layers. This in the subject of
the following Section.

4 This needs only to apply within the support BH ⊂ B of the ob-
servable H, or, equivalently, the support Bρ ⊂ B of ρ, in accor-
dance with Eq. (17).

IV. APPLICATIONS

A. Small angle initializations

Supported by the contribution in Section III, here we
expand on the concept of small angle initialization in-
troduced in Refs. [20, 21]. In particular, we establish
a general relationship between the insights gained from
controlling loss concentration in noisy circuits (as pre-
sented in Theorem III.2) and BP mitigation strategies
that typically only apply to ideal circuits.
First, let us recall the main idea behind small angle

initialization strategies. In general, a layered quantum
circuit Uθ =∏lUθl is considered, and absence of concen-
tration for a given initialization distribution is shown.
This is typically very peaked around 0, with variance
scaling inversely to the number of layers: σ2 ∈ O(1/L).
The core idea of all such strategies relies on identity ma-
nipulation, i.e. on choosing initialization distributions
such that Uθ ≈ 1 with high probability. This introduces
a sizable variance to the circuit, at the price of having a
large bias towards the identity in the quantum model.
A similar structure can be defined in our framework

by considering quantum channels Φθ,ϕ, as in Eq. (2),
where the intermediate channels Eϕl

are now parame-
terized. This differs from the main idea of small angle
initialization, as the local components Uθl of the channel
remain Haar random, and instead it is the allowed chan-
nels Eϕ that get restricted. Intuitively, this will lead to
a different model bias for small angles, i.e. Φθ,ϕ ≈ Uθ.
We name this model Quantum Residual Network (QRes-
Net), as we interpret the large identity component of Eϕ
as a skip-connection, in analogy to classical Residual Net-
works [38]. Indeed, this structure is enough to avoid con-
centration when a small angle initialization strategy is
used. To see this, we remark that while a constant chan-
nel was used to derive Proposition III.2, it can be readily
generalized to parameterized channels Eϕ, as long as the
parameters ϕl are independent. In that case it is suffi-
cient to use Eϕ{Tϕ} in place of T , where Tϕ is the LTM

of E†
ϕ. Exploiting this, we can derive the following Propo-

sition.

Proposition IV.1 (QResNet). Let Eϕ(⋅) = e
iϕG ⋅e−iϕG be

a unitary entangling gate, and let µ,σ2 be the mean and
variance of the initialization distribution of ϕ. Then, if
µ = 0, σ2 ∈ O(logn/∥G∥22L), and L ∈ Ω(log1+ϵ n) we have

VL
ρ,H ≥ F (n)(ℓρ, ℓH), (19)

where F (n) ∈ Ω(1/poly(n)).

This result represents an application of Corol-
lary III.2.1 (b) in the case of unitary, parameterized in-
termediate channels. In analogy to Ref. [20], Proposi-
tion IV.1 requires σ2 to decay inversely with L, but it is
now independent of the specific distribution. Note that
Theorem III.2, which is the backbone of Proposition IV.1,
is not limited to unitary circuits, but is applicable to
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generic quantum channels. Indeed, if we take E to be
a noise model, Corollary III.2.1 (b) may be analogously
interpreted as a condition on the noise rates to avoid con-
centration. This showcases a connection between QRes-
Nets that can avoid BP and noise models, for which the
strength is not strong enough to cause NIBP. Formally,
this is captured by the following Proposition.

Proposition IV.2 (Noise map and QResNet). Let

{Eϕ}ϕ be an ensemble such that E(ρ) = Eϕ{EϕρE
†
ϕ} is

a quantum channel. Further, denote by Tϕ the transfer

matrix associated to each E†ϕ(⋅) = E
†
ϕ ⋅ Eϕ, and by T the

transfer matrix of E†. Then we have

Eϕ{Tϕ} ≥ T, (20)

with equality holding if and only if E is unitary.

This result can be interpreted as follows: if a noise
map satisfies Corollary III.2.1, then there exists a QRes-
Net associated to it that is able to avoid BP. As an ex-
ample, assume that the channel E = e∆tL is obtained
as a solution of the Lindblad equation at time ∆t ≪ 1,

where L(ρ) = ∑iLiρLi − 1/2{L
2
i , ρ}, Li = L†

i ∀i, i.e. we
consider weak Lindbladian noise [39]. Then, there al-
ways exist a unitary, stochastic unravelling {Uϕ}ϕ, such

that E(ρ) = Eϕ{UϕρU
†
ϕ} [40]. From Proposition IV.2, the

variance of the action of the ensemble is lower-bounded
by the variance of the channel, and hence it provides a
BP free QResNet for weak enough noise. Interestingly,
Proposition IV.2 can be equally applied if the ensemble
is not unitary, extending the framework of small angle
initialization to non-unitary quantum models (e.g. those
based on linear combination of unitaries (LCU) or anal-
ogous techniques [41]).

B. Non-unital noise and entanglement

Exploiting the knowledge about the structure of the
absorption matrix A, derived from Theorem III.1, it is
possible to study the scaling of the variance V∞ρ,H as a
function of the noise strength and entangling power of
the unitary circuit. To do so, let us consider a non-unital
map of the form

Ec(ρ) = (1 − p)E(ρ) + pρ̃, (21)

where ρ̃ ≠ 1/d is an arbitrary quantum state, E is a uni-
tary channel representing the entangling operation, and
p is the error probability associated to Ec. Intuitively,
we can think of the resulting channel Φθ as the repe-
tition of L layers, each made up of the composition of
Φ̃(ρ) = (1 − p)ρ + pρ̃ and of E ○ Uθl . Clearly ρ̃ is the

unique fixed-point of Φ̃, while since the local unitaries
are assumed to form 2-designs, the only fixed point for
the unital part, valid for all parameters, is the maxi-
mally mixed state 1/d. This causes the emergence of
competing effects, which are the ultimate origin of the

FIG. 3. Scaling of VL
ρ,H as a function of the noise strength and

the entangling power of the intermediate channel. The main
figure illustrates the scaling of V∞ρ,H with noise strength p for
both rapidly entangling (pink) and slowly entangling (light
blue) channels, using L = 8 and L = 20, respectively. The
dotted lines represent the theoretical predictions of Eq. (25)
and Eq. (24) The inset verifies the exponential convergence
of VL

ρ,H to V∞ρ,H at p = 0.1, justifying the chosen number of
layers. The dotted lines represent an exponential fit to the
numerical data. All plots are obtained using a n = 10 qubit
system.

variance in such models. However, depending on the rel-
ative strength of the two effects, the behaviour of V∞ρ,H
as a function of p may vary greatly. Theorem III.1 allows
to quantify the variance scaling in the limit of a rapidly
entangling and slowly entangling channel, i.e. β → ∞
and β → 0 respectively. In particular, for both limits,
the LTM approaches a projection, namely the dominant
eigenprojection in the former and the identity in the lat-
ter. In these cases, V∞ρ,H is given by the following Lemma.

Lemma IV.1. Let Ec be a quantum channel of type
Eq. (21), with 0 < p ≤ 1 and let T be the transition matrix
of E†. Then

V∞ρ,H = p
2
(ℓρ̃, (1 − (1 − p)

2T )−1ℓH). (22)

In particular, if T is a projection, then

V∞ρ,H = (
p

2 − p
− p2) (ℓρ̃, T ℓH) + p

2
(ℓρ̃, ℓH). (23)

The first thing to notice is that the dependence on the
initial state of V∞ρ,H is completely lost: the component
associated to it decays exponentially fast in the number
of layers when p ∈ Θ(1), and as a consequence, vanishes
in the limit. The remaining terms, instead, pertain to
the fixed point of the noise channel ρ̃, and therefore still
appear. In particular, the last term pertains to the very
last layer, while the first collects the contribution of all
preceding layers. Clearly, since the decay of these contri-
butions is exponential, only layers where L − l ≲ −2 log p
will contribute sensibly to the variance.
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Lemma IV.1 allows to compute the scaling as a func-
tion of p in the two opposite limits. Starting from the
slowly entangling case, i.e. T ≈ 1, the scaling is approxi-
mately linear in p. More precisely, we have

V∞ρ,H =
p

2 − p
(ℓρ̃, ℓH). (24)

The result shows that first term in Eq. (23) dominates,
suggesting that V∞ρ,H emerges from the contribution of

the last O(− log p) layers. In this sense, for fixed noise
rates, only the last portions of the channels are relevant
for VQAs [31]. Conversely, in the opposite limit, the
dependence on p is more complex, as it now depends
on the irreducible components Tz. For simplicity, if we
consider the case of a highly expressive ansatz, we may
take T to have only one irreducible component T1. In
this case, the last term in Eq. (23) dominates, and we
get a quadratic dependence on p up to an exponentially
vanishing correction, namely

V∞ρ,H = p
2
(ℓρ̃, ℓH) +O (4

−n
) . (25)

This worsens the concentration, suggesting that now only
the very last layer is able to produce a sizable effect,
hence giving an effectively constant depth circuit.

We provide numerical evidence for the application dis-
cussed here, derived by the formalism introduced in this
work. We utilize Pennylane [42] to construct and opti-
mize the PQC described in Appendix F, and the results
are shown in Fig. 3. The plots show both the quadratic
and linear scaling with p predicted by our model, as well
as an exponential decay in the difference ∣VL

ρ,H −V∞ρ,H ∣ for
fixed noise rates. A slight deviation from the predicted
scaling is observed in the slowly entangling setting for
p ≈ 0. This effect can be explained by the finite amount
of layers used: the slow speed of convergence imposed by
the condition T ≈ 1 prevents the variance to reach the
asymptotic limit V∞ρ,H , while the action of the noise is
still too weak to erase the contribution of the first layers,
hence deviating from the predicted behaviour. This same
phenomenon is not observed in the rapidly entangling
case, as entanglement production already exponentially
suppresses those contributions.

V. DISCUSSION AND OUTLOOK

The study of loss function concentration is a central
topic in variational quantum computing. While the de-
scription of this effect in the absence of noise has been
recently formulated using Lie-algebraic theory [15–17],
this approach inevitably fails in the general setting of
non-unitary circuits, where the group structure descrip-
tion is lost.

In this work, we employed non-negative matrix theory
to derive a general formulation for the variance V∞ρ,H in
the deep circuit limit, for circuit composed of local 2-
designs interleaved by arbitrary quantum channels. The

observed structure of V∞ρ,H brings out a new mechanism,
which we call absorption, whereby components of H per-
taining to strictly contractive subspaces of BQ can aug-
ment the variance of the model by coupling with non-
contractive ones. This indicates that a mixed configu-
ration of ideal and noisy qubits could potentially out-
perform purely ideal or purely noisy systems in terms of
variance. This is especially important in the early stages
of fault-tolerant quantum computing, where a large quan-
tity of noisy qubits can be utilized, but the availability of
logical qubits is still constrained [43, 44]. Furthermore,
this approach may be beneficial in characterizing varia-
tional quantum algorithms executed on hardware, where
different qubits may experience varying error rates [39].
In this context, V∞ρ,H can be used to approximate VL

ρ,H
in regimes where L is sufficiently large to significantly
impact some qubits but not yet others. Additionally, we
introduced a general lower bound on the variance of noisy
circuits. This bound is derived by restricting the mixing
speed of VL

ρ,H to prevent it from reaching its asymptotic
limit.

We subsequently employ this approach to introduce
QResNets, an initialization strategy analogous to small
angle initializations [18–21] that can effectively mitigate
the occurrence of barren plateaus. Moreover, we demon-
strate that an analogous procedure can be applied to
noise maps, establishing a formal connection between
weak noise and QResNets. This enables us to derive BP-
free QResNets as stochastic unravellings of sufficiently
weak noise maps. Notably, since these unravellings are
not necessarily unitary, this approach can yield BP-
free architectures beyond unitary circuits, encompass-
ing more complex models such as those employing linear
combinations of unitaries (LCU) [41].

Lastly, we numerically investigate the scaling of V∞ρ,H
in the presence of non-unital noise, demonstrating how
the introduction of extensive entanglement can exacer-
bate noise-induced concentration.

Future research may extend our findings by relaxing
the local 2-design property of the unitary layer. This
would broaden the applicability of our results to a wider
range of quantum circuits, beyond hardware-specific de-
signs. Furthermore, recent studies have established a
connection between the absence of concentration and
classical simulability for both ideal [45] and noisy [31]
quantum circuits. While these results often focus on
strictly contractive noise models, our work suggests a po-
tential avenue for combining these concepts, extending
their validity to more complex noise environments. A
representation of our contributions is depicted in Fig. 1:
our framework offers timely answers to several open ques-
tions related to concentration phenomena in quantum
circuits and provides valuable insights into the optimal
utilization of near-term and early fault-tolerant quantum
devices, thus guiding the community towards the effec-
tive application of the variational quantum computation
framework.
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Appendix A: Locality and locality transfer matrix
properties

In order to show the main properties of locality vec-
tors and locality transfer matrices (LTM), it is conve-
nient, for each subsystemHm, to fix an orthonormal basis

{P
(m)
j }

dm−1
j=1 of Bm composed of traceless, Hermitian op-

erators together with the identity operator, each normal-
ized with respect to the Hilbert-Schmidt norm, namely

P
(m)
0 = 1/

√
dm, P

(m)
jm

= P
(m)†
jm

∀jm, Tr [P
(m)
jm

P
(m)
km
] =

δjmkm . Starting from these, we can build an orthonormal
basis {Pj}j for the whole space by means of tensor prod-
ucts. Each basis element will be labelled by the multi-
index j = (j1, ..., jM), where the entries jm refer to an
element of the local bases, and hence jm ∈ {0, ..., d

2
m − 1}.

Such a basis will be dubbed a local basis. As an example,
if each Hm = C2 is a qubit, the normalized Pauli strings
form a local basis for B. Given a local basis {Pj}j , it is
possible to group the elements in disjoint sets. In par-
ticular, for any given binary string κ = {0,1}M , we can
collect in the set Sκ all basis elements acting non triv-
ially on Hm if and only if κm = 1. For practical reasons,
we introduce the indicator function δ̃i,κ for the set Sκ,
defined by

δ̃i,κ =
M

∏
m=0

δ̃im,κm = {
1 if κm = 0⇔ im = 0 ∀m

0 otherwise
(A1)

From the definition, we can derive some simple properties
of this function.

Lemma A.1. The indicator function δ̃i,b has the follow-
ing properties:

∑
i

δ̃i,κ = dκ, ∑
κ

δ̃i,κ = 1, ∑
κ∈K

δ̃i,κδ̃i,λ = δ̃i,λ ∑
κ∈K

δκ,λ (A2)

where dκ = ∏
M
m=0(d

2
m − 1)

κm , K ⊂ {0,1}M , and δκ,λ is
the usual Kronecker delta.

Proof. All the results follow directly from the definition.

Using this notation, we can express the locality ℓA of
some operator A ∈ B and locality transfer matrix T of a
linear map Λ ∶ B → B defined in the main text as

(ℓA)κ =∑
j

Tr [PjA]
2
δ̃j,κ (A3)

and

Tκ,λ =
1

dλ
∑
i,j

Tr [PiΛ(Pj)]
2
δ̃i,κδ̃j,λ (A4)

respectively. It is immediately realized that both these
quantities are basis-independent.

Lemma A.2. Given a bounded operator A ∈ B and a par-
tition into subsystems, the locality vector ℓA is uniquely
defined, i.e. it does not depend on the choice of local
basis. Similarly, given a quantum channel E ∶ B → B.
the corresponding locality transfer matrix T is uniquely
defined.

Proof. Let {Pj} and {Bi} be two local bases for a given
subsystem. Then

(ℓA)κ =∑
j

Tr [PjA]
2
δ̃j,κ =∑

j

Tr [∑
i

Tr [BiPj]BiA]

2

δ̃j,κ

=∑
j

∑
i,i′

Tr [BiPj]Tr [Bi′Pj]Tr [BiA]Tr [Bi′A] δ̃j,κ

=∑
i,i′

⎛

⎝
∑
j

Tr [BiPj]Tr [Bi′Pj] δ̃j,κ
⎞

⎠
Tr [BiA]Tr [Bi′A]

=∑
i

Tr [BiA]
2
δ̃i,κ

(A5)

where the last equality is due to

∑
j

Tr [BiPj]Tr [Bi′Pj] δ̃j,κ

=
M

∏
m=1

⎛

⎝

dm

∑
jm=1

Tr [Bi′mPjm]Tr [BimPjm] δ̃jm,κm

⎞

⎠

=
M

∏
m=1

(Tr [Bi′mBim] δ̃im,κm
) = δi,i′ δ̃i,κ

(A6)

which holds since both {Pjm} and {Bim} are orthonormal
bases of Bm by definition of local basis. A totally anal-
ogous calculation yields the same result for the locality
transfer matrix T .

Thanks to the formulation of Eq. (A4), the relation
between the LTM of a map Λ and the Hermitian adjoint
Λ† with respect to the Hilbert-Schmidt scalar product
can be seen. In particular, we have

dλTκ,λ =∑
i,j

Tr [PiΛ(Pj)]
2
δ̃i,κδ̃j,λ

=∑
i,j

Tr [Λ†
(Pi)Pj]

2
δ̃i,κδ̃j,λ = dκT

†
λ,κ,

(A7)
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which can be compactly written in matrix form as TD =
(T †D)t, with Dκ,λ = dκδκ,λ. For sake of readability, here
we introduce a shorthand notation for the scalar prod-

uct (⋅, ⋅) in R2M such that T and T † are also Hermitian
adjoint of one another, i.e.

(a, b) = atD−1b =∑
κ

aκbκ
dκ

. (A8)

This trivially follows from the chain (a,T b) = atD−1Tb =
atD−1D(T †)tD−1b = (T †a)tD−1b = (T †a, b).

Appendix B: Proof of Proposition III.1 and
Proposition III.2

In this section we provide a proof for the building
blocks of the main results of this work. Note that, what
follows hinge on the structure of the circuit Φθ provided
in the main text, which we recall is composed of L layers
of interleaved unitary and noise channels

Φθ = UθL+1 ○ EL ○ UθL−1 ⋅ ⋅ ⋅ ○ E1 ○ Uθ1 . (B1)

In particular, we assume that Uθ ∶ ρ ↦ UθρU
†
θ , where

Uθ = ⊗mU
(m)
θm

is a local 2-design for the system. This
statement is more precisely captured here.

Definition B.1. (Local design) Given a unitary ensem-
ble {Uθ}θ∈Θ with a given probability distribution over the
parameter space Θ, we say it forms a local t-design for
the system if each element is factorized with respect to

the partition, i.e. Uθ = ⊗mU
(m)
θm

each acting solely on
Hm, and additionally

∫
Θ
dθU

(m)⊗t
θ ⊗U

(m)∗⊗t
θ = ∫

V ∈U(dm)
dµ(V )V (m)⊗t⊗V (m)∗⊗t

(B2)
where the second integral is performed with respect to
the Haar measure.

With this notation in place, we are ready to start. The
first Lemma provides a formula for the expectation value
of a circuit in the aforementioned class, showing that they
form global 1-designs.

Lemma B.1 (Global 1-design). Let A,B ∈ B, and let
{Uθ}θ∈Θ be a unitary ensemble forming a local 1-design.
Then

Eθ {Tr [AU†
θBUθ]} =

Tr [A]Tr [B]

d
(B3)

Proof. Let {Pj}j be a local basis for the system, and con-
sider the respective decompositions of A and B, namely
A = ∑i aiPi and B = ∑j bjPj . Note that, each com-
ponent ai is defined as ai = Tr [PiA], and consequently
a0 =

1
√
d
Tr [A] (respectively for B). Then we have the

following chain of equalities:

∫
Θ

M

∏
m=1

dθTr [AU †
θBUθ]

=∑
i,j

aibj ∫
Θ

M

∏
m=1

dθTr [PiU
†
θPjUθ]

=∑
i,j

aibj
M

∏
m=1
∫
U∈U(dm)

dµ(U)Trm [P
(m)
im

U †P
(m)
jm

U]

=∑
i,j

aibj
M

∏
m=1

1

dm
Trm [P

(m)
im
]Trm [P

(m)
jm
]

=∑
i,j

aibj
M

∏
m=1

δ0,imδ0,jm = a0b0

(B4)

where Trm denotes the partial trace over the m-th sub-
system.

Regarding the second moment, it can be computed us-
ing the following Lemma.

Lemma B.2. Let {Pj} be a local basis and let {Uθ}θ∈Θ
be a unitary ensemble forming a local 2-design. Then

Eθ {Tr [PiU
†
θPjUθ]Tr [PkU

†
θPlUθ]} =

=δijδkl
M

∏
m=1

(δ0imδ0jm + (1 − δ0im)(1 − δ0jm)
1

d2m − 1
)

(B5)

Proof. To prove this, we make use of the following result
of Weingarten Calculus

∫
U∈U(d)

dµ(U)Tr [AU †BU]Tr [CU †DU]

=
1

d2 − 1
(Tr [A]Tr [B]Tr [C]Tr [D] +Tr [AC]Tr [BD])

+
1

d(d2 − 1)
(Tr [AC]Tr [C]Tr [D] +Tr [A]Tr [C]Tr [BD])

(B6)

Based on Eq. (B6), the result follows from direct inte-
gration:

M

∏
m=1
∫ dµ(U)Tr [P

(m)
im

U †P
(m)
jm

U]Tr [P
(m)
km

U †P
(m)
lm

U]

=
M

∏
m=1

1

d2m − 1
(Tr [P

(m)
im
]Tr [P

(m)
jm
]Tr [P

(m)
km
]Tr [P

(m)
lm
]

+Tr [P
(m)
im

P
(m)
km
]Tr [P

(m)
jm

P
(m)
lm
] )

−
1

dm(d2m − 1)
(Tr [P

(m)
im

P
(m)
km
]Tr [P

(m)
jm
]Tr [P

(m)
lm
]

+Tr [P
(m)
im
]Tr [P

(m)
km
]Tr [P

(m)
jm

P
(m)
lm
] )

(B7)
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which exploiting the orthogonality conditions becomes:

=
M

∏
m=1

1

d2m − 1
(d2m δ0imδ0jmδ0kmδ0lm + δimkmδjmlm+

− δ0imδ0kmδjmlm − δimkmδ0jmδ0lm)

=
M

∏
m=1

δ0imδ0jmδ0kmδ0lm+

+
1

d2m − 1
(δimkm − δ0imδ0km)(δjmlm − δ0jmδ0lm)

= δjkδjl
M

∏
m=1

(δ0imδ0jm + (1 − δ0im)(1 − δ0jm)
1

d2m − 1
)

(B8)

concluding the proof.

In particular, Lemma B.2 can be used to compute the
variance of loss functions computed as expectation values
Lρ,H = Tr [Uθ(A)B], i.e. in the absence of intermediate
channels El.

Proposition B.1. Let A,B ∈ B, and let {Uθ}θ∈Θ be a
unitary ensemble forming a local 2-design. Then

Eθ {Tr [AU†
θBUθ]

2
} = (ℓA, ℓB) , (B9)

where (⋅, ⋅) is the scalar product defined in Eq. (A8).

Proof. Let {Pj} be a local basis for the system, and con-
sider the respective decompositions of A and B. By
Lemma B.2 we have

Eθ {Tr [AU
†
θBUθ]

2
} =∑

i,j

a2i b
2
j

M

∏
m=1

(δ0imδ0jm+

+(1 − δ0im)(1 − δ0jm)
1

d2m − 1
)

(B10)

In the following, it will be convenient to recast the
product on the right-hand side of Eq. (B10) into the
equivalent formulation

M

∏
m=1

(δ0imδ0jm + (1 − δ0im)(1 − δ0im)
1

d2m − 1
) =

= ∑
κ∈{0,1}M

1

dκ

M

∏
m=1

(δ0imδ0jm)
1−κm(1 − δ0im)

κm(1 − δ0jm)
κm

(B11)

where the binary vectors κ ∈ {0,1}M identify all
possible sets Sκ introduced in Appendix A and dκ =
∏

M
m=1(d

2
m − 1)

κm . Putting it back into Eq. (B10) we get

∑
κ∈{0,1}M

1

dκ
∑
i,j

a2i b
2
j

M

∏
m=1

(δ0imδ0jm)
1−κm(1 − δ0im)

κm(1 − δ0jm)
κm

= ∑
κ∈{0,1}M

1

dκ
(∑

i

a2i

M

∏
m=1

δ1−κm

0im
(1 − δ0im)

κm)×

×
⎛

⎝
∑
j

b2j

M

∏
m=1

δ1−κm

0jm
(1 − δ0jm)

κm
⎞

⎠

= ∑
κ∈{0,1}M

1

dκ
(∑

i

a2i δ̃i,κ)
⎛

⎝
∑
j

b2j δ̃j,κ
⎞

⎠

= ∑
κ∈{0,1}M

(ℓA)κ(ℓB)κ
dκ

= (ℓA, ℓB)

(B12)

from which the Proposition follows.

Applying Proposition B.1 for an initial state ρ and an
observable H yields Proposition III.1 of the main text.
This can be extended to the general case introducing the
action of the intermediate channels El, and in particular
we get the following Proposition.

Proposition B.2. Let A,B ∈ B and Λ ∶ B → B be a
linear map. Furthermore, let {Uθ1}θ1∈Θ and {Vθ2}θ2∈Θ
be independent, unitary ensembles each forming a local
2-design. Then

Eθ1,θ2 {Tr [AU†
θ1
Λ(Vθ2BV †

θ2
)Uθ1]

2
} = (ℓA, T ℓB) (B13)

where T is the locality transfer matrix associated to Λ.

Proof. Let B̃θ2 = Λ(Vθ2BVθ2). By Proposition B.2, we
have

Eθ2Eθ1 {Tr [AU †
θ1
Bθ2Uθ1]

2
} = Eθ2 {(ℓA, ℓB̃θ2

)}

= ∑
κ∈{0,1}M

1

dκ
(ℓA)κEθ2 {(ℓB̃θ2

)κ}
(B14)

Expanding the definition on the last term with re-
spect to the local basis {Pj}j , ad applying again Propo-
sition B.2 we get
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Eθ2 {(ℓB̃θ2
)κ} =∑

i

Eθ2 {Tr [PiB̃θ2]
2
} δ̃i,κ

=∑
i

Eθ2 {Tr [Λ
†
(Pi)V

†
θ2
BVθ2]

2
} δ̃i,κ

= ∑
λ∈{0,1}M

1

dλ
∑
i,j,k

Tr [PiΛ(Pj)]
2
Tr [PkB]

2
δ̃j,λδ̃k,λδ̃i,κ

= ∑
λ∈{0,1}M

⎛

⎝

1

dλ
∑
i,j

Tr [PiΛ(Pj)]
2
δ̃i,κδ̃j,λ

⎞

⎠
×

× (∑
k

Tr [PkA]
2
δ̃k,λ)

= ∑
λ∈{0,1}M

Tκ,λ(ℓB)λ = (TℓB)κ

(B15)

where Λ† is the Hermitian adjoint of Λ with respect to
the Hilbert-Schmidt scalar product.

Iterated application of Proposition B.2 for an initial
state ρ, an observable H, and a general intermediate
quantum channel E , yields Proposition III.2 of the main
text.

Appendix C: Proof of Theorem III.1

The proof of Theorem III.1 is based on the character-
ization of the general LTM for the Hermitian adjoint E†

of arbitrary quantum channel. To do so, several aspects
of non-negative matrix theory, as well as the contrac-
tivity properties of E† are key. For sake of clarity and
completeness we recall them in the following.

1. Preliminaries

In this section, we start with preliminary concepts and
definitions involving non-negative matrices, and then we
recall some well known facts and definitions about oper-
ator norms and quantum channel contractivity.

a. Elements of non-negative matrix theory

In this section, we briefly recap on the main results on
non-negative matrix theory useful in the proof of The-
orem III.1 of the main text. For a complete discussion
and proofs of the cited results, we refer the interested
reader to Refs. [35, 37]. Let’s start by the definition of
non-negative matrix.

Definition C.1 (Non-negative matrix). A n × n matrix
T is said to be non-negative if each entry (T )ij ≥ 0.

The general behaviour of non negative matrices can
vary greatly, but there is a class of matrices, called irre-
ducible, which have very informative spectral properties.

Definition C.2 (Irreducible matrix). A n × n non-
negative matrix T is said to be irreducible if for two
arbitrary indices i, j = 1, ...n, there exist l = l(i, j) ∈ N
such that (T l)ij > 0 . Moreover, we will say that T has
period p, where p is the greatest common divisor of all
l(i, i) that satisfy (T l)ii > 0 ∀i.

Equivalently, if we introduce the graph GT whose
adjacency matrix is T , then it can be shown that T
is irreducible if and only if GT is strongly connected,
and that the period p reduces to the great common
divisor of the lengths of all closed directed paths in GT
[35]. Furthermore, it will be useful in the following to
distinguish two classes of irreducible matrices, namely
cyclic (or periodic) and primitive (or aperiodic), which
are characterized as having period p > 1 and p = 1
respectively.

One of the main results involving irreducible ma-
trices is the celebrated Perron-Frobenius theorem, which
characterizes the spectral properties of this class. We
recall it here for convenience.

Theorem C.1 (Perron-Frobenius). Let T be a n×n non-
negative, irreducible matrix. Then there exists an eigen-
value r of T , with corresponding right and left eigenvec-
tors v, w such that:

(a) r ∈ R, r > 0 and is a simple root of the characteristic
polynomial,

(b) both w,v are the only eigenvectors that have strictly
positive components, i.e. vi,wi > 0∀i = 1, ...n,

(c) v and w are unique up to a scalar multiple, and
hence can be taken to be normalized, i.e. vtw = 1,

(d) r ≥ ∣λ∣, for all eigenvalue λ of T ,

where r is called the Perron-Frobenius eigenvalue and
P = wvt the Perron projector. Moreover, if T is also
aperiodic, then we have the more restrictive

(d’) r > ∣λ∣, for all eigenvalue λ ≠ r of T ,

Another important result is the so called subinvariance
theorem, which is a useful tool to bound the value of r
for a given irreducible matrix.

Theorem C.2 (Subinvariance Theorem). Let T be a n×
n non-negative, irreducible matrix, s > 0 and y be a n-
dimensional row vector such that each component yi ≥ 0
and satisfying

ytT ≤ syt (C1)

component-wise. Then yi > 0∀i, and s ≥ r. Moreover,
equality holds if and only if s = r.
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Finally, the last result allows us to exploit the knowl-
edge of the dominant eigenvalue to determine the asymp-
totic properties of TL.

Theorem C.3 (Asymptotic behaviour of irreducible ma-
trices). Let T be a n×n non-negative, irreducible matrix.
Then the Cesàro average of T converges, and we have

lim
L→∞

1

L

L

∑
l=1

T l
/rl = P (C2)

Moreover, if T is also aperiodic, then limit of TL/rL con-
verges, and we have

lim
L→∞

TL
/rL = P (C3)

where r and P are the Perron-Frobenius eigenvalue and
Perron projector respectively.

Despite being less structured, it is a well known fact
that general non-negative matrices can be cast to a
canonical block upper triangular form, where all blocks
in the diagonal are irreducible simply by means of a per-
mutation matrix, i.e. by a relabelling of the basis ele-
ments. In particular, concerning the diagonal, irreducible
blocks appearing in such decomposition, we will use the
term essential when referring to the blocks such that all
(T )i,j = 0 for all columns apart from the block itself, and
inessential otherwise. In terms of the graph GT , this dis-
tinction is readily understood. As discussed above, irre-
ducible blocks correspond to strongly connected compo-
nents, and consequently essential blocks are strongly con-
nected components which do not have edges connecting
vertices in it to vertices pertaining to other components.
More simply, we can describe essential components as
those whose edges “do not lead outside”. In what fol-
lows, we name by Tz all essential, irreducible components,
and we group into a single block Q all inessential compo-
nents. The blocks Rz, appearing on top of the block Q,
represent the collection of edges coming from inessential
components and leading to essential ones. A graphical
summary is depicted in Eq. (C4).

T =

⎛
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

T0 R0

T1 R1

⋱ ⋮

Tz Rz

Q

⎞
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

(C4)

This in particular allows us to apply the results of this
section also to more generic matrices, such as LTMs,
which in general are not irreducible.

b. Useful results on quantum channel

In this section, we briefly introduce some relevant prop-
erties of completely positive (CP) maps. These will be
especially useful in the trace preserving case (CPTP), i.e.
quantum channels, and the unital case (CPU), i.e. the
corresponding adjoint action with respect to the Hilbert-
Schmidt scalar product. In what follows, we will denote
by Mn the space of n × n matrices, which we can endow
with a norm as follows.

Definition C.3. (Schatten norm) Given A ∈ Mn and
p ∈ [1,∞], we define the Schatten p-norm ∥ ⋅ ∥p ∶Mn → R
as

∥A∥p = Tr [(
√
A†A)

p
]
1/p

. (C5)

A crucial property of Schatten norms is Hölder inequal-
ity, namely ∣Tr [A†B] ∣ ≤ ∥A∥p∥B∥q, ∀A,B ∈ Mn,∀p, q
s.t. 1/p+ 1/q = 1. As a special case, for p = 2 we get back
the Hilbert-Schmidt norm, and Hölder inequality reduces
to the Cauchy-Schwarz inequality.
As a direct consequence of Definition C.3, an induced

norm on linear operators acting on Mn can be defined.

Definition C.4. (Induced norm) Given a linear operator
Λ ∶Mn →Mn we define the induced p→ q norm as

∥Λ∥p→q ∶= sup
A∶∥A∥p=1

∥Λ(A)∥q. (C6)

Depending on the properties of such induced norms,
we might refer to the map Λ as contractive or strictly
contractive. In particular, we will use the following defi-
nitions.

Definition C.5. (Contractivity of linear maps) A linear
operator Λ ∶ Mn → Mn is said to be contractive with
respect to the p norm if ∥Λ∥p→p ≤ 1, and similarly to be
strictly contractive if ∥Λ∥p→p < 1.

Linear maps that are also CPTP are known to always
be contractive with respect to the 1-norm [46, 47], but are
in general not contractive for other p-norms. This prop-
erty, together with Hölder’s inequality, allow putting an
upper bound on the value of the variance of an arbitrary,
layered quantum circuit.

Lemma C.4 (Hölder’s inequality for variances). Let
A,B ∈ Mn be hermitian matrices, and Φθ ∶ Mn → Mn

be a parameterized quantum channel. In particular, con-
sider the L layered map of type Eq. (B1). Then

∣Tr [ΦL
θ (A)B]∣ ≤ ∥E∥

L
p→p∥∥A∥p∥B∥q ∀θ ∈ Θ (C7)

with 1/p + 1/q = 1. As a special case, if A = ρ and
B = H are a density operator and an observable re-
spectively, then the variance can be upper bounded by
VL

ρ,H ≤ ∥H∥
2
∞∀L.
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Proof. The result is the direct consequence of Hölder’s
inequality and contractivity of quantum maps. In par-
ticular, we have the following chain of inequalities:

∣Tr [ΦL
θ (A)B]∣ ≤∥Φ

L
θ (A)∥p∥B∥q

=∥UθLE (Φ
L−1
θ (A))U †

θL
∥p∥B∥q

=∥E (ΦL−1
θ (A)) ∥p∥B∥q

≤∥E∥p→p∥Φ
L−1
θ (A)∥p∥B∥q ∀θ ∈ Θ

(C8)

By iterative application of this procedure, one can get the
result. The final remark holds due to the contractivity of
quantum channels, choosing p = 1 and q =∞, and noting
that ∥ρ∥1 ≤ 1 for all density matrices.

Specific classes of quantum channels can be shown to
be contractive with respect to a wider variety of norms.
In particular, we have that, for p ≥ 2, unitality of the map
is a necessary and sufficient condition for contractivity.
(see Theorem II.4 in [48]). Within unital channels, uni-
tary transformation U always saturate the bound, as they
have the additional property of being norm-preserving,
i.e. ∥U(A)∥p = ∥U

†AU∥p = ∥A∥p. Finally, if we reduce
the action of the channel to the subset H0 ⊂Mn of Her-
mitian, traceless matrices, then the unitality property is
no longer a necessary condition for contractivity. Indeed,
any single qubit channel N is contractive in this setting,
i.e. ∥N ∣H0∥p→p ≤ 1∀p if n = 2. For single qubit channels
we can even be more explicit, as showed in the following
Lemma.

Lemma C.5 (Single qubit channel normal form). Let
{Pi} be the normalized (with respect to the Schatten 2-
norm) Pauli basis of M2, and N be a single qubit channel.
Then there exist unitary matrices U,V such that N ′(⋅) =
U†N (V † ⋅ V )U satisfies

N
′
(P0) = P0 +∑

i>0

tiPi, N
′
(Pi) = λiPi ∀i > 0 (C9)

where ∑i>0(ti + λiαi)
2 ≤ 1, ∀αi ∈ R s.t. ∑i>0 α

2
i ≤ 1.

Proof. It has been shown in [49, 50] that any single qubit
quantum channel can be cast in the canonical form of
Eq. (C9) by means of a change of basis. Furthermore,
the constraint on the parameters follow, analogously to
[31], by considering that any single qubit state must have
bounded purity, namely Tr [ρ2] ≤ 1, and since N ′ is
a channel, the same must hold for N ′(ρ). Since any
qubit state can be decomposed in terms of {Pi}i as

ρ = 1/
√
2P0 + 1/

√
2∑i>0 αiPi, αi ∈ R, we get

Tr [ρ2] =
1 + α2

i

2
≤ 1, Tr [N ′(ρ)2] =

1 +∑i>0(ti + λiαi)
2

2
≤ 1

(C10)
respectively, which concludes the proof.

Considering instead CPU maps, the most relevant re-
sult is Kadison-Schwarz inequality, which for our pur-
poses, can be stated as follows.

Theorem C.6 (Kadison-Schwarz inequality [51]). Let
A,B ∈ H0, and Λ ∶Mn →Mn be a CPU map. Then

Λ(A)Λ(B) ≤ Λ(AB). (C11)

All these properties will be useful to characterize the
spectral properties of interest of the LTM of quantum
channels.

2. Further characterizations of LTMs

We now study the structure of the LTM of a general
CPU map. Thanks to this analysis, we will be able to
compute the limiting value V∞ρ,H by describing the quan-
tum circuit in the Heisenberg picture. Denoting by T the
resulting LTM, we start by computing the general form
of integer powers TL of T .

Lemma C.7 (Limiting form of T ). Let Λ ∶ B → B be a
CPU map and T be the corresponding LTM. Then T and
TL take the form

T =

⎛
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

T0 R0

T1 R1

⋱ ⋮

Tz Rz

Q

⎞
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

,

TL
=

⎛
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

TL
0 A

(L)
0

TL
1 A

(L)
1

⋱ ⋮

TL
z A

(L)
z

QL

⎞
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

(C12)

up to a basis state index permutation, where each Tz is

an irreducible matrix, and A
(L)
z = ∑

L−1
l=0 T l

zRzQ
L−1−l.

Proof. We start by putting T into the canonical form of
Eq. (C4). In this form, the powers of the diagonal blocks
TL
z are trivially the diagonal blocks of TL. Instead, the

result about A(L) follows by induction. In fact, both
the base case and the inductive one follow from matrix
multiplication rules, of T ⋅T and TL−1 ⋅T respectively. In
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particular we have

A(2)z = TzRz +RzQ

A(L)z = TL−1
z Rz +A

(L−1)Q

= TL−1
z Rz +

L−2

∑
l=0

T l
zRzQ

L−1−l
=

L−1

∑
l=0

T l
zRzQ

L−1−l

(C13)

which gives the proposition.

As already shown in Lemma C.4, the value of the
variance is upper bounded by ∥H∥2∞. Since by Propo-
sition B.2, this quantity is linked to (ℓρ, T

LℓH), it is
expected that the spectral radius ρ(T ) of T is upper
bounded by 1. More specifically, we can prove the fol-
lowing Proposition.

Proposition C.1 (Spectral radius of T). Let Λ ∶ B → B
be a CPU map and T be the corresponding LTM. Then
T is contractive in the sense of the spectral radius, i.e.
ρ(T ) ≤ 1. Moreover, the component Q is strictly contrac-
tive, namely ρ(Q) < 1.

Proof. The statement follows as a consequence of the
Kadison-Schwarz inequality and the Subinvariance the-
orem.

First note that, for a generic Λ, the structure of Q is
not as well-behaved as Tz, as Q is not necessarily irre-
ducible. However, as any non-negative matrix, also Q
can be cast in canonical block upper triangular form by
means of a basis permutation, where each diagonal block
is irreducible.

Q =

⎛
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

Q1 *
⋯

*

Q2 *

⋱ ⋮

Qk

⎞
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

(C14)

With this in mind, we can study the spectral radius of
T and Q in terms of the spectral radii of each block Tz

and Qk, i.e. the corresponding Perron eigenvalues, since
ρ(T ) =max{maxz rz,maxk rQk

} and ρ(Q) =maxk rQk
.

By Lemma A.2, we are free to choose the basis used
to express the matrix T . In particular, we choose the
normalized Pauli basis {Pi}, which, besides being a local
basis for B, is also unitary up to normalization, namely
P 2
i = 1/d∀i. Exploiting Eq. (A4), we can compute the

column sum of T as

∑
κ

Tκ,λ =∑
κ

1

dλ
∑
i,j

Tr [PiΛ(Pj)]
2
δ̃i,κδ̃j,λ

=
1

dλ
∑
i,j

Tr [PiΛ(Pj)]
2
δ̃j,λ (∑

κ

δ̃i,κ)

=
1

dλ
∑
i,j

Tr [PiΛ(Pj)]
2
δ̃j,λ =

1

dλ
∑
j

Tr [Λ(Pj)
2] δ̃j,λ

≤
1

dλ
∑
j

Tr [Λ(P 2
j )] δ̃j,λ =

1

dλ
∑
j

δ̃j,λ = 1

(C15)

where the third and last equality follow from
Lemma A.1, the inequality is Kadison-Schwarz and the
second to last equality is the unitary property of the ba-
sis. If Λ is unitary, the inequality is saturated, and T
becomes a stochastic matrix. In general, Eq. (C15) show
sub-stochasticity of T. Indeed, this condition can be re-
cast in vector form as vtT ≤ vt, where vκ = 1∀κ. In
particular, this holds for all irreducible blocks in the diag-
onal, which by the Subinvariance theorem implies rz ≤ 1
and rQk

≤ 1, giving ρ(T ) ≤ 1. Focusing on Q, we observe
that, by definition, each irreducible block Qk is inessen-
tial, i.e. is connected to some other block. In terms of
the matrix T , this means that, considering the columns
involving Qk, there is always an index λ in the support
of Qk such that

∑
κ

(T −Qk)κ,λ > 0, (C16)

which implies that ∃λ s.t. ∑κ(Qk)κ,λ < 1. Written
in matrix form, this reads vtQk ≤ vt, vtQk ≠ vt, which
by the Subinvariance theorem, implies rQk

≠ 1. Putting
everything together, one gets ρ(Q) < 1.

When analysing the single irreducible components Tz,
we can be more specific, and find an equivalence between
the value of the column-sum of the block and the value
of the corresponding spectral radius. This is especially
useful in the computation of the dominant eigenvectors,
which is explicitly stated in the following Corollary.

Corollary C.7.1. Let T be a LTM and Tz be an irre-
ducible block, then ρ(Tz) = 1⇔ ∑κ(Tz)κ,λ = 1, or equiva-
lently vtzTz = v

t
z, where (vz)κ = 1∀κ is the left eigenvector

of the dominant eigenvalue.

Proof. The result follows from the same proof strategy as
above, and is a direct consequence of the Subinvariance
theorem.

Intuitively, the blocks which are out of such hypothesis
won’t contribute to the large L limit, and indeed the

contribution of the Q, Tz and A
(L)
z is bounded to decay

exponentially in the number of layers.
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Proposition C.2. Let T be a LTM, and let Tz be an
irreducible block with rz < 1. Then, as L →∞, ∥TL

z ∥ → 0

and ∥A
(L)
z ∥ → 0 exponentially fast for any matrix norm

∥ ⋅ ∥. Similarly, also ∥QL∥→ 0.

Proof. The proposition can be proven using Gelfand’s for-
mula. In particular since limL→∞ ∥T

L
z ∥

1/L = rz, we can
always bound ∥TL

z ∥ ≤KτL, for some constant K > 0 and
τ = rz + ϵ < 1 for an arbitrarily small ϵ. In the same way,
by Proposition C.1 a similar result can be obtained for Q.

Finally, the absorption term A
(L)
z can also be bounded

using Lemma C.7. In that case we have

∥A(L)z ∥ ≤
L−1

∑
l=0

∥TL
z ∥∥Rz∥∥Q

L−1−l
∥

≤ ∥Rz∥KTKQτ
lκL−1−l

≤KAα
L

(C17)

with some constant KA > 0 and α = max{κ, τ} <
1. This can be obtained again using Gelfand’s for-
mula on both Tz and Q, and by sub-additivity and sub-
multiplicativity of the matrix norm ∥ ⋅ ∥.

3. Proof of Theorem III.1

As stated in the main text, the limiting value of quan-
tum circuits of type Eq. (B1) is obtained by studying the
spectral properties of the LTM of the intermediate chan-
nel in the Heisenberg picture. In particular, the previous
discussion suggests a limiting value for the variance of
the form

V∞ρ,H = ∑
z>0

(ℓρ,wz)(ℓH)z + (ℓρ,wz)(AzℓH) (C18)

with some normalized, strictly positive vector wz, and
absorption matrices Az. Indeed, the following shows that
this is the case.

Theorem C.8 (Deep circuit variance). Let ρ,H ∈ B and
let Φθ a be layered quantum channel as in described in the
main text. Then the Cesàro average of VL

ρ,H converges,
and we have

∣
1

L

L

∑
l=0

Vl
ρ,H −V

∞
ρ,H ∣ ∈ O (e

−βL
∥H∥22) , (C19)

for some constant β > 0. Additionally, if all essential
blocks are aperiodic, then VL

ρ,H is convergent, and we
have

∣VL
ρ,H −V

∞
ρ,H ∣ ∈ O (e

−βL
∥H∥22) , (C20)

where the right eigenvector wz of Tz is a strictly positive
vector, i.e. (wz)κ > 0∀κ, and Az = Rz(1 −Q)

−1 are the
absorption coefficients of each essential block.

Proof. Thanks to Proposition C.2, only irreducible com-
ponents with ρ(Tz) = 1 will contribute to the limit, so we
can restrict our analysis to those alone. Consider then

an irreducible block Tz with unit spectral radius, and of
period d. While the full version of Perron-Frobenius the-
orem does not directly apply to Tz, it is a well-known
result of non-negative matrix theory [35, 37] that the
matrix T d

z can be cast to a block diagonal form by a
permutation, with irreducible and aperiodic blocks, for
which we can apply it. However, it is crucial to no-

tice that while limN→∞ T dN
z = T

(d∞)
z exists, this does

not imply that limL→∞ TL
z does. In fact, different sub-

sequences might have different limiting values, and in

particular limN→∞ T dN+m
z = T

(d∞)
z Tm, which is different

for all m = 0, ...d − 1. In the periodic scenario then, TL
z

does not have a limit, and the only convergent quantity
is the Cesàro average, i.e.

Pz = lim
L→∞

1

L

L

∑
l=1

T l
z = T

(d∞)
z

1

d

d−1

∑
m=0

Tm
z (C21)

where Pz = wzv
t
z can be shown to be the Perron projec-

tor associated to Tz [35, 37]. Despite more cumbersome,
a totally analogous approach allows determining the lim-
iting values of A(dN+m) as well, as shown in the following
Proposition.

Proposition C.3. Given a LTM with a periodic irre-
ducible block Tz of period d, then

lim
N→∞

A(dN+m) = T (d∞)A(m) +A(d∞)Qm (C22)

where A(d∞) = ∑
d−1
m=0 T

(d∞)A(d)(1 −Qd)−1 and A(0) = 0.

Proof. Starting from the definition of A(l), we can first
find the limiting value A(d∞) of A(dN):

A(dN) =
Nd−1

∑
l=0

T l
zRzQ

dN−1−l

=
d−1

∑
m=0

N−1

∑
n=0

Tnd+m
z RzQ

(N−1)d−nd+d−1−m

=
d−1

∑
m=0

N−1

∑
n=0

Tnd
z Tm

z RzQ
d−1−m

(Qd
)
N−n

=
N−1

∑
n=0

Tnd
z A(d)(Qd

)
N−n

= T (d∞)z A(d)
N−1

∑
n=0

(Qd
)
N−n
+

N−1

∑
n=0

∆(n)z A(d)(Qd
)
N−n

(C23)

where ∆
(N)
z = T dN

z − T
(d∞)
z . Since T d

z is block diag-
onal, and each of the d blocks Tzm is irreducible and
aperiodic, we have that TN

zm → Pzm exponentially fast,

i.e. ∥TN
zm − Pzm∥ = ∥∆

(N)
zm ∥ < KzmτNzm, for some K > 0

and τ < 1. Then, ∥∆
(N)
z ∥ ≤ ∑

d
m=0 ∥∆

(N)
zm ∥ ≤ Kzτ

N
z , where

τ =maxm{τzm} < 1. Together with Proposition C.1, this
implies that, the last term in Eq. (C23) approaches zero
with the same exponential speed, similarly to what hap-
pens in Proposition C.2. Putting everything together,
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and considering that ∑
N−1
n=0 Xn → (1 − X)−1 ∀X such

that ρ(X) < 1, we have

A(d∞) = T (d∞)A(d)(1 −Qd
)
−1 (C24)

At this point, by induction similarly to Lemma C.7,
one can easily show that

A(dN+m) = T (dN)A(m) +A(dN)Qm (C25)

which yields the proposition.

In particular, the Cesàro average converges and we
have the expression

Az = lim
L→∞

1

L

L

∑
l=1

A(l) =
1

d

d−1

∑
m=0

T (d∞)A(m) +A(d∞)Qm.

(C26)
Recalling that the right eigenvector vz can be explic-

itly calculated when ρ(Tz) = 1 (see Corollary C.7.1),
this allows to obtain the final form of V∞ρ,H by ordi-
nary matrix vector multiplication. As a special case,
if all relevant blocks Tz are aperiodic, then the limits

of TL
z and A

(L)
z converge, and we have Pz = T

(1∞)
z and

Az = A
(1∞)
z = PzRz(1 − Q)

−1. Finally, the exponential
upper bound in Eq. (C19) and Eq. (C20) is also obtained
as a consequence of the preceding analysis. In particular
if we denote by T∞ the matrix with Pz in place of Tz,
Az in place of Rz and zero otherwise, we have

∣
1

L

L

∑
l=0

Vl
ρ,H −V

∞
ρ,H ∣ = ∣(ℓρ,

1

L

L

∑
l=0

T l
− T∞ℓH)∣

≤ ∥
1

L

L

∑
l=0

T l
− T∞∥

√
(ℓρ, ℓρ)(ℓH , ℓH).

(C27)

by Cauchy-Schwarz inequality. Since all blocks con-
verge exponentially fast from the above discussion, the
matrix norm is also exponentially decaying. Moreover,

by construction (ℓA, ℓA) ≤
√
∑κ(ℓA)

2
κ ≤ ∑κ(ℓA)κ =

∥A∥22 ∀A ∈ B, which concludes the proof.

While for an explicit calculation of wz one should in
general rely on case-specific analyses, a general result can
be derived for a subclass of channels especially useful in
the context of quantum computing, namely single qubit
noise.

Proposition C.4 (Single qubit noise). Let ρ,H ∈ B and
let Φθ a be layered quantum channel as in described in the
main text. Assume moreover that the intermediate chan-
nel is of the form E = N (WρW †), where W is a unitary
transformation and N = N1⊗ ...⊗Nn is a composition of
single qubit quantum channels. Then

V∞ρ,H =∑
z

(ℓρ)z(ℓH)z

dz
+
(ℓρ)z(AℓH)z

dz
. (C28)

Proof. Without loss of generality, we can consider the
single qubit channels Nm to be in their normal form of
Lemma C.5. In particular, this holds due to the in-
variance of the LTM with respect to changes of local
bases (Lemma A.2). In terms of the adjoint maps N †

m,
this condition reads N †

m(Pjm) = tjmP0 + λjmPj and can

be used to compute Tr [N †
m(Pjm)

2] = t2jm + λ
2
jm
≤ 1 by

Lemma C.5. We now show that, when Pj ∈ Bz pertains
to an irreducible component of spectral radius ρ(Tz) = 1,
then the inequality must be saturated. In particular,
thanks to Corollary C.7.1 we know that ∑κ(Tz)κ,λ = 1.
By Eq. (C15) this implies

∑
κ

(Tz)κ,λ =
1

dλ
∑
j

Tr [(W †
N

†
(Pj)W )

2] δ̃j,λ

=
1

dλ
∑
j

Tr [N †
(Pj)

2] δ̃j,λ

=
1

dλ
∑
j

M

∏
m=1

Tr [N †
m(Pjm)

2] δ̃j,λ = 1.

(C29)

Since each term in the product is upper-bounded by 1,
Eq. (C29) implies Tr [N †

m(Pjm)
2] = t2jm + λ

2
jm
= 1∀jm.

This condition is only compatible with Lemma C.5 if
t2jm = 0 and λ2

jm
= 1. This result can now be used to

show that, the adjoint of T †
z of the LTM Tz, must also be

column stochastic. Indeed, if we consider the expansion
of WPjW

† with respect to the normalized Pauli basis,
we can get

∑
κ

(Tz)
†
κ,λ =

1

dλ
∑
j

Tr [N (WPjW
†
)
2] δ̃j,λ

=
1

dλ
∑
j

Tr

⎡
⎢
⎢
⎢
⎢
⎣

(∑
i

Tr [PiWPjW
†]N (Pi))

2⎤
⎥
⎥
⎥
⎥
⎦

δ̃j,λ

=
1

dλ
∑
j

Tr

⎡
⎢
⎢
⎢
⎢
⎣

(∑
i

Tr [PiWPjW
†]∏

m

λimPi)

2⎤
⎥
⎥
⎥
⎥
⎦

δ̃j,λ

=
1

dλ
∑
i,j

∏
m

λ2
im Tr [PiWPjW

†]
2
δ̃j,λ

=
1

dλ
∑
j

Tr [WP 2
j W

†] δ̃j,λ = 1.

(C30)

This allows to compute the right eigenvector wz of the
leading eigenvalue of Tz. Using Eq. (A7), we have indeed

∑
λ

(Tz)κ,λdλ =∑
λ

(Tz)
†
λ,κdκ = dκ (C31)

which implies (wz)λ = dλ/dz, where the normalization
factor dz = ∑λ dλ is necessary to ensure wzv

t
z = Pz is

indeed a projection, thus concluding the proof.

As a consequence of this last result, we can compute
the variance of generic unitary circuits.
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Corollary C.8.1 (Unitary circuits). For unitary circuits
of type Eq. (B1), we have

V∞ρ,H = ∑
z>0

(ℓρ)z(ℓH)z

dz
(C32)

Proof. This form of the variance is a special case of
Proposition C.4, putting N (ρ) = ρ, and noting that the
absorption terms must vanish. In particular, this follows
from Eq. (C15), observing that unitary channels satu-
rate Kadison-Schwarz inequality, which combined with
Corollary C.7.1 imply Q = 0.

On the opposite limit, if the noise map is strictly con-
tractive in at least one direction in each Bz, then the
combination of noise and entanglement is strong enough
to kill the variance in each of the absorbing subspaces. As
a consequence, only the absorption term to B0 remains,
since no channel can be contractive there by trace preser-
vation.

Corollary C.8.2 (Noise-induced concentration). Let E
be a quantum channel, and let {Pj} denote the normal-

ized Pauli basis. If ∥E†(Pj)∥2 < 1 for some j ∈ Tz, ∀z,
then

V∞ρ,H =
(AℓH)0

d
. (C33)

In particular, if the channel is unital, V∞ρ,H = 0.

Proof. This form of the variance is a special case of
Eq. (C18), where all absorbing components vanish, and
we have T = Q. In particular, this follows from Eq. (C15),
observing that the above condition implies that for E†

Kadison-Schwarz inequality is strict, which combined
with Corollary C.7.1 imply Tz = 0∀z > 0, leaving only
T0. Finally, the corollary follows from the normalization
condition Tr [ρ] = 1 on ρ, which ensures (ℓρ)0 = 1/d.

Appendix D: Proof of Theorem III.2

In this section we employ Proposition III.2 to prove
a general lower-bound on slowly entangling circuits. In
particular, such result is based on the approximation
Tl ≈ 1, which holds either for shallow circuits, i.e. L ∈
O(logn), or deeper circuits, but with weakly entangling
intermediate channels. The discussion is based on the
following result.

Theorem D.1. Let ρ,H ∈ B and consider a sequence of
quantum channels {El}

L
l=1, and let {Tl}

L
l=1 be the respec-

tive LTMs. Finally let K ⊂ {0,1}M denote a subset of
indices, and by αl =minκ∈K(Tl)κ,κ. Then

VL
ρ,H ≥ α

L
(ℓρ, ℓK(H)), (D1)

where K(⋅) = ∑κ∈K ∑j Tr [Pj ⋅]Pj δ̃j,κ is a projector onto

the space spanned by K and α = (∏
L
l=0 αl)

1/L
is the geo-

metric mean of αl.

Proof. Consider a single circuit layer. Then, we can write

(ℓρ, TlℓH) =∑
κ,λ

(ℓρ)κTκ,λ(ℓH)λ

dκ

≥ ∑
κ∈K

(ℓρ)κTκ,κ(ℓH)κ

dκ

≥ αl ∑
κ∈K

(ℓρ)κ(ℓH)κ

dκ
= αl(ℓρ, ℓK(H))

(D2)

where the inequality holds since all terms in the sum
are non-negative by construction. The claim follows from
repeated application of the latter.

Despite its simplicity, Theorem D.1 can be used to de-
duce general bounds on weakly entangling circuits, which
are the foundation of small angle initialization strategies.
In particular, we get the following Corollary.

Corollary D.1.1. Let H = ⊗M
m=1Hm, dm ∈ Θ(1). If

either of the conditions

(a) α > 0, α ∈ Ω(1) and L ∈ O(logn),

(b) α = 1− f(n,L), f ∈ O(logn/L) and L ∈ Ω(log1+ϵ n)
for some arbitrary ϵ > 0

is satisfied, then

VL
ρ,H ≥ F (n)(ℓρ, ℓK(H)), (D3)

where F (n) ∈ Ω(1/poly(n)).

Proof. Exploiting Theorem D.1, it suffices to show that
F (n) = αL ∈ Ω(1/poly(n)). In the first case, this fol-
lows directly from the shallow nature of the circuit,
and in particular F (n) ∈ αO(log(n)) = Ω(1/n− log(α)) ⊂
Ω(1/poly(n)). For the second case instead, it is useful to
consider log(F (n)):

− log(F (n)) < −L log(1 −C
log(n)

L
) =

= C log(n)(1 +C
log(n)

2L
+O (

log2(n)

L2
)) ∈ O(log(n))

(D4)

which in turn implies F (n) ∈ e−O(log(n)) = Ω(1/nC) ⊂

Ω(1/poly(n)).

Appendix E: Additional material on the applications

In this section we provide the proofs of all the results
state in Applications section in the main text, concerning
both small angle initializations and the effect of entan-
glement on noise induced concentration.
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1. Small angle initializations

In order to prove the general lower bounds on small
angle initializations provided in the main text, it is useful
to start from Proposition IV.2, as it is the fundamental
building block in this type of proofs. We recall it for
convenience.

Proposition E.1. Let {Eϕ}ϕ be an ensemble such that

E(ρ) = Eϕ{EϕρE
†
ϕ} is a quantum channel. Further, de-

note by Tϕ the transfer matrix associated to each E†ϕ(⋅) =

E†
ϕ ⋅ Eϕ, and by T the transfer matrix of E†. Then we

have

Eϕ{Tϕ} ≥ T, (E1)

with equality holding if and only if E is unitary.

Proof. Let A,B be arbitrary bounded operators, and con-
sider

Tr [E(A)B]
2
= Tr [AE†

(B)]
2

= E†
ϕ {Tr [AE

†
ϕ(B)]}

2

≤ E†
ϕ {Tr [AE

†
ϕ(B)]

2
} ∀A,B

(E2)

which follows from the observation that f(ϕ) =

Tr [AE†
ϕ(B)] ∈ R, and so Vϕ{f} ≥ 0. Applying this to

the entries of T and Tϕ gives the general inequality. Fi-
nally, the equality follows from Vϕ{f} = 0, which is means

that f(ϕ) = Tr [AK†BK] is a constant, where K = Eϕ

∀ϕ. Hence, since E(⋅) = K ⋅K† is CPTP, it must also be
unitary.

In order to translate this rather abstract formulation
into a practical recipe, we need to identify the conditions
that allow to treat the contribution of given an ensemble
{Eϕ} of parameterized intermediate channels to the vari-
ance in terms of the mean LTM Eϕ {Tϕ}. In particular,
it is easily verified that, if ϕ is sampled independently of
the other parameters, then

VL
ρ,H = EϕEθ {Tr [Φθ,ϕ(ρ)H]

2
}

= Eϕ {(ℓρ, TϕℓH)} = (ℓρ,Eϕ{Tϕ}ℓH).
(E3)

Combining this observation with Corollary D.1.1, we
can get the QResNet lower bound of Proposition IV.1.

Proposition E.2 (QResNet). Let Eϕ(⋅) = e
iϕG ⋅ e−iϕG be

a unitary entangling gate, and let µ,σ2 be the mean and
variance of the initialization distribution P of ϕ. Then,
if µ = 0, σ2 ∈ O(logn/∥G∥22L), and L ∈ Ω(log1+ϵ n)

VL
ρ,H ≥ F (n)(ℓρ, ℓH) (E4)

where F (n) ∈ Ω(1/poly(n)).

Proof. Let T be the locality transfer matrix of E =
Eϕ{Eϕ}, and consider the diagonal element Tκ,κ. Then,
by definiton, we have

Tκ,κ =
1

dκ
∑
i,j

Tr [Eϕ{PiE
†
ϕ(Pj)}]

2
δ̃i,κδ̃j,κ

≥
1

dκ
∑
i

Tr [Eϕ{PiE
†
ϕ(Pi)}]

2
δ̃i,κ

=
1

dκ
∑
i

Tr [Eϕ{Pie
−iϕGPie

iϕG
}]

2
δ̃i,κ

(E5)

Since σ2 → 0 as n→∞, to find the asymptotic behaviour
of the diagonal elements of T we can expand eiϕG around
µ, and obtain eiϕG = 1 + iϕG − ϕ2G2/2 +O(ϕ3∥G∥32).
Substituting this into Eq. (E5), we get

Tκ,κ ≈

1

dκ
∑
i

Tr [Eϕ{Pi(1 + iϕG − ϕ
2G2
/2)Pi(1 + iϕG − ϕ

2G2
/2)}]

2
δ̃i,κ

=
1

dκ
∑
i

(1 −Eϕ{ϕ
2
} (Tr [G2P 2

i ] −Tr [PiGPiG]))
2
δ̃i,κ

≥ 1 − 4∥G∥22σ
2
∀κ ∈ {0,1}M

(E6)

Exploiting Corollary D.1.1, we get the proposition by
showing Tκ,κ ≥ 1 − f(n,L), where f(n,L) ∈ O(logn/L).
In particular this follows directly from the scaling of σ2.
The same proof ensures absence of concentration on a
unitary QResNet, provided that P is chosen as an ini-
tialization probability by Proposition E.1.

2. Non-unital noise and entanglement

As shown in Appendix C, explicit computation of the
absorption matrix A = R(1 −Q)−1 is a non-trivial task,
which should be tackled on a case-by-case basis. Indeed,
in the non-unital case, this term describes the complex
phenomenon arising from the interaction of two com-
peting effects, which drive the system towards different
states. Analytical summation of A is however can be fea-
sible and still give insight on the interaction of the two.
Indeed, using a simplified model, we can perform this
calculation and still be able to appreciate the different
effects that rapidly entangling and slowly entangling cir-
cuits have on a fixed, non-unital noise as a function of its
strength. To do so, let us consider a non-unital map of
the form

Ec(ρ) = (1 − p)E(ρ) + pρ̃, (E7)

where ρ̃ ≠ 1/d is an arbitrary quantum state, E is a uni-
tary channel representing the entangling operation, and
p is the error probability associated to Ec. Intuitively,
we can think of the resulting channel Φθ as the repe-
tition of L layers, each made up of the composition of
Φ̃(ρ) = (1 − p)ρ + pρ̃ and of E ○ Uθl . Then we have the
following Lemma.
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Proposition E.3. Let Ec be a quantum channel of type
Eq. (E7), with 0 < p ≤ 1 and let T be the transition matrix
of E†. Then

V∞ρ,H = p
2
(ℓρ̃, (1 − (1 − p)

2T )−1ℓH). (E8)

In particular, if T is a projection, then

V∞ρ,H = (
p

2 − p
− p2) (ℓρ̃, T ℓH) + p

2
(ℓρ̃, ℓH). (E9)

Proof. The first result follows directly from Theorem C.8,
in particular Corollary C.8.2, by computation of A0. In
particular, we can explicitly compute R0 element wise as

(R0)0,κ =
1

dκ
∑
j

Tr [
1
√
d
E

†
c (Pj)]

2

δ̃j,κ

=
1

dκ
∑
j

Tr [Ec (
1
√
d
)Pj]

2

δ̃j,κ

=
1

dκ
∑
j

((1 − p)Tr [Φ(
1
√
d
)Pj] + p

√
dTr [ρ̃Pj])

2

δ̃j,κ

= dp2
1

dκ
∑
j

Tr [ρ̃Pj]
2
δ̃j,κ = dp

2
(ℓρ̃)κ

(E10)

by unitality of Φ. By an analogous calculation, it can
be shown that Q = (1 − p)2T , and by trace preservation
(P0)0,0 = 1. With these elements, we can compute A0 =

P0R0(1 −Q)
−1, and we get

(A0)0,λ = dp
2
(ℓρ̃)κ(1 − (1 − p)

2T )−1κ,λ. (E11)

In particular, since for any initial state ρ, we have (ℓρ)0 =
1/d by normalization, we get the final result

(ℓρ,A0ℓH) = p
2
(ℓρ̃, (1 − (1 − p)

2T )−1ℓH). (E12)

Using this, we can explicitly compute the right-hand side
in the simplified setting where T is a projection. In that
case in particular, we have that

(1 − (1 − p)2T )−1 = (1 − T ) + (1 − (1 − p)2)−1T

= (1 − T ) +
1

p(2 − p)
T

= 1 + (
1

p(2 − p)
− 1)T

(E13)

which gives the result.

Appendix F: Choice of the system for the numerical
example

In this section we provide an explicit construction of
the noise channels E , initial state ρ and observable H
used to obtain the numerical results showed in Fig. 3.

Regarding the initial state, we use ρ = (∣0⟩ ⟨0∣)⊗n for sim-
plicity. As for the channel, we consider maps Ec of the
family Ec = N ○E , Ec(ρ) = (1− p)E(ρ)+ pρ̃. In particular,
E is a unitary, entangling channel depicted in Fig. 4 and
p ∈ (0,1] represents the noise strength of the noise map
N (ρ) = (1 − p)ρ + pρ̃ with fixed point ρ̃. Specifically, we
fix ρ̃ to be a highly entangled, pure state, i.e. the GHZ
state ρ̃ = (∣0⟩

⊗n
+ ∣1⟩

⊗n
)(⟨0∣

⊗n
+ ⟨1∣

⊗n
)/2. The entangling

part is chosen according to Fig. 4. While the number of
layers L needed to reach convergence to V∞ρ,H is logarith-
mic, as shown in Theorem III.1 and numerically assessed
in the inset of Fig. 3, the mixing speed varies depending
on the entangling part. For this reason, L = 8 layers are
sufficient in the rapidly entangling case, but L = 20 are
necessary in the slowly entangling case. Finally, all sim-
ulations are performed using n = 10 qubits. Concerning
H, we fix H = h∑

n
k=1 2

n/2Zk ⊗Zk+1, as it represents the
simplest observable involving all n qubits while having
a non-vanishing normalization factor (ℓρ̃, ℓH). As shown
below, if we fix h = 9/n, we have (ℓρ̃, ℓH) = 1, which
makes the scaling of V∞ρ,H especially easy to check. In-
deed, given the qubit structure, we can express the ρ̃ in
terms of the normalized Pauli basis {1,X,Y,Z}⊗n, which
allows to easily compute the locality vectors. Using the
spectral decomposition of the Pauli matrices, it is easy
to see that

∣0⟩ ⟨0∣ =
1 +Z
√
2

, ∣1⟩ ⟨1∣ =
1 −Z
√
2

,

∣0⟩ ⟨1∣ =
X + iY
√
2

, ∣1⟩ ⟨1∣ =
X − iY
√
2

.

(F1)

Using this decomposition, we can find a formula for ρ̃
exploiting a generalization of the binomial theorem.

Theorem F.1. Let A,B ∈ Md(C) be square matrices,
and let S be the set of all permutations of n elements.
Then

(A + ωB)⊗n =
n

∑
j=0

ωj
∑
σ∈S

σ(A⊗(n−j) ⊗B⊗j) (F2)

where ω ∈ C and the permutation σ is applied to the qubit
ordering.

In particular, the following corollary will be the most
useful in performing the computations

Corollary F.1.1. Let A,B ∈Md(C) be square matrices,
and let S be the set of all permutations of n elements.
Then

(A + ωB)⊗n + (A − ωB)⊗n

2
=

⌊n/2⌋

∑
j=0

ω2j
∑
σ∈S

σ(A⊗(n−2j)⊗B⊗2j)

(F3)
where ω ∈ C and the permutation σ is applied to the qubit
ordering.

Proof. This corollary follow directly from Theorem F.1,
and noticing that all even-indexed terms in both (A +
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FIG. 4. Entangling unitaries used in the examples. On the
left, the rapidly entangling configuration is composed of a
double cascade of CNOT gates, while on the right, the slowly
entangling one is composed of a single cascade of controlled
RX gates, where RX(θ) = eiθX/2 and X is the Pauli X gate.
In particular, we fixed θ = π/20.

ωB)⊗n and (A − ωB)⊗n are equal, while odd-numbered
terms have opposite sign and therefore cancel out.

Applying the Corollary to the appropriate pairs of pro-
jectors, we can get the final expression

ρ̃ =
1

2n/2

⌊n/2⌋

∑
j=0

∑
σ∈S

σ(1⊗(n−2j) ⊗Z⊗2j)

+(−1)jσ(X⊗(n−2j) ⊗ Y ⊗2j)

(F4)

As it is clear from Eq. (F4), the fixed point of the chan-
nel has a non-vanishing component only on Pauli strings
that are either non-trivial on all qubits, or non-trivial in
only in an even number of qubits. Then it follows that
the simplest observable involving all qubits and with non-
vanishing variance is of form H = h∑

n
k=1 2

n/2Zk ⊗ Zk+1,

where the factor 2n/2 accounts for normalization of Z,
and cancels out with the corresponding factor in Eq. (F4)
in the calculations of (ℓρ̃, ℓH). Finally, since each term
in the sum is orthogonal, it gives an independent con-
tribution of 1/(d2m − 1)

2 = 1/9, consequently by choosing
h = 9/n we have that (ℓρ̃, ℓH) = 1 is normalized.

Appendix G: Example of a circuit with
non-convergent variance

As Theorem III.1 suggests, the generic circuit of
Eq. (B1) need not have a well-defined value for the deep
circuit limit of its variance, namely the limit limL→∞VL

ρ,H
no need to exists. As discussed in Appendix C, this

property is related to the presence of cycles in T , i.e.
the presence of periodic irreducible blocks Tz with pe-
riod p > 1. As a specific example, consider the circuit
depicted in Fig. 5. The simple structure of this circuit
allows to explicitly compute VL

ρ,H as function of L. As-
suming Tr [H] = 0, we have

VL
ρ,H =

⎧⎪⎪
⎨
⎪⎪⎩

(∥ρ∥22−1/2)∥H∥
2
2

3
if L is even

0 if L is odd
(G1)

from which it is clear that the deep circuit limit does not
converge. Moreover, thanks to the contained dimension
of the system, it is possible to compute and represent T :

T =

⎛
⎜
⎜
⎜
⎝

1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1

⎞
⎟
⎟
⎟
⎠

⇒ T0 = T2 = (1) , T1 = (
0 1
1 0
) (G2)

Here we can see that T1 has in fact period 2, which implies
the presence of 2 distinct limiting values whenever both
ρ and H have a component belonging to T1, consistently
with what discussed above.

On the contrary, in accordance with Theorem III.1,
the Cesàro average of the variance is always well-defined,
and in this case we get

lim
L→∞

1

L

L

∑
l=1

Vl
ρ,H =

(∥ρ∥22 − 1/2)∥H∥
2
2

6
, (G3)

which can be recovered both from direct calculation,
and by computing the right leading eigenvector w1 =

(1/2,1/2)t of T1.

FIG. 5. Simple 2-qubit circuit, designed to have a non-
convergent variance. In this construction, the channel E is
chosen to be unitary and in particular to be a SWAP gate.
Moreover, both the initial state ρ and the observable H are
chosen to be non-trivial only on the second qubit, and are
therefore represented as single qubit operators.
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