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1 Introduction

Results obtained from the analysis of hard processes in proton-lead (𝑝+Pb) data collected by LHC
experiments have contributed to the differentiation between hot and cold nuclear matter effects. The
modifications of parton distribution functions (PDFs) in the nuclear environment [1] have been addressed
by measurements in several channels, such as W bosons [2] by CMS, Z bosons [3] by ATLAS, dijets
in 𝑝+Pb collisions at 5.02 TeV by CMS [4], and dijets in ultra-peripheral Pb+Pb collisions (UPCs) by
ATLAS [5]. ATLAS [6] and CMS [7] have also measured 𝑡𝑡 production in 𝑝+Pb at 8.16 TeV, providing
additional data to constrain nuclear PDF (nPDF) parameterizations. The LHCb collaboration analyzed
prompt D0 meson production in 𝑝+Pb collisions at 5.02 TeV [8], providing data to constrain nPDFs at lower
𝑄2 and parton momentum fractions compared to the measurements listed above. ATLAS also measured
forward dijet azimuthal correlations and conditional yields in 5.02 TeV 𝑝+Pb collisions, to search for
evidence of high-density gluon states [9].

Hard process rates in proton-nucleus (𝑝+A) collisions are also analyzed under different event selections
sensitive to the collision geometry by using detector quantities expected to scale with the number of binary
collisions. ATLAS observed an event activity bias in the first measurement of inclusive jet production
in 𝑝+Pb at 5.02 TeV using Run 1 data [10]. The analysis reported a significant suppression of the jet
production in central events compared to peripheral events, with centrality defined using the transverse
energy measured in the Forward Calorimeter (FCal). The suppression was found to be a function of
only the total jet energy. A similar observation was made by PHENIX at RHIC [11]. These results were
interpreted as evidence that protons in a configuration containing a parton with large 𝑥 have a significantly
smaller than average cross-section and size when interacting with a nuclear target [12], a manifestation of
so-called color fluctuation (CF) effects [13–15]. Recently, ATLAS analyzed the centrality dependence
of dijet production in 𝑝+Pb data collected at 8.16 TeV [16]. This result is also consistent with the CF
interpretation proposed in [12]. The measurement showed how the event activity bias in 𝑝+Pb is driven
by the initial state kinematics of the hard-scatter parton in the proton, providing unprecedented input to
characterize CF effects in 𝑝+A collisions.

𝑝+A collisions are also used to search for signatures of jet quenching effects in small systems. For these
studies, it is of interest to analyze the most central collisions by using robust and unambiguous selections,
not sensitive to CF effects [17]. As an alternative way to select different geometries in 𝑝+A events, one can
classify events based on the number of spectator neutrons measured in the nucleus-going Zero-Degree
Calorimeter (ZDC). ALICE [18] and ATLAS [19] have used the ZDC as a way to search for energy loss
signatures in central events, arguing that this selection is less biased than the multiplicity-based selection
method. However, the dynamics of the nuclear breakup in 𝑝+Pb collisions remain largely unknown and are
poorly modeled by event generators, especially in the presence of a hard-scattering. The only measurement
of forward neutrons in 𝑝+Pb, published by ALICE in 2022 [20], reported the energy accumulated in
the neutron ZDC on both sides as a function of the estimated number of binary collisions. The results,
self-normalized to the average in minimum bias (MB) events in 𝑝+Pb collisions, found the energy in the
Pb-going neutron ZDC to monotonically increase with number of binary collisions, showing correlation
between these two quantities.

Recently, the authors of [21] argued that CF effects may also be relevant in the nuclear breakup process in
UPCs characterized by a resolved photon exchange. The proposed model links the number of nucleons
wounded by interactions with a vector meson with the nuclear breakup dynamics, suggesting that studying
forward neutron production can provide a direct handle on the number of binary collisions. Such effects,
related to the number of wounded nucleons, can also change the understanding of ZDC energy measured in
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𝑒−+A collisions at the future Electron-Ion Collider, where it has been proposed as a possible centrality
tag [22]. A similar model, using a proton instead of a vector meson in the scattering with the nucleus,
can be used for the nuclear breakup in 𝑝+Pb interactions. Given the dependence of CF effects on the
hard-scattering in 𝑝+Pb collisions, it is of great interest to study the correlation between the kinematics
of the hard-scattered partons, the neutron energy at zero degrees after nuclear breakup and the forward
calorimeter event activity in these events.

This analysis presents the first characterization of very forward energy in dijet events in 𝑝+Pb collisions
at LHC energies, using 56 nb−1 of 8.16 TeV 𝑝+Pb data collected by ATLAS during 2016. The energy
deposited in the ZDC and the transverse energy recorded in the FCal, both measured on the Pb-going side,
were measured as a function of the Bjorken-x of the proton, estimated with reconstructed dijet kinematics.
The correlation between the transverse energy measured in the FCal, FCal

∑
EPb

T , and the energy deposited
in the ZDC, EPb

ZDC, is also investigated.

Following [16], dijets are defined using the two highest transverse momentum jets in a given collision,
measured over a wide range of transverse momentum, 𝑝T, and center-of-mass (CM) rapidity, 𝑦CM, to access
a broad 𝑥𝑝 phase space. 𝑥𝑝 is estimated using the final-state kinematics of the two highest 𝑝T jets in each
event by using

𝑥𝑝 =
𝑝T,1𝑒

𝑦CM
1 + 𝑝T,2𝑒

𝑦CM
2

√
𝑠NN

, (1)

where 𝑝T,1 (𝑝T,2) and 𝑦CM
1 (𝑦CM

2 ) denote the transverse momentum and the rapidity of the leading (sub-
leading) jet. The quantity √

𝑠NN is the nucleon-nucleon center-of-mass energy of the 𝑝+Pb collision system,
8.16 TeV. In simulation, this estimate based on final-state jet kinematics was found to be 6-8% below the
parton-level 𝑥𝑝, on average, for the kinematics considered here.

In this analysis, 𝑥𝑝 is unfolded for experimental effects due to the finite precision of jet reconstruction, and
measured at the generator level. EPb

ZDC and FCal
∑

EPb
T are not unfolded for experimental effects, as was

done when used for centrality selections in previous analyses [10, 16, 19].

The normalized EPb
ZDC and FCal

∑
EPb

T distributions are measured in each of the 𝑥𝑝 bins defined for the
analysis. The means of the distributions, ⟨EPb

ZDC⟩ and ⟨FCal
∑

EPb
T ⟩, are reported as a function of 𝑥𝑝, to

characterize the evolution of forward energy flow as a function of the change in proton configuration,
accessed via 𝑥𝑝.

Additionally, for the first time, the correlation between EPb
ZDC and FCal

∑
EPb

T is also analyzed, to provide
insights about the underlying physics linking event activity and nuclear breakup dynamics in 𝑝+Pb collisions.
This data represents a novel approach to study geometry in proton-nucleus collisions and provides new
insights into the role of proton configurations in the dynamics characterizing these reactions.

2 ATLAS detector

The measurement presented in this paper is performed using the ATLAS1 calorimeter, inner detector,
trigger, and data acquisition systems [23]. An extensive software suite [24] is used in the reconstruction

1 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the center of the detector
and the 𝑧-axis along the beam pipe. The 𝑥-axis points from the IP to the center of the LHC ring, and the 𝑦-axis points upwards.
Cylindrical coordinates (𝜌,𝜙) are used in the transverse plane, 𝜙 being the azimuthal angle around the 𝑧-axis. The psuedorapidity
is defined in terms of the polar angle 𝜃 as 𝜂 = -ln tan(𝜃/2). Angular distance is measured in units of Δ𝑅 ≡

√︁
(Δ𝜂)2 + (Δ𝜙)2.
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and analysis of real and simulated data, in detector operations, and in the trigger and data acquisition
systems of the experiment.

The calorimeter system consists of a sampling liquid-argon (LAr) electromagnetic (EM) calorimeter
covering |𝜂 | < 3.2, a steel-scintillator sampling hadronic calorimeter covering |𝜂 | < 1.7, LAr hadronic
calorimeters covering 1.5 < |𝜂 | < 3.2, and two LAr FCal covering 3.2 < |𝜂 | < 4.9. The EM calorimeters
are segmented longitudinally in shower depth into three layers with an additional presampler layer covering
|𝜂 | < 1.8. The hadronic calorimeters have three sampling layers longitudinal in shower depth for |𝜂 | < 1.7
and four sampling layers for 1.5 < |𝜂 | < 3.2. During the 2016 𝑝+Pb data taking, a sector of the hadronic
endcap calorimeter (HEC), corresponding to 1.5 < 𝜂 < 3.2 and −𝜋 < 𝜙 < −𝜋/2 was disabled.

The inner detector measures charged particles within the pseudorapidity interval |𝜂 | < 2.5 using a
combination of silicon pixel detectors, silicon microstrip detectors (SCT), and a straw-tube transition
radiation tracker (TRT), all immersed in a 2 T axial magnetic field [23]. Each of the three detectors is
composed of a barrel and two symmetric endcap sections. The pixel detector is composed of four layers
including the insertable B-layer [25, 26]. The SCT barrel section contains four layers of modules with
sensors on both sides, and each endcap consists of nine layers of double-sided modules with radial strips.
The TRT contains layers of staggered straws interleaved with the transition radiation material.

The ATLAS ZDC consists of two detectors located in absorbers ±140 m from the ATLAS interaction
point. Each detector is a sampling calorimiter made up of four modules each with a material budget of
1.14 hadronic interaction lengths. The modules are made of layers of tungsten plates with quartz rods
interspersed between. They measure forward-going neutral particles with |𝜂 | > 8.3, primarily neutrons
from nuclear breakup, which carry the original per-nucleon beam energy up to an additional smearing
from nuclear Fermi momentum, and very forward neutral particles produced in the interaction.

ATLAS uses a two-level trigger system. The first-level trigger (Level 1) is hardware-based and implemented
with custom electronics. It is followed by the software-based high-level trigger (HLT) [27].

3 Data selection and Monte Carlo Simulations

For the 2016 𝑝+Pb run at √𝑠NN = 8.16 TeV, the LHC beam energy configuration was asymmetric between
the protons (6.5 TeV), and the Pb nuclei (2.56 TeV/nucleon), resulting in a rapidity shift of the center of
mass by 0.465 units toward the proton-going direction. The data were collected over two running periods
characterized by opposite beam directions. In the first period of the data-taking, when Pb ions circulated
clockwise in the LHC, a total integrated luminosity of 56 nb−1 was collected. The data analyzed in this
note are comprised solely of the first data-taking period, referred to as the 𝑝+Pb orientation. The second
data-taking period is not used in this analysis since the presence of a detector from the LHCf experiment
[28] precluded a precise measurement of the neutron energy flow. The positive 𝜂 direction used in the
analysis is defined by the 𝑝-going direction.

The 𝑝+Pb data at √𝑠NN = 8.16 TeV used in this analysis were required to satisfy detector and data-quality
requirements, as well as to contain at least one reconstructed primary vertex and two reconstructed
jets. A set of fully efficient central and forward single-jet triggers [27], characterized by different 𝑝T
thresholds, were chosen to provide full 𝑝T coverage over a wide pseudorapidity range, corresponding to
−3.1 < 𝜂 < 4.5.
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In this analysis, jets with 𝑅 = 0.4 were formed from calorimeter towers. The leading (sub-leading) jet was
required to have 𝑝T > 40 (30) GeV. Events with either the leading or the sub-leading jet reconstructed
in the acceptance of the disabled HEC region were discarded in both data and MC. In order to define a
rejection criterion for the analysis, the disabled region was increased by an additional 0.4 margin in both
pseudorapidity and azimuthal angle, as done in previous jet analyses using these datasets [16]. In this way,
jets with constituents affected by the disabled HEC are not considered.

The centrality of the 𝑝+Pb events is defined using the total transverse energy in the Pb-going FCal,
Σ𝐸Pb

T [29, 30], and is used in the analysis in order to effectively reject contributions to the jet production
from UPCs. This background was quantified through a study which used rapidity gap selections and was
found to have a negligible contribution to the 0–90% centrality interval used in this analysis. The leading
and sub-leading jets were required to be at least 0.4 pseudorapidity units away from the Pb-going FCal to
reject events where the centrality-determining detector is directly biased by the contribution from a jet. All
these selections are consistent with the 𝑝+Pb analysis presented in [16].

In-time pile-up events are rejected by requiring that no secondary vertices have more than 6 associated
tracks. This removes approximately 11.9% of events from the sample.

This analysis used Monte Carlo (MC) simulations to evaluate the performance of the detector and analysis
procedure, and to correct the measured distributions for detector effects. The detector response in all MC
samples was simulated using Geant4 [31, 32]. The disabled HEC sector is replicated in the simulation.
The 𝑝+Pb MC sample makes use of dijet events from 8.16 TeV 𝑝𝑝 collisions, including the boost in
rapidity with respect to the lab frame that is in the data, simulated by Pythia8 [33] with the A14 set of
tuned parameters [34] and the NNPDF2.3lo parton distribution functions [35]. Events from the Pythia8
dijet sample were overlaid with events from a dedicated 𝑝+Pb data sample collected using MB triggers.
The overlay procedure combines the Pythia8 and data events during the digitization step of simulation.
An event-by-event reweighting procedure was applied to the MC overlay sample, such that the resulting
FCal

∑
EPb

T distribution better matches that of the dijet data sample.

4 Analysis

The FCal is comprised of calorimeter towers covering the region 3.2 < |𝜂 | < 4.9, segmented with fine
granularity in 𝜂 and 𝜙. The EM energy scale is used to measure the energy in each tower (𝐸EM

tower) [36].
The EM scale properly corrects the energy deposited by photons and electrons, but does not include any
compensation to correct for the differences between EM and hadronic showers. The total transverse energy
in the Pb-going FCal, FCal

∑
EPb

T , is defined by a sum over the projection of each 𝐸EM
tower into the transverse

plane, for the towers in the pseudorapiditiy hemisphere facing the Pb ion. This definition of FCal
∑

EPb
T is

consistent with the characterization of centrality used in previous ATLAS 𝑝+Pb analyses, for example
in [16].

In a typical 𝑝+Pb event involving a hard scattering, most of the energy deposited into the Pb-going ZDC
originates from spectator neutrons evaporating off the nucleus. A peaked structure arises in the low region
of the ZDC energy spectrum due to the response to small number of neutrons. An example of the ZDC
energy spectrum and peak fitting procedure is displayed in Figure 1. The first peak in this structure
represents the ZDC response to the energy of a single spectator neutron. The absolute energy response of
the ZDC modules is calibrated by a Lagrangian optimization procedure that sets the mean of the single
neutron peak equal to the nominal per nucleon beam energy and adjusts calibration factors to minimize the
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Figure 1: Low energy region of the post-calibration ZDC spectrum for events in the ZDC calibration stream. All the
fit components are displayed using dashed lines. The fit result is shown by the solid red line.

width of the single neutron peak. The calibration procedure is performed throughout the run to account for
changes in the detector response arising across the data taking. Following calibration, a simultaneous fit is
performed to the first three neutron peaks, as well as a background term. These fits are used to validate the
energy scale set by the calibration. The functional form of the background term was chosen to facilitate fit
convergence in the 1–3 neutron range, but it is not expected to physically model the relative contributions
between 1n–3n events. The fit procedure is applied on a per-run basis, to account for changes in the detector
response during data-taking.

The spread on the single neutron peak originates from two separate sources. Firstly, the ZDC is a sampling
calorimeter that has a finite experimental resolution. Secondly, the contribution from nuclear Fermi
momentum smears the neutron energy away from the nominal per-nucleon beam energy. The use of a
Gaussian to model the calorimeter response to a single neutron is motivated by the assumption that the
modification from the convolution of these two sources is roughly symmetric. Below 1 TeV the detector
is primarily observing a mix of low-energy photons and beam backgrounds, with a negligible fraction
from single neutrons. The ZDC amplitude reconstruction procedure also requires pulse heights well above
detector noise that limit its precision below 1 TeV. Therefore, below that threshold, the measured energy is
treated as zero.

The EPb
ZDC distribution after the in-time pile-up rejection displays an elbow in the large EPb

ZDC tail indicative
of residual pile-up. This residual pile-up is not seen in the FCal

∑
EPb

T spectrum, indicating that these
backgrounds come from interactions that either only produce particles at very far forward rapidities or
happen away from the IP. To correct the EPb

ZDC spectrum in each 𝑥𝑝 bin, a template fit and subtraction is
performed. This removes approximately 0.19% of events from the sample.

Similarly to previous ATLAS jet measurements in 𝑝+Pb [16, 19] and Pb+Pb [37] collisions, the jets used
in this analysis were reconstructed using the anti-𝑘𝑡 algorithm [38]. The jet reconstruction performance
was characterized by evaluating the jet energy scale (JES) and resolution (JER), which correspond to the
mean and variance of the 𝑝reco

T /𝑝gen
T distributions, where 𝑝

gen
T denotes the transverse momentum of the

matched generator-level jet in simulation. The jet reconstruction efficiency for jets with 𝑝reco
T > 5 GeV

was also studied using MC simulations and found to be greater than 99% in all 𝜂 regions considered for
the analysis for 𝑝gen

T > 25 GeV. The JES and the JER for this data sample were scrutinized in detail in a
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previous analysis, see [16] for all the relevant details. All the JES and JER-related effects were taken into
account by the unfolding procedure discussed below.

This analysis considered events where the two highest 𝑝T jets have reconstructed 𝑝T,1 > 40 GeV,
𝑝T,2 > 30 GeV and −2.8 < 𝜂1, 𝜂2 < 4.5. The asymmetric 𝜂 requirement was imposed to avoid jets biasing
the centrality determination in the Pb-going FCal.

To correct for detector effects and bin migration due to finite jet energy resolution, dijet events were
unfolded in 𝑥𝑝 using a two-dimensional Bayesian procedure [39], implemented within the RooUnfold
package [40]. FCal

∑
EPb

T and EPb
ZDC were propagated through the unfolding procedure with fully diagonal

migration matrices, preserving the event-level correlation between the hard-scattering kinematics and each
of the calorimetric energies.

An efficiency correction was included in the unfolding to account for reconstructed jets that migrate out
of the measurement phase space at the detector-level due to energy resolution effects, as well as to the
disabled HEC region.

Each response matrix was reweighted at the event level by the ratio of reconstructed data to reconstructed
MC simulation, as a function of 𝑥𝑝, such that the MC spectrum better matches the shape of the data. The
statistical uncertainties in the resulting FCal

∑
EPb

T and the EPb
ZDC distributions, binned as a function of 𝑥𝑝,

were evaluated using a bootstrapping method [41].

5 Systematic uncertainties

This measurement unfolds experimental effects on the dijets to access 𝑥𝑝 at the generator level . This
approach is subject to systematic uncertainties associated with the JES and JER, the unfolding procedure,
and a systematic uncertainty due to a sector of the HEC being disabled for the running period. Other sources
of systematic uncertainty, such as those related to the removal of the residual pile-up in the ZDC, were
found to be negligible. For each source of systematic uncertainty, except for the uncertainty on the disabled
HEC sector, the entire analysis is repeated by varying the response matrix according to the systematic
variation. The difference between the nominal measurement and that obtained with the systematic variation
is taken as the systematic uncertainty.

The JES uncertainty for this analysis has three components. The first was evaluated using in situ studies
of the calorimeter response of jets reconstructed with the procedure used in 13 TeV 𝑝𝑝 collisions [42].
The second component accounts for the relative energy scale difference between the jet reconstruction
procedures used in this analysis and those in 13 TeV 𝑝𝑝 collisions [43]. The third JES component accounts
for potential inaccuracies in the MC sample’s description of the relative abundances of jets initiated by
quarks and gluons and of the calorimetric response to quark and gluon jets. To account for the uncertainty
on the JES in the dijet measurement, each component was varied separately by ±1 standard deviation in the
MC sample, applied as a function of 𝑝T and 𝜂, and the response matrices were recomputed. The data were
then unfolded with the modified matrices.

To evaluate the uncertainty associated with the JER, the 𝑝T of reconstructed jets in the MC sample is
smeared using a Gaussian to match the JER observed in data, producing modified response matrices. The
smearing factor was taken from in situ studies of dijet energy balance [42]. An additional uncertainty was
included to account for differences between the tower-based jet reconstruction and the jet reconstruction
used in the analysis of 13 TeV 𝑝𝑝 data, as well as differences in calibration procedures [43].
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The systematic uncertainty on the unfolding procedure is related to the sensitivity to the choice of the
prior distribution. To determine the sensitivity of the results to the reweighting procedure, a new set of
response matrices was generated without reweighting at the event level, and the full analysis procedure was
repeated.

Events with a leading or sub-leading reconstructed level jet that falls within |Δ𝜂 | < 0.4 or |Δ𝜙 | < 0.4
of the region covered by the disabled HEC sector have been removed from the analysis. The systematic
uncertainty associated with this removal was evaluated by increasing the exclusion region by 0.1 in both
azimuth and pseudorapidity, and repeating the analysis procedure. The difference between the nominal
exclusion and increased exclusion was taken as a systematic uncertainty and is symmetrized.

The variations for each systematic uncertainty were then added in quadrature to produce the total systematic
uncertainties on each data point. The total systematic uncertainties on the normalized EPb

ZDC and FCal
∑

EPb
T

distributions are shown, for two representative 𝑥𝑝 bins of the measurement, in Figures 2 and 3, respectively.
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Figure 2: Relative systematic uncertainties on normalized EPb
ZDC in selected bins of 𝑥𝑝. Each panel shows the total

systematic uncertainty (black dashed line), as well as the contributions from each source, namely the JES, JER,
unfolding PRIOR, and disabled HEC sector exclusion.
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Figure 3: Relative systematic uncertainties on normalized FCal
∑

EPb
T in selected bins of 𝑥𝑝 . Each panel shows the

total systematic uncertainty (black dashed line), as well as the contributions from each source, namely the JES, JER,
unfolding PRIOR, and disabled HEC sector exclusion.

The EPb
ZDC systematic uncertainty is dominated by the JES and the JER, but are within 10% for all but the

largest EPb
ZDC bins. The systematic uncertainty on the FCal

∑
EPb

T distributions is dominated by contributions
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Figure 4: Relative systematic uncertainties on ⟨EPb
ZDC⟩ (left) and ⟨FCal

∑
EPb

T ⟩ (right) as a function of 𝑥𝑝 . Each panel
shows the total systematic uncertainty (black dashed line), as well as the contributions from each source, namely the
JES, JER, unfolding PRIOR, and disabled HEC sector exclusion.

from the JES, JER, and prior components. The uncertainties are relatively modest in the middle of the
FCal

∑
EPb

T distribution, but increase at high FCal
∑

EPb
T where the dijet yield decreases dramatically. The

sensitivity of the measurement to the choice of prior is especially large (up to 3%) in high-𝑥𝑝 bins, where
the differences between the FCal

∑
EPb

T distributions in the MC sample and the data is largest.

The total systematic uncertainty on the distributions of ⟨EPb
ZDC⟩ and ⟨FCal

∑
EPb

T ⟩ are displayed in Figure 4.
The ⟨EPb

ZDC⟩ and ⟨FCal
∑

EPb
T ⟩ uncertainty is below 1% in all of the 𝑥𝑝 coverage. In this analysis, when

ratios are constructed, the JES, JER and HEC uncertainties are considered correlated, while the prior
uncertainty is treated as uncorrelated.

9



6 Results

6.1 Measurement of EPb
ZDC and FCal

∑

EPb
T as a function of 𝒙 𝒑

Distributions of normalized EPb
ZDC and FCal

∑
EPb

T in dijet events are presented in intervals of 𝑥𝑝, the
estimated Bjorken-𝑥 in the proton. The results for EPb

ZDC are displayed in Figure 5.
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Figure 5: Normalized Pb-going ZDC energy spectrum. Each panel represents an 𝑥𝑝 selection in dijet events. In
each bin of 𝑥𝑝 , the ⟨EPb

ZDC⟩ with uncertainties (in units of TeV) is displayed in blue text. The horizontal and vertical
shaded areas represent the bin width and systematic uncertainty, respectively. The black vertical error bars represent
the statistical uncertainty.

It is relevant to point out that the first bin in all the panels of Figure 5 (and in Figure 7) is set to 0–1 TeV, to
isolate events that are compatible with zero neutrons in the detector. A shift toward lower values of the
mean of the ZDC energy distribution can be observed with increasing 𝑥𝑝. The distribution of FCal

∑
EPb

T
is presented, in the same fashion, in Figure 6.

To further analyze the shift of the energy deposited in the ZDC towards lower energies with increasing
values of 𝑥𝑝, Figure 7 shows a comparison of EPb

ZDC distributions in well-separated bins of 𝑥𝑝. The bottom
panel of Figure 7 shows the ratio of the intermediate and high-𝑥𝑝 EPb

ZDC distributions to that in low-𝑥𝑝 dijet
events. The negative slope of these ratios indicates that, relative to a lower-𝑥𝑝 selection, higher-𝑥𝑝 events
have a EPb

ZDC distribution that is shifted towards lower energies.

Similarly, Figure 8 shows a comparison of FCal
∑

EPb
T distributions in three distinct bins of 𝑥𝑝. The

distributions display a significant shift toward lower values of FCal
∑

EPb
T with 𝑥𝑝, as one would expect

from the results presented by ATLAS in [16], where in high-𝑥𝑝 selections a deficit (enhancement) of
events with large (small) FCal

∑
EPb

T was observed via a suppression of the central-to-peripheral ratio, 𝑅CP.
The bottom panel of Figure 8 shows the ratio of the intermediate and high-𝑥𝑝 FCal

∑
EPb

T distributions to
that in low-𝑥𝑝 dijet events. As in Figure 7, the negative slope observed in this bottom panel indicates a
relative shift towards lower energies of the higher-𝑥𝑝 FCal

∑
EPb

T distributions, with respect to the lower-𝑥𝑝

10



3 4 5 10 20 30 210

0.01

0.02

0.03

0.04

3 4 5 10 20 30 210

0.01

0.02

0.03

3−10× < 4.0px < 3−10×2.8

 GeV
-1.0
+1.1 = 51.3〉T

PbEΣFCal 〈

3 4 5 10 20 30 210

0.01

0.02

0.03

2−10× < 2.5px < 2−10×1.7

 GeV
-0.6

+0.4 = 48.2〉T
PbEΣFCal 〈

3 4 5 10 20 30 210
0

0.01

0.02

0.03

1−10× < 1.6px < 1−10×1.1

 GeV
-0.4

+0.4 = 42.7〉T
PbEΣFCal 〈

4 5 10 20 30 210

0.01

0.02

0.03

0.04

4 5 10 20 30 210

0.01

0.02

0.03

3−10× < 5.8px < 3−10×4.0

 GeV
-0.7

+0.6 = 50.6〉T
PbEΣFCal 〈

4 5 10 20 30 210

0.01

0.02

0.03

2−10× < 3.6px < 2−10×2.5

 GeV
-0.5

+0.5 = 47.2〉T
PbEΣFCal 〈

4 5 10 20 30 210
0

0.01

0.02

0.03

1−10× < 2.3px < 1−10×1.6

 GeV
-0.6

+0.6 = 40.4〉T
PbEΣFCal 〈

4 5 10 20 30 210

0.01

0.02

0.03

0.04 3−10× < 1.3px < 4−10×6.3

 GeV
-4.2

+3.8 = 54.1〉T
PbEΣFCal 〈

4 5 10 20 30 210

0.01

0.02

0.03

3−10× < 8.3px < 3−10×5.8

 GeV
-0.5

+0.5 = 49.9〉T
PbEΣFCal 〈

4 5 10 20 30 210

0.01

0.02

0.03

2−10× < 5.2px < 2−10×3.6

 GeV
-0.4

+0.4 = 46.5〉T
PbEΣFCal 〈

4 5 10 20 30 210
0

0.01

0.02

0.03

1−10× < 3.3px < 1−10×2.3

 GeV
-0.6

+0.7 = 39.0〉T
PbEΣFCal 〈

4 5 10 20 30 210

0.01

0.02

0.03

0.04 3−10× < 1.9px < 3−10×1.3

 GeV
-1.2
+1.2 = 52.3〉T

PbEΣFCal 〈

4 5 10 20 30 210

0.01

0.02

0.03

2−10× < 1.2px < 3−10×8.3

 GeV
-0.5

+0.5 = 49.4〉T
PbEΣFCal 〈

4 5 10 20 30 210

0.01

0.02

0.03

2−10× < 7.6px < 2−10×5.2

 GeV
-0.4

+0.4 = 45.5〉T
PbEΣFCal 〈

4 5 10 20 30 210
0

0.01

0.02

0.03

1−10× < 4.8px < 1−10×3.3

 GeV
-0.9

+0.9 = 36.4〉T
PbEΣFCal 〈

4 5 10 20 30 210 210×2

0.01

0.02

0.03

0.04 3−10× < 2.8px < 3−10×1.9

 GeV
-1.3

+1.3 = 51.3〉T
PbEΣFCal 〈

4 5 10 20 30 210 210×2

0.01

0.02

0.03

2−10× < 1.7px < 2−10×1.2

 GeV
-0.7

+0.7 = 48.8〉T
PbEΣFCal 〈

4 5 10 20 30 210 210×2

0.01

0.02

0.03

1−10× < 1.1px < 2−10×7.6

 GeV
-0.4

+0.4 = 44.4〉T
PbEΣFCal 〈

4 5 10 20 30 210 210×2
0

0.01

0.02

0.03
 < 1.0px < 1−10×4.8

 GeV
-1.6

+1.6 = 33.3〉T
PbEΣFCal 〈

 PreliminaryATLAS 

 -1 = 8.16 TeV, 56 nbNNs

R=0.4 Dijets

90%−+Pb 0p

]
-1

 [G
eV

)
TPb

EΣ
FC

al
 

(d/
N

)d
N

/
(1

 [GeV]T
PbEΣFCal 

Figure 6: Normalized FCal
∑

EPb
T spectrum. Each panel represents an 𝑥𝑝 selection in dijet events. In each bin of 𝑥𝑝 ,

the ⟨FCal
∑

EPb
T ⟩ with uncertainties (in units of TeV) is displayed in red text. The horizontal and vertical shaded

areas represent the bin width and systematic uncertainty, respectively. The black vertical error bars represent the
statistical uncertainty.

distribution. The magnitude of this shift is visibly larger in the FCal
∑

EPb
T case compared to the EPb

ZDC
case.
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Figure 7: EPb
ZDC distributions plotted for three selections of 𝑥𝑝: a low, moderate, and high selection. Each distribution

is normalized in order to display the change of the EPb
ZDC distribution shape with 𝑥𝑝 . The bottom plot displays the ratio

between the moderate and high-𝑥𝑝 selection over the low-𝑥𝑝 selection. Energy below the ZDC detection threshold
(e.g. formally assigned as zero by ZDC reconstruction) is reported in a dedicated bin.
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T distributions plotted for three selections of 𝑥𝑝: a low, moderate, and high selection. These

distributions are normalized in order to display the change of the FCal
∑
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T distribution shape with 𝑥𝑝 . The bottom

plot displays the ratio between the moderate and high-𝑥𝑝 selection over the low-𝑥𝑝 selection.
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Figure 9: ⟨EPb
ZDC⟩ reported as a function of 𝑥𝑝. The

horizontal and vertical shaded areas represent the bin
width and systematic uncertainty, respectively. The
vertical error bars represent the statistical uncertainty.
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Figure 10: ⟨FCal
∑

EPb
T ⟩ as a function of 𝑥𝑝. The

horizontal and vertical shaded areas represent the bin
width and systematic uncertainty, respectively. The
vertical error bars represent the statistical uncertainty.

To better understand the correlations between 𝑥𝑝 and the energy (transverse energy) detected in the ZDC
(FCal), the averages of the distributions are presented in Figures 9 and 10 for the ZDC and FCal, respectively.
One can notice how both distributions tend to decrease as a function of 𝑥𝑝, in particular in the region
𝑥𝑝 ≳ 2 · 10−2, corresponding to the onset of effects attributed to small proton size configurations in [16].
The energy accumulated in the Pb-going side of the ZDC decreases by up to ∼5% in this region, while an up
to 40% decrease is observed for the FCal. When considering the statistical and systematic uncertainties on
the highest 𝑥𝑝 bin, the measurement of ⟨EPb

ZDC⟩ is more than 3 standard deviations away from the nominal
value of ⟨EPb

ZDC⟩ in the bin centered around 𝑥𝑝 ≈ 2 · 10−2. Interestingly, the observed decrease of ∼5%
in the ⟨EPb

ZDC⟩ corresponds to, on average, an energy detected in the ZDC characteristic of two less beam
energy neutrons.

Figure 11 shows the comparison between EPb
ZDC and FCal

∑
EPb

T , both normalized to their maximum. The
lower panel shows the ratio of the relative change in ⟨FCal

∑
EPb

T ⟩ over the relative change in ⟨EPb
ZDC⟩ as a

function of 𝑥𝑝. For 𝑥𝑝 bins ≲ 2 · 10−2 the relative change in ⟨EPb
ZDC⟩ is ≪ 1 and the ratio becomes poorly

defined, as one can observe by the large error bars. However, for the region 𝑥𝑝 ≳ 2 · 10−2 the ratio is
rather stable around a constant value, as demonstrated by the fit displayed in the figure. This result shows
how, compared to the transverse energy at forward rapidities, the energy deposited in the ZDC in 𝑝+Pb
collisions is about 6 times less sensitive to the hard process kinematics.
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Figure 11: ⟨EPb
ZDC⟩ as a function of 𝑥𝑝 (blue) compared to ⟨FCal

∑
EPb

T ⟩ as a function of 𝑥𝑝 (red). Both plots are
normalized to their maximum value, in order to display both quantities on the same scale. The bottom plot shows the
ratio of the relative change in ⟨FCal

∑
EPb

T ⟩ over the relative change in ⟨EPb
ZDC⟩. The horizontal and vertical shaded

areas represent the bin width and systematic uncertainty, respectively.
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6.2 Correlation between EPb
ZDC and FCal

∑

EPb
T

The correlation between the transverse energy produced by the interactions of the participants (FCal
∑

EPb
T )

and the energy deposited by the spectator neutrons in the ZDC (EPb
ZDC) in 𝑥𝑝 selections, measured at the

reconstructed level, was also studied. The distributions in each 𝑥𝑝 selection are shown in Figure 12.
The Pearson correlation coefficient (𝑟EPb

ZDC,FCal
∑

EPb
T

), calculated using Equation 2, between EPb
ZDC and

FCal
∑

EPb
T as a function of 𝑥𝑝 is reported in Figure 13. A positive value for 𝑟EPb

ZDC,FCal
∑

EPb
T

indicates that a
positive correlation exists between FCal

∑
EPb

T and EPb
ZDC across all 𝑥𝑝 selections. A small decrease in the

Pearson correlation coefficient is observed with increasing 𝑥𝑝, particularly in the region 𝑥𝑝 ≳ 5 · 10−2,
corresponding to the onset of effects attributed to CFs in [16]. This finding suggests that, in a smaller
proton configuration, the forward transverse energy produced by the interactions of the participants is
slightly less correlated with the number of spectator neutrons at very forward rapidities.

𝑟𝑥,𝑦 =

∑𝑛
𝑖=1 (𝑥𝑖 − 𝑥) (𝑦𝑖 − 𝑦̄)√︃∑𝑛

𝑖=1 (𝑥𝑖 − 𝑥)2
√︃∑𝑛

𝑖=1 (𝑦𝑖 − 𝑦̄)2
(2)

To further study the evolution of the correlation between FCal
∑

EPb
T and EPb

ZDC with 𝑥𝑝, Figure 14 reports
⟨FCal

∑
EPb

T ⟩ as a function of EPb
ZDC in different 𝑥𝑝 bins. A striking linearity of ⟨FCal

∑
EPb

T ⟩ as a function
of EPb

ZDC is observed in the range 0–155 TeV in EPb
ZDC for all the 𝑥𝑝 bins. In Figure 14, each distribution is

fitted to a linear function ( 𝑓 (𝑥) = 𝑚 · 𝑥 + 𝑏) over that domain to capture the underlying relation between
the energies measured in the two calorimeters. The data above 155 TeV are not considered in the fit since
visible saturation effects start to appear. This behavior is likely due to fluctuations in the nuclear break-up
occurring in events characterized by the highest (most central) event activity (collision geometry). The
dependence of the linear fit’s slope and intercept on the fit range was studied by systematically varying
the upper limit of the fit range to cover ±1 bin in EPb

ZDC with respect to the nominal choice of 155 TeV.
Figure 15 overlays results from Figure 14 for three 𝑥𝑝 selections. The slope of the linear correlation
between ⟨FCal

∑
EPb

T ⟩ and EPb
ZDC decreases progressively moving from low to high-𝑥𝑝 values.

The evolution of the linear fit’s slope, which is proportional to the ‘per neutron FCal energy’, as a function
of 𝑥𝑝 is reported in Figure 16. This quantity is a useful metric for quantifying how the relationship between
EPb

ZDC and FCal
∑

EPb
T changes with 𝑥𝑝. However, it is important to note that a change in the number of

neutrons does not directly imply a change in the transverse energy produced by the interactions of the
participants at forward rapidity. A consistent 𝑥𝑝-driven reduction of the ‘per neutron FCal energy’ is
observed in the study of jet yield modifications over the same 𝑥𝑝 range [16]. The intercept terms of the
linear fits, which represent the ‘FCal energy at zero neutrons’, are shown as a function of 𝑥𝑝 in Figure 17.
A slight decrease of FCal

∑
EPb

T at zero neutrons is observed in high-𝑥𝑝 events; however, this quantity may
be biased by the centrality cut applied on FCal

∑
EPb

T to reject UPC contributions. Both the ‘per neutron
FCal energy’ and the ‘FCal energy at zero neutrons’ are only modestly affected by systematic uncertainties
due to the fit range selection.
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Figure 12: Correlation plot between EPb
ZDC and FCal

∑
EPb

T . Each panel represents an 𝑥𝑝 selection made at the
reconstructed level, where 𝑥𝑝 is determined starting from the kinematics of the dijet events. The 0-1 TeV bin in EPb

ZDC
is still present, but is barely visible in the scale of this plot.
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in the marker size). The shaded boxes represent the
systematic dependence on the fit range.
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Figure 17: Intercept term of linear fits to
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T ⟩ vs EPb
ZDC reported as a function of 𝑥𝑝.

Error bars represent the uncertainties on the fit para-
meters. The shaded boxes represent the systematic
dependence on the fit range.
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7 Conclusion

This note presents the first characterization of forward energy deposited in the ATLAS Forward Calorimeter
and Zero-Degree Calorimeter in 𝑝+Pb collisions at √𝑠NN = 8.16 TeV as a function of the estimated
Bjorken-𝑥 of the proton, 𝑥𝑝, accessed in dijet events. Both EPb

ZDC and FCal
∑

EPb
T are shown to be sensitive

to 𝑥𝑝, especially in the region 𝑥𝑝 ≳ 2 · 10−2, where previous ATLAS results from the same dataset [16]
have shown strong evidence of event activity biases that can be linked to color fluctuation effects related
to the proton configuration [12]. Further studies on the correlation between the two physics quantities
as a function of 𝑥𝑝 are also reported. In this case, the correlation is studied without unfolding of the
experimental effects. The analysis of the ‘per neutron FCal energy’ and the ‘FCal energy at zero neutrons’
unveiled correlations that change with 𝑥𝑝, which can be used to advance the modeling of event activity and
nuclear breakup in 𝑝+Pb collisions characterized by the presence of a hard-scattering.
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