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acquisition protocols (section 5.4) and to make performance measurements. OCR Output
parts into a small demonstrator system (section 6), which will then be used to experiment with various data

During the second year of the project we aim to complete these developments and to integrate the various

software compatible with the scalable data acquisition software developments of RD—13.
the special trafic shaping required for event building (section 6.1). This development is hardware and
hardware. We are currently designing a VME AFM interface module that incorporates hardware to perform
and broadband test equipment to the project, which will allow us to develop, test and diagnose AHM
Alcatel Bell Telephone (Antwerp). Another industrial partner, Hewlett Packard, has donated workstations

A small multi—path self—routing switching fabric is on the point of being delivered by our collaborator

trafic shaping will result in a lossless event builder with good scaling characteristics.
propose to continue these studies to investigate whether the combination of a flow-controlled switch with
does not scale to large dimensions as well as that of the telecom switch used with tramc shaping. We
intemal iow control (sections 4.2 and 5.3). These perform well for small switch sizes, but their performance

We have also studied the performance of lossless event builders based on switching fabrics incorporating

event building latency) and the complexity of the real-time software environment in the destinations.
(and hence its size and cost) can be traded against the amount of bufer memory in the system (and hence the
loss of throughput. Furthermore, in the data acquisition system design, the achievable load on the switch
shaping is applied, the switch can be scaled to the large dimensions required at the LHC experiments without
event builder based on a telecom ATM switch (sections 5.1 and 5.2). We have shown that when trafic

We have simulated several trafic shaping schemes that could be used to implement a virtually lossless

congestion is minimized and the probability of data loss becomes acceptably small.
data are discarded. The trafic has to be "shaped" at the edges of the switch fabric in such a way that
for telecoms applications (see section 4.1). This uses no intcmal iow control, and when congestion occurs
different switching fabric architectures. A pseudo non-blocking, low—latency switch architecture is adopted
converge towards the destination. From the point of view of congestion control, there are two fundamentally
important to control the congestion that occurs within the fabric when data streams from multiple sources

Our modeling work has demonstrated that when ATM switching fabrics are used for event building, it is

standards wherever possible.
construct an ATM event builder. In order to promote interoperability, we base our developments on
acquisition architectures. We are crurently developing suitable building blocks that could later be used to
switching fabrics. The main tool used for this is the simulation of the performance of switch and data
performance/complexity trade-o&`s of various options for constructing event builders based on packet

The work in RD—3l at this stage is limited to understanding the architectural issues, and price!

and workstation interfaces will begin to drop.
stabilize during 1994. Therefore it is likely that, from 1995 onwards, the prices of ATM switching hardware
engaged in an unprecedented ei°ort to produce useful standards, and it is expected that these standards will
significant penetration of the market by KIM. Nevertheless, all major telecom and computing companies are
the LAN aud telecoms applications are not yet completely standardized, and it is likely that this will retard a
section 2). The irst ATM products are appearing on the market. However, a number of aspects relevant to
standardized by the lntemational Telecommunications Union and the industry ATM Forum (summarized in

’I’hose aspects of the ATM technology that are relevant to its use for event building are now fully

telecommunications and local area network markets on the time-scale of the LHC.
technology, which holds the promise of becoming a ‘irniversal" communications technology, unifying the _
experiments. It is based on the use of standard asynchronous transfer mode (ATM) packet-switching

OCR OutputThe RD-31 project aims at evaluating a new, parallel, data-driven approach to data acquisition at high rate
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Institute of Technology. Some further changes in individual collaborators, are reflected by the updated list
into the eEort. In addition, in June 1992, the Manne Siegbahn Institute of Physics merged with the Royal
report. On the other hand, the Institute of Radiation Sciences at the University of Uppsala has now joined
collaborators in this domain (Tampere University of Technology and LIP) are not signatories to this status
milestones. Therefore, although, this work has been continued outside of the framework of RD-31, our
the essential ATM switching and interfacing aspects by excluding the work on pipelines from the
electronics and the event-building switching fabric. However, the DRDC decided to focus the project onto
This work was seen by us as being natmally linked to the design of the interface between the front-end
architectures with data time-stamping, embedded signal processing, and level-one trigger-hltering functions.

It should be noted that our proposal originally included work on asynchronous digital pipeline

switches.

prepare a VME workstation-based test bench for evaluating commercial KIM

rounng and How control;

desip an interface from hont-end buEers to an ATM switch, including destination

system;

design and simulate architectures and protocols for an ATM-based event builder

of the project:
the Research Board on 26 November 1992. We recall here the milestones set by the DRDC for the Erst year

This document summarizes the work carried out by the collaboration since approval of the proposal by

scale of the LHC. It was with these predictions in mind that the RD-31 project [5] was proposed.
suppliers, together with a policy of Hbre—to-the·curb, are expected to render ATM affordable on the time
growth of multi-media applications and the adopnon of ATM by the more cost-competinve LAN industry
prices will probably remain too high for large scale application in a physics experiment. However, the
telecommunications sector (where equipment is amortized over typical life cycles of 20 years or more),
quantities. While the market is restricted to the medium-volume, traditionally high-priced
working between products from diferent vendors has been demonsnated, will they start to sell in signihcant
in the telecommunications market, and only later, when all aspects of the standards are worked out and inter
networking throughout the dmc-span of experiments at the LHC. ATM products will most likely Hist appear

It therefore appears likely that ATM technology will dominate both high—pcrformance WAN and LAN

eforts, while focussing on the needs of the (more cost-competidve) workstation/LAN indusny.
coordinated by an industry association, the ATM Forum [4], which parallels the ITU’s standardization
workstations, and the implementation of the internet TCP/D protocol over KTM). Efforts in this area are

,-··. (typical activities are the development of LAN hubs based on ATM switches, ATM interfaces to
applications, and all major workstation companies are actively engaged in developing the technology

telecommimications and wide area networking (WAN) applications.
services digital network (B-ISDN). The ITU’s B-ISDN standards [3] were originally targeted at
CCl'IT), has recommended the use of ATM as the switching technology for the future broadband integated

The Intemanonal Telecommunication Union’s standardization body, the ITU-TSS (formerly known as the

evaluating the feasibility of using asynchronous transfer mode (ATM) switching fabrics for this purpose.
providing N x N connectivity with of the order N.logN hardware complexity. RD·31 has the goal of
performance, cost-effective and expandable event builder can be realized with a parallel switching fabric

These high bandwidths cannot be handled by the traditional bus-based data acquisition systems. A high

required for event building are expected to be of the order of atleast 10-100 Gbit/s.
[1,2] for use downstream of the Erst-level trigger. Depending on the architecture, the aggegate bandwidths

In thc LHC experiments a variety of data acquisition and triggering architectures have been proposed
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telecommunications operators to multiplex their existing standard "tributaries" on the new high bandwidth
and to handle bursty trafhc as expected in some multi-media applications. In addition it allows the
single architecture to efficiently support virtual connections carrying traffic at widely different bandwidths,

brent from the circuit-switched technique. ATM has been chosen for the B·ISDN because it allows a
physical link. This asynchronous multiplexing and switching technique, indicated in Hg. 2, is fumdamentally .

Cells belonging to many different virtual connections can interleave in a cell stream transported over a

Fig. 2 The principle of the Asynchronous Transfer Mode.
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which are used by a network of switching elements to route the cell to its destination.
information consists of a 16-bit virtual channel identiher (VCI) and an 8·bit virtual path identiier (VPI)

A 24-bit label in the header identihes the logcal connection to which the cell belongs. The label

Fig. 1 The format of the ATM cell

= Header error cormolVCI = Virtual channel identiier

VPI = Virtual path identiher = Cell loss Priority

GFC = Generic How conuol PTI = Payload type indicator
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5 byte header 48 byte data

of which carries 48 bytes of data and a 5-byte header as indicated in Hg. 1.
is a connection-oriented technology in which data are segmented into short Exed-length cells, each

2.1 The Principle of ATM

protocols.
For completeness we Hrst brieiy recall the basic principle of ATM technology and the stan

2. OVERVIEW OF ATM SVVITCHIN G



1. Throughout the remainder of the report we use the short hand VCI to refer to the combined VPI/VCI 24»bit label. OCR Output

from the application into cells at the source, and reassembles them at the destination before passing them to
nom the user. The segmentation and reassembly(SAR) sub-layer segments packets (i.e. messages) received

The ATM adaptation layer (AAL) consists of two sub-layers which hide the complexity of the KTM layer

2.2.3 The ATM Adaptation Layer

if the individual cells follow different paths through the network to the destination).
that, on each virtual connection, the ATM layer guarantees the delivery of cells in the correct sequence (even
overliows), and quality of service (bounds on the end-to-end delay and jitter). An important point to note is
switch, n·aflic flow control functions (input traflic policing, discarding of cells in case of intemal buffer

The ATM layer also involves signalling protocols for the establishment of connections through the

be switched together to follow a common virtual path through the network.
separate VPI and VCI fields is intended to facilitate the grouping of a number of virtual channels that are to
virtual channel identifiers (VPI/VCI) carried in the cell headers. The differentiation of the routing label into

'I`he ATM layer handles the switching of cells from source to destination according to the virtual path and

2.2.2 The ATM Layer

connections.

interwork with the ITU’s physical medium standard (mono—mode 5bre and laser transmitters) for long-haul
cost physical medium (multi-mode fibre with LED transmitters) for short distances. This does not directly

information. 'I`he ATM Forum has defined altemative standard bit rates (44.736 and 100 Mbit/s) and a low
cell synchronization algorithms, and error detection and correction procedures for the cell header

optical Ebre), data framing standards, access rates (155.520 Mbit/s, 622.080 Mbit/s, 2.48832 Gbit/s etc.),
The physical layer handles the transport of valid ATM cells. It dennes the transport medium (copper or

2.2.1 The Physical Layer

between products complying to altemative standards.
on existing FDDI technology. This parallel standardization eifort has complicated the task of interworking
needs of the LAN / workstation industry and facilitate the early introduction of cost-effective products based
while adopting the basic ITU standards, has added its own altemative standards designed to address the
denne a 3 layered protocol, which we will briedy describe below. Here we remark that the A'I`M Forum,
aspects needed to construct an ATM event builder, are now standardized. The ITU’s B-ISDN standards [3]
acceptance for computer networking applications are fully worked out and demonstrated, the essential

ATM is a rapidly evolving technology and, although not all aspects required for its widespread

2.2 The B·ISDN protocols

Network admission decisions can only be made on a statistical basis.
admission control and bandwidth policing in order to manage network resources and control congestion.

The disadvantage of ATM compared to circuit-switching technologies is the requirement for connection

wide.

same VCI value to identify a given virtual connection, and a VCI label does not have to be unique network

header of the ATM cell as it leaves the network. Thus, source and destination are not constrained to use the

At the UNI, the VCI Held of the input ATM cell is also mapped into- a new value that is placed into the

virtual connections by manipulating the VCI mapping tables (a so called "cross connect" configuration).
Alternatively, the A'I'M network’s management system can directly assign and de-assign semi-permanent

_ the cell to the appropriate physical output port of the switching fabric.
map the cell header’s VCI‘ label into the intemal (manufacturer dependent) information necessary to route
signalling protocol. This process creates an entry in a table at the user network interface (UNI) that is used to

Virtual connections can be established dynamically by the communicating partners themselves via a



Fig. 4 Event Building with an ATM cross connect. OCR Output
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of a block of data (in AAL5 format).
effectively sees only a web of virtual connections on which the lowest—1evel transaction is the transmission
note that, by using the AAL5 protocol, the complexities of the ATM layer are hidden hom the user - he ....
and therefore the complexities of signalling and network admission control are avoided. It is important to
processors (P). In the cross connect configuration the virtual connections are not established dynamically,
semi-permanent virtual connections needed to perform event-building from N sources (S) into a farm of M

Figure 4 shows the use of an ATM switching fabric configured as a cross-connect to provide the N x M

3. THE PRINCIPLE OF EVENT BUILDING USING AN ATM CROSS CONNECT

of the basic requirements of a higher-level DAQ protocol.
workstation companies, is implemented in commercial ATM protocol chip sets, and because it fulfils many

The RD-31 project will use the standard AAL5 protocol because it has now been adopted by all

ields of the cell headers.

multiplexing of cells belonging to diiferent virtual connections is performed on the basis of the VPI and VCI
identiied by an ATM cell with the 3-bit PTI field set to the value 0Xl. At the destination, the de
eight byte trailer, is segmented on to a stream of cells at the ATM layer. The end cell of the AAIj packet is

Figure 3 shows how an AAL5 packet, which carries up to 64 kByte of user data and is terminated by an

Fig. 3 AAL5 packet segmentation onto the ATM layer.
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relative simplicity; it has now been adopted for standardization by the ITU.
transport applications is the so called AAL5 protocol [6]. This protocol is very popular because of its
requirements of diiferent classes of applications. The AAL protocol proposed by the ATM Forum for data

A number of different AAL protocols have been proposed to adapt the underlying layers to the

the user data).
detection and cyclic redundancy check (CRC) generation and checking of the complete packet (including
received/transmitted messages from/to different sources/destinations. In addition it handles cell loss
the application. The convergence sub-layer (CS) performs multiplexing and de-multiplexing of concurrently



congestion notiieation mechanism, whereby cells passing a congested region ofthe switch fabric are tagged OCR Output
protocol between source and destination. 'l`he standard ATM protocols deine the so called forward explicit
switching elements embedded inside the switch fabric itself, or, at a higher level, in the layered ATM
Such a protocol may be implemented either in hardware at the level of the link between two communicating

An altemative technique to control congestion and avoid cell losses is the use of a iow control protocol.

3.2 Flow-controlled switching fabrics

constant bit—rate (rmcompressed), real-time video services for example.
subscriber is unaffected by the trafic generated by other subscribers. Such considerations are important for
essentially non-blocking architecture, in which the quality of service (e.g. delay and jitter) offered to each
mechanism at high rates over the (possibly) long distances involved in WAN, and the desire for an
adopted for telecommunications ATM switches are the diiiculty of implementing a window iow·eontrol
higher level protocol to detect and recover from cell losses. Additional reasons for the design strategy
hardware. Of course, secure data transfer over an unreliable medium can be obtained by overlaying with a
expected future B-ISDN trafic, and therefore has not dominated the criteria driving the design of the
communications over long-distance, unreliable lines. Secure data transfer forms only a small part of the
telecommunications equipment vendors stems fr·om their past history in handling mostly voice

The probabilistic approach to the security of data transfer over A’I`M that characterizes the

buffer overflow occurs.

the network, and because cells incur variable delays within the network, there is still a inite probability that
connection at the network input port. Nevertheless, because trafic shaping is enforced only at the edges of
agreed peak and average bandwidth. A policing function enforces the agreed trafic rates for each VCI
bursty trafic. Each subscriber negotiates admission to the network and is authorized to use no more than an
inputs of the switching fabric. Shaping can consist of reducing the admissible load, or of smoothing very
application’s trafic pattems would lead to congestion it becomes necessary to "shape" the trafic at the
connections are correlated, the probability of buffer overiow (congestion) is increased. When the

When the switching fabric is used in an application in which the trafic pattems on different virtual

action to retransmit them or the entire packet (e.g. in a secure data transfer service).
higher layers of the protocol stack can either ignore the lost cells (e.g. in a video or voice service) or take
designed for telecommrmications applications, cells are discarded when a buffer overiow occurs. 'The
(Bemoulli) distribution for the cell injection times and random cell destinations. In the typical ATM switch
trafic patterns expected in telecommunications applications, normally characterized by a random
element. These buEers are dimensioned such that the probability of overiow is aceeptably small for the
bandwidth; therefore an adequately sized cell queueing function must be incorporated in each switching
the aggregate cell throughput demanded i·om a physical link temporarily exceeding the available

ATM’s statistical multiplexing of trafic over the hardware resources of the switching fabric can result in

A 3.1 Blocking and congestion control by trafic shaping in ATM Networks

congestion in an event builder based on an ATM switching fabric.
namely how to handle trafic congestion. Then we discuss more speciically the handling of tramc
are engineered. We next consider a question of critical importance in the use of ATM switching fabrics;
the nigger are very different from the random telecommunications trafic pattems for which ATM switches

In the event building application, the many-to~one trafic iow and the burstiness of trafic associated with

reassembly buH`er.
from which of the N sources the cell was sent, and thus to assign thecell to the appropriate data block
maps the VCI labels into new values which are used by the AAL5 protocol chip in the destination to identify
VCI label in the cell headers, and drives the cells into the switching fabric. As mentioned before, the switch
protocol chip then collects the data block from data memory, segments it into cells, inserts the appropriate

., passes a descriptor of the event’s local data block to the AAL5 protocol chip in the source interface. The
to select the appropriate virtual connection for the event. Software or irmware in each of the sources then
each trigger, the destination assignment logic generates and broadcasts the information used by the sources

Each source uses M different VCI labels to identify its virtual connections to the M desinations. After



an evolution path to higher performance is foreseen. OCR Output

life-time of future large scale experimental facilities.
it is designed for at least a 10-15 year life·cycle which matches with the expected

modules, fault-tolerance, graceful perfonnance degradation, diagnostic software etc.
system, e.g. real-time self—test, automatic isolation and bypassing of faulty hardware
it provides the essential operations and management facilities required in a large

bandwidth required for event-building in experiments projected at the LHC.
it has an architecture that allows expansion up to and beyond the 100 Gbit/s aggregate

builder:

for public network applications. It has a number of properies that make it attractive for use as an event
This secion describes a muli-path self-routing (MPSR) broadband switching fabric developed by Alcatel

4.1 The Alcatel MPSR Switching Fabric

developed jointly by AT &T and the Ecole Polytechnique Fédérale de Lausanne [8].
Alcatel [10]. For the flow-controlled approach we used an experimental switching fabric architecture
modeled systems architectures using a telecommunications ATM switching architecture developed by
on these two fundamentally different ATM switch architectures. For the trafic shaping approach we have

We have developed simulation models to investigate the desip and performance of DAQ systems based

4. SWITCHING FABRIC ARCHITECTURES

controlled approach.
In section 5 we present three possible trafic shaping strategies and compare tramc shaping with the How

by simulation.
switch and on the eEecdve aggregate throughput that is dificult to predict analytically, but can be evaluated
the data sources in principle. This blocking will have an eiect on the latency of cell Uansport through the
creates congestion near the outlets, and the blocking of the internal links could spread backwards as far as
pressure signals would be issued constantly as the concentration of the event’s nafhc in the switching fabric
systems. Such switches would, in principle, remove the need to perform traic shaping at the sources. Back
market, would oHer an alternadve building block for constructing lossless ATM-based data acquisition

On the other hand, link-level How-conurolled ATM switch architectures, should they appear on the

sources and/or connol of the relative cell injecdon times at the diferent sources.
approach, the DAQ system design can incorporate uafic shaping in the form of bandwidth conuol at the
to chronic congestion and cell loss in an ATM-based event builder unless steps are taken to avoid it. In one

As we mendoned before, the many-to-one tramc pattems associated with event building clearly will lead ·

3.3 Congestion control in ATM event builders

block the transmission of further cells when its intemal buHer memory is full.
obvious approach [8], a switching element can assert a ‘back-pressure’ on an upsneam element in order to
projects are investigadug the implementauon of How control at the hardware level [8], [9]. In the most
subscriber uafhc probably does not hold in the case of LAN tramc [7], For this reason, several research
addition, the basic assumption made by telecom switch designers concerning the randomness of aggegated
medium overlaid with a higher—1evel protocol to provide reliable communication is foreip to them. In
telecommunicanons concept of uafhc shaping and the use of an inninsically unreliable communication

Although ATM is regarded as au atuactive technology by the computer networking vendors, the

event building application.
this high-level How control technique suffers from a slow reaction time that renders it imsuitable for our
Telecommunications switching fabrics are likely to implement the high level How connol, if any. However
take action to reduce congestion, for example by reducing the data rate available to the virtual connection.
and carry uotihcation of the congestion to the destination user. The higher layers of the protocol should then



interface full duplex extemal links, running at 155 or 622 Mbit/s, to the switching planes. Modules are OCR Output
Trafic switching units consisting of link termination (TLK) boards and access switches are used to

configurations are possible). Future versions will be expandable to 16 384 extemal 155 Mbit/s links.
supports up to 2048 extemal 155 Mbit/s links or up to 512 extemal 622 Mbit/s links (mixed link rate
will consist of an eight-plane, three-stage structure (AS, PS1 and PS2 stages of switching modules). It
that each switch 64 x 64 links rrmning at 155 Mbit/s. In its largest configuration, shown in figure 5, the fabric

The switching fabric is a folded, multi-plane, multi-stage structure built from switching modules (SM)

4.1.2 Implementation ofthe MPSR switching fabric architecture

congestion in the switch fabric itself.
more time in the switch fabric is an order of magnitude lower than the probability of loosing a cell due to
ixed delay budget are lost. Therefore, the delay budget is chosen such that the probability of a cell spending
resequences the cells and jitter. Cells that are not delivered to the resequencing buffers within this
buffer until they have spent a predetermined total time in the switch. This constant delay automatically
inlet as they enter the switch and, before releasing them to the output queue, holding them in a resequencing
at the outlet of the switch before the cells enter the output queue. This operates by time stamping cells at the

___ sequencing within a virtual connection might not be preserved, hence a re-sequencing function is provided
Resequencing: The non-deterministic delay of cells routed over the diierent internal paths means that cell

be accommodated by distributing the trafic over more intemal paths.
path architecture allows bandwidth scaling because interfaces to extemal links running at higher bit rates can
over the remaining altemative paths, resulting in a graceful degradation of performance. Finally the multi
In the presence of a fault a “back-pressure" signal is propagated upstream and is used to divert the traiic
path architecture also provides fault-tolerance; modules are self-testing and faults are automatically isolated.
switch resoruces and making the performance of the switch less sensitive to the mix of trafic. The multi
the trafic over altemative intemal paths. This has the effect of distributing the data iow evenly over the

Multi—path: The first stages of the switching fabric do not route cells, but instead they randomly distribute

80%. The intemal under-loading strongly reduces the probability of congestion and consequent cell loss.
trafic on paths inside the switch uses only 51% of their bandwidth when the extemal links are all loaded at
the translation of the ATM cells into MSCs leads to a data expansion factor of 1.283. As a result the average

Internal link under—l0ading. The ratio of the number of 155 Mbit/s intemal paths to input ports is 2, and

of an MSC can already be sent out before the trailing slots are received ("worm hole" routing).
trading memory size against memory speed. In addition, lower latency is achieved because the leading slots
required buffer memory size in the switching elements is reduced and higher performance is achieved by
path and therefore remain in sequence. Because the switch operates intemally on the smaller 68 bit slots, the

A 68-byte multi·s1ot cell (MSC). The MSC is a train of eight 68-bit slots which are always routed via the same
Asynchronous multi-slotted internal transfer mode: Each 53 byte ATM cell is mapped intemally into a

each data block is sent.

predefined, and therefore there is no overhead penalty associated with the set up of a routing path before
switching elements of the fabric. In the Cl‘0SS-CODDBCI coniguration, all required virtual connections are
information in its header. The routing algorithm is embedded in the hardware and distributed over the

Seb°-routing: Each individual cell is independently routed through the network according to the routing

follows:

A detailed description of the architecture is given in [10], but the major characteristics are summarized as

4.1.1 Principles of the MPSR switching fabric architecture

acquisition system design are discussed in Section 5.2.
applied at the sources. Some appropriate nafic shaping strategies and their implications on the data
control on the links between switching elements. Its use for event building will require trafic shaping to be

Because it is designed for telecommunications applications, the Alcatel switch has no intemal iow
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transmission medium and performs the framing of ATM cells in to and out of the SDH / SONET [11]
On the TLK board, shown in Hgure 6(b), the extemal transmission interface (ETI) terminates the physical

4.1.2.2 The link termination board

Fig. 6 The basic building blocks of the MPSR switching fabric

(a) the 64 x 64 switching module (b) ¤l1¢ 1i¤k termination board
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continuously check for correct operation of the switch module board.
. An on-board test processor (not shown) has input and output access to each ISE chip so that it can

Groups of four 155 Mbit/s links are multiplexed to form 622 Mbit/s quad-links for interconnection of SM
element. It is built from two stages of eight identical 16 x 16 integrated switching element (ISE) circuits.

The switching module (SM) board, shown in tigure 6(a), is equivalent to a single-stage 64 x 64 switching

4.1.2.1 The switching module

Fig. 5 The architecture of the MPSR switching fabric.
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The fabric can be expanded without rewiring by inserting additional modules as required.
interconnected by 622 Mbit/s "quad" links that each multiplex the trafiic of a group of four 155 Mbit/s links.
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CMOS technology and will be available at the end of 1995.
memory buffer, more multicast trees, and some other improvements. This ISE will be implemented in 0.5|.t
0.8},1 CMOS technology. The next version of the ISE will still be an 16 x 16 ISE, but with a bigger shared

The current configuration of the switching fabric is based on the 16 x 16 ISE, which is implemented in

4.1.3 Evolution towards higher performance

directing an MSC to a specinc outlet (for maintenance and test purposes). More details can be found in [13].
The two other routing modes are used for multi-casting MSCs to several groups of outlets and for

different quad-links. This mode is used by the ISEs in the traffic distribution stages of the network.
As a special case, when the group includes all 16 outlets, the MSCs are then randomly assigned to

load bmancing of traflic over all links of the group.
routing mode directs an MSC to a specihc group of outlets and ensures both random distribution and even
associated into groups of 4, which are carried between modules by the same 622 Mbitls quad-link. The basic
routing mode parameters loaded in ISE at initialization time. The intemal 155 Mbit/s links are normally

The routing logic interprets the routing data carried by the MSC in three diiferent ways, depending on

Fig. 7 'I`he architecture of the ISE.

and test routiner chip
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conversion and vice versa.

slot level, permitting "worm hole" routing of MSCs. The input and output ports perform serial to parallel
broadcast or selectively multicast MSCs to two or more outlets. As mentioned above, the ISE operates at the
buffer memory architecture shown in hgure 7. lt can switch MSCs hom any inlet to any one outlet, or it can
that interconnects 16 serial inlets to 16 serial outlets, each operating at 155 Mbit/s. The ISE uses a shared

The switching and path randomization functions are performed by an integrated switching element (ISE)

4.1.2.3 The integrated switching element

board maintenance controller (not shown) performs on-line testing.
performed by two ISEs, and bit synchronization and multiplexing is performed by two Mux chips. An on
cells as described before. The uniform traffic distribution to / routing hom the four access switches is
leaky bucket algorithm [12]). In the output direction the TMCOM chips use the time stamps to resequence
loading). In the input direction the TMCi¤ chips also perform time stamping and traiiic policing (using the
internal multi-slot cell format and expand to twice the number of intemal links (to ensure intemal link tmder
extemal links at 622Mbit/s. The transmission mode conversion chips (TMC) convert KTM cells to/ from the
payload enveloppe.The ETIs can be chosen to drive either a set of eight extemal links at l55Mbit/s, or two
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fabric.

2. The difference between the observed delay and the delay expected when no congestion occurs within the switching

exceeding a maximum delay-equalization limit) is engineered to be less than 10'for the largest switching
10

The probability of cell loss (due either to shared buH`er memory overflow or cell delivery latency

the cell streams.

shared buffer memory of the ISE and to engineer the maximum intemal transfer delay used for resequencing
bandwidth. Very similar distributions derived by Alcatel engineers [15] have been used to dimension the
"telecommunicati0ns" traffic pattern for the case where each extemal link is loaded to 80% of its nominal
ISE’s positioned in various switching element stages of a 128 x 128 network driven by a

Figure 8 shows the tail disuibudons for shared bufer memory occupancy and cell "waiting dmes"‘ for

q“te ecommunicadons” trafic pattern ata load of 8 .Fig. 8 ISE buEer occupancy and waiting time in a 128 x 128 switchingiabric operated under a

Buffer occupancy in cells (b) Waidng time in slots (w)

0 8 16 24 32 0 20 40 60 80 100

10" 10*2

10-10 10"°

10* .3 10*

10* E 10*

10** 2 10*

Network

0-0 Iss stage 4
102 wz A—A 1sEstage3x:$5 ISE g4

¤—¤ srascg E-E rse sage 2

10°0 64 128 192 B6 mo 0 10 20 30 40
Waiting time in ms (w)Buffer occupancy in slots (b)

(TLK). These building blocks have been used to assemble models of switching fabrics of up to 256 x 256
models of the ISE switching element, the 64 x 64 switching module (SM) and the link termination board

An extension of the object-oriented language C++ supporting concurrency [14] has been used to develop

4.1.4 The model ofthe Alcatel MPSR switch

given load.
Improvements are also foreseen for TMCOUT which will further reduce the probability of cell loss at a

maximum capacity of 16K links at 155 Mbit/s or 4K links at 622 Mbit/s will be supported.
by SM board substitution, without re—cabling or re-arrangement of the switch. In the target connguration a
coniguration. If an extendable switch conhgumtion is chosen, the switch can be upgraded while in operation
has been implemented, whereby the 51st implementation is denned as a suaight sub-equipment of the target
interconnecting 128 input links with 128 output links. An upward compatible technology-tracking strategy
32 inlets/outlets. In the target couiguration the switching fabric will be built &om switching modules

The third version of ISE, forecast for the end of 1998, would be desipcd in 0.341 CMOS and would have
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cells when back-pressure is asserted), and allowing the back pressure to propagate as far back as the input
We have simulated this switch, using only one priority level and the flow control option (i.e. keeping the

continue to arrive at the congested region at the same (or even higher) rate as they leave it.
of trafftc inside the switch results in a congested region not being easily reabsorbed because cells can
congestion when a blocking situation had disappeared. In the event building application, the concentration
boundary of the switch fabric and that the higher intemal bandwidth helped to quickly reabsorb the
pressure ilow control was in action. It must be pointed out however that this naffic was generated at the

The designers of the Phoenix switch have obtained very good results with bursty traffic when back

cells and their reassembly are performed outside of this snucture in the user network interface hardware.
temporarily propagates back as far as the switch fabric’s input ports. The segmentation of the data into ATM
if this input buffering is insuiiicient to absorb those statistical fluctuations where the back pressure
This input buffering is provided externally to the ALI chip. Cell losses can only occur in the switching fabric
On input, a memory buffers the incoming traffic when back-pressure blocks the switching fabric ’s input port.
bandwidth with the extemal 155 Mbit/s B·ISDN link rate. For that purpose it provides for output buffering.
into the internal routing data used by the switching elements, ALI matches the internal 400 Mbit/s
means of an ALI (ATM layer interface) ASIC [16]. Apart from mapping the VCI labels of incoming cells
so called perfect shuflie network type. Every input and output line is interfaced to the outside world by

The architecture of the full switching fabric, shown in Hgure 9(b) for the 16 x 16 coniguranon, is of the

Fig. 9 Architecture of the Phoenix switching element and a 16 x 16 KTM shufhe network.
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the receive buHer can accept it.
transmitdng switching element can choose either to discard the data (as in the Alcatel switch) or keep it undl
to halt further uansmission of cells on the link when the receive buEer is full. When this happens, the
back-pressure signal (Nack) that a switching element can assert on its immediate ups¤·eam parmer in order
a safety margn for implementing the 155 Mbit/s rate of B-ISDN. Flow control is realized by means of a
output, self-checking and error signalling, etc. Each input and output operates at 400 Mbit/s which provides
It features 4 priority levels, independent buHers (512 bytes each) on each priority level and each input and
and the Ecole Polytechnique Fédérale de Lausanne (Switzerland) [8]. Figure 9(a) shows the block diagram.
the Phoenix single chip binary cross-point switching element developed by a joint project between A'I`&T

For the investigation ofthe How-c0n¤·0lled approach, the switch fabric that has been modelled is based on

4.2 Architecture of the Phoenix ATM switching fabric

memory is sized at 256 slots (2 kBytes) in order to achieve this level of performance.
fabric operating under a "tc1ccommunications" trafic partem and a load of 80%. The ISE shared buHcr
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of different generic naffic shaping schemes. In order to study the limits to the event builder performance,
The performance of event builders based on the Alcatel MPSR switch has been simulated under a number

5.2.1 Modelling an event builder based on the Alcatel switch

many events are simultaneously built, and their individual naftic pattems are spread evenly over the switch.
injection times at the different sources. The most efficient utilization of the switch resources occurs when
congestion is minimized. Traffic shaping involves input bandwidth control and/or connol of the relative cell
fabric (e.g. the Alcatel MPSR switch) with a high load, the nanic pattems must be shaped such that
reasons, to efficiently utilize the available bandwidth. In order to be able to nm a telecom ATM switching
high that a very large switch is required (see for example [2]). Here it becomes important, for economic

We next consider event building in a data acquisition architecture where the aggregate bandwidth is so

5.2 Congestion control in an event builder based on a telecom ATM switch

be 600ps on average, of which data switching accounts for approximately 100ps.
The total latency, measured from the iirst—level nigger until the second-level trigger decision, is expected to
At this load no cell loss was observed in a simulation run of 16 000 events (approximately 800 000 cells).
of the small volume of data to be moved, the average load on the used extemal links is approximately 10%.
building for the global second-level nigger. This operates at a iirst-level nigger rate of 100 kl-Iz and, because
a model of the data acquisition architecture shown in figure 10. This performs R01 building and event

ln collaboration with RD·l1 [17], we have used our model of the Alcatel MPSR switching fabric to build

Fig. 10 Switching for R01 building and event building for the global 2nd level nigger.

PD - Preshower detector
MC - Muon chamber'I`RD - Transition radiation detector
GDP · Global decision processorC21 · C210!'i!¤¢i¤|'

R01 builder 7

8 R01 ’s8 Inputs

R01 builder

rg 3 sets 32 GDP's

622Mbit/s622Mbit/s

64 x 64 ATM cross connect

second-level nigger decision time.
milliseconds by the available second-level buffer memory, which is used to hold the raw data during the
sent to the global decision processors. However, the second-level nigger latency is limited to at most a few
dedicated feature extraction devices. Because of the R01 and feature extraction, a reduced volume of data is
interest" (R01) are used for the triggering decision, and where local feature exnaction is performed by
local/global second-level nigger architecture (proposed in [1]) where only data from selected "regions-of

In certain data acquisition architectures low latency event building is required. An example of this is the

5.1 Low latency event building with the Alcatel MPSR switching fabric

5. MODELING OF ATM-BASED EVENT BUILDERS

switch designers.
coded in ttC-•-•-. Our model has been successfully cross·checked with simulation results obtained by the
ports of the switching fabric. As for the case of the event builder based on the Alcatel switch, the model is
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therefore each source starts sending the data for the next event assigned to the virtual connection as soon as
order to fill the available bandwidth on each physical link, all virtual connections should be kept busy;

Each source must queue data for many events which are simultaneously being built in the destinations. In

time (2.7p.s).
sources is skewed in time. Thus synchronization is required between sources at the level of one cell transfer
ISEs. Therefore it is also necessary that the injection of cells destined to the same destination by different
different sources, leading to bursty traffic which may temporarily overllow the shared buifer memory of the

Nevertheless, congestion can still occur because the nigger correlates the injection times of cells from

connection should be limited to the output bandwidth divided by the number of sources.
exceed the available bandwidth at the output port (155 Mbit/s or 622 Mbit/s). Thus traffic per virtual
on each virtual connection so that the aggregate bandwidth of all traffic to a given destination does not

Figure 12 shows the second scheme studied. Rate control is used at the sources in order to limit the trafiic

5.2.3 Source trafic shaping scheme 2 - the cell-based barrel-shifter

Fig. ll Emulation of a circuit-switched barrel shifter scheme.
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time-slots it suifers from a relatively low utilization of the available switching bandwidth.
This scheme requires time slot synchronization between the sources, and because of an uneven nll of the

at a time n·ansmits data belonging to a given event.
occtus between many source-destination pairs and many events are built simultaneously, but only one source
source O as soon as the event data is available and the previous time slot is finished. Parallel data transfer
train of time slots is used to scan all sources starting from source 0. The train for an event is initiated by
source module must transmit all of its data for a given event within a lixed time slot. For each event trigger a
are allocated the full bandwidth of a 155 Mbit/s path. No rate control is applied at the sources, and each
not identical) to the event-building schemes proposed under [18]. The switched circuits are virtual and they

The first scheme studied, shown in figure ll, emulates a circuit—switched barrel-shifter, and is similar (but

5 .2.2 Source trafic shaping scheme 1 - the event-based barrel-shifter

trigger (see section 5.5).
attempted to use typical "background” events generated by Monte Carlo and then Eltered by the level-one
exhibit correlations between sources and a higher degree of “burstiness". For or this reason we have recently

The traffic pattems generated in these initial studies are certainly oversimpliiied. We expect "real" data to

detector, the local event fragment sizes generated in the sources also followed an exponential distribution.
followed an exponential distribution and, in order to emulate some degree of clustering of data in the
the rate at which events can be accepted. The inter-nigger delay used for generating the event building traffic
simulations were made in which it was assumed that event processing times in the destinations do not limit
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barrel shifter scheme.

available bandwidth can be as high as 80% and event building latencies are the same as for the cell-based
probabilities will be very similar to those predicted by Alcatel engneers (<10'at 80% load). Utilization of

1°
case for the "te1eeommunications" name pattems shown above in fig. 8, and we conclude that cell loss

In this scheme the tail distributions for ISE buffer occupancy and network latency are very similar to the

between name generated in different sources.
complete scan. 'I`he purpose is to randomize cell injection times and to break any long-term time correlation
buffer memory is read by scanning in round robin order, ensuring that no cell suffers a delay greater than one

Before injection into the switch, cells are written into a buEer memory at a pseudo-random address. The

destination output port and the total number of sources (N).
queue. As before, the servicing of the queues is performed at a rate determined by the bandwidth of the
destinations. The rate connol loge ensures that periodically one cell is read from the head of each logcal
scheme, it contains M (logical) queues of cells, each queue containing the cells to be routed to one of the M

Figure 13 shows the fimctionality of a source module. Like the source for the cell-based barrel-shifter

mechanisms.

This scheme should be easy to implement and robust because it avoids centralized connol or token passing
been optimized. The intemal buffering of the ISEs smooths any residual statistical bmstiness of the name.
injection times in order to emulate the "teleeornmunications" name patterns for which the switch design has A
centralized control loge by using rate control at the sources and introducing a random jitter on the cell
reason they may be dimcult to implement in practice. The third scheme dispenses with synchronization and

The previously mentioned schemes requ.ire synchronization between the different sources, and for this

5.2.4 Source trafic shaping scheme 3 - the randomizaabn scheme

maintain the synchronization between sources in a practical implementation.
barrel shifter. It uses the bandwidth resources of the switch emeiently. However, it is not obvious how to
basis of the VCI held, which depends on the event sequence number: This scheme behaves like a cell-based

In the destination, data belongng to different events are written to the appropriate buifers selected on the

Fig. 12 A cell-based barrel shifter scheme.
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time) therefore also depends on these same factors.
event fxagnent sizes and the load on the switch. The total event building latency (including source queuing
queued in the sources and the number of concurrently built events in a destinadon depends on the spread of
varying sizes, the building of diferent events will overlap in the desdnation. The number of event fragnents
the current local event bagment is uansferred (asynchronous event building). Because event fragments have
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The average event building latency for these two cases is 67 ms and 40 ms respectively. A n·ade—off can be
builders of different sizes, which are operated at a load factor of 80% in one case and 70% in the other case.
concurrently built in a destination. It shows the required source and destination buieting for two event
disnibutions for the number of event fragments buffered in a source and the number of events being

Figure 14 shows, for an average total event size of 74 kByte and a nigger rate of 24 kI·Iz, the tail

(b) a 49 x 149 switch operated at 70% load.average size of 74 kByte at a nigger rate of 24 kHz; (a) a 128 x 128 switch operated at 80% load,
Fig. 14 Source and destination buffer occupancy for two switch conngurations, both building events of an
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large dimensions without losing eiciency.
destination is independent of the size of the switching fabric. Therefore the switch can be scaled to very

When uafic shaping is used to congesdon, the bandwidth that can be delivered to a gven

shifter

overheads on the achievable load factor is much smaller than it is in the case of the circuit-switched barrel
hagnent transfers are small compared to the transfer times. Therefore the impact of software protocol
the overheads associated with the software protocols required to initiate and terminate the individual event

The rate-division on each VC stretches in time the uansfer of each individual event hamcnt. As a result

Fig. 13 Source Uaffic randomization scheme.
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event fiagment size = 0.58 kByteusing the tratiic randonuzauon scheme.Fig. 16 Scalin of the total event buildin latency at a constant load of 80% (nigger rate = 24 KI-Iz; local g§
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with the size of the event builder for a constant load of 80%.

Hgure 16 shows how the average event building latency (dominated by queueing in the sources) scales

Fig. 15 Load dependency of event building latency and required system buffering
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dependency of event building latency, and the required buffer space in the sources and destinations on the
the switch), and the buffer memory requirements at the sources and destinations. Figure 15 shows the
made between event building latency, the efficiency of utilization of available switch bandwidth (i.e. cost of
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the Phoenix switching elements, and the output ALI buffers.
queueing at several different points; namely the source queues, the input ALI buffers, the intemal queues in

In the case of the switch using ilow control, the event building latency is the sum of the time spent

Alcatel MPSR switch and the randomizing traffic shaping scheme.
comparison, hgure 17 also shows the event building obtained under the same load conditions with the
network configuration described above, and applying the back-pressure flow control mechanism. For

The figure shows the event building latencies obtained by using the ALI and Phoenix chips, in the shuflie

destinations (N) for a "square" N x N event builder, where the tramc load factor is kept constant at 80%.
the entire event has been collected in the destination as a ftmction of the number of sources (N) and

Figure 17 (a) shows mean event building latencies, i.e. the mean elapsed time from the event nigger tmtil

5.3.2 Simulation results and comparison with the trafic shaping approach

we generated between 4000 and 8000 events.
sizes have been modelled, all being of type N x N with N = 16, 32, 64, and 128. For the various switch sizes

·-` destinations that are chosen in such a way that congestion within the switch is minimized. Several switch
In our model, the assignment of a destination to an event is done by sending consecutive events to

correlation of event iragment sizes between neighboring sources.
an average event fragment size of 270 bytes, corresponding to an average extemal load of 80%. There is no
fragment sizes are chosen so that the desired average load is achieved. In the results presented here, we used
execute concurrently. The events are generated at random times at an average rate of 50 kHz, and the event
among the sources. The sources, destinations, ALI interfaces and the switch fabric are C++ objects that
main program plays the role of an event generator, deciding when an event occurs and distributing its data

As for the case of the event builder based on the Alcatel switch, the model has been coded in ;.tC++. The

5.3.1 Modeling of the _/low-controlled Phoenix·based ATM event builder

fragment at the full bandwidth of the interface (nominally 155 Mbit/s).
receiving the broadcast trigger and destination assignment information, each source outputs the entire event
logical FIFO queue in which the event fragments are stored in the order in which they are generated. On
frmction in the sources. In contrast to the case where traHic shaping was used, each source contains just one

The tlow-controlled event builder architecture dispenses with the previously described trafhc shaping

Phoenix switching fabric previously described in section 4.2.
protocol on the internal links between switching elements. This model is based on the A'I`&T / EPFL

In this section we discuss an event building architecture that adopts the approach of using a How-control

5.3 An event builder based on a ilow-controlled ATM switch

assignment, and l0’with the optimal destination assignment scheme.
l°

employed, the probability of a cell being discarded by the switch is l0" with sequential destination
thereby minimizing congestion. When the switch is loaded to 80% and the traffic randomization scheme is
successive events are always served by diiferent queues in all switching element stages of the switch,
architecture of the Alcatel MPSR switch and assigns events to destinations so that cells belonging to

An optimal destination assignment strategy can be found which takes into account the intemal

adjacent destinations a serious hot spot in the switch may occur.
some switching architectures. For architectures where some resource in the switch is shared between
used. A strategy assigning events sequentially (event i assigned to processor i) may work emciently for
occurs. The optimal destination assignment strategy is very dependent on the specihc switching architecture

Desdnation assignment is an important aspect of traffic shaping such that a minimum of congestion



event builder itself. The Alcatel switch fabric does support full-duplex communication, selective multi-cast OCR Output
cannot be used for this task because it is unidirectional. Therefore the best candidate appears to be the ATM
anyway has to be installed for other purposes. The ibre optic timing and control distribution system [20]
dedicated communication medium for carrying the protocol trafic, one should try to use a medium which
"send" requests to the sources within a region of interest) and broadcast frmctions. Rather than installing a
supports bi-directional source·to-destination communication, multiple selective multicast trees (to multicast

The efficient implementation of these protocols will be facilitated by using a hardware medium which

the first-level trigger, destination assignment logic and the sources and destinations.
iexible manner by incorporating a protocol processor in each source. Participants in the protocol would be
complex trafic pattems will be controlled by a data acquisition protocol, which can be implemented in a
entire event data to be sent for those events that pass the second-level nigger algorithms. These more
irst—level trigger, are sent to members of the RISC processor farm, which will subsequently ask for the
trigger in which a ixed sub-set of the detector, or only the data from a region of interest (R01), deined by the
sent to the destinations. It is also proposed to implement more complex strategies, e.g. a "virtual level—2"
trafic pattems associated with a simple generic "level-3" event builder in which the entire event data are

The modeling work described above has mostly evaluated the event building performance under the

5.4 Event building protocols

More detailed discussion of the results is given in [19].

the simulation model of the iow-controlled switch.

b11ilt. The comparison of the two approaches for larger event builders is currently limited by the run time of
fragments i·om an average of 4 different events arrive at an output before the irst event has been completely
(every Nth event) to start overlapping. In igure l7(`b) we see that, for a 128 x 128 event builder, event
time, the data flow of each event and causing the trafic of consecutive events sent to the same destination
causing them to apply back pressure. The resulting blocking of the network has the effect of spreading, in
uncontrolled concentration of trafic starts to fill the internal buffers of the Phoenix switching elements,
concurrently built events results in a stretching of the latency. In the case of the flow-controlled switch, the
for a small switch. The sharing of the output port’s available bandwidth between the data iows of the several

The traffic shaping scheme results in several events being simultaneously built in each destination, even

destination. The load factor is 80%.
Fig. 17 (a) mean event building latencies and (b) the average number of concurrently built events per

(b)(a)

Event builder size (N) Event builder size (N)
0 32 64 96 123 0 32 64 96 128
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10

destination is different in the two cases, as shown in igure l7(b).
back-pressure technique. This is because the number of events being simultaneously built in each

For small switch sizes (N), the event building latencies are considerably shorter for the switch using the
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14 OCR Output0,, = E(em)+E(em)

and

120, = E(em)+E(em)
In the iirst stage the energy sums

energy sums around a reference cell (see figure 18 for cell numbering).
the entire surface of the calorimeter. This scan proceeds in steps of 0.1 in both n and ¢ and involves making
calorimetry trigger algorithm operates by scanning a search window of dimensions An x A¢|>=0.4 x 0.4 over
GeV of energy in the event contained in a cone of dimensions A11 x A¢|> = 0.2 x 0.2. The level-one
parton transverse energies above 35 Gev. These events were filtered by requiring that there be at least 35

A sample of 117 735 two jet events were generated using PY’I'HIA with mod(n) s 0.5 and with the initial

5.5.1 The Monte Carlo Data Set

been produced.

with the detectors and Erst-level trigger is a very computing intensive task, and only limited statistics have
However, Monte Carlo generation of the dominant background events and the simulation of their interaction
Carlo data from the Atlas calorimeter barrel to generate a more realistic model of the expected trafhc.

Therefore, in collaboration with colleagues from the Atlas experiment [23] we are using physics Monte

therefore certainly oversimpliied.
be more strongly clustered in space, and will also exhibit correlations between sources. Our model is
measured by the ratio of maximum to average event fragment size is 3. In reality, we expect event data will
event Hagment sizes between sources. The degree of clustering of the data in this simpliied model,
exponential distribution, with an upper cut-off for the event fragment size, and exhibits no correlation of the

All results presented up to this point are based on a very simple "event generator" that uses an

5.5 Event builder performance evaluation using Monte Carlo data

the destination has received all the data from all the sources).
layer, will involve signaling that will allow the destination to decide when event building is complete (i.e.
Another layer of protocol, that sits between the AAI.5 layer and the previously described DAQ protocol
the segmentation chip sets [21, 22] support this through CRC checking and packet reassembly time—outs.

The detection of errors in the transfer of packets to the destinations is handled by the AAL5 protocol, and

selectively activate sources and thereby reduce the average protocol handling load on individual sources.

are to support level-one trigger rates up to 105 Hz, it will be important to use the RoI information to
down with the introduction of more powerful processors. In the level-two event building application, if we
will be significant when using the typical (~20 l\/HPS) embedded processors available today, but will scale
sources. Because event fragment sizes are expected to be relatively short, the protocol software overhead

A critical part of the event builder design will therefore be the protocol software (Ermware) mnning in the

the presence of the occasional loss of a cell carrying protocol information.
that has to be studied, is whether we can design a robust data acquisition protocol that can ftmction even in
implemented in the Alcatel switch (and maybe not in other telecoms switches?). Clearly an important issue,
being discarded when congestion is encountered. However this mechanism is not (and will not be)

The ATM layer of the ITU standards allows individual cells to be marked with a high or low priority for

strategies we propose to use for the event data llows.
trafiic on the overall load on the switch and how it will impact thefrmctioning of the traffic shaping
carrying protocol information. Another point to be investigated concems the contribution of the protocol
streams will be mixed inside the switching fabric, and there will be a small probability of losing a cell
multicast-trees would be pre-assigned to carry the protocol trafiic. Of course the protocol and data cell

Just as we pre-assign virtual cormections to carry the event data, dedicated virtual connections and

the size of a switch in which we use only one direction.
trees and broadcast capability. However, if we use this option the switch conligtuation will have to be twice
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below a threshold of l00MeV. In order to effectively increase the statistics for the event builder simulations,
building simulation studies. 'They contain data from the entire calorimeter map after suppression of data

Only 529 events passed this level-one trigger selection. These events are now being used for the event

Fig. 19 Event data statistics obtained from the Monte Carlo data.
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i = 5 i = 1

G= E(em )+ E(n¤d)3 Zi Z i
1616

In the second stage the energy sum

Fig. 18 A section, 0.4 by 0.4 in AT]xA¢, of the calorimeter
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are made, where em refers to the electromagnedc section of the calorimeter.
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Fig. 20 The l28x32 event builder operating with Monte Carlo data and protocol overhead traffic OCR Output

(ms) (ms) (ms) (ms) (event)

Tune Tune Tame`lime Occupancy

o zs so o 25 so u as so o io zo so o as so

oz oz

on o.4

os as

on oe

1.o to

2o.osvsue1s.7 a.o1m.214s1s.4s issueuwey osvsxozzona zoazxsuwsse

Total event buildng latency Source queueing line Destination bullsr occupation tins Ready Destination butler occupancy

0=s> (cell) (event hewn)(mw •¤w¤¤r¤>

'lime Occupancy

o zoo aoouzoaoeoao omaosoaosooioozooaou

os

1.o

1.5

zo

ao.su1rszuzsas zzznmrasv :•..wv4em.4s &.59l12/280B4.B4

lmentrigger deny Event tagment size Per queue souce butter occupancy Source butter occtpanq

000 assembled events.

the "Event size with protocol 0verhead’7 histograms). Figure 20 shows the simulation results for some 24
and event size distributions are shown in figure 19 (the "Event fragment size with protocol overhead" and

For the l28x32 event-builder operating with the simple protocol traffic overhead, the event—fragment size

are optionally adjusted by adding protocol overhead cells.
load of 20% on the input links, and 80% on the output links. The event fragment sizes for the active sources
distribution with an average value corresponding to a trigger rate of 33 kHz, which resulted in an average
Carlo events as described in the previous section. The inter nigger delay follows a negative exponential

We simulated a 128 x 32 event builder using the source kagment distributions derived from the Monte

5.5.2 Performance Evaluation of the Event-Builder with the Monte Carlo Data

be foimd in [24].
fragment size, reduce the burstiness of the data, and reduce the relative protocol overhead. More details can
building is ~80%. By mapping data from more channels onto each source we can increase the average event
case, the additional traffic generated by the overhead of a simple protocol to signal completion of event
completion of event building, the average event fragment size is 2.22 cells and the maximum is 71. In this
Taking into account the overhead cells required to implement a simple protocol allowing detection of the
clustering of data, the traffic emitted from the sources is characterized by a high degree of "burstiness’
connect is approximately equal for all sources ("Number of cells per source" histogram). Due to the
nequency ("Source activity" histogram), the total number of cells to be injected in the event builder cross

Note that, although the sources in different regions participate in the event building process with di:&`erent

size distributions.

in this way. Figure 19 shows the resulting statistics for sources, along with the event fragment size and event
data were mapped on to 128 event builder source modules. A sample of some 25 000 events was generated
events were picked at random from this master set, rotated randomly in the ¢ co-ordinate and then the event
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testing, and optionally an HP 9000/747i UNIX workstation with an A'I`M interface (for evaluation of event
and destinations for the ATM trafic, HP broadband test equipment for SDH/SONET and ATM protocol
Hardware components of the test bench are the NIM event builder itself, VME modules that act as sources

As shown in igure 22, we are assembling a test bench for the evaluation of A'IM—based event builders.

6. A TEST BENCH FOR EVALUATION OF ATM EVENT BUILDERS

budget was found to be equal to 65ms. This value guarantees event loss probabilities of the order of l0`
by linear extrapolation of the monitored event·building latency tail (curve 3 on the igure) the time-out delay
in the sources. On the other hand, approximately 65 events are built concurrently in each destination. Indeed,
compared to the "by event size" case. This leads to a signiicant reduction of the required amount of memory

As before, the average trigger rate was 33 kHz. The time-out protocol creates ~50% less overhead trafic

Fig. 21 Tail distributions for event building parameters for the two different protocol types (128 x 32 event-builder)
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"by dme—out" protocol is 33% for this case.
size" and "by time—out") for the case of the 128 x 32 event builder. The trafhc overhead associated with the

Figure 21 compares simulation results for the two diHerent protocol techniques (event-building "by event

event building for the event is regarded as Enished and the event is passed on to processing.
destinadon, the watch dog coimter is started. When the counter overdows some predenned time value the
data for an event participate in the event-building process. As soon as the Hist cell of an event arrives at the

Another possible technique is based on the use of a time—out watch dog. Only those sources which contain

in order to allow the destination to decide when it has received the data hom all sources.

handles sources with no data for particular events by having them send an "empty" AAL5 packet (one cell)
participate for every event, and in which we add the trafhc overhead associated with a simple protocol that

In the previously presented case, we have simulated a simple generic event builder in which all sources

5.5.3 Simuhlion of a simple protocol with the Time·0ut Technique

that the event builder performs with a cell-loss probability of 10'. More details are gven in [24].1°
the randomizing trafic How control scheme smooths the highly bursty nafhc presented by the detectors, so
event-builder’s performance under the "bursty" mic pattems generated by the Monte Carlo data show that
the destinations (because more events are concurrently assembled in each destination). The studies of this
presented at the input of the event-building cross-connect, it is necessary to increase the size of the buiers in

In order to sustain thc average 80% load at the outputs with the wide spread of event mmeut sizes
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I/O protocols. Part of the board is empty, and can be used by the designer to implement specific hardware to
[28]. The RIO is designed to ease the hardware and software development effort needed to implement V

The ATM source and destination VME-modules will be implemented using the RISC I/O (RIO) board

developing an interface to a front end buffer memory.
of the hardware and software design effort for the VME interface could be reused at a later stage when
ATM protocols and will incorporate our special event building trafic shaping logic. Note that the major part
our own VME ATM-interface modules. These modules use commercial chip sets supporting the standard
function required in the source modules by the event building application. Therefore we are implementing

Although commercial VME·ATM interface modules exist, they do not provide the special traffic shaping

6.1 VMEbus ATM interface development

(see below). Further details on the workstation interface can also be found in [27].
physical layer UNI, and we are therefore developing the required physical layer interface daughter board
physical layer of the university of Pennsylvania’s adapter is not compliant with the standard SDH STM1

I), experimental high performance network buEer [26] for the HP workstation. However, the
to be delivered shortly. An ATM adapter has been developed by the university of Pennsylvania [25] for the
switch (with Inmos interface and management software), and the HP broadband test equipment are expected

The HP workstation is already delivered and serves as a good host for our simulation work. The Alcatel

Fig. 22 Test bench for evaluation of ATM event builders
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interface acts as the hardware interface between the switch and the management workstation.
on a SUN workstation in an X—windows environment. An Inmos B30O ethernet to transputer-link

is delivered with management software for connguration, testing and monitoring. The management software
SONET) long-haul link, consisting of two single·mode Hbres driven by laser-diode transmitters. The switch
fabric conhgured as a VP/V C cross-connect. Each port supports a full duplex 155 Mbit/s SDH (equivalent to

We propose to commence the evaluation of ATM event builders using an 8-port Alcatel MPSR switching

switch that is SONET /SDH compliant could be plugged in to this test environment
in order to facilitate interworking between equipment &0m diEerent manufacturers. In principle any

The UNI (user network interface) will be based on the SDH STM1 (equivalent to SONET OC-3) stan



framing and an address translation controller (ATC) chip will be used to provide VCI mapping at the UNI. OCR Output
up to 36 different peak rates. A network termination controller (NTC) chip will provide SDH/SONET
chip that can perform AAL5 segmentation and reassembly, with "leaky bucket" rate control and support for
ATM chip sets from a different silicon manufacturer [29]. It will use an adaptation layer controller (ALC)
to provide an early means of generating traHic for testing the Alcatel switch and to gain experience with

In addition a simple VME module is being developed to act as an ATM traffic generator. 'I`his will be used

similar process occurs for packet reassembly at the destination.
segmentation is completed the packet descriptor number is retumed to the "transmit complete" queue. A
CRC is calculated on the ily by the segmentation SARA and inserted at the end of the trailer. After packet
descriptor and segments and transmits the packet according to the parameters defined therein. The packet
writing the descriptor number in a "packet ready queue" in the control RAM. The SARA fetches the packet
table can be pre—calculated and pre-loaded. Packet segmentation and transmission are then initiated by
maintained in the control memory). In the cross-connect conliguration used for event building this descriptor
VCI and the cell transmit rate to be used on the virtual connection, and places it in the descriptor table (also
the packet trailer are created by the host firmware. The host then builds a packet descriptor that deines the
places the event data block in the allocated buffer in AAL5 format. The length Held and the padding field of
number from a “transmit complete queue" that it maintains in the SARA-S control RAM. The host then
number that identities a free buffer in the segmentation packet RAM. The SARA retrieves the descriptor

In order to transmit an AAL5 data packet, the RIO host requests the SARA to allocate a descriptor ,__

to support different physical layer standards.
layer will be implemented on a separate daughter board, that can be iuterchanged with other daughter boards
Hexibility, the special traffic shaping logic will be implemented in programmable gate arrays. The physical
interface and include sophisticated features for data queuing and virtual connection bandwidth control. For
and reassembly (SARA) chips [21]. These support up to 8k simultaneously active virtual connections per

The AAL5 and ALTM layers of the protocol are implemented in hardware by commercial segmentation

Fig. 23 Architecture of the RIO-based VMEbus KTM source module
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implemented in Hrmware (or software) in the RIO host processor.
ATM and AAL5 layers of the standard A'I`M protocols. Higher layers of the DAQ protocol will be

Figure 23 shows the architecture of the RIO-based hardware we are developing in support of the physical,

VMEbus interface, timer circuitry etc.
implemented in firmware. For this purpose the board is equipped with a MIPS R3000 processor, memory, a
efficiently support the lower layers of the target I/O protocol. Higher layers of the target protocol can be
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implementation of some simple DAQ protocols. Performance measurements will be made.
Hardware and software integration of the VME-based demonstrator system will be carried out, with the

modules and the Alcatel switch will be carried out.

plugged into the VME mother board has started, and will be continued. Interworking tests between the
hardware. As part of that efort the design of a modular SONET physical layer link adapter board that can be

We will continue the design and construction of a VME-based ATM source module with traflic shaping

traffic overhead on congestion control by the traffic shaping scheme.
switching fabric itself to carry the protocol traflic. This would include a study of the impact of the protocol

An important task will be DAQ protocol design and the investigation of the feasibility of using the

switches or a dedicated architectures optimized for event building.
technique. Some effort will be spent on the evaluation of altemative switch fabric architectures, for example
using intemal iiow control and a data acquisition system architecture that applies the traHic shaping
We will also investigate the performance of an event builder based on the combination of a switch fabric

c shaping versus ilow control techniques and the scaling of the ilow conn·ol technique to large switches.
We will continue our simulation studies in order to conclude the comparative performance evaluation of

7. PLAN OF WORK FOR THE SECOND YEAR

detector and push it into the event builder via the RIO clients.
At a later stage the RD-13 DAQ software running in the RAID could be used to readout data from an on-line

communication with a RIO driver in the RAID. The RIO acts as an I/O server for one or more RAID clients.
module. The RIO module can be supplied with a stand-alone monitor and a VME library that allow
the TC/IX real time UNIX operating system (a proprietary version of LynxOS) on a RAH) [33] VME master

event builders [32]. RD-13 have developed a scalable data acquisition software system nmning under
developments and experience of RD—l3 [31], where a similar development has been made for testing I·IiPPI—

’I`he VME environment and the RIO modules were chosen in order to capitalize on the DAQ software

6.2 Data acquisition software for the test bench

Fig. 24 Block diagram of the SDH/SONET physical layer daughter board

rrptcwgt -··-··-···-·—·»······•ItEi?i?’EEEEEQEEE5*FE??i?i?i?i?i?i?fEfT?§?‘ "'‘°’ JTAG
Rx_¤m ' elecnical 2;;;: "°°°v°'Y ........- ................ .,.R. Hbrc(p.Proc. bus)

Clock & da
m

:.. E -.;.. ..... . ........... ....._.__._.,..I Optical toS¢¤¤¤¤¥ `°°`‘‘‘`‘‘‘‘‘°‘‘` ‘‘‘```` T,.....; ...,.;........»..;....»...» ..

ions &

(SONET

PM5345 SUNI

Eji

interface 8
ATM layer

Tx_dala

Elemcal
Tx_clod:

:£;E$E=EE=E*E¢E=§E=E:£c£=E=E=E¤E:;E$$E=§.............._.. . ............. ¢1¤¤k -.. ·..;:-:...·.- ...
ummu

155.520

layer interface for the ATM adapter to the Afterburner interface.
is provided by a commercial VLSI chip [30]. This board could be reused to provide the required physical
based option for the physical layer of the UNI. All of the required functionality of the SONET UNI (SUNI)

Figure 24 shows the daughter board that wc are developing to implement the 155 Mbit/s SDH/SONET
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