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Abstract: We formulate a collinear partonic shower algorithm that achieves next-to-

single-logarithmic (NSL, αn
sL

n−1) accuracy for collinear-sensitive non-singlet fragmenta-

tion observables. This entails the development of an algorithm for nesting triple-collinear

splitting functions. It also involves the inclusion of the one-loop double-collinear correc-

tions, through a z-dependent NLO-accurate effective 1 → 2 branching probability, using a

formula that can be applied more generally also to future full showers with 1 → 3 split-

ting kernels. The specific NLO branching probability is calculated in two ways, one based

on slicing, the other using a subtraction approach based on recent analytical calculations.

We close with demonstrations of the shower’s accuracy for non-singlet partonic fragmen-

tation functions and the energy spectrum of small-R quark jets. This work represents an

important conceptual step towards general NNLL accuracy in parton showers.
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1 Introduction

Recent years have seen extensive work by multiple groups towards the development of

parton showers that achieve next-to-leading logarithmic (NLL) accuracy [1–15]. Broadly

speaking, NLL accuracy implies control of terms αn
sL

n, where αs is the strong coupling

and L is the logarithm of the ratio of any pair of disparate scales.

One of the next frontiers is to develop NNLL accurate showers, with control of terms

αn
sL

n−1. A critical ingredient is the incorporation of splitting functions beyond first order

in the coupling [16–31]. However, on its own, higher accuracy of the splitting function is not

sufficient to achieve higher logarithmic accuracy. Concentrating on final-state showers, one

significant recent step has been the inclusion of double-soft corrections [30] in such a way
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as to achieve αn
sL

n−1 (next-to-single logarithmic — NSL) accuracy [32–34] for observables

like the distribution of energy flow in any given limited angular region, and αn
sL

2n−2 for

subjet multiplicities [35, 36]. Another has been the development of an understanding of

the connections between the soft-collinear, large-angle soft and triple-collinear regions.

Together these advances have enabled the PanScales parton shower project to achieve

NNLL accuracy for global and non-global event shape observables in Z → qq̄ and H → gg

processes [31] (for corresponding calculations at NNLL and beyond see e.g. Refs. [37–58]).

One advance that is still needed for general NNLL accuracy in parton showers is the full

treatment of the triple-collinear region. Arguably this is the last major step for general

final-state NNLL accuracy at leading colour aside from NNLL spin correlations. It is

required, for example, for αn
sL

n−1 accuracy for phenomenologically important quantities

such as fragmentation functions and many jet substructure observables. Observables of this

class are common in collider physics and have been extensively studied in the literature

(see e.g. [58–84]). Its inclusion in showers would also open the door to potential new

methods for merging parton showers with NNLO calculations (see e.g. Refs. [28, 85–90] for

existing methods), because it would ensure that parton showers reproduce all divergences

that appear up to and including order α2
s. Several groups have explored the triple collinear

region for parton showers, both in the final and initial state [20, 22–26], though so far there

have been only limited tests of their implications for logarithmic accuracy [22].

In this work, we take an exploratory approach to the problem of achieving αn
sL

n−1 in

the collinear final-state regime, with the ultimate perspective of porting the lessons that

we learn into the context of full showers, notably those being developed in the PanScales

project. In Section 2, we establish how to include the Abelian part of q → qgg branching [91,

92] in a positive-definite, unit-weight shower formalism. In Section 3, we identify how to

treat virtual corrections [93–97], with a core formula whose applicability is wider than

parton-shower logarithmic accuracy and that connects with the work of Refs. [21, 24, 28].

Then in Section 4 we use that formula to evaluate the resulting NLO-accurate branching

probabilities specifically for q → qg splitting, in both slicing and subtraction approaches,

the latter building on the work of Refs. [75, 81]. Together, these ingredients are sufficient

for us to demonstrate, in Section 5, αn
sL

n−1 accuracy for two distinct observables, in the

limit of a large number of colours: the non-singlet fragmentation function [62, 63] and

the small-R inclusive non-singlet quark-jet momentum distribution, with comparisons to

calculations from Ref. [98].1 We conclude in Section 6 and also provide additional technical

appendices.

2 Formulation of a non-singlet final-state collinear shower

Let us start by formulating a standard strongly ordered non-singlet collinear shower. It

involves an ordering scale v and the iteration of 1 → 2 splitting steps, each at a successively

1A conjecture for the two-loop anomalous dimension for small radius jet evolution was previously made

in Ref. [71].
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Figure 1: Cartoon illustration of how the shower builds up the 1 → 3 splitting functions

from pairwise combinations of 1 → 2 splittings. The top line shows how the shower builds

up a sequence of 1 → 2 splittings, while the second and third lines show how these are

grouped and calculated using iterated 1 → 3 splitting functions. This cartoon ignores

subtleties around unordered emissions and the freedom to choose the parent quark qp.

These subtleties are further discussed in the text and Appendix A.1.

smaller values of v. It is useful to introduce a generic real branching probability

dR1→2(vi, zi, ϕi|vi−1) =
dvi
vi

dzi
dϕi

2π

αs(µ)

π
Pqq(zi)Θ(vi < vi−1) , (2.1)

where vi has dimensions of energy, e.g. a transverse momentum and we have included the

ordering condition relative to a previous emission at scale vi−1. The renormalisation scale

µ is to be taken of the order of the transverse momentum of the emitted gluon, and the

splitting function is given by

Pqq(z) = CF pqq(z), with pqq(z) =
1 + z2

1 − z
. (2.2)

Then the distribution of branching i is given by

dPi = dR1→2(vi, zi, ϕi | vi−1) ∆(vi−1, vi) , (2.3)

where the Sudakov form factor ∆(vi−1, vi) is specified through unitarity,

∆(vi−1, vi) = exp

[
−
∫

dR1→2(v, z, ϕ | vi−1) Θ(v > vi)

]
. (2.4)

This is a standard formulation that guarantees single-logarithmic accuracy for collinear

observables such as non-singlet fragmentation functions.

To achieve next-to-single logarithmic accuracy, we will need to modify the real branch-

ing probability so as to reproduce the full 1 → 3 matrix elements (and phase space) [91, 92].

We will also need to adjust the normalisation of splittings in the strongly ordered 1 → 2

limit so as to take into account the correct one-loop corrections to 1 → 2 splittings [93–97].

Let us first discuss how to incorporate the 1 → 3 splitting matrix element. We will

concentrate on the abelian-like C2
F , q → qgg contribution, as relevant for the non-singlet
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case.2 Our approach will iterate 1 → 2 splittings, such that each step takes into account

the kinematics and matrix element used to generate the prior 1 → 2 splitting and includes

corrections such that the pair of splittings together has the correct 1 → 3 splitting matrix

element. This is illustrated in Fig. 1. To be more specific, we concentrate on one specific

pair of 1 → 2 splittings, which we label as

qi−2 → gi−1 qi−1 → gi−1 gi qi . (2.5)

Let us assume that the qi−2 → gi−1 qi−1 splitting has already been generated and was

strongly ordered with respect to any prior splittings.3 We will write the real splitting

probability as the ratio of the full 1 → 3 splitting and phase space to the prior 1 → 2

splitting and phase space. First, for definiteness, it is useful to introduce the real phase

space and matrix element for 1 → 3 splitting,(αs

π

)2(dvp
vp

dϕp

2π
dzp

)(
dvi
vi

dϕi

2π
dzi

)
p1→3(vp, vi, zp, zi, ϕi − ϕp) . (2.6)

We have introduced the shorthand p = i− 1,4 and we have

p1→3(vp, vi, zp, zi, ϕ) = zp xgpxgixqi
E4 θ2gpqpθ

2
qigi

s2gpgiqi
C2
F ⟨P̂ (ab)

q→gpgiqi⟩ , (2.7)

where E is the energy of the three parton system and ⟨P̂ (ab)
q→gpgiqi⟩ corresponds to Eq. (33)

of Ref. [92] (without any 1/2! symmetry factor). The energy fractions and invariant mass

of the three particles involved in the triple-collinear spitting are parameterised as

xgp = 1 − zp , (2.8a)

xgi = zp(1 − zi) , (2.8b)

xqi = zpzi , (2.8c)

sijk = xixjθ
2
ijE

2 + {i ↔ k} + {j ↔ k} . (2.8d)

Now we are in a position to write the probability for splitting i given a previous splitting

p,

dR2→3(vi, zi, ϕi | p) =
αeff
s

π

(
dvi
vi

dϕi

2π
dzi

)
p1→3(vp, vi, zp, zi, ϕi − ϕp)

Pqq(zp)
Θ(vgiqi < vgpqi) ,

(2.9)

where we return to the definition and functional dependence of the effective strength of

emission, αeff
s , below. An important consideration in Eq. (2.9) is the replacement of the

2For the full evaluation of the non-singlet fragmentation functions, in addition to q → qgg one also needs

the non-trivial (CF (2CF − CA)) part of the q → qqq̄, with identical flavours. In our numerical tests in

Section 5, we will work with colour factors chosen so that CA = 2CF , so that we can ignore this channel.
3At NSL accuracy, one need not worry about more than two consecutive commensurate-angle 1 → 2

splittings.
4Although it may be helpful to think of p as corresponding to i − 1 as in Fig. 1, this is not always the

choice we make, as discussed in Appendix A.1.
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condition vi < vi−1 in Eq. (2.1) with the condition vgiqi < vgpqi . Here vbc is a kinematic

variable defined in terms of the momenta of particles b and c (for example a relative

transverse momentum), chosen so as to coincide with the ordering variable v for a splitting

a → bc. Thus vgiqi will coincide with vi, but crucially vgpqi differs from vgpqp ≡ vp, because

qi will in general have a different momentum from qp. A key relevant feature of the

vgiqi < vgpqi condition is that it is symmetric between the two gluons and therefore exactly

accounts for the 1/2! symmetry factor that needs to be associated with the integral over

the 1 → 3 phase space.5 Note that vgpqi is known only after the generation of splitting

i and that it can be either larger or smaller than vp. Therefore, in the above approach,

one must not additionally impose a vi < vp condition. Instead, we start from vi = Xvp,

where X is large enough to ensure that the vast majority of the vgiqi < vgpqi phase space

is covered. Finally, note that the Sudakov factor in Eq. (2.4) also needs to be modified to

use Eq. (2.9) in its integrand.

Now we turn to αeff
s . Assuming that vi is a transverse-momentum like variable, then

we can write

αeff
s = αs(vi)

[
1 +

αs(vi)

2π
K(zi)

]
(2.10)

where K(zi) generalises the well-known Kcmw [51, 99, 100] away from the soft limit. Its

determination is discussed in sections 3 and 4. As we shall see in those sections, K(zi)

diverges logarithmically when the quark becomes soft (zi → 0), which could cause αeff
s

to become negative. In practice therefore, we replace αs(vi)
2π K(zi) → tanh

(
αs(vi)
2π K(zi)

)
.

A similar choice was made in Refs. [30, 31], which is allowed because this replacement

generates only additional terms beyond the nominal αn
sL

n−1 logarithmic accuracy.

Next, we set out our choice of ordering variable. We use

vgiqi = min(Egi , Eqi)θgiqi , (2.11)

which coincides with transverse momentum in the soft-gluon limit. Away from that limit

one could have imagined a range of different choices, but not all are equally straightforward

to implement within the above scheme.6 A final comment that we make concerns a subtlety

with the above picture connected with soft gluon emission. Specifically, while the intent of

Eq. (2.9) is to account for the 1 → 3 splitting function, there is a priori freedom in terms

of which previously emitted gluon should be taken as the parent gp. Simply taking the

parent gluon to be p = i − 1 turns out to be incorrect and infrared unsafe. Instead we

effectively take p to be that among all prior emissions that is closest in rapidity to i, with

an additional prescription to avoid double-counting of phase-space regions. Appendix A.1

explains the issue and the details of our approach.

5In this context it would be interesting to explore the connections with the sectoring approach of Ref. [28].
6In particular, we also investigated vgiqi = Egiθgiqi , but found that this had problems with boundedness

of Eq. (2.9) in the limit where the p branching causes the quark qp to become soft and the i branching

causes the quark qi to end up close in angle to gp.
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3 NLO-accurate inclusive emission probability

To understand how to calculate the K(z) in Eq. (2.10), it is helpful to consider a specific

case, namely the emission of a collinear gluon g from an e+e− → qq̄ system. We will do this

in two parts: we will consider the actual NLO cross section for producing a qq̄g system,

inclusive over subsequent branchings from that system; separately we will consider the full

shower expression for that gluon emission up to NLO, Eq. (2.9); then we will determine

K(z) in Eq. (2.10) by equating the actual NLO result and the shower’s expansion to NLO.

We will see that the result that emerges is independent of the specific choice of system

(here e+e− → qq̄) that we took as our starting point, i.e. the process-dependent parts will

cancel in K(z).

We start with the first part. We take a Born matrix element and phase space ᾱBqq̄gdΦqq̄g.

Here, ᾱ = αs(µ)/2π, with µ corresponding to the renormalisation scale, which should be

taken of the order of the transverse momentum of the emitted gluon, as done explicitly in

Eq. (2.10). We use the convention of stripping out factors of ᾱ from the various matrix

elements. The NLO-corrected version of Bqq̄g will be written as B̄qq̄g, with

ᾱB̄qq̄gdΦqq̄g = ᾱBqq̄gdΦqq̄g

(
1 + ᾱ

Vqq̄g

Bqq̄g
+ ᾱ

∫ ṽg

0

dΦqq̄ij

dΦqq̄g

Bqq̄ij

Bqq̄g

)
, (3.1)

where Vqq̄g is the one-loop correction to the qq̄g process, Bqq̄ij represents the matrix element

for one further branching. The
dΦqq̄ij

dΦqq̄g
factor represents the phase space in the exact shower

map for one branching given the qq̄g starting point. There is an implicit sum over the

possible final state channels ij = {gg, qq̄}. The upper limit ṽg in the integration is to

be understood as a shorthand for the ordering condition written in Eq. (2.9) — or, more

generally, the ordering condition in any shower that generates the correct 1 → 3 splitting

functions.7 Eq. (3.1) is the way the MC@NLO or POWHEG methods [101, 102] organise

the NLO calculation given a Born qq̄g configuration.

Next consider the cross section that is obtained in the shower. A crucial assumption

is that the shower is NLO accurate for the qq̄ configuration, i.e. the starting point for the

shower has a weight

B̄qq̄dΦqq̄ = Bqq̄dΦqq̄

(
1 + ᾱ

Vqq̄

Bqq̄
+ ᾱ

∫ vmax

0

dΦqq̄g

dΦqq̄

Bqq̄g

Bqq̄

)
, (3.2)

where the 0 to vmax limits on the integral indicate the range of allowed values of shower

ordering variable vg associated with the integration over the full g-emission phase space.

The shower weight to obtain a qq̄g system is equal to

ᾱSqq̄g dΦqq̄g = B̄qq̄ dΦqq̄ × ∆(vmax, vg) × ᾱ(1 + ᾱK(z))
dΦqq̄g

dΦqq̄

Bqq̄g

Bqq̄
, (3.3)

7Given an ordering condition, and given that the initial gluon g is collinear, i and j will always be

collinear and/or soft, as is required for the real phase space to be accurately generated with the triple

collinear splitting function. Of course, the triple collinear splitting function does not generate the correct

large-angle soft distribution, but as we shall see below, the contribution from this region cancels.
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where K(z) is the shower NLO correction (to be determined) for the emission of a gluon

with longitudinal momentum fraction 1−z with respect to its emitter. The shower ordering

variable at the point where the gluon is emitted has a value vg. The Sudakov factor

∆(vmax, vg) is given by the unitary counterpart of the real emission probability

∆(vmax, vg) = exp

[
−
∫ vmax

vg

ᾱ(1 + ᾱK(z′))
dΦqq̄g′

dΦqq̄

Bqq̄g′

Bqq̄

]
, (3.4a)

= 1 − ᾱ

∫ vmax

vg

dΦqq̄g′

dΦqq̄

Bqq̄g′

Bqq̄
+ O

(
ᾱ2
)
. (3.4b)

Putting together Eqs. (3.2)–(3.4), and writing the result to relative order ᾱ gives

ᾱSqq̄g dΦqq̄g = ᾱBqq̄gdΦqq̄g

[
1 + ᾱ

(
K(z) +

Vqq̄

Bqq̄
+

∫ vg

0

dΦqq̄g′

dΦqq̄

Bqq̄g′

Bqq̄

)
+ O

(
ᾱ2
)]

, (3.5)

where we have combined the two integrals over dΦqq̄g.

Now we are ready to determine K(z) by equating ᾱB̄qq̄g and ᾱSqq̄g up to relative order

ᾱ. This gives

K(z) =
Vqq̄g

Bqq̄g
− Vqq̄

Bqq̄
+

∫ ṽg

0

dΦqq̄ij

dΦqq̄g

Bqq̄ij

Bqq̄g
−
∫ vg

0

dΦqq̄g′

dΦqq̄

Bqq̄g′

Bqq̄
. (3.6)

There are important simplifications that can be made to Eq. (3.6) thanks to the use of the

collinear limit. Assuming that the gluon is collinear to the quark, Ref. [97] has shown that

Vqq̄g

Bqq̄g
− Vqq̄

Bqq̄
=

P
(1)
qq (sqg, z, ϵ, µ

2)

Pqq(z, ϵ)
, (3.7)

where P
(1)
qq is a one-loop correction to the splitting function, which is independent of the

hard process. We have made explicit that it depends on sqg (the qg squared invariant

mass), the dimensional regularisation parameter ϵ and the renormalisation scale µ. The

bare expression for P
(1)
qq is given in Eq. (103) of Ref. [97]. The renormalised expressions

that we use are given in Eq. (B.6). In dimensional regularisation, Eq. (3.7) has a 1/ϵ pole

in the CF and TRnf colour factors and a 1/ϵ2 divergence in the CA colour factor.

Turning our attention now to the two real integrals of Eq. (3.6), several comments are

in order. Firstly, the ṽg and vg upper bounds act on different phase spaces (qq̄g → qq̄ij

and qq̄ → qq̄g respectively) and so are not in general identical in the two real integrals.

There is however one important region where they must coincide between the integrals.

Consider, specifically the ij = g1g2 channel in the left-hand integral. Labelling g1 as the

smaller-angle gluon, it concerns the situation where θg2q ≫ θg1q, i.e. the angular anti-

strong-ordered situation. Here the ṽg ordering condition on the {g2, q} phase space in the

left-hand integral coincides with the vg condition on the {g′, q} phase space in the right-

hand integral. Furthermore, in this region, the two integrals will have identical integrands,

because of the factorisation properties of the qq̄g1g2 matrix element when one gluon (g1)

is collinear and the other (g2, over which we integrate) is soft and at much larger angles.

Therefore this region cancels between the two integrals. This is important, because it
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is the only region that carries dependence on the hard process, specifically when θg2q
is of order 1. The cancellation ensures that the difference between the two integrals is

process independent and that one is therefore free to replace the full matrix element with

expressions involving just the universal 1 → 2 and 1 → 3 splitting functions. Together with

the process-independence of Eq. (3.7), this ensures that K(z) as a whole does not depend

on the process.

An important observation that we make is that a formula analogous to Eq. (3.6) is valid

for calculating the NLO-accurate emission probability generically for the nth emission in

any parton shower that had NLO accuracy for all prior emissions 1 . . . (n−1). In particular,

a similar form holds also for each of the nested soft and collinear gluon emissions that are

the essence of the NLO-accurate parton branching kernel as needed for αn
sL

n−1 accuracy.8

Note that a formula essentially identical to Eq. (3.6) has appeared in Refs. [21, 24, 28]

in the context of embedding NLO Z → 3 jets within a shower that was already NLO

accurate for Z → 2 jets. The presence of the same equation in both matching and shower

kernels is significant because it implies that the infrared limit of K(z) in matching will

be by construction identical to the shower-kernel’s K(z) (so long as the treatment of real

radiation is also the same between matching and shower). This property is precisely what

was identified in Ref. [103] as being crucial in order to maintain logarithmic accuracy when

matching to fixed-order predictions and it suggests that Eq. (3.6) and its counterparts in

Refs. [21, 24, 28] will play a major role in generalising logarithmically accurate matching

beyond NLO.

4 Evaluations of K(z)

4.1 C2
F term from a slicing scheme

One general way of evaluating Eq. (3.6) is to apply a slicing scheme to the real integrals,

splitting K into two parts

K(z) = K<(z) + K>(z) . (4.1)

The first term contains the virtual corrections and the unresolved real contributions and

needs to be evaluated using dimensional regularisation

K<(z) =
Vqq̄g

Bqq̄g
− Vqq̄

Bqq̄
+

∫ λ̃

0

dΦqq̄ij

dΦqq̄g

Bqq̄ij

Bqq̄g
−
∫ λ

0

dΦqq̄g′

dΦqq̄

Bqq̄g′

Bqq̄
. (4.2a)

The second term is purely finite and reads

K>(z) =

∫ ṽg

λ̃

dΦqq̄ij

dΦqq̄g

Bqq̄ij

Bqq̄g
−
∫ vg

λ

dΦqq̄g′

dΦqq̄

Bqq̄g′

Bqq̄
. (4.2b)

8Extending all of the ingredients beyond the collinear limit, such a formula is consistent also with the

approach used in Ref. [30]. One way of understanding that approach is to note that all terms in Eq. (3.6)

are independent of the soft gluon rapidity, except the first real integral. Exploiting the fact that K should

agree with Kcmw in the soft-collinear limit, it is then straightforward to see that K − Kcmw is given by

the difference of that first real term between the situation with a soft gluon emitted at large angle and a

soft-collinear emitted gluon. That is precisely the method used in Ref. [30].
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The λ̃ and λ quantities represent the separation scales in the phase spaces of the two

distinct real terms. As with the ṽg and vg constraints, they need to act equivalently in

the limit where ij = g1g2 and θg2q ≫ θg1q, in order to separately maintain the process

independence of both K<(z) and K>(z). The physical scale associated with λ should be

much smaller than the physical scale associated with vg to ensure that λ/vg suppressed

power corrections are small.

In practice, for the abelian C2
F term, denoted by K(ab), we only need to consider the

ij = g1g2 channel.9 We take g2 to be the lower-v gluon and the conditions we apply in

Eqs. (4.2a) and (4.2b) are

min(Eg2 , Eq)θg2q ≶ λ̃ , (4.3a)

min(Eg′ , Eq)θg′q ≶ λ , (4.3b)

in analogy with the choice of ordering variable for our toy shower. One should keep in

mind that the energy of the quark in the two conditions will in general be different. In the

soft limit for g2 and g′, the conditions are, however, independent of the quark energy, and

we obtain the process independence separately of both K
(ab)
< (z) and K

(ab)
> (z) by choosing

λ̃ = λ.10

The K
(ab)
< (z) term is straightforward to evaluate analytically in dimensional regular-

isation. The details are provided in Appendix B, with the slicing conditions of Eq. (4.3)

and λ̃ set equal to λ. The result is

K
(ab)
< (z) = 2CF

[
Li2

(
−1 − z

z

)
− ln(z)

(
2 ln

vg
λ

+ ln
z(1 − z)

min(1 − z, z)2

)]
− CF

pqq(z)
. (4.4)

For the evaluation of K
(ab)
> (z), we simply re-use the code developed for the toy shower

as described in Section 2, adapting it to carry out a single emission without a Sudakov

form factor, i.e. operating it as a fixed-order code. In addition to the λ cutoff, we would

also need to place a common cut on the maximum angle of any of i, j and g′ so as to ensure

that we remain in the collinear regime.

In practice, we find it is convenient to directly integrate the difference of the integrands,

rather than to evaluate the two integrals separately. The cut on λ induces a term propor-

tional to ln z ln vg/λ in K
(ab)
> (z), which cancels against the corresponding term in K

(ab)
< (z).

That term dominates in the statistical errors for K
(ab)
> (z), as in any slicing approach. To

have better numerical behaviour, we instead directly evaluate a quantity

K̄
(ab)
> (z) = K

(ab)
> (z) − 4CF ln z ln

vg
λ

, (4.5)

using different choices of the large-angle cut in the 1 → 2 and 2 → 3 phase spaces, so

as to subtract the logarithmic term. Specifically we match the logarithmic phase space

9There is an additional C2
F contribution associated with the identical flavour q → qq̄q splitting which

is proportional to CF (2CF − CA). Our final results will be presented for CF = CA/2, eliminating this

contribution.
10If we had chosen invariant-mass conditions such as Eg2Eqθg2q ≶ λ̃ and analogously for the second

condition, then we would lose the process independence unless we applied a suitable relative rescaling of

the λ̃ and λ to take into account the different quark energies.
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Figure 2: Top panel: Result for the K̄
(ab)
> slicing contribution, for three different choices

of lnλ/vg ∈ [−8,−12,−16]. We set CF = 4/3 for the numerical evaluations. Lower

panel: Difference of K̄
(ab)
> evaluated with the above values of the cutoff to the result with

lnλ/vg = −16.

volume between the two terms of Eq. (4.2b) in the limit of strong v ordering. The results

for K̄
(ab)
> (z) are shown in Fig. 2. We show several values of λ and, as expected, the

dependence on λ becomes negligible as it is taken towards zero. We defer discussion of the

structure of K(ab)(z) to Section 4.3.

4.2 Relation of K(z) with Bq
2(z) calculation

In this section, we will show how the quantity K(z) can be simply related to the B2(z)

anomalous dimensions computed in Refs. [75, 81]. In particular, for the NS flavour channel

we will use the quark Bq
2(z) calculation of Ref. [75]. For a quark, in the notation used for

Eq. (3.6) this quantity is defined as

Bq
2,v(z)

Pqq(z)
=

Vqq̄g

Bqq̄g
− Vqq̄

Bqq̄
+

∫ ṽg

0

dΦqq̄ij

dΦqq̄g

Bqq̄ij

Bqq̄g
−
∫ ṽg

0

[
dΦqq̄ij

dΦqq̄g

Bqq̄ij

Bqq̄g

]
s.o.

. (4.6)

The previous equation is a generalisation of the definition used in Refs. [75, 81] to a generic

ordering variable v, like that defined in Eq. (2.11) (hence the v subscript). We see that the
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first three terms in Eqs. (3.6) and (4.6) are in common, and the only difference, aside from

normalisation, stems from the last term in the r.h.s. of Eq. (4.6). In Eq. (4.6), the term

labelled by [. . . ]s.o. has the role of subtracting the strongly angular ordered approximation

of the 1 → 3 splitting kernel entering the third term in the r.h.s. of the equation. In

defining Bq
2,v(z) this is important so as to isolate NSL contributions arising solely from the

commensurate-angles region of the 1 → 3 phase space.

We will start with the discussion of the C2
F colour channel and compare the result to

what was obtained with the slicing scheme in the previous section. We will then discuss the

CFCA, CFTRnf , and CF (CF −CA/2) contributions (the latter will be eventually neglected

by taking the large-Nc limit). In the discussion below, it is instructive to study first the

simpler case of angular ordering, as originally considered in Refs. [75, 81]. As we will show,

for angular (θ) ordering the inclusive emission probability can be directly taken from these

references, since the difference between K(z) and Bq
2(z) ≡ Bq

2,θ(z) vanishes. We then move

on to discuss the case of the ordering variable in Eq. (2.11), used to obtain the numerical

results of this article. In this case, additional considerations w.r.t. the angular ordering

case are necessary, as will be discussed in the present section. As we will show, the quantity

K(z) is related to Bq
2,v(z) via a finite correction term involving only 1 → 2 splitting kernels,

which can be computed in four space-time dimensions.

4.2.1 Abelian C2
F contributions

We first connect K(z) defined in Eq. (3.6) and Bq
2(z) in the case of angular ordering, as

initially considered in Refs. [75, 81]. To avoid confusion, we will use Kθ(z) to denote K(z)

in Eq. (3.6) obtained with angular ordering, while the notation K(z) will be used for our

default transverse-momentum ordering case.

Angular ordering case: The definition of Kθ(z) in Eq. (3.6) can be easily related to

Bq
2,θ(z) in the C2

F channel (Bq,C2
F

2,θ (z)), defined for instance in Eq. (3.45) of Ref. [75] and

reported in Appendix C (we remind the reader that the identical-quark splitting q →
qq̄q, which would normally give a CF (CF − CA/2) contribution, is zero in the leading-

Nc approximation that we use here). Aside from the overall normalisation factor Pqq(z)

mentioned above, the only difference between the two quantities is encoded in the last term

of Eq. (3.6) vs. the subtraction of the strongly-ordered contribution to Bq
2,θ(z) in Eq. (4.6)

(see also Eqs. (3.43) and (3.45) of Ref. [75]). As stressed above, this term has the role of

subtracting SL physics of strongly-ordered origin. Specifically, a first difference is that, in

the calculation of Bq,C2
F

2,θ (z), the strongly-ordered subtraction is defined by integrating the

product of leading-order splitting kernels with an ordering condition that coincides with

the physical ordering, that is θgpqi > θgiqi . This corresponds to the ṽg physical ordering

mentioned in Section 3. Conversely, the calculation of the strongly-ordered subtraction

in K
(ab)
θ (z) is performed with the shower ordering vg, that in our case is equivalent to

the condition θgpqq > θgiqi , where θgpqp is the angle between the first gluon and the

intermediate quark that splits into giqi. Secondly, while the strongly-ordered subtraction

in the calculation of Bq,C2
F

2,θ (z) adopts the matrix element with collinear singularities given
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by 1/θ2gpqi × 1/θ2giqi , the same ingredient in Eq. (3.6) uses the shower matrix element with

singularities 1/θ2gpqp × 1/θ2giqi .

It is then clear that the difference between Bq,C2
F

2,θ (z) and K
(ab)
θ (z) is a term of strongly-

ordered origin that is finite and can be calculated in four dimensions. We use the notation

∆Bq,C2
F

2,θ ≡ Pqq(z)

C2
F

K
(ab)
θ (z) − Bq,C2

F
2,θ (z) , (4.7)

to parameterise the difference from K
(ab)
θ (z) in the abelian colour channel. For angular

ordering, an explicit calculation leads to

∆Bq,C2
F

2,θ = pqq(z)

(∫
dθ2gpqi
θ2gpqi

dθ2giqi
θ2giqi

dzi
d∆ϕ

2π
pqq(zi)θ

2δ(θ2 − θ2gpqi)Θ(θgpqi − θgiqi)

−
∫

dθ2gpqp
θ2gpqp

dθ2giqi
θ2giqi

dzi
d∆ϕ

2π
pqq(zi)θ

2δ(θ2 − θ2gpqp)Θ(θgpqp − θgiqi)

)
= 0 . (4.8)

Here θ denotes the angle that is kept fixed in the definition of the Sudakov integrand,

which corresponds to the shower evolution variable. In the first (second) integral, ∆ϕ is the

azimuthal angle between the plane containing gp and qi (qp), and that containing gi and qi.

Eq. (4.8) amounts to stating that, as demonstrated in Refs. [75, 81], for an angular-ordered

shower the quantity Bq,C2
F

2,θ (z) coincides (up to a normalisation) with K
(ab)
θ (z) needed for

NSL accuracy. The explicit expression for Bq,C2
F

2,θ (z) is given in Appendix C.

Transverse-momentum ordering case: We now switch to the case where the emis-

sions are ordered in the transverse momentum variable defined in Eq. (2.11). The quantity

Bq
2(z) for this ordering variable in the abelian channel, Bq,C2

F
2,v (z), can be expressed as (cf.

Appendix C)

Bq,C2
F

2,v (z) = Bq, an.,C2
F

2 (z) + C2
FH

fin.
v (z) . (4.9)

The term Bq, an.,C2
F

2 (z) is the same as for angular ordering, first computed in Ref. [75], and

the result is reported in Eqs. C.6.

The quantity Hfin.
v (z) can instead be simply calculated numerically. Here we follow the

same procedure used for the angular ordering case in Refs. [75, 81], discussed in Appendix C.

One key property of Bq
2(z) is that it describes the physics of emissions at commensurate

angles. In the explicit calculation, this requires the careful removal, from the triple-collinear

splitting function, of the disparate angle configurations associated to single-logarithmic

terms. In the transverse momentum ordering case, this subtraction involves removing both

the sectors θgpqi ≫ θgiqi and θgpqi ≪ θgiqi , which are allowed by the transverse momentum
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ordering condition vgpqi > vgiqi . This leads to a result for Hfin.
v (z) that reads 11

Hfin.
v (z) =

∫
dΦ3(8παs)

2Θ(vgpqi − vgiqi) δ(z − zp) v δ(v − vgpqi) (4.10)

×
(⟨P ⟩C2

F

s2gpgiqi
− Θ(θgpqi − θgiqi)

[
⟨P ⟩C2

F

s2gpgiqi

]
θgpqi≫θgiqi

− Θ(θgiqi − θgpqi)

[
⟨P ⟩C2

F

s2gpgiqi

]
θgpqi≪θgiqi

)
.

The three-body phase space dΦ3 is explicitly defined in Eq. (C.10) and the spin averaged

1 → 3 splitting function ⟨P ⟩C2
F

= ⟨P ⟩C2
F

(xgp , xgi , xqi) (with xi being the longitudinal

momentum fraction of particle i w.r.t. the energy of the initiating parton) can be found in

Ref. [92].

The two strongly-ordered counter-terms in the last line amount to subtracting the

leading term in the expansion of
⟨P ⟩

C2
F

s2gpgiqi
in the limits θgpqi ≫ θgiqi and θgpqi ≪ θgiqi . This

is crucial for Hfin.
v (z) to describe collinear dynamics at commensurate angles. Given our

phase-space parametrisation (see also Eq. (2.8))

xgp = 1 − zp , xgi = zp (1 − zi), xqi = zp zi , (4.11)

we obtain the following explicit expressions:[
⟨P ⟩C2

F

s2gpgiqi

]
θgpqi≫θgiqi

=
J1(zp, zi)

E4

P
(0)
qq (1 − xgp)

θ2gpqi

P
(0)
qq (1 − xgi/(1 − xgp))

θ2giqi
, (4.12)

[
⟨P ⟩C2

F

s2gpgiqi

]
θgpqi≪θgiqi

=
J2(zp, zi)

E4

P
(0)
qq (1 − xgi)

θ2gpqi

P
(0)
qq (1 − xgp/(1 − xgi))

θ2giqi
, (4.13)

where we defined

J1(zp, zi) ≡
1

(1 − zp)z3p(1 − zi)zi
, (4.14)

J2(zp, zi) ≡
zp

1 − zp(1 − zi)
J1(zp, zi) . (4.15)

We calculate Eq. (4.10) numerically, and its result is shown in Figure 3 (left).

As for the angular ordering case, the difference in the C2
F channel between Bq, C2

F
2,v (z)

and K(ab)(z) amounts to an integral over the iterated 1 → 2 splitting function, while the

genuine 1 → 3 contribution cancels between the two quantities. We then define

∆Bq,C2
F

2,v ≡ Pqq(z)

C2
F

K(ab)(z) − Bq,C2
F

2,v (z) . (4.16)

The difference ∆Bq,C2
F

2,v stems from the different definition of the last term in the r.h.s. of

Eqs. (3.6), (4.6), and we calculate it analytically. Its expression is reported as an ancillary

file with this article and it is shown in Fig. 3 (right). The plot shown in Fig. 4 demonstrates

11For the angular ordering case, the analogous result is given in Eq. (C.9), where the second term in

brackets removes the configurations where θgpqi ≫ θgiqi .
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Bq,C2
F

2,v (z).

that the two calculations of K(ab)(z) are in agreement at the per mil level.

Note that for the algorithm considered in this article, the shower-dependent quantity

∆Bq,C2
F

2,v depends only on strongly-ordered 1 → 2 splitting kernels, making it very simple

to calculate. This may not be the case in general for other flavour channels, depending on

the details of the implementation of the full 1 → 3 splitting in the shower.

4.2.2 Remaining colour channels

We now discuss the remaining channels contributing to K(z) (3.6), including contributions

from CA, TRnf and CF − CA/2 colour structures. A first aspect to consider is that K(z)

agrees with KCMW [99] in the soft limit, that is

K(z) = KCMW + K̃(z) , (4.17)
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where K̃(z) vanishes in the soft limit and it is integrable in z ∈ [0, 1]. A second consideration

is that, in the non-singlet channel considered here with CF = CA/2, the only flavour

structures that modify the quark momentum are those related to consecutive independent

(abelian) splittings, considered in the previous section. Therefore, in the NS channel, the

contribution to K̃(z) from splittings q → q p1 p2 not contributing to the abelian C2
F channel,

can be obtained by fixing the kinematics of the parent p1 + p2 and integrating inclusively

over the remaining phase space. This is precisely the definition of Bq
2,v given in Appendix C.

This gives a straightforward relationship between K̃(z) and Bq
2,v, which coincide, up to the

usual Pqq(z) normalisation, in the CA, TRnf and CF −CA/2 colour channels. This simple

relationship will be modified once the non-abelian colour channels are included in the

shower’s 1 → 3 real radiation, as was the case for the C2
F contribution discussed in detail

in the previous subsection. The methods presented in this article readily apply to those

cases as well. Specific classes of observables, such as event shapes, are by construction

not sensitive to the z dependence of B2,v(z), but only to its inclusive integral. In these

cases, a simplified procedure to relate the inclusive emission probability in the shower to

the integral of B2,v(z) was presented in Ref. [31] in the context of NNLL-accurate parton

showers.

4.3 Comments on structure of K(z)

Here we comment on the structure of the C2
F contribution to K(z), as shown in Fig. 4.

Firstly, we observe that K(z) goes to zero for z → 1. This is as expected, since at large

z, the full K(z) should reduce to the well known Kcmw term [99], which has CA and TRnf

contributions, but no CF contribution.

Secondly, it is continuous but not smooth at z = 1/2. In the slicing version of the

calculation, such structure is explicitly seen in Eq. (4.4), and is present also in K>(z). It

connects with the use of a renormalisation scale choice µ = E min(z, 1−z)θqg and with the

ordering condition in Eqs. (2.9) and (2.11), both of which involve non-smooth behaviour

at z = 1/2.

Next, we note that there is a −CF ln2(z) behaviour for z → 0, which in the slicing

calculations originates from K
(ab)
< (z). This small-z integrable divergence was also already

identified in Bq,C2
F

2,θ (z) in Ref. [75]. The structure for z → 0 is connected with the soft-quark

limit and while interesting in its own right, goes beyond the scope of this article.

A crucial property of B2,v(z) is that, analogously to its angular-ordered counterpart [75,

81], it satisfies the sum rule ∫ 1

0
dz Bq

2,v(z) = −γq + b0Xv , (4.18)

where γq is the endpoint of time-like DGLAP anomalous dimension and the constant Xv

depends on the chosen ordering variable, which can be easily obtained by integrating the

expressions reported in Appendix C. In the abelian channel this implies that Bq
2,v(z) should

integrate to the corresponding C2
F term of −γq. This sum rule should not be modified by

the contributions relating Bq
2,v(z) with K(z), which we have verified is the case.
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This is consistent with the expectations of Ref. [31], specifically Eqs. (3), (6) and (29).

To help see this, it is useful to consider ∆ln z in Eq. (6) of that reference (with z there

corresponding to 1 − z in this work). This quantity is the coefficient of a drift in ln(1 − z)

(using our notation) of a soft-collinear emission as induced by a subsequent splitting. In the

soft-collinear limit, our shower leaves the kinematics of the soft-collinear gluon unchanged

and therefore the drift is identically zero, and this results in the analogue of Eq. (4.18) for

K(z). Note that the reason why one trivially has a zero drift here is that our real emission

map preserves the kinematics of a first soft-collinear emission, while this is not the case for

the full showers considered in Ref. [31].

5 Logarithmic tests

Our implementation of the collinear shower does not include matching to NLO 2-jet pro-

duction, which effectively corresponds to a coefficient function at the high scale. To test

the shower, rather than starting the evolution from that high scale and including the corre-

sponding coefficient function, we will consider the evolution between two disparate infrared

scales and compare that result to a semi-analytic reference calculation obtained using a

specifically adapted version of the HOPPET DGLAP evolution code [104], using the in-

gredients from Refs. [63, 98]. We will carry out two sets of non-singlet tests, one on the

fragmentation function, the other on the spectrum of small-R jets.

5.1 Non-singlet fragmentation function

We start by considering the non-singlet fragmentation function. In the collinear shower,

this quantity is computed as follows. We start the shower evolution at a resolution scale

vmax, where the final state consists of a single quark of momentum fraction z = 1. We then

evolve down to a second scale vmin ≪ vmax, at which we measure the z distribution of the

final quark.12 We denote this quantity by D
(PS)
NS (z, vmin, vmax).

To validate the shower result, we compare the resulting z distribution to a reference

NSL calculation. Results at NSL for the fragmentation functions are known in the common

MS scheme, where the collinear singularities are regularised in 4−2ϵ space-time dimensions.

In order to connect to the shower result, we thus need to perform a scheme change, that

can be implemented via a matching coefficient. Taking this into account, the analytic

expectation for D
(PS)
NS (z, vmin, vmax) is given by

D
(NSL)
NS (z, vmin, vmax) = C(vmin) ⊗ exp

[∫ v2max

v2min

dv2

v2
P̂ (v)

]
⊗ C−1(vmax) . (5.1)

In the above equation, P̂ (v) = αs(v)P̂ (0)(z)/2π + α2
s(v)P̂ (1,MS)(z)/4π2 denotes the stan-

dard DGLAP non-singlet anomalous dimension in the MS scheme [63] (the path ordering

can be dropped in the non-singlet channel). The matching coefficient C(v) encodes the

12The proper definition of the non-singlet fragmentation function would involve the difference in the z

distribution between quarks and anti-quarks. However, since our proof-of-concept collinear shower does not

contain g → qq̄ splittings, there are no anti-quarks in the final state.
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scheme change from MS to the shower regularisation scheme. At NSL, this is obtained by

computing the order αs contribution to the NS fragmentation function arising from the

kinematical region below the shower cutoff. For the evolution variable defined in Eq. (2.11),

the NSL matching coefficient reads

C(v) ≡ δ(1 − z) +
αs(v)

2π
C(1)(z) + O(α2

s) , (5.2)

where

C(1)(z) = −2Pqq(z)

(
ln(1 − z)Θ

(
1

2
− z

)
+ z ↔ (1 − z)

)
− CF (1 − z) +

− CF

6

(
2π2 − 3 (7 − 6 ln 2)

)
δ(1 − z) . (5.3)

Eq. (5.1) thus converts the initial condition δ(1− z) from the shower scheme to MS at the

higher scale vmax, it then evolves the resulting MS fragmentation function down to vmin,

and finally it converts back to the shower scheme at the end of the evolution.

When comparing Eq. (5.1) to the shower result, there will inevitably be subleading,

NNSL, differences. To single out the pure SL and NSL contributions, we use a standard

technique [2] which relies on a small-αs limit, while holding fixed the variable

λ = αs(vmax) ln
vmin

vmax
. (5.4)

Specifically, we examine the quantity

D
(PS)
NS (z, vmin, vmax)

D
(NSL)
NS (z, vmin, vmax)

− 1 . (5.5)

To test the SL accuracy of the collinear shower we can take the αs → 0 limit of Eq. (5.5).

Similarly, the NSL accuracy can be tested by dividing Eq. (5.5) by αs and then taking the

αs → 0 limit. In both cases, we expect the result to be consistent with zero.

The results of these SL and NSL accuracy tests are displayed in Fig. 5. As already

explained in Sec. 2, here we adopt the large-Nc limit in which we set CF = CA/2 = 3/2.

In this limit, the contribution from the q → qqq̄ splitting (with identical flavours) vanishes.

The left plot in Fig. 5 shows the fragmentation function D
(PS)
NS (z, vmin, vmax) for a set of

small values of αs ≡ αs(vmax). The right plots show the ratio Eq.(5.5) (top panel) and

the same quantity divided by αs (bottom panel) for each of the above αs values, and their

extrapolation to αs = 0. In both cases, the extrapolated result agrees with zero to within

statistical and extrapolation uncertainties, therefore showing consistency of the collinear

shower with NSL accuracy. Additional technical details on the setup used in this test are

given in Appendix A.2.

To help appreciate the separate numerical impact of the triple-collinear and the in-

clusive NLO corrections, Fig. 6 shows the size of the NSL discrepancy that arises when

various NSL contributions are turned off in the shower. The black curve corresponds to

having just iterated 1 → 2 branchings (strictly ordered in the shower evolution variable v)
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Figure 5: Shower non-singlet fragmentation function and associated logarithmic tests at

λ = −0.4, cf. Eq. (5.4). The left-hand panel shows the non-singlet fragmentation function

as obtained with the collinear shower, for four values of the coupling. The upper-right

panel shows a test of the shower’s SL accuracy, where the αs → 0 extrapolation gives a

result consistent with zero, as expected for SL accuracy. The lower-right panel shows a

test of the shower’s NSL accuracy, illustrating that the αs → 0 extrapolation is consistent

with zero, as required for NSL accuracy.

and no inclusive K(z) contribution. It demonstrates that the missing NSL terms can be

up to 1.4×αs, which would suggest missing effects of order 10−20% in a phenomenological

context. The green curve shows the result when one maintains the 1 → 2 structure but

includes K(z), while the blue curve uses the iterated 1 → 3 splitting, but without K(z).

These two curves show that the two sets of contributions are comparable in magnitude.

The red curve includes all NSL contributions in the shower and is consistent with zero (it

is identical to the purple curve of the lower-right panel of Fig. 5).

5.2 Non-singlet small-R jets

Next, we consider an observable that is akin to the z spectrum of small-R jets inside a

fat jet of radius R0 and energy E, with R ≪ R0 ≪ 1. We take a quark of energy E and

start the shower evolution at a sufficiently high scale vmax such that for any z ∈ [zc, 1− zc]

the angular scale R0 can be generated by the shower, where zc ≪ 1 is a cut-off on the

splitting variable generated by the shower. Any emissions at angles larger than R0 are

vetoed, so as to mimic starting with a jet of radius R0 and energy E, which can be

thought of as an initial fragmentation function equal to δ(1−z). We continue the evolution

down to a scale vmin such that for any z ∈ [zc, 1 − zc], the small angular scale R can be
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Figure 6: Illustration of the size of the NSL discrepancy in the non-singlet fragmentation

function that arises when various NSL elements are left out. All curves already have the

αs → 0 limit taken.

reached by the shower. This generates an ensemble of gluons plus one quark. We cluster

that set of particles using the Cambridge/Aachen algorithm [105, 106] with jet radius

R as implemented in FastJet [107]. We then identify the jet that contains the quark,

and we histogram its momentum fraction z.13 We refer to the resulting distribution as

D
(PS)
R (z, ER,ER0). Further technical details on the construction of the observable from

the results of the collinear shower are given in Appendix A.3.

The reference analytic calculation for this observable can be derived from existing

work on microjet fragmentation functions [68, 71, 98]. At the NSL order, the result can be

deduced from Ref. [98], giving

D
(NSL)
R (z, ER,ER0) = C(R)(ER)⊗exp

[
2

∫ ER0

ER

dµ

µ
P̂ (R)(µ,ER)

]
⊗ [C(R)(ER0)]

−1 , (5.6)

with

P̂ (R)(µ,E R) =
αs(µ

2)

2π

(
P̂ (0)(z) +

αs(µ)

2π
P̂ (1,MS)(z) − αs(ER)

2π
δP̂

(1)
ik

)
, (5.7)

and

δP̂ (1)
qq (z) ≡

(
2 ln z P̂ (0)

qq

)
⊗ P̂ (0)

qq (5.8a)

= −C2
F ln z

(
3 z2 + 1

1 − z
ln z − 4

1 + z2

1 − z
ln(1 − z) − z(4 + z) + 1

1 − z

)
. (5.8b)

13Were our shower to include also g → qq̄ splittings, it would be necessary to use a jet algorithm that allows

for an IRC-safe definition of jet flavour in the presence of soft-quark pairs [108–112], see also Refs. [113–116]

for related work.
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The coefficient function C(R)(µ) = δ(1 − z) + αs(µ)C(1,R)(z)/2π involves

C(1,R)(z) = −2CF (1 + z2)

(
ln(1 − z)

1 − z

)
+

− CF

(
(1 − z) + 2

1 + z2

1 − z
ln z

)
+ CF

(
13

2
− 2

3
π2

)
δ(1 − z) . (5.9)

The main difference between Eq. (5.6) and the expressions of Ref. [98] is in the [C(R)(ER0)]
−1

factor, which accounts for the starting point of the shower, namely a jet of radius R0 with

energy E, as opposed to the NLO hard matching coefficient for e+e− → qq̄ that appears

in Ref. [98]. Recall that we consider only the non-singlet contributions, as in Appendix C

of that reference.
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Figure 7: Shower small-R jet spectrum and associated logarithmic tests at λ = −0.4, cf.

Eq. (5.10). The left-hand panel shows the non-singlet small-R jet spectrum as obtained

with the collinear shower, for four values of the coupling. The upper-right panel shows a

test of the shower’s SL accuracy, where the αs → 0 extrapolation gives a result consistent

with zero, as expected for SL accuracy. The lower-right panel shows a test of the shower’s

NSL accuracy, illustrating that the αs → 0 extrapolation is consistent with zero, as required

for NSL accuracy.

To test the shower, we use the same procedure as for the fragmentation function.

Fig. 7 (left) shows D
(PS)
R (z, ER,ER0), for λ = αs(ER0) lnR/R0 = −0.4 for several values

of αs(ER0). It looks quite similar to the left-hand plot of Fig. 5, as is to be expected given

that the evolution of the two quantities is identical at SL level. Fig. 7 (right) shows the
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comparison to Eq. (5.6) as determined with HOPPET, examining the αs → 0 limit of

D
(PS)
R (z, ER,ER0)

D
(NSL)
R (z, ER,ER0)

− 1 . (5.10)

for the SL test (upper panel) and the αs → 0 limit of the same quantity divided by αs for

the NSL test (lower panel). The αs → 0 limits are consistent with zero in both cases, as

is to be expected for an NSL-accurate collinear shower. It is a powerful test of the shower

that it reproduces NSL accuracy both for the fragmentation function of Section 5.1 and

the small-R jet spectrum here.

6 Conclusions

In this article we have shown how to write a collinear shower that includes the Abelian

part of the real q → qgg splitting function and the 1-loop corrections to q → qg splitting,

so as to obtain αn
sL

n−1 accuracy for specific collinear fragmentation observables.

For the treatment of the real radiation, we made use of disordered emissions, where

strict ordering in a shower evolution variable is replaced by strict ordering based on kine-

matics of the actual post-branching partons. This is the first use of such an approach in a

study that aims for shower logarithmic accuracy beyond SL.

Our central equation for the treatment of virtual corrections is Eq. (3.6), together

with its simplifications in the collinear limit. Central to our approach is the treatment of

virtual corrections through a consistent definition of the inclusive NLO probability asso-

ciated with the underlying 1 → 2 shower splitting, as given in Eq. (3.6). That equation

demonstrates how to account for virtual corrections as an extension K(z) of the standard

soft Kcmw factor, generalised to be differential in the 1 → 2 splitting variables, but inclu-

sive over subsequent branchings. Importantly, our approach can be applied to any shower

algorithm. Section 4 showed concretely how to use Eq. (3.6) in the collinear limit, using

two independent methods for its evaluation, one based on a slicing approach and the other

based on the approach and results of Refs. [75, 81].

Since the shower is purely collinear, its scope is limited to observables that measure the

energetic fragmentation products of a parton, specifically non-singlet flavour combinations

(because of our inclusion, in the real part, of just q → qgg Abelian splittings). We examined

two such observables, a partonic non-singlet fragmentation function and an inclusive small-

R (quark) jet momentum distribution and confirmed that the shower reproduces known

resummation results to αn
sL

n−1 accuracy.

This work, as part of a wider goal of general NNLL accuracy for full parton showers,

provides important conceptual advances. In particular, the recent Ref. [31] was able to

achieve NNLL accuracy for event shape observables, in part by deducing
∫ 1
0 dz[K(z) −

Kcmw] from elements of Ref. [75, 81] and specific soft-collinear 1 → 3 and hard-collinear

1 → 2 characteristics of any given shower. The understanding developed here should

instead make it possible to obtain the fully differential K(z) in any given shower that

includes triple-collinear real splittings. That will open the door to αn
sL

n−1 accuracy in full

showers also for collinear fragmentation and a wide range of jet substructure observables.
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Finally we observe that some of the methods that we have explored here have connections

with the merging of fixed-order calculations with parton showers, notably regarding the

treatment of the virtual corrections in the approach of Refs. [21, 24, 28]. As discussed

recently [103], for matching to preserve logarithmic accuracy, it is critically important for

the infrared limit of matching to coincide with the shower kernels, both in their treatment

of the real and of the virtual corrections. We believe that further exploration of such

connections has the potential to be highly fruitful for the formulation of logarithmically

accurate matching beyond NLO.
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A Technical details

In this appendix we discuss a number of technical aspects of the collinear shower imple-

mentation.

A.1 Parent-finding algorithm

The intent of the algorithm in Section 2 is that if two gluons are emitted commensurate

in angle and in energy (and far in angle or energy from any other gluon), then those two

gluons should be produced with the full triple collinear splitting function. The question

that we examine here is, for a given emission, how to choose the “parent” for use in the

triple collinear splitting function. An example of the issue that needs to be addressed is

illustrated in Fig. 8. Consider the emission of gluon i = 3 in that figure. The situation that

is dangerous is that where gluons 1 and 3 are commensurate in angle and in energy (which

implies v1 ∼ v3), but there has been an intermediate emission 2, with v2 ∼ v3, at much

lower energy (much softer) and correspondingly at much larger angle. The issue is that if
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Figure 8: Lund diagram illustrating the IR safety issue that motivates need for a specific

parent-finding algorithm. The fundamental issue is that when emitting 3, the correct set of

partons to use in the triple collinear matrix element is 1 and 3. Naively using the emission

immediately prior to 3, i.e. 2, would give an incorrect answer. See text for further details.

one uses a parent p = i−1 (= 2) then in the configuration that is shown, the triple collinear

correction would be applied to the 2, 3 combination. Because of strong angular ordering,

that correction is simply equal to 1. Instead, it is the 1, 3 pair that requires a non-trivial

correction, because of the proximity of 1 and 3 in angle. With p = i − 1, the presence

of 2 would prevent the triple collinear correction from being applied to the 1, 3 pair. The

probability of 2 being emitted between 1 and 3 is of the order of αs lnEq/Emin ln v1/v3,

where Emin is a cutoff on the minimal allowed radiation energy. This is problematic because

if one imagines an actual physical cutoff, Emin ∼ kt, this implies αs lnEq/Emin ∼ 1, i.e.

there would be an O (1) probability for the 1, 3 combination not to have the correct triple-

collinear correction properly applied. This would break NSL accuracy. If instead one

imagines taking Emin to be small, but with lnEq/Emin kept finite, then we would expect

NSL accuracy to be retained, however one would have a spurious lnEmin cutoff dependence

appearing at NNSL.

To avoid this problem, we use the following “parent-finding” algorithm. Each emission

j will be associated with a variable vp(j). When an emission is first created its vp(j) is set

to infinity and we also store its angle θjq with respect to the quark at its time of creation.

When a new emission i is trialled at a scale v, one determines the candidate parent p by

identifying among all j < i the one that has the smallest value of∣∣∣∣ln θiq
θjq

∣∣∣∣ . (A.1)

This is effectively the prior emission that is closest in rapidity to i. If vp(p) > v, then

we use p to calculate the triple collinear correction. If vp(p) < v, then we discard i and

continue the shower evolution downwards from scale v. In either case, all vp(j) for j < i

are reset to min(vp(j), v). Recall that if emission i is accepted, then we set vp(i) = ∞.
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Figure 9: Illustration of the parent-finding algorithm, (a) for a simple case and (b) for

a more elaborate one. The shaded regions indicate where emissions are allowed, with

the vertical dashed lines identifying the boundaries of rapidity regions that correspond to

different parent choices. See text for further details.

To make the algorithm more concrete, and to help understand why it is correct, let us

examine how it functions in two example configurations. Fig. 9a shows a situation akin to

that in Fig. 8. When emission 2 was created at scale v2, vp(2) was set to ∞ and vp(1) to v2
(shown by the horizontal dashed line). The vertical dashed line shows the separation into

rapidities that are closer either to 2 or to 1. In the unshaded region, i.e. when closer in

rapidity to 1 and when v > vp(1), then an attempted emission 3 will simply be discarded. If

emission 3 is closer in rapidity to 1 but at a scale v < vp(1), then emission 3 will be trialled

using a triple collinear matrix-element correction that involves 1 as a parent. Finally if

emission 3 is closer in rapidity to 2, then emission 3 will be trialled with 2 as the parent,

regardless of the value of v, because any value of v satisfies v < vp(2) = ∞. This resolves

the issue identified in Fig. 8. A more elaborate example is illustrated in Fig. 9b, with the

shaded area showing the region where emission 5 will be trialled, with the vertical lines

showing the separation into the rapidity regions that determine the choice of parent.

A.2 Dependence on buffer and shower cutoffs

The aim of this section is to show that, for the algorithm of Section 2 together with the

parent-finding procedure detailed in Section A.1, the results are independent (up to power

corrections) of the technical parameters of the shower algorithm.

One technical parameter is zc ≪ 1 and it controls the maximum and minimum allowed

gluon energies, Emax = (1 − zc)Eq and Emin = zcEq. The other technical parameter is

a buffer factor X ≫ 1. Once an emission i − 1 has occurred at a shower evolution scale

vi−1, the shower continues down not from v = vi−1 but instead from v = Xvi−1. Note that

the matrix element comes with a requirement that Θ(vgiqi < vgpqi) (see Eq. (2.9)), which
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together with our parent-finding algorithm ensures that we do not double-count emissions.

The X → ∞ limit ensures that all of the vgiqi < vgpqi phase-space is covered.

In Fig. 10 we show the dependence of the spectrum of the NS fragmentation function

on zc (left) and lnX (right) for several fixed αs values through the quantity

D
(PS)
NS (δ) −D

(PS)
NS (δref)

D
(PS)
NS (δref)

, (A.2)

where δ = zc or X and we have omitted the z, vmin and vmax dependence of D
(PS)
NS for

brevity. As a reference value we take zc = 10−6 and lnX = 10. We see that the result

indeed tends to 0 as long as the energy cutoff is taken small enough (zc ≲ 10−4), and the

buffer size is taken large enough (lnX ≳ 3). For all of the main results in this paper we

have taken zc = 10−5 and lnX = 10.
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Figure 10: Test of zc and buffer dependence of the NS fragmentation function for fixed

coupling and λ = −0.4.

A.3 Treatment of relative angles during the shower evolution

The problem that we address here is we need to apply jet clustering in a limit where the

angular separations between particles are very small. We work in double precision, i.e.

numbers are stored to a relative precision of ϵ ∼ 10−16. The difficulty we face is that

two particles may be closer in angle than ϵ, in which case rounding errors could cause

the jet clustering to follow the wrong sequence. To work around this difficulty we use the

procedure described below.
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We recall that the collinear phase-space is organised such that for each new gluon

emission gi we store its energy Ei ≡ Ep(1 − zi) (with Ep being the quark energy prior to

the gluon emission), a polar angle θgiqi and an azimuthal angle ∆ϕ. Here ∆ϕ is defined

as the angle between the plane spanned by the parent splitting with its emitted gluon (gp)

and quark (qp), and that by the decay products of that parent quark (qi and gi). We

then retrieve the energy fraction and opening angle of the parent splitting, zp and θgpqp .

The calculation of the small-R jet spectrum is sensitive to the relative angular distance

between two emissions, meaning that we need a way to store correctly the angular distances

between all emissions. The collinear shower’s ordering variable is vp = min[zp, 1− zp]θgpqp ,

hence smaller angle emissions do not necessarily come after large angle emissions. In

addition, the collinear shower is not constructing actual four-momenta, but rather only

their collinear counterparts. Therefore, care needs to be taken such that the correct angular

distances between the emissions can be obtained. We adopt the following solution. Using

the variables defined above, we assign to each 1 → 3 emission triplet an angle defined in a

2D (x, y) plane

θ⃗gp = θgpqp(1, 0) , (A.3a)

θ⃗gi = −zi θgiqi (cos ∆ϕ, sin ∆ϕ) , (A.3b)

θ⃗qi = (1 − zi) θgiqi (cos ∆ϕ, sin ∆ϕ) , (A.3c)

θgpgi = |θ⃗gp − θ⃗gi | , θgpqi = |θ⃗gp − θ⃗qp | , θgiqi = |θ⃗gi − θ⃗qp | . (A.3d)

When accepting the emission of the new gi gluon, we subtract θ⃗qi from all emissions and

from θ⃗qi itself. This aligns the final-state quark with the z axis with θ⃗qi = (0, 0). We

moreover align θ⃗gi with the x axis before the next generation step. This makes sure that

the correct relative angular distances between the accepted gluon emissions can be obtained.

After the shower has terminated, we create massless four-momenta using the stored

energy Ei and θ⃗i and

pi = Ei (sin θi cosϕi, sin θi sinϕi, cos θi; 1) , (A.4)

with θi = |θ⃗i| and ϕi = arg(θ⃗i). These four-momenta are used as input to the clustering

algorithm.

B Evaluating K
(ab)
< (z)

In this section we show how to evaluate Eq. (4.2a), using dimensional regularisation, in the

limit of emissions being collinear to the quark. We focus on the case where i, j = gp, gi,

with gp having the larger vg. We use the shower phase space and map as parameterised in

Eq. (2.8). In the limit that the slicing parameter λ(λ̃) ≪ vg(ṽg) we make use of the fact

– 26 –



that the matrix elements and the phase space factorise. We can therefore write

dΦqq̄g1g2

dΦqq̄g

Bqq̄g1g2

Bqq̄g
=

eϵγEΓ(1 − ϵ)

Γ(1 − 2ϵ)
Pqq(zi, ϵ) δ

((
vg

E min(zp, 1 − zp)

)2

− θ2gpqp

)

× δ(z − zp)(zpzi(1 − zi))
−2ϵ sin ∆ϕ−2ϵdzpdzi dθ

2
gpqp

dθ2giqi
θ2+2ϵ
giqi

d∆ϕ

2π
(B.1a)

and
dΦqq̄g′

dΦqq̄

Bqq̄g′

Bqq̄
=

eϵγE

Γ(1 − ϵ)
Pqq(zp, ϵ)(zp(1 − zp))

−2ϵdzp
dθ2g′q

θ2+2ϵ
g′q

. (B.1b)

Here we have used

Pqq(z, ϵ) = CF

(
1 + z2

1 − z
− ϵ(1 − z)

)
. (B.2)

These are to be integrated in vgiqi = [0, λ] and vg′q = [0, λ] respectively (see Eqs. (4.2a),(4.3)),

recalling that we take λ̃ = λ as per section 4.1. We decide to write these phase-space con-

straints as

Θ(λ > min(Egi , Eqi)θgiqi) = 1 − Θ(λ/E < zp min(zi, 1 − zi)θgiqi) , (B.3a)

Θ(λ > min(Eg′ , Eq)θg′q) = 1 − Θ(λ/E < min(zp, 1 − zp)θg′q) , (B.3b)

such that there is one integral to be carried out in 4 − 2ϵ dimensions, while the two

other integrals involving a phase space constraint are finite in 4 dimensions. We then

perform the integrals over ∆ϕ and θgpqp in Eq. (B.1a) and perform a change-of-variables

to zi, θgiqi → z′, θ′ for Eq. (B.1a) , and zp, θg′q → z′, θ′ for Eq. (B.1b) so as to bring the

two integrands in a common form. After this the two real contributions of Eq. (4.2a) can

be written as∫ λ̃

0

dΦqq̄ij

dΦqq̄g

Bqq̄ij

Bqq̄g
−
∫ λ

0

dΦqq̄g′

dΦqq̄

Bqq̄g′

Bqq̄
= (B.4)

+

∫ θ2max

0

dθ′2

θ′2(1+ϵ)

∫ 1

0
dz′Pqq(z

′, ϵ)z′−2ϵ(1 − z′)−2ϵ
(
z−2ϵ − 1

)
−
∫ θ2max

0

dθ′2

θ′2

∫ 1

0
dz′Pqq(z

′)Θ
(
z min(z′, 1 − z′)θ′ > λ/E

)
+

∫ θ2max

0

dθ′2

θ′2

∫ 1

0
dz′Pqq(z

′)Θ
(
min(z′, 1 − z′)θ′ > λ/E

)
.

The factor of z−2ϵ − 1 on the second line originates in the difference between the three

and two particle phase spaces in d dimensions, and gives rise to a single pole which cancels

against a corresponding pole in the virtual corrections. The constraint on the maximum

angle θmax ensures that we stay in the collinear regime.

The integrals in Eq. (B.4) can be readily evaluated, and read∫ λ̃

0

dΦqq̄ij

dΦqq̄g

Bqq̄ij

Bqq̄g
−
∫ λ

0

dΦqq̄g′

dΦqq̄

Bqq̄g′

Bqq̄
= (B.5)

− 2CF ln(z)

(
1

ϵ
− ln

λ2

E2

)
.
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The virtual corrections are (up to O(ϵ) terms)

Vqq̄g

Bqq̄g
− Vqq̄

Bqq̄
= (B.6)

2CF

(
ln(z)

ϵ
+ Li2

(
z − 1

z

)
− ln

sqg
E2

ln(z)

)
− CF

pqq(z)
,

where we use sqg = z(1 − z)v2g/min(z, 1 − z)2. Together with Eq. (B.5) we find the result

given in Eq. (4.4).

C Definition of Bq
2(x)

In this appendix we outline the expression of the quantity Bf
2 (z) defined in Refs. [75, 81].

In particular, we limit ourselves to reporting the expressions for the quark case, Bq
2(z),

since the present article focusses on the non-singlet flavour channel.

In the notation of Ref. [81], Bq
2(z) can be expressed as 14

Bq
2(z) = Bq, an.

2 (z) + C2
FH

fin.(z) , (C.1)

where

Bq, an.
2 (z) = C2

F Bq,an.,C2
F

2 (z) + CFCA Bq,an., CFCA
2 (z) + CFTRnf Bq,an., CFTR

2 (z)

+ CF

(
CF − CA

2

)
Bq,an.,id.
2 (z) . (C.2)

The term Bq,an.,id.
2 (z) is neglected in the results presented in this article, which adopt

the leading-Nc limit, i.e. CF = CA/2. To simplify the notation we absorb the term

Bq
1(z)b0 ln g2(z) in Eq. (2.10) of [81] into Bq

2(z). In contrast with the convention adopted

in [81], where we set g(z) = 1− z, this term multiplies now the whole splitting function to

allow for the possibility to set g(z) ̸= 1 − z also in the soft term of the inclusive emission

probability. In practice, we use g(z) = 1−z for the angular ordering case while the ordering

variable defined in Eq. (2.11) corresponds to using g(z) = min(z, 1 − z) in the scale of the

coupling. The functions in Eq. (C.2) read

Bq,an., id.
2 (z) = 4z − 7

2
+

5z2 − 2

2(1 − z)
ln z +

1 + z2

1 − z

(
π2

6
− ln z ln(1 − z) − Li2(z)

)
, (C.3)

Bq,an., CFTR
2 (z) = −b

(nf )
0 pqq(z) ln z + b

(nf )
0 (1 − z) −K(1),nf (1 + z)

+ 2 b
(nf )
0 (1 + z) ln(1 − z) + b

(nf )
0 pqq(z) ln(g2(z)) , (C.4)

Bq,an., CFCA
2 (z) = −b

(CA)
0 pqq(z) ln z + b

(CA)
0 (1 − z) +

3

2

z2 ln z

1 − z
+

1

2
(2z − 1) (C.5)

+ pqq(z)

(
ln2 z + Li2

(
z − 1

z

)
+ 2 Li2(1 − z)

)
−K(1),CA(1 + z)

+ 2 b
(CA)
0 (1 + z) ln(1 − z) + b

(CA)
0 pqq(z) ln(g2(z)) ,

Bq,an.,C2
F

2 (z) = pqq(z)

(
−3 ln z − 2 ln z ln(1 − z) + 2 Li2

(
z − 1

z

))
− 1 , (C.6)

14The function Bq
2(z) computed in Ref. [75] is defined as the Bq

2(z) used here multiplied by (αs/(2π))
2.
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where we have used the decomposition

K(1) =

(
67

18
− π2

6

)
CA − 10

9
TR nf ≡ K(1),CA CA + K(1),nf TR nf , (C.7)

for the two-loop coefficient of the physical coupling scheme and

b0 =
11

6
CA − 2

3
TR nf ≡ b

(CA)
0 CA + b

(nf )
0 TR nf , (C.8)

for the first coefficient of the QCD beta function b0. The function g(z) parameterises the

scale of the running coupling used in the Sudakov factor. A crucial aspect of Eq. (C.1)

is that the quantity Bq, an.
2 (z) is independent of the ordering variable, and the complete

dependence on the ordering is encoded in Hfin.(z).

For the case of the ordering variable (2.11) this is defined in Eq. (4.10), while in the

angular-ordered case it is given by the integral

Hfin.
θ (z) =

∫
dΦ3(8παs)

2

⟨P ⟩C2
F

s2gpgiqi
−
[
⟨P ⟩C2

F

s2gpgiqi

]
θgpqi≫θgiqi

 Θ(θgpqi − θgiqi)

× δ(z − zp) θ
2δ(θ2 − θ2gpqi) , (C.9)

where we adopt the notation of Eqs. (4.11), (4.12), (4.14). The invariant mass of the

three-particle collinear system is denoted by sgpgiqi . The spin averaged 1 → 3 splitting

function ⟨P ⟩C2
F

= ⟨P ⟩C2
F

(xgp , xgi , xqi) (with xi being the longitudinal momentum fraction

of particle i w.r.t. the energy of the initiating parton) can be found in Ref. [92], and[ ⟨P ⟩
C2
F

s2gpgiqi

]
θgpqi≫θgiqi

denotes the limit of the quantity
⟨P ⟩

C2
F

s2gpgiqi
in the strongly ordered regime

θgpqi ≫ θgiqi , and it is given in Eq. (4.12). Finally, the three-body phase space measure

dΦ3, including the Jacobian factor for the chosen parametrisation, is given by (∆ denotes

the Gram determinant, see Refs. [75, 81])

dΦ3 ≡
zp
π

E4

(4π)4
dzp dzi dθ

2
gpqi dθ

2
giqi dθ

2
gpgi (1 − zp) z

2
p (1 − zi) zi ∆−1/2 Θ(∆) . (C.10)

Eq. (C.9) can be reduced to a 1-fold integral (cf. Fig. 4 of Ref. [75]), that is provided as an

ancillary file with Ref. [81]. The function Bq
2,θ(z) is regular in the soft limit z → 1 and is

thus fully integrable over z ∈ [0, 1].
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