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Abstract  

 

The FCC-ee will combine high stored beam energy with small vertical emittance. The loss of 

only a small part of the beam into accelerator equipment, collimators or passive absorbers 

could be extremely destructive. Therefore, a highly reliable machine protection system is 

required for the entire accelerator chain. Further, the FCC-ee schedule has 185 days allocated 

to physics each year, of which a minimum percent must be spent at nominal parameters if 

integrated luminosity goals are to be reached. Machine protection and availability are vital 

considerations from the outset of the design stage. This paper presents the current status and 

outlook for both topics relating to analysis, research and development (R\&D). First, relevant 

topics in machine protection are discussed. Fault mechanisms are treated as well as key 

considerations such as minimum reaction time, beam loss detection, dust interaction, fast 

failures and quench protection. Next, availability assurance is considered. Three steps are 

proposed: (I) Coarsely define system availability targets scaled to the complexity of delivery. 

(II) Establish the projected availability based on existing designs and similar systems. (III) If 

the latter is insufficient, study how this can be improved. 
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1 Introduction

The FCC-ee will combine high stored beam energies of up to 20 MJ per beam with extremely
small vertical emittance (O 1.0 pm) [9]. The loss of only a small part of the beam into
accelerator equipment, collimators or passive absorbers can cause serious damage. Therefore,
a highly reliable machine protection system is required for the main colliding rings, the top-
up booster and likely the rest of the injector chain.

Meanwhile, the FCC-ee schedule has 185 days allocated to physics each year, of which a
minimum percent must be spent at nominal parameters if integrated luminosity goals are to
be reached. With regards to maintenance, the FCC-ee involves unique challenges relating to
its size, complexity and ambitious technical objectives. This makes availability a significant
risk to its physics deliverables.

Machine protection and availability are vital considerations from the outset of the design
stage in the FCC-ee. This paper presents the current status and outlook for analysis as well
as research and development (R&D) in both fields.

2 Machine Protection

To define the requirements and parameters of the different machine protection sub-systems,
a complete catalogue of failure cases needs to be established. Specifically, failures that can
lead to sudden beam losses and equipment damage. This has been done previously for the
LHC [54], the HL-LHC [4, 37, 38] and FCC-hh [2, 8, 43]. The catalogue of fault mechanisms
must contain, among others:

• Beam injection failures in top-up mode for the injected and stored beam;

• Beam extraction failures;

• Powering failures of the normal conducting and superconducting circuits;

• Effects of magnet protection elements on the beam;

• Effects of failures in the RF systems on the stored beam;

• Effects of failures in the wide band feedback system on the stored beam;

• Beam dust interactions;

• Fast beam instabilities;

• etc.

The time structure and the criticality for each failure case has to be studied. Based on the
outcome of these studies, mandatory reaction times of the machine protection system will
be derived and the architecture of the machine protection system can be defined.

Several topics are immediately apparent. Each will be dealt with in turn in the following
sections.

3



2.1 Lower Limit on Reaction Time

In the LHC, the shortest possible time between detection of a critical fault through the
machine protection system and the safe extraction of the two beams is about three turns,
or ∼ 270µs. The observed sudden beam losses in SuperKEKB [31] indicate that reaction
times of three turns, which would translate in the case of FCC-ee to ∼ 910µs, will not be
sufficient. Therefore, the source of the sudden beam losses in SuperKEKB has to be identified
and mitigation scenarios developed for the FCC-ee. At the same time, new technologies for
the fast transmission of beam dump and interlocking requests using novel fast interlock
channels with transmission times in the microsecond range must be studied and developed.

2.2 Beam Loss Detection

In the FCC-ee, beam loss detection is especially challenging due to the high levels of syn-
chrotron radiation emitted by the beams. Therefore, the radiation field due to synchrotron
emissions as well as beam losses must be studied. Beam loss monitors that can distinguish
the different sources of radiation can then be developed, and their time response optimised
to the levels required for machine protection.

2.3 Beam Dust Interaction

The interaction of dust particles with the circulating beam has been observed in many accel-
erators since the early 1960s [53]. In the LHC, beam-dust interactions have had an important
impact on machine availability and caused tens of quenches [35]. Similarly, SuperKEKB ex-
perienced a significant amount of dust-related beam aborts [59] and developed mitigation
methods, for example a specialised knocking device to dislodge dust particles from the top
of the vacuum chamber. The dynamics of dust movement in the beam pipe and following
beam-dust interaction has been studied in detail for the LHC [36, 7] and is well understood.
These studies must be extended to lepton colliders like the FCC-ee. Simulation models
for lepton accelerators should be benchmarked with the observed beam-dust interactions at
SuperKEKB. This will allow their effect on protection, performance and availability to be
evaluated for the FCC-ee. Up to now, understanding of dust particle charging, release and
migration mechanisms in the vacuum system of particle accelerators is very limited. These
mechanisms are key to mitigation of their detrimental effect on machine performance and
damage potential, and must be studied with high priority.

2.4 Fast Beam Instabilities

While the stored beam energy in the FCC-ee is lower than the LHC, its beam brightness
is much higher. As a result, even 2% of the beam intensity is expected to exceed the
material limit of the most robust absorbers, such as graphite or reinforced carbon, currently
used in high energy colliders [22]. In the event of a fast failure, interaction of the stored
beam with protection absorbers, collimators and other accelerator equipment could be highly
destructive. In such cases, hydrodynamic tunneling has been studied for the LHC and the
FCC-hh in detail [57, 10, 11, 42]. Similar studies must be performed for FCC-ee failure cases
as well as failures beyond design.

4



2.5 Quench Protection

The final focusing quadrupoles around the four experiments of the FCC-ee will be supercon-
ducting. Therefore, the impact of fast beam losses into these magnets has to be carefully
studied and compared to cases in LHC and HL-LHC [49, 48, 62, 61, 27, 26, 5]. The quench
protection system for these circuits may be an important source of fast failures, as has been
observed for the HL-LHC [28]. The impact of the quench protection system on the circu-
lating beam needs to be carefully studied and mitigations implemented during the design of
the magnet system and its protection.

The circuits of the final focusing magnets may require radiation tolerant cold by-pass
diodes as part of their protection system. These diodes have to be developed together with
industry and their radiation tolerance experimentally validated, as performed for those in
the LHC main dipole and quadrupole circuits [18, 17, 16] and for the triplet circuits of the
HL-LHC [63, 61].

3 Availability

The FCC-ee schedule has 185 days allocated to physics each year, of which a minimum per-
cent must be spent at nominal parameters if integrated luminosity goals are to be reached.
Availability is the proportion of these physics days where the machine cannot deliver beam.
Accounting for phases of operation where no luminosity is produced (e.g. set up, fill, ad-
justments, etc.), the FCC-ee Conceptual Design Report [1, p. 377] sets the minimum global
availability requirement at 80%.

For comparison, the Large Hadron Collider (LHC) was available for 77% of the physics
production in Run 2, 2016-2018 [13]. The additional challenges in maintaining the FCC-ee,
like its size, complexity and ambitious technical objectives, make availability a significant
risk to its physics deliverables.

This chapter considers how to account for availability in the FCC-ee. This begins by
breaking the accelerator down into its main constituent systems. Three steps are then pro-
posed: (I) Coarsely define reasonable availability targets scaled to the complexity of delivery.
(II) Establish the projected availability based on existing designs and similar systems. (III)
If the latter is insufficient, study how this can be improved. These are presented in Sec-
tions 3.1-3.3.

3.1 Coarsely define availability targets

To talk sensibly about availability, we must have reasonable goals in mind for what is accept-
able. The global 80% requirement corresponds to a specific amount of down time each year,
to which each constituent system contributes. The “complexity” of availability assurance
varies between systems, and respective targets may be scaled accordingly. This section seeks
to systematically quantify this complexity.

The global minimum A = 80% is divided between systems i = 1, ..., N (Radio Frequency,
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(a) FCC-ee required availability to achieve the global
minimum 80%.

(b) LHC measured availability in Run 2, 2016-2018, to
achieve the global outcome of 77%.

Figure 1: Accelerator availability by system

Power Converters, Injector Complex, etc.) via complexity ci

Ai = Aci , where A =
N∏
i=1

Ai (1)

This ci is assessed heuristically via six metrics, with score 1-10 relative to all other systems:

1. Repair Time: The average time for system repair. Includes identification, diagnostics,
access, repair and recovery. In the FCC, it may also include a 45 minute drive.

2. Criticality: The fraction of system interlocks that can block the beam; as opposed to
those that produce warning flags or that can be compensated elsewhere.

3. Intricacy: The number of complexly interacting parts. This distinguishes complex
systems contained to a small number of units from those with numerous occurrences.

4. Technical Maturity: From “largely theoretical and unsubstantiated” to “could buy it
off the shelf”, how new is the system’s enabling technology?

5. Performance Time: The fraction of time the system needs to function. Ceteris paribus,
a system required all year causes more unavailability than a system required one day.
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6. Environment: The severity of radiation conditions in which the system operates.

The processing of these scores to produce ci, Ai is adequately treated in a separate report
[29], as well as studies on the Compact Linear Collider (CLIC) [51, 52] and FCC-hh [6], so
will not be repeated here. In summary, the Bracha method [56] is used as technical maturity
is deemed to be dominant. The DEMATEL procedure [55] is then applied, which weights
each system according to the net probability of it causing child faults in other systems. For
this, the relation matrix was constructed from LHC data [13] with liability gauged by the
number of child faults beneath each system and vulnerability by the parent faults above.

The six metrics were assessed via interviews and aggregated scores from twenty-one
accelerator experts with a wide (“generalist”) profile and diverse backgrounds from R&D to
Operation. The result is a collective opinion from CERN’s intellectual body that balances a
broad range of visions for the FCC-ee and mediates between disputed or unsettled specifics.
Results are shown in Fig. 1 and compared with achieved performance in the LHC in Run
2, 2016-2018. The size of each slice represents the unavailability (1 − ai) allowed in the
respective system.

The accelerating Radio Frequency (RF) and Top-Up Booster Ring were consistently
viewed as most complex with regards to availability assurance, and therefore given the lowest
availability requirements. In the Injection Systems, tolerances in orbit, kicker and septum
fields must be designed to give tolerable background noise that allows for data taking in
the experiments during injection [30]. The Electrical Network is responsible for many child
faults caused by trips and glitches in the incoming supply [44]. Vacuum systems, while quasi-
routine in the LHC, encounter complications at the FCC-ee interaction region and machine
detector interface where there is synchrotron light at highest power and critical energy [30].

Some systems drop in rankings. Cryogenics is less complex in the FCC-ee since magnets
are mostly warm. Power converters appear unusually low - this is explained by top-up
injection. Since the main collider rings operate at constant energy, their converters contend
with a small range of power and are comparatively straightforward [60]. The complexity is
instead transferred to the top-up booster, where ramping requires large power fluctuations
in short timescales.

3.2 Establish availability projections (RF system)

With goals defined, the distance to these goals must be ascertained. For each system in
Fig. 1a, the projected availability must be assessed by scaling performance in comparable
accelerators to existing designs. By comparing target and projected values, an overall feas-
ibility assessment of availability in the FCC-ee is produced.

Projected availability is studied in Monte Carlo simulation using the AvailSim4 [14]
framework, a discrete event tool developed in-house at CERN for analysing availability and
reliability in complex systems. The simulation consists of six operation phases, shown in
Fig. 2, according to the top-up injection fill cycle:

1. Set Up: Magnets are cycled, RF units are set and equipment is prepared for injection,
10 minutes.

2. Fill: Bunches are injected into the main colliding rings via the injector complex, in-
cluding the top-up booster, 5 minutes.
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Figure 2: Monte Carlo model for FCC-ee fill cycle

3. Adjust: Final adjustments are made to equipment and beam in preparation for colli-
sions, 10 minutes.

4. Physics + Top-Up: Collisions begin and luminosity is produced. With top-up injection,
this continues until equipment failure.

5. Burn Off: If the injector complex fails, the main colliding beams can be maintained
with decaying luminosity for approximately 60 minutes, after which the accelerator
goes down for repair.

6. Down for Repair: If the main colliding rings fail in any phase, or any system fails
during initialisation (phases 1-3), the accelerator is stopped for repair.

The accelerator moves through each of these phases by default according to the blue arrows.
Faults and failures may occur in any phase except Down for Repair. On failure, the default
phase sequence is interrupted according to the red (main ring) and orange (injector complex)
arrows. Following failure, a repair process restores the default phase sequence according to
the green arrows. The default times indicated in each phase are reasoned from the LEP
operation cycle [12] and research in [46].

Projected availability must be assessed individually for each system. Until this is expli-
citly modelled, the availability in Fig. 1a is assumed. By replacing target with projected
availability, this Monte Carlo approach permits holistic assessment of the overall accelerator
performance.

Projection has begun with the RF system, since it is evaluated as one of the most
complex systems for availability assurance in the FCC-ee. The configuration for each energy
mode (Z,W,H and tt̄) is summarised in Tab. 1 [50]. All superconducting accelerating RF
cavities will be horizontally tested to a margin 10% above their nominal voltage. Therefore,
theoretically, nominal beam energy can be preserved if no more than 10% of the cavities are
unavailable. Practically, this is feasible only for the H and tt̄ modes, where the beam current
is relatively low. In Z and W , the level of beam loading is such that a tripped cavity must
dump the beam to prevent further damage to equipment. For the purposes of availability,
there are two models: In (Z,W ) there is 0% redundancy and in (H, tt̄) there is 10%.
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Energy Mode Z W H tt̄
45.6 GeV 80 GeV 120 GeV 182.5 GeV

main∗ booster main∗ booster main† booster main† booster

Voltage (MV) 80 140 1050 1050 2100 2100 9200‡ 11300
Cavity voltage (MV) 1.43 5.83 7.95 18.75 7.95 18.75 18.85 18.83
Gradient (MV/m) 3.81 6.23 10.61 20.01 10.61 20.01 20.12 20.10
Beam current (mA) 1280 128 135 13.5 53.4 3 10 0.5
# Cells / cavity 1 5 2 5 2 5 5 5
# Cavities 56 24 132 56 264 112 752‡ 600

Table 1: RF configurations in FCC-ee [50]
∗Per beam; †Both beams; ‡Includes cavities from H mode

RF faults and resulting repair times are modelled probabilistically. RF faults are categor-
ised in two types: Short Faults are reparable via remote reset; Long Faults require human
intervention and cannot be repaired while the beam is running. For example, a booster
cavity can be repaired in Burn Off only if the fault is Short. Note that a fault is not the
same as failure. In (H, tt̄), a Short fault can be repaired without changing phase provided
the total number of tripped cavities does not exceed 10%. However, if the fault is Long,
repair must wait until the accelerator is Down for Repair.

Key simulation inputs are the four probability distributions governing occurrences and
repair times for Short and Long Faults. These are fitted to LHC run time data [13], where a
45 minute drive is added to the Long Fault repair time to accommodate the longer distances
a technician would have to drive to repair the FCC-ee. The four distributions describe faults
in a single cavity, so exposure to RF trips rises with the number of cavities in each mode.

The simulation is a projection of the FCC-ee if the reliability and repair time per RF
circuit stay as they are in the LHC. Each energy mode was simulated through 100 years of
operation, with results shown in Fig. 3 (assuming every system apart from the RF achieves
its availability target defined in Fig. 1a). The drop in availability from Z to W is explained
by the greater number of cavities and therefore greater exposure to RF faults. While the
number of cavities also increases through (H, tt̄), the 10% voltage redundancy in these modes
keeps availability above the 80% global requirement for all systems.

Clearly, projections for the (Z,W ) modes are inadequate. In W , the availability of the
RF system alone brings global availability to 61%. Granted, these projections are modelled
from the LHC, which is a significantly different machine. But little consolation is found
in other systems: The KEK-B superconducting cavities were more similar to the (Z,W )
configuration, with beam current 1400 mA and 6 MV/m accelerating gradient. These saw
five times the trip rate per cavity of the LHC, until they dropped the beam current by 30%
in 2007 [3, 41].

3.3 How can we do better?

Evidently, a solution must be found for RF availability in the Z and W modes. This section
discusses and analyses five possible answers.
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Figure 3: Projected availability of the FCC-ee based on LHC experience in the RF system
(assuming all other systems meet targets in Fig. 1a). In Z and W modes, no redundancy is
possible as the level of beam loading will require beam dump on any cavity trip. The hashed
bars show projected performance if a solution for 10% redundancy can be found.

(1) Ferroelectric Fast Reactive Tuning: Current projections in the (Z,W ) modes assume
that beam dump is required on any cavity trip. However, cavities at all energy modes in
the FCC-ee will be horizontally tested with the same 10% voltage margin. Therefore, if
the beam dump requirement can be relaxed, the same redundancy seen in (H, tt̄) could be
emulated. Practically, this is possible if the tripped cavity can be rapidly detuned before
significant damage is inflicted on the circuit. A candidate technology for this is ferroelectric
fast reactive tuning with response time in the order of 4µs [34]. The technical feasibility of
this solution still requires research; but projections, illustrated by hashed bars in Fig. 3, show
that the ability to preserve the beam on a cavity trip would adequately meet availability
requirements in the Z and W modes.

(2) RF Circuit Reliability: If a solution to preserve the beam after a cavity trip cannot be
found, a radical departure from the LHC paradigm is required. The most obvious solution
is to make the hardware more reliable. Analysis of the Super Proton Synchrotron (SPS)
RF system in [24] showed significant availability gain by exploiting the natural redundancy
in solid state power amplifiers. This experience is mirrored by implementations at SOLEIL
[39, 40] and ESRF [32]. At the current state-of-the-art, the constraint is the volume required
per kW, which is significantly greater than traditional vacuum tubes. Broadly speaking,
the challenge is to find opportunities that do not significantly alter the footprint and/or
complexity of the RF system overall. The key metric here is the Mean Time Between
Failures (MTBF) per RF circuit, quantified for illustration (see Fig. 4,5) in multiples of the
LHC equivalent value.
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(a) Z mode (b) W mode

Figure 4: FCC-ee availability projections with increments in drive time, robot maintenance and RF
hardware reliability.

(3) Drive Time: To drive the diameter of the FCC ring will take 45 minutes or more
depending on traffic. This is a significant time penalty, incurred every time a human is
required to make a repair. Technologically simple solutions exist to reduce this: Teams of
technicians could be distributed around the ring, or even transported by helicopter. These
solutions are constrained by feasibility from a logistics and budget perspective, but would
require little Research and Development (R&D) work to implement. A reduction in drive
time is simulated by adjusting the time penalty applied in the event of Long Faults (i.e.
those that require human repair).

(4) Robot Maintenance: With enhanced and targeted R&D, many visions are possible.
One is to design the FCC-ee like it is to operate in outer space, i.e. with no human intervention
during its 15+ year operation cycle. In this case, robots must replace human technicians in
the event of faults. This is a topic for which there is significant progress [19]. If more faults
were reparable without human intervention, not only would the drive time be eliminated but
also more repairs could be achieved while the beam is running. This solution is modelled by
the ratio of Short:Long faults (currently 60:40 for the LHC RF system [13]).

(5) Fault Prediction: Finally, opportunities exist in the exciting research space of fault
prediction, condition-based maintenance and digital twins: With sensor readings fed into a
live simulation, the health of active components can be understood in real time, delivering
advanced warning of deterioration and/or upcoming faults. At the next technical stop, a
team can be ready with all the necessary parts, tools and skills to quickly make the repair
without any disruption to the operation schedule at all. The ability to pre-emptively replace
components in response to a change in asset health also prevents the consequences of faults
occurring, i.e. child faults in other systems and collateral damage. Techniques to achieve
fault prognosis and predictive/prescriptive maintenance form part of an active and vibrant

11



(a) Z mode (b) W mode

Figure 5: FCC-ee availability projections with increments in fault prediction and RF hardware reli-
ability.

research field. They generally fall into two categories: Physics-Based and Data-Driven mod-
els. Physics-based models, e.g. [47, 33, 21], derive a specific mathematical formulation for
each intended purpose using well understood physical concepts. This form of analysis is
highly mature; however, the various required assumptions and approximations often lead to
a significant amount of physics being ignored. Data-driven models, e.g. [45, 25, 20, 23, 15, 58],
include black box and machine learning techniques. These can describe both known and un-
known physics by constructing nonlinear statistical representations of inputs and outputs;
however, they are brittle to the quality and volume of their training dataset. Fault prediction
models are generally time consuming and costly to develop, therefore it is assumed these will
only be implemented for serious faults - i.e. human-repair faults starting with the longest
repair times. This solution is quantified by the percentage of Long Faults that are correctly
predicted and avoided.

Availability projections for the FCC-ee with increments in solutions (2)-(4) are shown
in Fig. 4. With a pure hardware reliability approach, a seven- and fifteen-fold improvement
in LHC RF circuit MTBF is required for the Z and W modes, respectively, if acceptable
availability is to be achieved. Robot maintenance and drive time have the potential to bring
this goal-post closer by no more than 30%.

Availability projections for fault prediction are shown Fig. 5. Here, the relation is almost
linear such that 90% fault prediction eliminates the need to improve reliability in the Z
mode, and reduces to three-fold requirement in W .
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4 Conclusion and Outlook

Machine protection and availability are vital considerations from the outset of the design
stage in the FCC-ee. This paper presents the current status and outlook for analysis as well
as research and development (R&D) in both fields.

4.1 Machine Protection

Machine protection will play an important role to ensure a safe and efficient exploitation
of the FCC-ee. Various important topics are discussed. However, detailed studies on fail-
ure cases and protection hardware must be performed to ensure an adequate design of the
machine protection system.

4.2 Availability

Availability is a significant risk to physics targets in the FCC-ee. A design according to
the LHC archetype is unlikely to achieve integrated luminosity goals, and a groundbreaking
transformation in operation and maintenance paradigm is required. This chapter decon-
structs availability in the FCC-ee and discusses relevant assurance solutions.

The problem is tackled system by system, for which a three step approach is demon-
strated: (I) Coarse availability requirements are defined. (II) Projected availability is estab-
lished. (III) Where the latter is insufficient, solutions are proposed.

In Step (I), a heuristic methodology is presented to scale availability requirements ac-
cording to their complexity. For the first time, this quantifies availability requirements for
each top-level system in the FCC-ee. The contributions of this are twofold: First, it provides
a benchmark for each system to assess the combined severity of the FCC-ee availability chal-
lenge. Second, the methodology provides a platform to translate changes in one system’s
availability to that of the FCC-ee overall. This is essential as system designs develop and new
data emerges, and is applicable to many future availability studies such as budget allocation
and performance/cost optimisation.

In Step (II), projected availability of the RF is established assuming LHC performance
as prototype. Results show that while forecasts for H and tt̄ are acceptable, those for Z and
W modes are highly inadequate. The key difference lies in the ability to preserve the beam
if 10% of cavities trip in (H, tt̄), which is not possible in (Z,W ). A solution must be found.

In Step (III), solutions to the availability challenge are discussed. If a technique can
be found to avoid beam dump on cavity trip in the (Z,W ) modes, the resulting redund-
ancy would deliver acceptable availability, assuming LHC reliability and repair times can be
maintained. Candidate technologies for this are available, and research must be conducted
to establish their feasibility. If beam dump cannot be avoided, a fifteen-fold improvement in
the reliability per cavity circuit is required in the W mode. However, this requirement can
be significantly reduced by exploiting R&D opportunities on the intervention side. Reducing
the drive time associated with human-repair faults, and increasing the proportion of faults
that are reparable during active beam by robot maintenance, can reduce the requirement
by no more than 30%. Meanwhile, the scope for fault prediction is vast and, if properly
exploited, this research space could deliver game-changing advantage.
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The near term research outlook is to assess the feasibility of rapid cavity detuning in effort
to exploit redundancy in the (Z,W ) modes. Meanwhile, a break down of historical faults
in the LHC RF system will be conducted to identify opportunities for hardware redundancy
and fault prediction. In the longer term, steps (II) and (III) shall be repeated for all the
other systems in Fig. 1a to ensure that availability is adequately considered in the FCC-ee
design process and its risk is eliminated towards integrated luminosity targets.
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