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Abstract

The report reviews the activities and achievements of the Collaboration from July 2022 to October 2023.
An overview of the 2022 data-taking is presented. The results and ongoing analysis of the data collected in
2022 and previous years are discussed.
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2 1 INTRODUCTION

1 Introduction
The report describes the progress in the analysis of COMPASS data for both hadron spectroscopy and the struc-
ture of the nucleon in the period from July 2022 to October 2023. It illustrates the status of the various analyses
and the main results. The report contains a section dedicated to the summary of the COMPASS apparatus
performance during the physics Run of 2022 with polarised muons and transversely polarised deuteron target.

In section 2, the analysis of peripheral hadron-beam scattering data is presented and the rich results coming
from the studies of diffractive dissociation reactions are discussed. In Primakoff reactions, various final states
are being investigated: quasi-elastic Compton scattering, single and double π0 production, π+ π− production,
etc. Currently, the main focus lies on the study of single π0 production. In diffractive dissociation reactions, the
study of excited meson resonances produced progressed by applying sophisticated partial-wave analysis (PWA)
techniques to decompose the coherent superposition of amplitudes and to determine the strength and phase of
the contributing partial waves. In addition, novel analysis techniques are developed utilizing the unprecedented
precision of the COMPASS data. Currently, we are focused on searches for the spin-exotic π1(1600) in various
final states such as b1(1235)π, f1(1285)π, η(′)π, and K−K0

SK
0
S . This is complemented by exploring the

strange-meson spectrum in kaon diffraction into the K−π−π+ final state.
The nucleon structure studies are described in Sections 3–5. The analyses of exclusive meson production

channels from the 2012 data have been finalized: results for ρ0 Spin Density Matrix Elements (SDME) have
recently been published [1]. The analyses of the data collected in 2016–2017 with the muon beam and a 2.5 m
long liquid H2 target progressed significantly. The data have been re-processed with several improvements
(updated calibrations, fixed alignment problems, etc.). On the Monte-Carlo side, several adjustments have been
made to the event generators (HEPGen++, DJANGOH), which lead to improvements in the exclusive analyses
(π0, DVCS) and an improved description of radiative processes (evaluation of radiative corrections). All 2016
analyses (DVCS and exclusive π0, φ and J/ψ channel studies) have been redone with newly processed data.
A significant progress has been achieved for the Deeply Virtual Compton Scattering (DVCS) data analysis.
The results are now close to a final shape and the 2016 analysis is planned to be accomplished soon and
prepared for a publication. The exclusive π0 production cross section studies have been finalised and released.
Some systematic tests are still ongoing, but the preparations for the paper drafting have already been started.
The extraction of the SDMEs for exclusive φ production is progressing, as well as the exploratory study for
exclusive J/ψ-production cross section measurement (potentially also the SDME extraction). In the meantime,
a global alignment quality test has been launched for 2017 data. Several issues have been identified and are now
being addressed. The data is being prepared for future re-processing, e.g. we are now checking final ECAL and
RICH calibrations.

We have concluded the analysis of charged pion and kaon multiplicities from the 2016 data. The main
missing piece for this analysis was the accounting for radiative effects, which was recently accomplished. The
results are now being prepared for a publication. The TMD analysis of the large sample of SIDIS events
collected during 2016 is also advancing: the study of single-hadron unpolarized azimuthal asymmetries and
hadron transverse momentum distributions has been extended to the entire 2016 sample. The results have
been corrected for radiative effects. The systematic studies are still ongoing, but both asymmetry and hadron
transverse momentum distribution analyses are close to the accomplishment.

Our results on transverse-spin-dependent azimuthal asymmetries of pion and kaon pairs produced in
muon-proton and muon-deuteron semi-inclusive deep inelastic scattering and Collins and Sivers transverse-
spin asymmetries in inclusive muoproduction of ρ0 mesons have recently been published [2], [3]. Several
studies for the transverse-spin dependent effects carried out on the 2010 proton sample, have been postponed.
They will be accomplished in parallel with analogous analyses of freshly collected 2022 deuteron data. This
concerns the study of unpolarized azimuthal asymmetries in hadron pair production, the same-charge dihadron
Collins-like and Sivers-like transverse spin dependent asymmetries, the multi-D transverse-spin asymmetries,
and the extraction of the gp

2 structure function.
In section 4 we present the progress in the analysis of the COMPASS Drell–Yan (DY) data collected in

2015 and in 2018. Our study dedicated to the double J/ψ production in pion-nucleon interactions has recently
been published [4]. The paper draft with final results on transverse spin asymmetries in Drell–Yan process is in a
final drafting stage and will be submitted to PRL in the course of 2023. The preliminary results of an analogous
study carried out for the J/ψ mass range have been released. Obtained J/ψ transverse spin asymmetries were
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found to be small and compatible with zero. These results are expected to shed light on charmonia production
mechanisms and possibly also gluon TMD PDFs. The cross-section extractions being carried out both for the
Drell–Yan and J/ψ production channels have been accomplished and preliminary results have been released.
Both analyses had a significant progress thanks to improvements in the Monte Carlo description of the setup
and experimental conditions (detector and trigger efficiencies), and other technical aspects, such as revisiting
the event selection criteria and systematic studies.

The analysis of the fresh 2022 data collected last year with longitudinally polarized 160 GeV/c muon
beam and transversely polarized deuteron (6LiD) target is in full swing. Several analysis activities have started
already during the data taking (e.g. detector stability analyses, detector alignment, data quality tests). One of
the key elements, the alignment campaign progressed fast and allowed us to perform twice the full processing
of the entire 2022 sample, including all 10 periods (coupled weeks of data-taking). The processed data from the
second production was considered to be good enough for asymmetry extraction analysis. All technical aspects
of the analysis have been carefully addressed including: event selection procedure and requirements, thorough
data quality and data stability tests, dilution factor evaluation, obtaining the target polarization values for all
periods. The Collins and Sivers asymmetries have been extracted along with other transverse spin asymmetries.
In the current stage of the analysis we focus on a detailed study of the Collins and Sivers terms. The extraction
has been performed for different kinematic dependencies and ranges. The asymmetries have been scrutinized
for systematic effects and possible biases. No critical issues have been identified, and the obtained results
were considered as trustful. A tremendous work has been performed, leading to a first release of preliminary
results for the Collins and Sivers asymmetries from about a half of the 2022 data sample. First extractions have
also been performed for the dihadron Collins-like asymmetries. The results obtained for Collins and Sivers
asymmetries look very promising, in particular clear indications for a small, non-zero effect has been observed
for the Collins case at relatively large x-Bjorken range for both single-hadron and dihadron channels. The single
hadron results for Collins and Sivers asymmetries have been presented at SPIN conference and dedicated paper
drafting has already been started.

The main ongoing analyses and their status are summarized in the Table 1 and Table 2. The status the
COMPASS spectrometer during the 2022 data taking is described in section 6. During the commissioning phase
in 2022, the COMPASS spectrometer and target systems preparations progressed according to the original
schedule. The commissioning of the detectors was accomplished in time and the physics data taking took
place according to the schedule (from June 07 to November 09, about 150 days). The spectrometer performed
stably during the Run, demonstrating overall 90% efficiency. No critical problems that could potentially harm
physics results occurred during the data taking. The beam delivery by the accelerator complex was also stable
with overall efficiency of about 73%. The total number of protons delivered on T6 production target reached
5.95 × 1018, which amounts to 98% of the request. The last COMPASS data-taking performed in 2022 was
highly successful.
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Table 1: Summary of the results presented in the report.

Channel Status Details

Hadron data

Chiral anomaly and radiative
width of ρ(770) in π−γ → π−π0 update

determine systematic uncertainties
improve background subtraction

Study ambiguities in PWA new
mathematical ambiguities in PWA
of final states with two pseudoscalars

Technical advances for the
3πγγ final state and beyond

update
reconstruction with improved ECAL calibration
and improvements in detector simulation

Study of isovector resonances
in π− p→ K−K0

SK
0
S p

update event selection finished

Development of novel methods
for partial-wave analyses

new
impose continuity and regularization
in PWA based on information-field theory

PWA of π− p→ π−π0ω p update
partial-wave decomposition
yielding potential π1(1600) signal

Study strange mesons
in K− p→ K−π−π+ p

update
analysis finalized including measurement of
11 strange mesons, starting paper drafting

Study of exclusive reactions with 2012 data

SDME for exclusive ρ final EPJC (2023) 83 924

Study of exclusive reactions with 2016 data

DVCS cross section and t-slope update
new production of 2016 data
significant progress in the analysis

π0 cross section t and φ dependence final
preliminary results, new 2016 data production,
finalizing systematics, starting paper drafting

J/ψ cross section update
full 2016-2017 data processed, event selection,
exploratory analysis (SDMEs)

SDME for exclusive φ update
results with improved production of 2016 data
cross-check of SDMEs

Study of exclusive reactions with 2017 data

DVCS and exclusive π0 new
verifying the alignment quality,
several issues identified, work in progress

Hadron multiplicities with 2016 data

hadron, pion and kaon multiplicities final
preliminary 2016 results released, paper drafting,
new radiative corrections applied

p̄/p and K−/K+ multiplicity ratios final
preliminary 2016 results released, paper drafting,
new radiative corrections applied
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Table 2: Summary of the results presented in the report.

Channel Status Details
Transverse spin and TMD analyses in SIDIS

Collins and Sivers asymmetries (2022 data) new
2022 data analysis in full swing,
preliminary results released (50% of the data),
paper drafting started

Dihadron Collins-like asymmetries (2022 data) new first look, exploratory analysis

MultiD analysis of transverse spin asymmetries postponed to be resumed with a parallel 2022 analysis
(proton 2010 data)

Inclusive ρ0 Collins and Sivers asymmetries,
(proton 2010 data)

final PLB 843 (2023) 137950

Measurement of gp
2 (SIDIS 2010 data) postponed to be resumed with a parallel 2022 analysis

Transverse and longitudinal spin asymmetries
(proton 2007, 2010 and 2011 data)

ongoing
study of systematic effects and models,
paper drafting

Dihadron transverse spin asymmetries with PID
(proton 2010 and deuteron 2002-2004 data)

final PLB 845 (2023) 138155

Dihadron Collins and Sivers asymmetries
h+h+ and h−h−, (proton 2010 data)

postponed to be resumed with a parallel 2022 analysis

Unpolarised azimuthal asymmetries
(proton 2016/17 data)

update
new radiative corrections applied, systematics
new improved production of 2016 data

Dihadron unpolarized azimuthal asymmetries
h+h−, h+h+ and h−h−, (proton 2016/17 data)

postponed to be resumed with a parallel 2022 analysis

PT distributions in SIDIS on unpolarised
proton data (2016/17)

update
new radiative corrections, systematics
new improved production of 2016 data

Drell–Yan and Charmonium analyses

Drell–Yan transverse spin asymmetries
final results (2015+2018 data)

final
final drafting stage of the paper,
enlarged mass range, submission in 2023

Transverse spin asymmetries in J/ψ mass range update
preliminary results released,
first ever measurement, interest from theorists

Drell–Yan unpolarized azimuthal asymmetries
(Drell-Yan 2018 data)

ongoing study of systematic effects

Double J/ψ production cross section final PLB 838 (2023) 137702

Drell–Yan cross section and nuclear effects update
preliminary results released, paper project
systematics, interest from theorists

Unpolarized asymmetries in J/ψ production ongoing study of systematic effects

J/ψ cross section ratio: Al/W
(Drell-Yan 2018 data)

update
preliminary results released
study of systematic effects

Beam PID analysis (CEDARs) ongoing neural network studies
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2 General status of Primakoff and spectroscopy data analyses
2.1 Photon-pion interactions in peripheral pion-nucleus scattering
In 2009, we collected data using a pion beam and a Nickel target to investigate π−-photon scattering via the
Primakoff processes. In these processes, the pion beam scatters off quasi-real photons originating from the
Coulomb field of the nuclear target. Such processes lead to the production of final states such as π−γ, π−π0,
π−π0π0, and others. Our current emphasis is on the π−π0 final state, which offers insights into the chiral
anomaly and the F3π constant. Historically, the value of F3π was derived by measuring the cross-section of
events near the kinematic threshold in M

π
−
π

0 , where the chiral anomaly’s contribution is predominant. This
method utilized only a fraction of the available data and had limited control over systematics arising from
the tail of the ρ(770) meson, resulting in a measurement accuracy of F3π at the 10% level. Our objective
is to employ the dispersive approach proposed by Hoferichter et al. [5], which allows for the use of data up
to M

π
−
π

0 = 1 GeV/c2, encompassing the ρ(770) resonance peak. This method not only promises a more
precise measurement of F3π but also facilitates the measurement of the radiative coupling ρ(770)− → π−γ
concurrently [6].

The π−π0 data sample is contaminated with background from diffractive π− + Ni → π−π0π0 + Ni
events. To determine the number of Primakoff-signal events and distinguish them from this background, we
generate a realistic π−π0π0 Monte Carlo sample. This sample is grounded in the results of new a partial-wave
analysis (PWA) of COMPASS π−π0π0 data. We then process this Monte Carlo data through the full detector
simulation and event selection pipeline. With the signal and background profiles derived from the simulation,
we can fit the measured momentum transfer distribution in bins of M

π
−
π

0 , as depicted in Fig. 1a for one
of the bins. This fits yield the count of Primakoff events in each bin, highlighted in red in Fig. 1b. When
we fit the distribution within the dispersive framework, we obtain F3π = 10.3± 0.1(stat)± 0.6(syst)GeV−3

and Γρ→πγ = 76± 1(stat)+10
−8 (syst)keV. The primary contributors to the systematic uncertainty include the

luminosity determination using charged kaon decays into π−π0 and π−π0π0. Additionally, the computation of
the number of Primakoff events in bins of M

π
−
π

0 also cases non-negligible systematic effects. We have also
examined the potential effects of the material map descriptions in the Monte Carlo simulations.

(a) (b)

Fig. 1: In (1a): distribution in squared four-momentum transfer Q2 from the beam pion to the data for mass
bin 0.65 GeV/c2 < M

π
−
π

0 < 0.7 GeV/c2. The red histogram shows the measured distribution. The black his-
togram shows sum of the Primakoff-signal contribution (blue histogram) and the 3π background contributions
(green histogram). The shape of both contributions is determined from simulated data based on the correspond-
ing models. The yield of both distributions is determined from a fit the the measured Q2 distribution. In (1b),
two pion mass spectrum after the background subtraction is show in red. It is overlaid by the fit curve with the
dispersive framework from [5] shown in blue. The mass bin shown in (1a) is highlighted in green.

The next step in our analysis is to minimize the systematic uncertainties, especially those affecting the
value of Γρ→πγ . Improvements in the background modelling and better understanding of luminosity measure-
ments will help to achieve that. Apart from the three-pion background already addressed, we’re delving into
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potential background sources stemming from reactions where the target nucleous is excited. Following the
upcoming publication on the 2009 Primakoff analysis, we plan to analyze an additional data set taken in 2012
to enhance our measurements of F3π and pion polarizabilities.

2.2 Results on diffractive pion and kaon dissociation
The COMPASS collaboration remains at the forefront of hadron spectroscopy, with a renewed emphasis on
the diffractive production of kaons. This research is instrumental in enhancing our understanding of the light-
meson spectrum and identifying supernumerary states. Our primary objective is the exploration of exotic states
that enrich the conventional qq̄ quark model. Notably, the decay channels ωπ−π0 and 3π are under rigorous
analysis, with studies of the former by COMPASS being recently started. Concurrently, we are striving to
complete the SU(3)flavor nonets and investigate the intrinsic ss̄ content of isovector aJ and πJ states using
K−K0

S and K0
SK

0
Sπ
− final states.

Utilizing a 190 GeV/c beam of pions and kaons impinging on a hydrogen target, COMPASS has col-
lected an extensive dataset from diffractive dissociation reactions. These reactions enable studying excita-
tions of the beam particle into transient intermediate resonances, X , which rapidly decay into a observable
final-state hadrons. Two successful data taking years of 2008 and 2009 equipped the analysis team with an
unprecedented sets of diffractive events of various topologies. The newly analysed dataset for the reaction
K− p→ K−π−π+ p surpasses previous benchmarks, being 3.5 times larger than the prior largest sample. Our
dataset for the π−π0ω(782) final state is fourfold that of the BNL E852 experiment. An updated analysis of
the process π− p→ 3π p based on the full data set from 2008 and 2009, ncompassing over 100 million events,
doubles the dataset of the previously published 3π analyses and underscores COMPASS’s capabilities.

The partial wave analysis is the linchpin technique at COMPASS, facilitating decomposition of data and
elucidating hadron interactions’ dynamics. The robust two-step approach, consisting of an angular decompo-
sion and a resonance model fit, is a robust tool for analyzing a variety of channels. For multi-body final states,
such as 3π, ωπ−π0, and K−π+π−, the isobar model becomes essential, postulating sequential two-body de-
cays. The cross section is modeled as the squared magnitude of the coherent sum of decay and transition
amplitudes, with the latter determined by fits to the observed kinematic distribution. For two-body final states,
such as η(′)π and newly studied K0

SK
−, ambiguities related to the partial-wave decomposition complexify the

angular analysis. Understanding of these effect has been advanced recently in the group (see subsection 2.2.1
and in collaboration with theory colleagues [7].

Technological advancements in have been essential, with a shift from Geant3 to the Geant4-based frame-
work for modeling detector effects. New implementation had offered a detailed simulation of the electromag-
netic calorimeter needed for progress on studying reaction with neutral pions and photons. Innovations at
COMPASS analysis technique also include the introduction of novel model-selection methodologies for the
partial-wave decomposition of the K−π−π+ sample (see subsection 2.2.6). The integration of Information
Field Theory into the Partial-Wave Analysis, coupled with machine-learning tools (see subsection 2.2.4), might
revolutionized our approach to partial wave analysis strategy. Preliminary, studies on simulated data have
validated the efficacy of the new method.

2.2.1 Studying ambiguities in the partial-wave decomposition of theK−KS final state
In the diffractive-dissociation reaction π−+ p→ K0

SK
−+ p, the negative beam pion is excited to light-meson

states which possess dominantly JPC = even++ quantum numbers. Additionally, the K0
SK
− final state has

isospin I = 1 and no overall strangeness, which enables us to probe the intrinsic ss̄ content of the isovector aJ
states.

The K0
SK
− final state is a system of two pseudoscalar particles, known to be subject for appearance of

mathematical ambiguities. Partial-wave decomposition models the observed cross-section as a squared linear
combination of Legendre polynomials in the cosin of the scattering angle, with the coefficients being referred
to as transition amplitudes of partial waves. In previous studies [8, 9], it was shown that such an expression can
exhibit discrete ambiguities in the values of these waves. These ambiguities are associated with the unobserved
overall phase of the amplitude. The highest total angular momentum of the wave included in the set determines
the order of the polynomial in the tangent of the scattering angle. Conjugating the roots of the polynomial
doesn’t alter the squared expression, i.e. model intensity that is fitted to data, but it corresponds to a different
set of transition amplitudes.
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We’ve undertaken studies to deepen our grasp of the phenomenon and devise strategies to address it [10].
Initially, we crafted a model for the partial-wave amplitudes that closely mirrors physical amplitudes – contin-
uous across an extensive two-body mass range and exhibiting resonant-like signals. Leveraging this model, we
derived the complete set of ambiguous solutions for the partial-wave amplitudes. This allowed us to discern
their shape, continuity, and differentiate them from the physical model. Our observations revealed that these
ambiguities can yield amplitude distributions markedly deviating from the initial model. Such deviations might
enable us to filter out ”unphysical” solutions, especially if resonant-like structures emerge at unexpected masses.
In addition, we noted that the amplitude of the highest-spin partial wave remains the same for all ambiguity
classes. Subsequently, we generated Monte Carlo data based on the amplitude model and executed a partial-
wave decomposition of this data. This was aimed at exploring a scenario where partial-wave amplitudes are
inferred from finite data sets. The decomposition outcomes largely align with the computed solutions, though
statistical variations do emerge, affecting aspects like the number of solutions discerned by the decomposition.

In the case of the K0
SK
− system, we’ve pinpointed a method that effectively curtails the ambiguities.

By excluding the partial waves with an odd spin—which are anticipated to be suppressed—from the partial-
wave model, the ambiguous solutions are essentially eradicated. This verification facilitates the differentiation
between the physical and ambiguous solutions within the complete wave set.

2.2.2 Technical advances for the 3πγγ final state and beyond
Over the past year, we’ve been transitioning to a new detector description based on Geant4. This shift brings
numerous enhancements, notably a fine-detail modelling of the electromagnetic calorimeter, a feature absent
in the previously utilized GEANT3 framework. The TGEANT framework, originally designed for simulating
data structure program of COMPASS experiment, required significant updates to cater to the experimental setup
of the spectroscopy program. We’ve incorporated a description of the hydrogen target, integrated elements of
the hadron trigger, and made substantial improvements to the recoil proton detector’s implementation. The
electromagnetic calorimeter module, of the shashlik type, has been detailed further to align with observed event
characteristics. This updated module showcases spiraling scintillating fibers and a layered lead-scintillator
structure. Impressively, despite these intricate details, we’ve managed to maintain minimal run time per event,
thanks to discovered optimizations.

Currently, a large-scale Monte Carlo production with TGEANT is underway, which will be pivotal for
the partial wave analysis of the ηπ, f1π, and KsKsπ final states [11]. This revamped description has been
instrumental in identify specific artifacts in the hadron data, linking them to features in the detector design. For
example, long term mystery of efficiency drop in the recoil proton distribution is finally explained by calibration
connectors mounted to the scintillator slabs of the recoil proton detector.

Beyond the Monte Carlo description, strides have been made in refining the calibration and selection
processes, particularly concerning the recoil proton detector. We’ve improved the time calibration of the pho-
tomultipliers by utilizing elastic scattering events. By reconstructing the scattered pion with the COMPASS
spectrometer, we’ve been able to gauge the measurements of the recoil proton detector against it. This method
has enabled us to derive run-dependent calibrations with remarkable precision. As a result, our analysis can
now accommodate events with multiple reconstructed recoil proton tracks, provided all but one are outside the
geometrical acceptance of the recoil proton slabs. As the result, we increased the signal efficiency and purity
for events with a observed proton track, leading to an approximate 10% surge in selected events for the ηπ−

final state.
Moreover, we performed a new reconstruction of the raw data from the years 2008 and 2009. One of the

major improvements of this new data production is an updated calibration of the ECAL energy reconstruction.
This yielded a better time stability of the ECAL performance as well as an enhanced energy resolution. The
analysis of the π−K0

SK
0
S final state (see section 2.2.3) is the first analysis that is based on the new data produc-

tion. Furthermore, especially, upcoming analysis of final states such as 3πγγ will significantly profit from the
improved ECAL resolution.

2.2.3 π−K0
SK

0
S final state

The π−K0
SK

0
S final state contains information on the aJ and πJ resonances similar to the π−π−π+ final state.

However, the production threshold is higher, which gives enhanced access to higher radial excitations, while the
ground states are kinematically suppressed. Besides of ordinary mesons, the enigmatic a1(1420) signal [12]
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interpreted as a rescattering effect [13] is expected to show up, as well as the spin-exotic hybrid candidate,
the π1(1600) in the predicted but yet unobserved K∗K̄ decay channel. Additionally, the involved two-body
resonances (isobars) are different to those seen in the 3π analysis [14], allowing one to study ss̄ coupling of
the πJ and aJ states. The event selection of diffractively produced π−K0

SK
0
S systems resulted in ∼ 240 000

candidates. To reduce background contributions from the 5π final states, a significance study on the optimal
separation of the decay vertex K0

S → π+π− of the comparably long-lived K0
S to the production vertex was

performed. A kinematic fit of the track momenta using the known K0
S mass as constraint has been employed to

improve experimental resolution.
The invariant-mass spectrum of the (K0

SK
0
S) system (Fig. 2a) indicates an increased intensity at threshold

corresponding to the f0(980) isobar, and at ∼ 1.3 GeV/c2 due to the f2(1270). Another peak shows up at
∼ 1.5 GeV/c2 where the f0(1500) and the f ′2(1525) are expected, as well as a shoulder at higher masses hint-
ing to the presence of the f0(1710). As for the π−π−π+ final state at COMPASS, no structure for f0(1370) is
seen. In the (π−KS) subsystem (Fig. 2b), the K∗(892) dominates the distribution as a narrow peak at its nom-
inal mass. One finds an enhancement in the corresponding invariant-mass spectrum at ∼ 1.4 GeV/c2 where
the K∗(1410), the K∗0 (1430) and the K∗2 (1430) are expected. The full three-body invariant-mass spectrum
(Fig. 2c) has a broad peak at 1.75 GeV/c2 and a shoulder at 2.1 GeV/c2. However, as many resonances con-
tribute there, definite conclusion awaits for completion of the partial-wave analysis. Nonetheless, we observe
in the three-body invariant mass region at about 1.8 GeV/c2 already indications for the presence of the decay
channel π(1800) → f0(980)π−, a candidate for a hybrid meson. We also see a significant intensity at the
locations of the previously mentioned a1(1420) and the π1(1600).
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Fig. 2: Invariant-mass spectra of the isobar subsystems (K0
SK

0
S) (2a) and (π−KS) (2b) and invariant-mass

spectrum of the (π−K0
SK

0
S) final state (2c). Red vertical lines correspond to states that are established according

to the Particle Data Group, orange lines correspond to states that need further confirmation. Dashed lines
indicate the absence of a clear signal of this state in our data.

2.2.4 3π final state
The combined dataset from the 2008 and 2009 data-taking periods for the process π− p→ π−π−π+ p contains
over 100 million events, making it the most extensive set available for studying light mesons. For a set of this
size, the primary source of uncertainties in the analysis are systematic. A significant systematic challenge arises
from the partial-wave model used to decompose the observed data distribution. The high precision of our data
requires us to model also small signal. Hence, the analysis has to deal with a large pool of waves in order to
include all partial-waves that potentially could contribute to our data. This vastness can lead to overfitting due
to an excess of parameters.

Previous studies [15–19] have employed regularization techniques to manage this expansive wave set. In
these methods, the log-likelihood function is augmented with a regularization term that penalize intensity for
every wave. While this technique improves results, it sometimes yields discontinuities of the wave intensity
between neighbour bins, contradicting our expectation for a consistent physical signal.
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Our objective is to more directly integrate our comprehensive prior knowledge into the analysis. Collab-
orating with peers from the Excellence Cluster Origins and the Max-Planck Institute for Astrophysics, we’ve
redefined the partial-wave analysis within the context of information field theory [10]. We’ve executed this
analysis using the NIFTy package [20–23]. This innovative, non-parametric model for partial waves not only
ensures bin-to-bin continuity but also provides regularization, pushing minor waves towards zero. A notable
feature of this method is its requirement to fit data across all bins simultaneously. This simultaneous fitting
has become feasible thanks to the significant acceleration of the partial wave implementation, achieved through
machine learning tools.

We have performed studies on simulated data that demonstrate the feasibility and effectiveness of this
new method. By making use of the additional continuity information, we have been able to recover the known
input of the simulated data. Our tests on simulated data underscore the potential and efficiency of this novel
approach. This method addresses the limitations of the binned approach, which stem from inherent disconti-
nuity of individual bins. As a result, we can diminish the systematic uncertainty tied to the selection of the
partial-wave model. We’re currently applying this new technique to real data and have initiated preliminary
efforts to extend its use to other final states.

2.2.5 π−π0ω(782) final state
The π−π0ω(782) final state is of particular interest because it provides insight into b1π, which is predicted
to exhibit the highest branching fraction of the spin-exotic π1(1600) [24]. Notably, past experiments have
seen the π1(1600) in this decay mode. The most sophisticated analysis of the BNL E852 experiment dates
roughly two decades ago. The analysis asserts the presence of not only the π1(1600) but also the π1(2015),
which however, warrants further verification [25]. The COMPASS dataset for π−π0ω(782), produced through
diffractive scattering, comprises approximately 720,000 events. This is over four times the number of events
recorded by E852.

We have undertaken a partial-wave analysis of the π−π0ω(782) final state [26]. The first stage of this
analysis, the angular decomposition, has been recently completed. It’s noteworthy that π−π0ω(782) isn’t a
stable final state. The ω(782) predominantly decays to π−π0π+, resulting in a 5-body final state. The decay
amplitude of X− → π−π0ω(782) is modelled using the isobar model. For the decay ω(782) → π−π0π+,
we employed an effective description, grounded in the decay via P -wave and a Dalitz-plot modulation, as ex-
perimentally measured by BES-III [27]. Consequently, our decomposition leverages the full high-dimensional
phase-space information. By considering partial waves up to a total spin J = 8 and decays via various chan-
nels, we incorporated a total of 893 partial waves in this analysis. Applied advanced wave-selection techniques
benefits from our previous analyses of K−π−π+ (see Sec. 2.2.6 and Ref. [19]) and π−π−π+ (see Sec. 2.2.4)
helped finding relevant contributions and stabilize the fit.
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Fig. 3: Intensities of selected partial waves as a function of the invariant mass of the ωπ−π0 system. The
corresponding wave is denoted at each plot in the top-right corner.

In the decomposed waves we observe clear resonance-like signals for established states like the a4(1970),
π(1800), and a2(1320). Additionally, we detected signals in less explored JPC sectors, where all observed
states warrant further verification. Figure 3a shows the intensity of a ρ(770)ω wave in the JPC = 3++ sector.
The distribution shows a clear peak around 2.0 GeV/c2 suggesting an a3 state at this mass. Figure 3b shows
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the intensity of the b1(1235)π wave in the JPC = 6++ sector. We observe a signal at 2.5 GeV/c2 which agrees
well with the a6(2450) state only seen by one experiment in the KSK final state [28].

In the intriguing spin-exotic 1−+ sector, we discerned a distinct resonance-like signal for π1(1600) in the
b1(1235)π channel as shown in Figure 3c. However, there’s no evident hint of an excited π1 in b1(1235)π,
such as the π1(2015) claimed by BNL E852. Furthermore, we observed a resonance-like structure for ρ(770)ω
waves in the 1−+ sector around 1.8 GeV/c2, shown in Fig. 3d. Whether this structure is consistent with
π(1600) is currently under study.

Our ongoing resonance-model fit of π−π0ω(782) has shown promising preliminary results.

2.2.6 Diffractive kaon dissociation into theK−π−π+ final state
To deepen our understanding of the light-meson spectrum and identify supernumerary states, it’s crucial to
complete the SU(3)flavor nonets, including the strange counterparts of non-strange light mesons. The spectrum
of strange mesons remains less explored than that of non-strange light mesons [29].

At COMPASS, we study excited strange mesons in the diffractive dissociation reactionK− p→ K−π−π+ p
using the 2.4% K− component in the 190 GeV/c negative hadron beam [19, 30]. This effort yielded a dataset
of approximately 720 000 exclusive K−π−π+ events, making it the world’s largest sample for this reaction
This is currently the world’s largest sample of this reaction. It surpasses the previous largest sample from the
CERN WA03 experiment by 3.5 times [31].

Based on thisK−π−π+ sample, we performed a comprehensive partial-wave analysis going beyond what
was done before in the strange-meson sector [32]. First, we performed a partial-wave decomposition were we
inferred the model from data using novel model-selection techniques pioneered at COMPASS [19]. Then, we
performed a resonance-model fit, where we modeled the measured partial-wave amplitudes of 14 selected waves
in terms of strange-meson resonances and additional background components. We also conducted systematic
studies, in order to refine our analysis and determine uncertainties on the measured masses and widths of the
studied strange mesons.
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Fig. 4: Spectrum of strange mesons, i.e. nominal masses of strange mesons grouped by their JP quantum
numbers. The red pluses represented our measured mass values. The horizontal line of each plus gives the
mass as obtained in the main analysis. The vertical line of each plus gives the corresponding total uncertainty,
i.e. the quadratically added statistical and asymmetric systematic uncertainty. The blue data points show the
masses of established states, the orange data points those of not established states as listed by the PDG [29].
The similarly colored boxes represent the corresponding uncertainties. The black horizontal lines show the
masses of states as predicted by the quark-model calculation in ref. [33].

Our analysis faced challenges related to the particle identification of kaons that doesn’t span the entire
momentum range, leading to: (i) There is a non-negligible background of about 10 % in the K−π−π+ sam-
ple from other diffractive reactions such as π−p → π−π−π+p. We developed an approach to handle these
incoherent backgrounds by effectively taking them into account in the partial-wave decomposition and then
explicitly modeling them in the resonance-model fit. In this way, these backgrounds can be separated from
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strange-meson signals at the level of the resonance-model fit. For the dominant background from the reaction
π−p → π−π−π+p, we developed a model based on the high-precision results from our COMPASS π−π−π+

analysis [34]. (ii) There are regions in theK−π−π+ phase-space with practically zero experimental acceptance.
These blind spots lead to a reduced distinguishability among certain partial waves, which causes analysis ar-
tifacts in these waves. Consequently, the affected waves cannot be interpreted in terms of physics signals.
However, we were able to proof in various systematic studies as well as Monte Carlo input-output studies that
only a subset of waves is affected by these analysis artifacts and that the other waves can still be used to study
strange meson.

Navigating the challenges, we finalized the first strange meson analysis in COMPASS and the most com-
prehensive study of the K−π−π+ final state, so far. The studies led to the measurement the masses and widths
of 11 strange mesons from almost all JP sectors and from a wide mass range as shown by the red pluses in
Fig. 4. In this way, we obtained the so far most complete picture of the strange-meson spectrum coming from a
single analysis. We observe signals of well-known states such as the K1(1270) or the K∗4 (2045) in agreement
with previous observations. Also, we observe for the first time the high-mass states K2(2250), K3(2320), and
K4(2500) in a final-state different from Λp̄ in a partial-wave analysis. Our uncertainties for most of the mea-
sured masses and widths are competitive with previous measurements of these parameters. In the JP = 0−

sector, we find evidence for three excited pseudoscalar states, while quark-model calculations predict only two
states in this mass region (cf. red pluses and cross and black horizontal lines in Fig. 4). This indicates that one
of these states is a supernumerary state in addition to the conventional qq̄ states. According to their masses, the
K(1630) is the best candidate for this exotic strange meson. This would be the first observation of an exotic
state in the strange-meson sector (except for the κ / K(700)). As a final step, we are aiming to publish these
results in a journal paper.
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3 General status of 2016–2017 data analyses
During 2022-2023 we reached a significant progress in finalization of several key analyses based on 2016 data.
The data has been re-processed with an improved detector alignment and updated calibrations for electromag-
netic calorimeters. On Monte-Carlo side, several adjustments have been made to the event generators (HEP-
Gen++, DJANGOH), which lead to improvements in the exclusive analyses (π0, DVCS) and in the description
of radiative processes (evaluation of radiative corrections). In the meantime, we are applying established anal-
ysis frameworks to the 2017 data. Currently we are scrutinizing the stability of detector planes and alignment
reliability for all data-taking periods of 2017 evaluating the pseudo-efficiencies of all detector planes. The fi-
nal calibrations for electromagnetic calorimeters and RICH are being prepared and tested. The advances and
prospects for various analyses are detailed in the next sections.

3.1 Multiplicity of hadrons produced in DIS off LH target (2016 data)
Hadron multiplicities are defined as the number of hadrons produced per DIS event and the analysis is per-
formed in bins of x, y and z:

dMh(x, y, z)

dz
=

1

NDIS
events(x, y)

dNDIS
h (x, y, z)

dz
, (1)

where NDIS
events is the number of DIS events and NDIS

h the number of hadrons. Several corrections have to be
applied to the data in order to obtain final multiplicities: acceptance corrections A, radiative corrections RC
and removal of decay products of diffractively produced vector meson VMcorr

Mh(x, y, z)

dz
= Mh

raw(x, y, z)/dz
VMcorr(x, y, z)RC(x, y, z)

A(x, y, z)
. (2)

With the same method, multiplicities of identified hadrons, namely pions and kaons, are obtained. Here, NDIS
π,K

is the number of pions/kaons obtained after RICH PID unfolding. The RICH unfolding is performed using the
standard COMPASS method (see Ref. [35] and references therein).

One of the interesting quantities is the sum of charged multiplicities integrated over z and averaged over
y, which to a very good approximation is equal to the sum of favoured and unfavoured fragmentation functions.
As these do not directly depend upon x, the value of

Mh(x) =

〈 z=0.85∫
z=0.2

(
Mh

+

(x, y, z)

dz
+
Mh

−
(x, y, z)

dz

)
dz

〉
y

(3)

should be rather flat as a function of x, as it was observed when analysing the COMPASS data from a 6LiD
target [35]. In the case of MK(x), low x events are sensitive to the contribution from the strange quark
fragmentation function multiplied by the strange quark parton distribution function (PDF). At high x, since the
strange PDF is small, we expect the result to correspond to the sum of favoured and unfavoured fragmentation
functions as in the case of π and h.

The SIDIS events were recorded along with the DCVS data during 2016/2017 data taking using a liquid
hydrogen target and 160 GeV/c µ+ and µ− beams. The analysis currently focusses on data from the second half
of 2016, as the spectrometer, especially the RICH detector for kaon and pion identification, was more stable
during this time than in the beginning of the year.

As reported previously a final step was missing before the multiplicity analysis in bins of z, x and y
could be concluded. The updated MC generator, which includes radiative processes, DJANGOH [36] had to
be re-integrated into the COMPASS full Monte Carlo chain. The obtained MC simulated SIDIS events were
compared in detail to real data. Examples for the comparison illustrate the good agreement between data and
MC. Figure 5 (left) shows the fraction of events with and without any other charged particle detected except of
incoming and outgoing muons, Fig. 5 (right) the p2

T distribution for charged particles with respect to the virtual
photon for events with more than two additional charged particles reconstructed in the spectrometer besides
incoming and outgoing muons. Here, the radiative peak stems from photons, which converted to electron-
positron pairs.
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T distribution for charged particles with respect to the virtual photon for events with more
than two additional charged particles reconstructed in the spectrometer in addition to incoming and outgoing
muon.

Comparing the size of the newly obtained radiative corrections to the ones used previously for SIDIS
events, we find that they differ up to 15% at high y and high z. Note that the previous method of obtaining RC
for SIDIS events was also used in SMC and NMC experiments, and these corrections are part of the so-called
dilution factor in COMPASS and SMC experiments. In general, these advances in the simulation and estimation
of the radiative effects impact several other analyses including transverse-momentum-dependent (TMD) effects
(azimuthal asymmetries, TMD multiplicities and PT distributions).
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Fig. 6: Multiplicities dMπ/dz in bins of x and z, averaged over y.

In addition to the implementation of the new radiative corrections, the analysis of multiplicities of charged
π, K and h was updated using new productions of data and MC. With better data and MC quality it was easier
to disentangle other systematic effects. For example, one of the triggers had to be removed from the analysis
(LAST trigger timing instabilities) and the phase space was reduced due to a problem observed with the RICH
detector.

Results for multiplicities from the 2016 data were released in September 2023 and were already shown
on recent conferences [37]. In Fig. 6 the z dependence for the π+ (red) and π− (blue) multiplicities is shown
in nine bins of x, averaged over y. The same is shown in Fig. 7 for kaons. The multiplicities show the expected
strong dependence on z with the results for positive particles larger than for negative ones, especially at larger
x. These results complement our deuteron results published in [35], [38].

The sum of multiplicities integrated over z and averaged over y (see eq. 3) should agree within 1% with
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Fig. 7: Multiplicities dMK/dz in bins of x and z, averaged over y.

the results for the deuteron target. However, the difference between the new results and the published ones

Fig. 8: Left: Values ofMπ
+

+Mπ
−

as a function of Bjorken x with statistical uncertainties. The comparison
of the present results with new or old radiative correction is shown, as well as the COMPASS deuteron results

published in [35]. Right: Values ofMK
+

+MK
−

as a function of Bjorken x with statistical uncertainties. The
Comparison of the present results with COMPASS deuteron results published in [38] is shown. Note that for
deuteron data and proton data with old RC the systematic and statistical uncertainties combined are shown.

for pions is sometimes larger than 10 %. The main culprit for the difference is the effect of the new radiative
corrections using DJANGOH, which especially impact results at low values of x. For kaons the agreement is
much better, due to the fact that a rough estimate of the new radiative corrections was applied to the data.

It is interesting to note that, according to LO pQCD, for hadrons and pions the sum of multiplicities of
two charges is expected to be rather flat in x and this was observed for the previously published data [35]. In
the present data, a clear x dependence is visible.

3.2 Transverse momentum structure of the nucleon from unpolarized SIDIS measurements
The COMPASS analyses aiming to study the transverse momentum dependent (TMD) phenomena in unpolar-
ized SIDIS benefited from the improvements in 2016 SIDIS data analyses quoted in the previous sections and
exclusive analyses quoted in Sec. 3.3. In particular, the advances made for description of radiative effects in
Monte Carlo and evaluation of radiative corrections, have been applied to the unpolarized SIDIS asymmetries
analysis and are currently being applied to the TMD multiplicities (PT distributions) studies.

In next sections the progresses in TMD studies with unpolarized SIDIS measurements are summarised. In
some cases, our strategy is to finalise ongoing studies in parallel with the same measurement performed using
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recent COMPASS SIDIS data collected in 2022 with transversely polarized deuteron target. In particular, this is
the case for the exploratory study of the unpolarized dihadron asymmetries, performed in 2022, and described
in last year’s report [39]. This work was temporarily suspended focusing on other priority topics. The analysis
will be resumed in near future, and performed in parallel for 2016 proton and 2022 deuteron data.

3.2.1 Azimuthal asymmetries
The azimuthal modulations (asymmetries) of hadrons produced in DIS are an important probe to study the
partonic TMD structure of the nucleon. For unpolarised target and longitudinally polarised beam the SIDIS
cross-section contains three asymmetries [40]:

– A
cosφh
UU has a complicated structure function, which includes a mix of twist-2 and twist-3 PDFs and FFs.

The asymmetry is expected to be sensitive to the intrinsic quark transverse momentum 〈k2
T 〉 via the Cahn

effect. The term is suppressed by a factor of Q−1;

– A
cos 2φh
UU can be attributed to the Boer–Mulders TMD PDF coupled to the Collins fragmentation function,

but it is also expected to get a contribution from the Cahn effect, though at higher orders;

– A
sinφh
LU is induced by quark-gluon correlations and higher-twist effects. The term is suppressed by a

factor of Q−1

So far, COMPASS published unpolarized SIDIS asymmetry results only with the isoscalar 6LiD (deuteron)
target [41]. The extraction was performed from the transversely polarised data collected in 2004, properly
mixing the events with different polarizations (in order to cancel the spin effects and obtain an “upolarised”
sample). The azimuthal asymmetries for charged hadrons have been extracted both in one-dimensional bins
of x, or z, or PT integrating over other variables (“1D results”), and in a three-dimensional grid over x, z and
PT (“3D results”) [41]. Similar analysis was then initiated for the proton asymmetries using the SIDIS data
collected with unpolarized liquid hydrogen (LH) target in 2016 and 2017. In 2019, while carefully studying
the impact of diffractively-produced vector mesons on the proton 2016 asymmetries, corresponding analysis
has been carried out also for the deuteron case. The “exclusive hadrons” – charged hadrons coming for the
decay of diffractively-produced vector mesons1 (VM), are characterised by large azimuthal asymmetries and
constitute a non-negligible fraction of the final hadron sample in some kinematic regions. Their contribution to
the measured 3D azimuthal asymmetries was evaluated for both proton 2016 and deuteron 2004 data and the
exclusive-hadron-subtracted deuteron asymmetries were published [42].

At that time, the 1D exclusive-hadron-subtracted deuteron asymmetries were not included in the publi-
cation because of larger systematic uncertainties. However, with recent studies aiming to use both proton and
deuteron data to perform point-by-point extraction of the Boer-Mulders TMD PDF [43], the exclusive-hadron-
subtracted azimuthal asymmetries were re-evaluated also for the 1D-case and released in May 2023.

The original and the exclusive-hadron-subtracted A
cosφh
UU and A

cos 2φh
UU asymmetries are compared in

Figs. 9 and 10, respectively.
Similar to the proton case, theAcosφh

UU asymmetries differ significantly from the uncorrected ones in z bins
only, while for the Acos 2φh

UU the differences are visible nearly in all kinematic bins. The error bars in the figures
show the statistical uncertainties. The systematic ones are a factor of 2.4 to 4 larger.

Very likely, these are the last results from the ”old” deuteron data collected in 2002-2004 and 2006.
Several studies are planned, when a refined Monte Carlo for the 2022 deuteron data is available. In particular,
with the new data we plan to perform all measurements that are currently being done for 2016 proton sample,
but with an enlarged kinematic coverage, thanks to the larger acceptance of the COMPASS spectrometer in
2022.

The first preliminary results for the unpolarised asymmetries from a fraction of 2016 data collected with
LH target and µ± beam were obtained in 2018 and later updated with more statistics, better Monte Carlo
description of the apparatus and studying additional kinematic dependences (in particular onQ2). These results
appeared e.g. in the 2021 report [44] and were presented at various conferences [45, 46].

This year the analysis was extended to the rest of the 2016 data including more data taking periods (about a
factor of 2 more data than previously) reconstructed with a better alignment and corrected calibrations. In addi-
tion improved and larger Monte Carlo sample was produced for acceptance corrections, with period-dependent

1mainly ρ0 and φ
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Fig. 9: Top: the subtracted Acosφh
UU asymmetry for h+ as a function of x, z and PT (closed points) compared to

the published asymmetry (open points). Bottom: the corresponding comparison for h−.
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Fig. 10: Top: the subtracted Acos 2φh
UU asymmetry for h+ as a function of x, z and PT (closed points) compared

to the published asymmetry (open points). Bottom: the corresponding comparison for h−.

detector and trigger efficiencies. Unfortunately, these improvements did not solve the discrepancies observed
for the cosφh-amplitudes as a function of the primary vertex position, which was mentioned in our previous
reports. For the moment, these discrepancies are being accounted for at the level of systematic uncertainties.
In general, increasing the size of the data sample and new MC did not change the results qualitatively as can be
seen in Fig. 11 where the old and new results are compared.
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COMPASS ongoing analysispositive hadrons

COMPASS ongoing analysisCOMPASS ongoing analysisnegative hadrons

Fig. 11: The azimuthal asymmetries for h+ and h− from the ongoing analysis described in this report compared
to the previously released results. The differences are small (radiative corrections are not applied here).

One of the most important updates introduced recently in the analysis of SIDIS asymmetries with proton
2016 data has been the evaluation of the impact of QED radiative effects. They are important for the correct
interpretation of the asymmetries, as they can be expressed in terms of TMD PDFs and fragmentation functions
thanks to factorisation, which is defined at tree (Born) level. Radiation of real photons by the incoming and
outgoing muons biases the experimentally measured x and Q2 values w.r.t. to those that characterised the
actual hard scattering process at parton level. Moreover, the muon momenta define the gamma–nucleon system
in which the angle φh and the transverse momentum PT are defined, so the radiation of photons affects also
those quantities.

We obtain the radiative corrections from the DJANGOH MC generator [36, 47], which simulates the
radiative effects in the lepton scattering and generates final state hadrons via Lund fragmentation model (based
on LEPTO). The generator was adapted for the use at COMPASS, tuned to be consistent with the previously
used analytical inclusive correction and thoroughly tested. The Cahn effect was implemented into the generator
and found to have negligible impact on the radiative corrections. Two examples of data-to-MC comparisons
shown in Fig. 12 and 13 illustrate that the radiative effects are well described by the MC. Further details on
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COMPASS
ongoing analysis

Fig. 12: The y distribution for DIS events compared
in real data and different MC samples: LEPTO and
DJANGOH with radiative effects off and on. The lat-
ter reproduces the shape in the data.

COMPASS
ongoing analysis

Fig. 13: The φh distribution for h+ compared in real
data and MCs. The peak at φh = 0 is caused by e+

(miss-identified as hadrons) coming from conversion
of real photons radiated by the muons. DJANGOH
reproduces the effect.
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Fig. 14: The azimuthal modulation amplitudes of the radiative correction coefficients.

DJANGOH MC and its validation can be found in Sec. 3.1.
The radiative corrections for the asymmetries are significant, as can be seen from Fig. 14, where the

amplitudes ARC of the azimuthal modulations of the correction factors are shown. They are comparable in
magnitude to the measured asymmetries (see Fig. 11). The corrections were presented at SPIN2023 [48] and
will be applied to the measured asymmetries, which we are being prepared for a release and publication.

3.3 Study of exclusive reactions from 2016 and 2017 data
Generalized Parton Distributions (GPDs) can be studied via exclusive processes, such as Deeply Virtual Comp-
ton Scattering (DVCS) or Hard Exclusive Meson Production (HEMP). Various related measurements provide
inputs for the parameterisations of different GPDs. The DVCS process is often considered as the golden channel
for the study of GPDs. DVCS measurements in the kinematic domain covered by COMPASS encode important
information on the chiral-even parton helicity conserving GPD H and indirectly on the transverse extension of
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partons inside the proton. Hard exclusive production of the scalar meson π
0 is analyzed in parallel to DVCS.

The π
0 production constitutes one of the main sources of background in DVCS measurements. On the other

hand, the hard exclusive π
0 production channel provides important information on GPDs. In particular it is

sensitive to the chiral-even GPDs (H̃ , Ẽ) and also to the parton helicity flip, or to the chiral-odd GPDs (HT and
ET ). Hard exclusive production of vector mesons (ρ, ω, φ, J/ψ) is sensitive to the GPDs conserving the parton
helicity (H , E) and allows investigation of contribution of up, down, strange or charm quarks and gluons. They
are also sensitive to the chiral-odd GPDs.

Comparatively to the SPSC report presented in June 2022 [39], we are currently finalizing the exclu-
sive π

0 production (see section 3.3.1), updating the Deeply Virtual Compton Scattering (DVCS) analysis (see
section 3.3.7), progressing with the analysis of exclusive φ production data and exploring exclusive J/ψ pro-
duction channel (section 3.3.8). All aforementioned analyses are currently being performed using the 2016 data
set, while the exploration of the 2017 data set is starting in parallel. The 2017 sample contains about 2 times
more statistics compared to the 2016 set (due to a better operation of the SPS in 2017). We recall that the anal-
ysis of the small data sample collected during the first one-month-long pilot Run in 2012, lead to 4 publications
on these topics: DVCS [49], exclusive π0 production [50], exclusive vector meson production ρ [1] and ω [51].

3.3.1 Status of exclusive π0 production
The goal of the measurement is the determination of the exclusive π0 production cross section using 160 GeV/c
polarized µ

+ and µ
− muon beams and a liquid hydrogen target. The multi-differential muon proton cross

section:

d4σµp

dQ2dtdνdφ
(4)

is determined as a function of the virtual photon four-momentum transfer squared Q2, the four-momentum
transfer between the target and recoiled proton t, the virtual photon energy in the laboratory system ν, and the
azimuthal angle between the lepton scattering plane and the hadron plane φ.

After the correction for acceptance, luminosity and background subtraction, the differential µp cross
section is extracted separately for µ+ and µ

− beams. The unpolarised cross section is obtained by averaging
over the two beam polarities. The γ

∗p cross section is extracted from the unpolarised muon–proton cross
section using the transverse virtual-photon flux Γ = Γ(Eµ, Q

2, ν):

d4σµp

dQ2dtdνdφ
= Γ

d2σγ∗p
dtdφ

(5)

The virtual-photon–proton exclusive π
0 production unpolarised cross-section is decomposed into the fol-

lowing components:

d2σγ
∗
p

dtdφ
=

1

2π

[
dσT

dt
+ ε

dσL

dt
+ ε cos(2φ)

dσTT

dt
+
√

2ε(1 + ε) cos(φ)
dσLT

dt

]
, (6)

where σT, σL, σTT, and σLT are structure functions and ε is the virtual photon polarisation parameter. The
subscripts T and L denote the contribution of a transversely and longitudinally polarised γ

∗, respectively, the
subscripts TT and LT denote the interference terms. The structure functions in equation (6) are connected to
the chiral-even and chiral-odd (transversity) GPDs (H̃ , Ẽ, HT and ET) via the convolution with hard scatter-
ing amplitudes. In the following, the φ-dependence of the exclusive π

0 cross-section is shown after averaging
over the measured |t|-range, while the |t|-dependence is extracted after the integration over φ. A set of phe-
nomenological predictions for exclusive π

0 production channel for COMPASS kinematics are available from
GPD models by Goloskokov and Kroll [52]. More results are expected soon by Liuti and collaborators [53]
adapting their models for the COMPASS kinematic domain.

COMPASS results from the 2012 pilot Run were published in [50]. Preliminary results from the 2016
data set were presented in June 2022 at the ICHEP2022 conference and later updated for the IWHSS2023
conference (June 2023). The aim of the third and final analysis iteration performed in October 2023 was:
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– to take advantage of the last improvements in the COMPASS data reconstruction software and settings
and to take into account a better calibration of the electromagnetic calorimeters,

– to improve the evaluation of the background to the exclusive π0 production, which originates from non-
exclusive deep-inelastic scattering processes (SIDIS) where additional low energetic hadrons are pro-
duced, but not detected.

– to enlarge the acceptance in ν and Q2 compared to the first analysis [50]. This allows us to study the
evolution of the cross section as a function of Q2 and dependence on ν (or xB).

3.3.2 Improvements of the 2016 data production and ECAL calibration
The 2016 measurement was split in ten periods, each lasting two weeks. Each period was divided into two
sub-periods with alternating beam polarities. All periods used in this analysis, together with flux values for
both beam polarities are listed in Table 3. The statistics of exclusive π0 events after the selections (described in
the next section) is listed in Table 4.

Table 3: RD productions used in this note with corresponding flux values.

period N
µ

+(×108) N
µ
−(×108)

2016 P04 9713.13 7532.65

2016 P05 7665.33 6982.63

2016 P06 7789.15 6387.11

2016 P07 8995.02 7909.04

2016 P08 9496.00 8406.54

2016 P09 7423.83 7039.16

total for π0 51.08 1011 44.26 1011

total DVCS (for reference) 51.99 1011 44.96 1011

Table 4: Number of exclusive π0 events after all selections from each data periods and normalization to a same
muon flux.

exclusive π0 normalized to 10 · 1011 muons
period µ

+
µ
−

µ
+

µ
−

2016P04 137 118 141 ± 12 157 ± 14

2016P05 121 104 158 ± 14 149 ± 15

2016P06 128 112 164 ± 15 175 ± 17

2016P07 125 144 139 ± 12 182 ± 15

2016P08 183 136 193 ± 14 162 ± 14

2016P09 117 106 158 ± 15 151 ± 15

total 811 720 159 ± 5.6 163 ± 6.1

Several problems have been discovered in previous stages of data-productions and respective analyses. In
particular, it was found that due to a technical glitch, µ− subperiods of the first three periods were processed
with wrong (old) calibration files. This caused the exclusive π0 signal to be underestimated and embedded in the
background, most notably for P05 period. In addition, new Beam Momentum Station (BMS) back-propagation
coefficients had to be produced for some of the periods, in order to adapt to the changed position of the beam
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telescope. These and other issues have all been fixed and new data production has been performed. Current
analysis is based on this final improved production.

Apart from underlined fixes, the new production contains new calorimeter timing calibrations, energy
calibrations for the calorimeter cells evaluated using the reconstructed π

0 mass peak position adjustment based
on dedicated analysis of muon data. All faulty, unstable, or noisy calorimeter cells were mapped and excluded
in the production level both in the experimental data and in MC.

Despite the π
0-mass peak corrections have been correctly applied, it turned out that π0 mass peak was

still slightly shifted with respect to the PDG value. Therefore, it was decided to apply extra post-production π
0

mass correction coefficients. This energy correction improved the position of π0 mass peak and significantly
helped to enhance the exclusive π

0 signal above the background. The numbers of π0 events collected for each
period and each beam charge are in a reasonable agreement, as demonstrated in Table 4.

In COMPASS setup the photons can be detected in three electromagnetic calorimeters ECAL0, ECAL1,
ECAL2, each made of approximately 2000 cells, placed at 3m, 13m and 35m from the center of the liquid
hydrogen target, respectively. Due to the kinematics of the exclusive π0 production reaction, the largest xB
values (or smallest ν values at fixed Q2) are reached in the closest calorimeter, ECAL0. The exclusive π0

production cross section decreases considerably when xB decreases, so almost no π0 are expected in ECAL2,
which is confirmed by the data. Hence ECAL2 is not used for this analysis.

In the final analysis the 2016 data contain 549, 225 and 37 events with the two decay photons respectively
in ECAL0, ECAL1 and ECAL0 × ECAL1 for the µ

+ beam and 486, 194 and 40 events with the two decay
photons in ECAL0, ECAL1 and ECAL0 × ECAL1 for the µ

− beam. So there are 68%, 27% and 5% of the
events with the two decay photons in ECAL0, ECAL1 and ECAL0 × ECAL1 respectively. This underlines the
importance of the new calorimeter ECAL0 build for 2016-2017 measurements, as it allows to reach the largest
xB values (or smallest ν values at fixed Q2).

3.3.3 Event selection and improvement of SIDIS background subtraction
To describe the exclusive π0 production process µp→ µ′p′π0, we will use the following notations:

– k, k′ - four-momenta of the incident muon and scattered muon

– q, q′ - virtual photon and π0 four-momentum

– p, p′ - target proton and recoil proton four momenta

– E
π

0 and Ep - the energy of the real photon and of the recoil proton in the lab

– t = (q − q′)2 = (p − p′)2 the four-momentum transfer to the proton target (t is negative for exclusive
processes)

– t′ = t− tmin, where |tmin| is the minimum transfer

The event selection and background estimation procedure is split into five main steps. In the very first
stage we consider the sample of events with the Ladder, Middle or Outer triggers fired and the following loose
kinematics constraints satisfied 0.8 < Q2/(GeV/c)2 < 10 and 0.01 < y < 0.99.

1. Only reconstructed vertices with an incoming and outgoing muon tracks and no associated spectrometer
tracks are considered. In addition vertices are checked to be inside the liquid Hydrogen target volume
and to satisfy certain quality criteria (reasonable χ2, etc.).

2. If at least one vertex is retained, we loop over pairs of photon clusters in the electromagnetic calorimeters
with an invariant mass Mγγ compatible with the π0 mass (see Fig.15). The lower energy cluster has to
have an energy larger than:

0.5 GeV/c2 in ECAL0 and 0.63 GeV/c2 in ECAL1 (to be above the noise threshold in each ECAL
cell)
and the higher energy cluster has to have an energy larger than:

2 GeV/c2 in ECAL0 and 2.5 GeV/c2 in ECAL1 (adapted to the investigated kinematic range).
As it was noted above, no exclusive π0 mesons are expected in ECAL2.
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Fig. 15: Mγγ distribution shown for the full event selection while the cut on the π
0 mass is disabled, µ+ is

shown on the left and µ
− on the right.

3. If the given event contains an exclusive π0 candidate, we check for recoil tracks reconstructed in the
CAMERA detector and build a list of exclusive-event candidates from all possible combinations of se-
lected vertices, π0 candidates, and CAMERA tracks. The list of candidates is reduced by applying quality
cuts and imposing exclusivity criteria on 4 selected variables as described in the following.

The detection of the proton in CAMERA allows to apply zero missing mass criteria to remove non-
exclusive events:

M2
undet = M2

X=0 = (k + p− k′ − q′ − p′)2 (7)

We check then the differences between azimuthal angles and transverse momenta of the proton (with
respect to the direction of the incident muon) reconstructed by either the forward spectrometer or CAM-
ERA:

∆ϕ = ϕCAMERA − ϕmiss (8)

∆pT = |pCAMERA
T | − |pmiss

T | (9)

∆pT can be evaluated either w.r.t. the virtual photon direction or the laboratory Z axis. In fact, the latter
option gives a better width and is used in the plot presented in the following.

In addition, we compare the Z-position of the hits in the inner CAMERA ring given either by the scintil-
lator or by the interpolation between the vertex and the outer ring:

∆Z = Zring A − Zinterp. (10)

The selection criteria applied to the 4 exclusivity variables (see Figs 16) are the following ones:

– |∆ϕ| < 0.4 rad
– |∆pT | < 0.3 GeV/c
– |∆Z| <16 cm
– |M2

undet| < 0.3 (GeV/c2)2

4. After the above described selections a kinematic fit for the exclusive π0 production process is applied in
order:

– to improve the selection of exclusive events and to reduce the SIDIS background
– to determine at best all the observables and notably Q2, ν, t and φ, which are the key variables to

study the process.
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Fig. 16: Distributions of the exclusivity variables for µ+ beam (top row) and µ
− beam (bottom row): ∆ϕ and

∆pT in the upper row, and ∆ZA and the four-momentum balance in the bottom row. Each distribution is plotted
after applying all the selection criteria except the cut on the plotted variable itself. The data are represented in
red. In green the sum of LEPTO and HEPGen++ is shown to describe the share of signal and background in
the data. In bright green is shown the HEPGen++ simulation of the exclusive signal and in blue the LEPTO
simulation of the non-exclusive contribution. Note that only the events which have successfully passed the
kinematic fit are accounted.

Fig. 17: χ2
reduced distribution of the kinematic fit for µ+ (left) and µ− (right) beam.

It is verified that the fitting procedure converges and it is checked that the following condition is always
satisfied: χ2

red < 7 is applied (see Fig. 17). The effect of varying the χ2-criterion limits is taken into
account at the level of systematic uncertainties.

The last group of selection conditions is defined as follows:

– |tfit| ∈ (0.08, 0.64) (GeV/c)2. Here |t| = 0.08 (GeV/c)2 is safely above the minimum transfer value
for a low energetic proton reaching the outer ring of CAMERA and |t| = 0.64 (GeV/c)2 is a safe
value for a good separation between protons and other charged particles.

– 0.04 < yfit < 0.9; 6.4 < νfit < 40 GeV; 1 < Q2
fit < 8 (GeV/c)2

In the final analysis of the 2016 data set the kinematic coverage has been enlarged relatively to the
previous analyses (publication of the 2012 pilot Run [50] and previous release of 2022). We benefit
from the large geometrical sizes of ECAL0, which gives access to lower ν region. Besides this, we
enlarge the domain at larger ν and Q2. In the previous analyses the kinematic coverage was only
8.5 < νfit < 28 GeV and 1 < Q2

fit < 5 (GeV/c)2.

Finally, we keep only those events, in which only one combination passes all exclusivity conditions. The
loss of events due to this requirement is about 1%.

5. in the next stage of the analysis the SIDIS background fraction is determined. At variance with our pre-
vious analyses, this evaluation is now done after the kinematic fit, which results in a smaller background
contribution due to a better determination of the observables and improved resolutions.
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The LEPTO generator with the so-called high-pT COMPASS tuning2 is used to describe the non-exclusive
background. The HEPGen++ π0 generator [54, 55] is used to model the signal distributions – the single
π0 muoproduction. For each HEPGen++ generated events, a weight evaluated using the cross-section
of the 2016 version Goloskokov-Kroll (GK2016) model [56] describing our previous COMPASS result
with the 2012 data set [50] is assigned. To speed up the weight calculation, a lookup table was generated
using the GK2016 model. The events generated by LEPTO and HEPGen++ are independently passed to
TGeant 3 which then transports them through the complete simulation of the COMPASS setup. Resulting
simulated MC samples are then processed by the event-reconstruction software (CORAL) in the same
way as it is done for the real data (RD).

Since only a scarce information is available on the cross section for exclusive π0 production and SIDIS
background contribution in the COMPASS kinematic domain, the reconstructed MC event distributions,
are normalised to the experimentally measured π0 yield and the relative fractions (rLEPTO) and (1-
rLEPTO) of the respective LEPTO and HEPGen++ contributions to the total sample are determined from
a fit to the two exclusivity variables ∆ϕ and ∆pT . The fit is done using two different methods: least
squares fitting and ROOT TFractionFitter (likelihood fit).

The fit of the MC mixture (HEPGen++ and LEPTO) to the data using TFractionFitter is shown in Figs. 16.
One can see that the background events from LEPTO (in blue) are distributed rather flat, while the
HEPGen events are concentrated in a narrow peak centred around zero4.
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Fig. 18: Distributions of ν (top) and |t| (middle) and φ (bottom) before (left) and after (right) re-weighting
procedure and new φmodulation (with rLEPTO = 17% used previously and rLEPTO = 8% in the final analysis
with still less background).

Scaling the background distribution by the contamination factor rLEPTO and summing it up with the
signal component, the obtained total MC distribution can be compared with the experimental data. In
Fig.18 (left panels) Monte-Carlo and real data distributions for different exclusive variables are com-
pared. Blue histograms represent HEPGen++ signal distributions, LEPTO background component is

2used e.g. for COMPASS hadron multiplicity analyses
3Geant4 based COMPASS spectrometer simulation tool
4Except for the ∆ZA distribution, which could not be used for the fitting, as both signal and background events originate inside the

target, which makes this exclusive variable correlated.
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shown in green, while total HEPGen+LEPTO distributions are shown in red. The comparison for ν and
|t| distributions reveals clear tensions. In order to fix the tensions, the HEPGen++ weights have been
modified via an iterative procedure, which included re-evaluation of rLEPTO fractions and subsequent
MC/RD comparisons.
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Fig. 19: Energy of clusters in ECAL0 for photon with higher energy (top) and for photon with lower energy
(bottom) before (left) and after (right) re-weighting procedure and new φ modulation (with rLEPTO = 17%
used previously and rLEPTO = 8% in the final analysis with still less background).
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Fig. 20: Energy of clusters in ECAL1 for photon with higher energy (top) and for photon with lower energy
(bottom) before (left) and after (right) re-weighting procedure and new φ modulation (with rLEPTO = 17%
used previously and rLEPTO = 8% in the final analysis with still less background).

Two re-weighting methods (2D and 1D) have been applied. The 2D method uses two-dimensional MC
and RD histograms in ν and |t| to define bin-by-bin weights to improve the agreement between Monte-
Carlo and data distributions. In 1D approach, the data is fit by polynomials, which are then used instead
of binned histograms, in order to have smooth distributions and avoid over-corrections. As it can be seen
in Fig. 18 (right panels) the MC description of the distributions of the two key variables, ν and t, have
been significantly improved after re-weighting the generator of the exclusive reaction in HEPGen++. A
similar improvement is also obtained for energy of ECAL clusters in ECAL0 and ECAL1 as shown in
Figs. 19 and 20. In the current analysis, prior to re-weighting in ν and |t|, a better description of the φ
modulation has been implemented, using the structure-function values measured in the 2016 data analysis
instead of the ones obtained from the 2012 data [50]. The resulting improvement is clearly visible in the
φfit distribution (last row in Fig. 18).
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In conclusion, improving the MC-data agreement by applying the re-weighting procedure in ν and |t|
and improving the description of the φ modulation, with final choice of the χ2

red (which also affects the
signal to background ratio), the rLEPTO values dropped from 35%, to 8%.

3.3.4 Determination of the cross section
For the cross section determination two different kinematic domains are used. First, we used the kinematic do-
main of the published 2012 data. In the second step, the kinematic domain was enlarged to exploit the enlarged
ECAL0 acceptance and the larger data sample for the 2016 data.

Acceptance determination
The phase-space element is denoted by ∆Ωnijk = ∆|t|n∆φi∆Q

2
j∆νk. The acceptance a(∆Ωnijk) is

calculated in a four-dimensional grid:

– 5 bins in |t|: [0.08, 0.15], [0.15, 0.22], [0.22, 0.36], [0.36, 0.5], [0.5, 0.64] (GeV/c)2,

– 8 bins in φ: equidistant bins from −π to +π

– 5 bins in Q2: [1, 1.5], [1.5, 2.1], [2.1, 3.2], [3.2, 5], [5, 8] (GeV/c)2,

– 6 bins in ν: [6.4, 8.5], [8.5, 10.5], [10.5, 13.9], [13.9, 19.5], [19.5, 26], [26, 40] (GeV).

For the acceptance determination, the HEPGen-π0 MC simulation described in [54, 55] is used. The
COMPASS spectrometer acceptance a∆Ω for the phase space element ∆Ω is given by:

a∆Ω =

N
∆Ω
rec∑
i=1

wi

/N
∆Ω
gen∑
i=1

wi ,

where N∆Ω
gen denotes the total number of generated events in the space element ∆Ω, the N∆Ω

rec represents the
reconstructed HEPGen events in the same space element, with the boundaries given by the reconstructed, fitted
kinematic variables.

28.0 28.0

Fig. 21: Acceptance coverage in the current analysis. Only the bins inside the violet boxes were considered
in the 2012 pilot Run or in the 2022 analysis. Left panel: Acceptance for the π

0 process shown as a function
of Q2, ν and φ for 0.08 < |t| < 0.64 (GeV/c)2. Each plot in a bin of Q2 and ν shows the acceptance in 8
equidistant bins of φγ∗γ for µ+ (in red) and µ

− (in blue) beams. Right panel: Acceptance for the π
0 process

shown as a function of Q2, ν and t for −π < φ < π. Each plot in a bin of Q2 and ν shows the acceptance in 5
bins of |t| for µ+ (in red) and µ

− (in blue) beams.

The acceptance is evaluated individually for each period using dedicated MC simulation. The acceptance
corrections used in the cross section determination (see Eq. 14) are done on a period-by-period basis. In Fig. 21
a three-dimensional representation of extracted acceptances is presented. The shown acceptances are extracted
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from the merged sample of all six periods as a function of φ and |t| inQ2:ν grid. The reduced kinematic domain
used with the 2012 pilot Run and for the previous analysis is indicated by a violet rectangle.

In order to show a comparison of the results from the 2016 data with the 2012 results, the binning of the
2012 results had to be used. The corresponding grid used in the analysis of the 2012 data is defined as follows:

– 5 bins in |t|: [0.08, 0.15], [0.15, 0.22], [0.22, 0.36], [0.36, 0.5], [0.5, 0.64] (GeV/c)2,

– 8 bins in φ: equidistant bins from −π to +π

– 4 bins in Q2: [1, 1.5], [1.5, 2.24], [2.24, 3.34], [3.34, 5] (GeV/c)2,

– 4 bins in ν: [8.5, 11.45], [11.45, 15.43], [15.43, 20.78], [20.78, 28] (GeV).

Cross section evaluation
The virtual photon proton cross section is obtained from the measured muon-proton cross section through

the relation:

dσγ
∗
p

d|t|dφ
=

1

Γ(Q2, ν, Eµ)

d3σµpT

dQ2dνd|t|dφ
, (11)

where the transverse virtual photon flux Γ(Q2, ν, Eµ) is given by:

Γ(Q2, ν, Eµ) =
αem(1− xB)

2πQ2yEµ

[
y2

(
1−

2m2
µ

Q2

)
+

2

1 +Q2/ν2

(
1− y − Q2

4E2
µ

)]
, (12)

for which the Hand convention [57] is used. Here, mµ and Eµ denote the mass and energy of the incoming
muon, respectively, and αem the electromagnetic fine-structure constant.

The cross section can be evaluated for each beam charge (noted ± in the following) and phase-space
segment ∆Ωnijk from the data by subtracting the background contributions defined from MC:〈

dσµp→µ
′
π

0
p
′

dΩ

〉±
nijk

=

〈
dσµp→µ

′
π

0
p
′

data
dΩ

〉±
nijk

−

〈
dσµp→µ

′
π

0
p
′

background

dΩ

〉±
nijk

(13)

Considering the yield of each contribution, the virtual photon flux enters as a kinematic prefactor applied
on an event by event basis. Finally we obtain:〈

dσγ
∗
p→π

0
p
′

d|t|dφ

〉±
nijk

=
1

L±∆tn∆φi∆Q
2
j∆νk

∑
p∈P

(
ap,±nijk

)−1

N
p,data
nijk ±∑
e=1

1

Γ
(
Q2
e, νe

)

− cpLEPTO±
π

0 · (rLEPTO) ·
N
p,π

0

nijk±∑
e=1

1

Γ
(
Q2
e, νe

)


(14)

where L denotes the luminosity and P the set of different periods and:

L± =
∑
p∈P
Lp±

cpLEPTO±
π

0 =
Np,data±

vis. π0

Np,LEPTO±
vis. π0

The mean cross section in each bin of (|t|, φ) is constructed as follows:

〈
dσγ

∗
p→π

0
p
′

d|t|dφ

〉±
ni

=

∑
j,k

〈
dσ

γ
∗

p→π
0
p
′

d|t|dφ

〉±
nijk

∆Q2
j∆νk∑

j ∆Q2
j

∑
k ∆νk

(15)
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The spin-averaged virtual photon cross section is obtained as the average of the two muon beam charges:〈
dσγ

∗
p→π

0
p
′

d|t|dφ

〉
ni

=
1

2

〈dσγ
∗
p→π

0
p
′

d|t|dφ

〉+

ni

+

〈
dσγ

∗
p→π

0
p
′

d|t|dφ

〉−
ni

 (16)

In order to study the |t|-dependence of the cross section, it can be integrated over the full 2π-range in φ:〈
dσγ

∗
p→π

0
p
′

d|t|

〉
n

=
∑
i

∆φi

〈
dσγ

∗
p→π

0
p
′

d|t|dφ

〉
ni

(17)

Similarly to study the φ-modulations of the cross section we determine the |t|-average cross section as:〈
dσγ

∗
p→π

0
p
′

d|t|dφ

〉
i

=
1∑

n ∆|t|n

∑
n

∆|t|n

〈
dσγ

∗
p→π

0
p
′

d|t|dφ

〉
ni

(18)

3.3.5 Results in the kinematic domain of the 2012 data analysis
We recall that the kinematic domain used for the 2012 data analysis and for the previous release of the 2016
data for ICHEP2022 was:

– 8.5 GeV < ν < 28 GeV

– 1 (GeV/c)2 < Q2 < 5 (GeV/c)2

– 0.08 (GeV/c)2 < |t| < 0.64 (GeV/c)2

To be able to compare the results, in the current analysis the cross section was determined in the same kinematic
domain.

Figs. 22 and 23 show the results for the averaged differential cross sections as a function of |t| and φ. The
current results of the 2016 data (in red) are compared with the published results of 2012 data [50] (in blue), and
GK’16 model [56] (black line). The current results agree well with the published results within uncertainties,
a slightly different |t|-shape is observed. As for the 2012 results the prediction does not well describe the
observed |t| dependence of the cross section.
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Fig. 22: Differential virtual-photon proton cross-section as a function of |t|. Current results of 2016 data
(in red) compared with the 2012 data [50] (in blue) and GK’16 model [56] (black line). Both statistical and
systematic errors are displayed. Note that for the purpose of the comparison, the small kinematic domain is
used: 8.5 < ν < 28 GeV, 1 < Q2 < 5 (GeV/c)2, 0.08 < |t| < 0.64 (GeV/c)2.

The φ dependence of the spin-independent cross section is fitted according to Eq. 6 using a mean value
ε = 0.997. The curve is shown in red in Fig. 25 and the results for three structure functions are given in Tab. 5
and are compared to the published results using the 2012 data set. The results agree well within uncertainties.
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Fig. 23: Differential virtual-photon proton cross-section as a function of φ. Results of 2016 data (in red) are
compared with the 2012 data [50] and GK’16 model [56]. Both statistical and systematic errors are displayed.
Note that for the purpose of the comparison, the small kinematic domain is used: 8.5 < ν < 28 GeV, 1 <
Q2 < 5 (GeV/c)2, 0.08 < |t| < 0.64 (GeV/c)2.

Table 5: Result for the 3 structure functions in nb
(GeV/c)2

smaller kinematic domain larger kinematic domain

2012 data set 2016 data set 2016 data set〈
dσT
d|t| + εdσL

d|t|

〉
(8.1± 0.9stat

+ 1.1
− 1.0

∣∣
sys) (9.0± 0.5stat

+ 1.1
− 1.0

∣∣
sys) (6.9± 0.3stat

+ 0.8
− 0.8

∣∣
sys)〈

dσTT
d|t|

〉
(−6.0± 1.3stat

+ 0.7
− 0.7

∣∣
sys) (−6.4± 0.8stat

+ 0.3
− 0.3

∣∣
sys) (−4.5± 0.5stat

+ 0.2
− 0.2

∣∣
sys)〈

dσLT
d|t|

〉
(1.4± 0.5stat

+ 0.3
− 0.2

∣∣
sys) (0.5± 0.3stat

+ 0.7
− 0.4

∣∣
sys) (0.06± 0.2stat

+ 0.1
− 0.1

∣∣
sys)

3.3.6 Results in the large kinematic domain and perspectives
To take in account the larger ECAL0 acceptance and the larger data sample the cross section can also be
determined in the larger kinematic domain:

– 6.4 GeV < ν < 40 GeV

– 1 (GeV/c)2 < Q2 < 8 (GeV/c)2

– 0.08 (GeV/c)2 < |t| < 0.64 (GeV/c)2

The results for the differential virtual-photon proton cross section are presented as a function of |t| in
Fig. 24 and of φ in Fig. 25. For the first figure data are integrated over the full 2π-range in φ, for the second
figure data are integrated over the |t|-range measured in the COMPASS experiment. The numerical values of
the cross section are presented in Table 6 for |t| dependence and in Table 7 for φ dependence.

The main contribution to the systematic uncertainties is estimated to come from the evaluation of rLEPTO,
the SIDIS background fraction. In Tables 6,7 the estimated systematic uncertainties are quoted along with the
cross section values and statistical uncertainties. The systematic uncertainty associated with rLEPTO is labelled
as σsys,rLEPTO

. Presently the systematic uncertainties originating from kinematic fit and energy thresholds in
ECAL0 and ECAL1 are being evaluated. Current estimates are included quadratically in the total systematic
error (a weight of 0.7 and 0.3 is given to ECAL0 and ECAL1 contributions, respectively). They can increase
or decrease the cross-section values and are marked as σsys,↑ and σsys,↓, accordingly. Other systematic effects
are being investigated (kinematic fit efficiency, ω contribution, diffractive dissociation contribution, radiative
corrections, etc.).

Further studies are planned to be carried out on the current, 2016, data set. The cross section is determined
for both µ

+ and µ
− beams of opposite polarization. Compared to the equation 6, the complete equation for
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Fig. 24: Differential virtual-photon proton cross section as a function of |t|. Data are integrated over the full 2π-
range in φ. Inner error bars indicate the statistical uncertainties, outer error bars the quadratic sum of statistical
and systematic uncertainties. The plot shows the average value of the differential cross section for µ+ and µ

−

using the 2016 data. Results are in the large kinematic domain: 6.4 < ν < 40 GeV, 1 < Q2 < 8 (GeV/c)2,
0.08 < |t| < 0.64 (GeV/c)2.
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Fig. 25: Differential virtual-photon proton cross section as a function of φ. Data are integrated over the |t|-
range measured in the COMPASS experiment. Inner error bars indicate the statistical uncertainties, outer error
bars the quadratic sum of statistical and systematic uncertainties. The plots shows the average value of the
differential cross section for µ+ and µ

− using the 2016 data. The data are fitted with 3 structure functions
σT + εσL, σTT and σLT Results are in the large kinematic domain: 6.4 < ν < 40 GeV, 1 < Q2 < 8 (GeV/c)2,
0.08 < |t| < 0.64 (GeV/c)2.

Table 6: Values in the differential cross section as a function of |t| (units nb
(GeV/c)2 ).

|t| bin [0.08, 0.15] [0.15, 0.22] [0.22, 0.36] [0.36, 0.5] [0.5, 0.64]

〈dσ
γ
∗

p→π
0
p
′

d|t| 〉 10.79 12.24 7.04 4.25 4.87

σstat 1.09 1.42 0.57 0.46 0.60

σsys,rLEPTO
0.65 0.74 0.70 0.43 0.49

σsys,↑ 0.87 0.87 1.03 0.71 0.62

σsys,↓ 1.26 1.31 0.82 0.60 0.44
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Table 7: Values in the differential cross section as a function of φ (units nb
(GeV/c)2 ).

φ bin [−π,−3π
4 ] [−3π

4 ,−
π
2 ] [−π

2 ,−
π
4 ] [−π

4 , 0] [0, π4 ] [π4 ,
π
2 ] [π2 ,

3π
4 ] [3π

4 , π]

〈dσ
γ
∗

p→π
0
p
′

d|t|dφ 〉 0.63 1.41 1.54 0.60 0.67 1.80 1.44 0.71

σstat 0.11 0.16 0.16 0.09 0.10 0.16 0.16 0.20

σsys,rLEPTO
0.08 0.08 0.09 0.10 0.11 0.11 0.09 0.09

σsys,↑ 0.10 0.11 0.11 0.13 0.13 0.14 0.14 0.11

σsys,↓ 0.15 0.11 0.11 0.13 0.13 0.11 0.09 0.11

each muon beam charge includes an extra term in sinφ:

d2σ�
γ
∗
p

dtdφ
= 1

2π

[
dσT
dt + εdσL

dt + ε cos (2φ) dσTT
dt +

√
2ε (1 + ε) cosφdσLT

dt

∓|Pl|
√

2ε(1− ε) sinφdσ
′
LT

dt

]
(19)

The quality of the results should allow us to determine separately for each beam charge the 3 structure functions
but also the sinφ contribution in order to check the cancellation of this term in the average cross section using
µ

+ and µ
− beams.

The 2016 statistics is 2.3 times larger than the 2012 sample. The gain in statistics allows us to study the
ν (or xB) dependence of the cross-section as well as the Q2 evolution. The final results are being prepared for
a release. We underline again that the ECAL0 electromagnetic calorimeter has been enlarged after the pilot
2012 Run to allow to reach smaller ν or xB . The complete set of data using also the 2017 sample will provide
an extra factor 4 in statistics. A first attempt to analyse the 2017 data is now being performed. Studying the
pseudo-efficiencies of different detector planes certain alignment issues have been identified and are currently
being addressed. Further studies and Monte-Carlo simulations are ongoing.

3.3.7 Status of Deeply Virtual Compton Scattering
The analysis method used for COMPASS DVCS measurements was described in detail in the previous SPSC
report [39]. Taking advantage of the new production of the 2016 data and the improvements described in the
previous section, a reanalysis of 2016 DVCS data was performed.

In Fig. 26 the ν distribution from experimental data is compared to the MC data. At large ν (small xB)
80 < ν < 144 GeV (see Fig. 26), the exactly calculable Bethe-Heitler (BH) contribution is the only necessary
ingredient to reproduce the data. We can observe a good level of agreement between data and the BH MC
using HEPGen-BH simulation [54, 55]. The new MC sample incorporates an improved description of the
spectrometer, the calorimeters and the recoil proton detector CAMERA. The ratio between the data integrated
over φγ

∗
γ and the MC is updated to the value 98.3± 1.0 %.

At small ν (large xB) 10 < ν < 32 GeV (see Fig. 26), the BH contribution decreases significantly, which
allows for the determination of the almost “pure” DVCS contribution and the study of its t-dependence and the
transverse extension of partons in the proton.

In Fig. 27 (left panel) the |t|-dependence of the Virtual-photon proton cross-section dσ/d|t| i shown. It
can be well described by a single-exponential function e−B|t|. In Fig. 27 (right panel) the period by period
results are shown, demonstrating a reasonable agreement.

Fig. 28 presents our current result for the B slope together with the previous COMPASS results and those
from earlier high-energy experiments that used the same method. The equivalent average squared transverse
extension of partons in the proton 〈b2⊥〉 is also indicated.

Note that, the measurements performed by HERA collider experiments H1 [58, 59] and ZEUS [60] in
the xB/2 range below 10−2 were done at from 2 to 5 times higher Q2 values compared to COMPASS. The
predictions based on models by Goloskov and Kroll (GK) [61–63] and Kumericki-Mueller (KKM15) [64, 65],
are shown for two average Q2 values: COMPASS-like 〈Q2〉 = 1.8 (GeV/c)2) and HERA-like 〈Q2〉 = 10.0
(GeV/c)2).
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Fig. 26: Top: ν distribution of the data compared to a complete MC including π0 background when only one
π0 photon decay is detected and the exclusive-single photon process (coherent sum of BH and DVCS). Bottom
right: ν distribution of the data at large ν 80 < ν < 144 GeV compared to MC including only BH. Bottom left:
t distribution of the data at small ν 10 < ν < 32 GeV compared to MC including only BH and π0 background.
It remains a significant DVCS contribution to analyse its t-dependence.
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Fig. 27: Left panel: Virtual-photon proton cross-section dσ/d|t| evaluated in 4 |t| bins. Only the statistical
errors are reported. The observed |t|-dependence can be well described by a single-exponential function e−B|t|.
The 4 data points are fitted using a binned maximum-likelihood method. The results for each of the periods are
shown along with the data points averaged over all periods. Right panel: period by period B-slope values. The
smooth horizontal green line represents the B-slope for the entire sample, with the light green band indicating
the statistical uncertainty.

The results of our two analyses (2022 and 2023) of the 2016 data are compatible while there is a 2 sigma
difference between the current result and the one published using the 2012 pilot Run data. Our new value of the
t-slope parameter B was obtained with a more advanced analysis method than that of the previous analysis and
an improved recoil proton detector CAMERA. The cross check of the new analysis is still ongoing. The result
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Fig. 28: Results from COMPASS and previous measurements by H1 [58, 59] and ZEUS [60] on the |t|-slope
parameter B, or equivalently the average squared transverse extension of partons in the proton, 〈r2

⊥〉, as probed
by DVCS at the proton longitudinal momentum fraction xB/2. Inner error bars represent statistical and outer
ones the quadratic sum of statistical and systematic uncertainties. The black COMPASS point has been obtained
using the 2012 pilot Run, while the red and yellow COMPASS points correspond to the 2016 data in the first
analysis made in 2022 and in the recent analysis made in 2023, respectively. Predictions of the GK [61–63] and
KM15 [64, 65] models are also shown. The red dashed (doted) curves from GK and the solid (dashed-dotted)
curves from KM15 are evaluated for Q2 = 1.8 (10) (GeV/c)2.

will be further improved by analysing the full 2017 data set, which is 3 times larger than the 2016 analysed data
set.

3.3.8 Investigation of φ and J/ψ production
In 2021, three new analyses of exclusive vector meson production, namely that of φ, J/ψ and ω, have been
started using the data from 2016-2017. The motivations behind these analyses, as well as preliminary results
on φ were reported to the SPSC in 2022 [39].

Since then, while the analysis of ω, which purpose was to improve on the precision of our publication
from the 2012 pilot Run [51], was postponed, the other two have been continued. For these, two alternative
event selections are now being considered, depending upon whether the information from the recoil detector,
CAMERA, is disregarded or not. In the first case, the aim is to cover a wide kinematical domain, unrestricted by
the limited range in momentum transfer squared t of CAMERA, for the extraction of the Spin Density Matrix
Elements (SDMEs), as was described in [1, 51]. The exclusivity of the selection is then enhanced by a cut on
the absolute value of the missing energy:

|Emiss| =

∣∣∣∣∣M2
X −M

2

2M

∣∣∣∣∣ < cut , (20)

where M2
X is the missing mass squared of the final state and M is the proton mass. In the second case, the aim

is to determine the absolute cross-section and its dependence upon t. The use of CAMERA, complemented
by a kinematically constrained vertex fit where energy-momentum conservation is enforced, allows to suppress
dissociative diffraction, i.e. the process where a dissociation of the target proton is taking place, and retain only,
so-called, elastic diffraction. In fact, dissociative and elastic events were shown to have distinct t dependence
in an analysis of exclusive φ events at HERA [66]. On the contrary, SDMEs are thought to be less affected
by dissociation. This assumption was checked to hold, within experimental uncertainty, for the overlap of two
selections, in a preliminary analysis of φ events at COMPASS. We intend to double-check it on full statistics.

3.3.9 Exclusive φ production
The CAMERA-less analysis of φ was redone on the newest production (see Tab. 3) of reconstructed data, with
a careful rejection of pathological events (aimed at enabling a faithful MC simulation). Preliminary results are
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shown on Fig. 29. It was checked that they are compatible with those of the previous analysis, reported in [39].
A ∼1% gain in statistics, obtained despite the more aggressive rejection policy, illustrates the quality of the
new production.
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Fig. 29: Selection of exclusive φ production. Distribution of the K+K− invariant mass for µ− (left) and
µ+ (right) beam particles. All of the available 2016 statistics is considered. The CAMERA recoil detector
is not used, exclusivity being enhanced via eq. (20) with cut = 2.5 GeV. The distributions are fitted with
the relativistic Breit-Wigner describing the natural shape of the φ convoluted with a Gaussian describing the
response of the experimental apparatus, plus a polynomial background.

3.3.10 Exclusive J/ψ production
Exclusive J/ψ production at COMPASS would provide data to further constrain phenomenological models
of GPDs, such as that of Kroll and Goloskokov. Unfortunately, the threshold region, home to a rich physics
program, including the search for pentaquark states, and studied at GlueX [67], is beyond our reach.

A preliminary analysis, bearing on 2016 data, was done in 2019. The work was resumed in 2023. Events
considered are required to have a topology as that of the process:

µp → µ′p′J/ψ → µ′p′µ+µ− (21)

Therefore, they should contain an incident muon track, a scattered muon track and two muon tracks with
opposite charges. The two ”decay” muons are identified in our muon-ID system. The rest of the selection is
similar to that used for φ. Preliminary results are shown on Fig 30, based on the data collected in 2016 and
2017 during 12 periods, each approximately 2 weeks long, i.e. approximately 12/13th of the available statistics.
Our aim is to extract the t slope, and, if statistics permit, SDMEs.
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Fig. 30: Selection of exclusive J/ψ production. Distribution of the µ+µ− invariant mass. Most of the 2016/17
statistics is considered. Exclusivity is ensured by the observation of the full pµµ+µ− final state (thanks to
CAMERA) and the requirement of energy-momentum conservation. The kinematically constrained vertex fit
described in the text is applied.
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4 General status of 2015, 2018 data analyses: Drell–Yan and Charmonium studies
The analyses of the COMPASS Drell-Yan data collected in 2015 and 2018 proceed towards producing the final
papers. The Drell-Yan transverse spin asymmetries related articles (conventional TSAs and qT -weighted TSAs)
are close to completion, both being at advanced drafting stage.

The cross-section analyses for the Drell-Yan channel in high mass range and for the charmonium produc-
tion are being finalised. Both studies require careful simulation of the spectrometer and data-taking conditions
for precise acceptance evaluation. The first J/ψ cross-section ratio results, namely, the tungsten to aluminium
ratio, were released last year in August, while the Drell-Yan cross sections measured in ammonia, aluminium
and tungsten were released this year in September.

The study of the angular dependence of the Drell-Yan and J/ψ production processes, often called Unpo-
larised Asymmetries (UAs), also requires the detailed knowledge of acceptance. The angular dependence relies
strongly on the correct description of real data by the Monte Carlo, being tested in the studies done for cross
section extraction. The present strategy is to address the remaining issues on the DY and charmonium UAs
after the respective TSAs and cross-section analyses are concluded on these common aspects.

Our study dedicated to the double J/ψ production in pion-nucleon interactions has recently been pub-
lished [4].

4.1 Transverse-spin-dependent azimuthal asymmetries in J/ψ mass range
This work follows the study of the Drell-Yan transverse-spin-dependent azimuthal asymmetries (TSAs) ex-
tracted in the high mass range 4.3 < Mµµ/(GeV/c)2< 8.5. In order to describe the dimuon production process
and the TSAs, we adopt the following standard notations:

Pπ, PN , 4-momenta of the pion, and of the target nucleon, correspondingly

`, ¯̀, q = `+ ¯̀, 4-momenta of the lepton, the antilepton and of the virtual photon

ST , transverse component of the target polarization

Q2 = q2, photon virtuality

M2
µµ = Q2, squared invariant mass of the dimuon

qT , transverse component of the virtual photon momentum

xπ = q2/(2Pπ · q), pion Bjorken variable (often referred to as x1, xb)

xN = q2/(2PN · q), nucleon Bjorken variable (often referred to as x2)

xF = xπ − xN , Feynman variable.

The dependence of the cross section on the target spin and on the polar and azimuthal angles of the
outgoing leptons is commonly described using the target rest (TF) and the Collins Soper (CS) coordinate sys-
tems [68, 69], presented in Fig. 31. When the polarizations of the produced leptons are summed over, the1 10
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Fig. 31: Reference systems. Left panel: target rest frame. Note that z-axis (x-axis) is chosen along the beam
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transverse momenta of the virtual photon vanish.

general expression of the cross-section of pion-nucleon lepton-pair production off a transversely polarised nu-
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cleon can be written as follows:

dσ

dq4dΩ
∝ σ̂U

{
1 +A1

U cos2 θCS + sin 2θCSA
cosϕCS
U cosϕCS + sin2 θCSA

cos 2ϕCS
U cos 2ϕCS

+ST

[
(A

sinϕS
T + cos2 θCSÃ

sinϕS
T ) sinϕS

+ sin 2θCS

(
A

sin(ϕCS+ϕS)
T sin (ϕCS + ϕS) +A

sin(ϕCS−ϕS)
T sin (ϕCS − ϕS)

)
+ sin2 θCS

(
A

sin(2ϕCS+ϕS)
T sin (2ϕCS + ϕS) +A

sin(2ϕCS−ϕS)
T sin (2ϕCS − ϕS)

) ]}
(22)

Here q is the four-momentum of the exchanged virtual photon and σ̂U =
(
F 1
U + F 2

U

)
, with F 1

U , F 2
U being

the polarization and azimuth-independent structure functions. The subscript (U )T denotes transverse polariza-
tion (in)dependence. The expression contains three unpolarized, i.e. target polarization-independent, and five
transverse-target polarization-dependent azimuthal asymmetries (hereafter referred to as UA and TSA, respec-
tively). The asymmetries are defined as ratios of corresponding structure functions to the unpolarized ones (σ̂U )
and are accessed as the amplitudes of the respective modulations in the azimuthal (polar) angle of the lepton
momentum in the Collins-Soper frame, φCS (θCS), and azimuthal angle of the target spin vector in the target
rest frame, φS [68–70]. All five TSAs are being extracted by COMPASS for different dimuon invariant mass
ranges using data collected with transversely polarized proton NH3 target. The three UAs (often refereed as
λ = A1

U , µ = A
cosϕCS
U , ν = 2A

cos 2ϕCS
U ), in addition to NH3 target data can also be extracted from data

collected with the two nuclear targets (aluminum (Al) and tungsten (W )). Extraction of UAs requires extensive
knowledge of the azimuthal acceptance of COMPASS setup and dedicated Monte-Carlo studies. The corre-
sponding analysis for Drell-Yan channel is ongoing (preliminary results have been released in 2021), while J/ψ
mass range studies have been started, but are not concluded, yet. In the present analysis for J/ψ TSAs we use
λ = A1

U = 0 as an educated guess based on previous measurements done by other experiments, see Fig. 32.

E866 38.8 GeV p-Cu
E444 20.6 GeV π±-C/Cu/W 
NA3 22.9 GeV p-H2
NA3 22.9 GeV p-Pt
Hera-B 41.6 GeV p-C/Ti/W

λθ

Fig. 32: Collection of λ measurement results for J/ψ production from different experiments.

One of the UAs and two out of five TSAs entering in Eq. 4.1 can be described by contributions from
only twist-2 TMD PDFs. These are the Acos 2ϕCS

U , Asin(2ϕCS−ϕS)
T and A

sin(2ϕCS+ϕS)
T terms. The A1

U =(
F 1
U − F

2
U

)
/
(
F 1
U + F 2

U

)
asymmetry in addition to the twist-2 structure function F 1

U contains a higher-twist

(HT) object F 2
U . At leading order of perturbative QCD, within the twist-2 approximation, F 2

U = 0 and
therefore A1

U = 1. Similarly, the two Sivers components the AsinϕS
T =

(
F 1
UT + F 2

UT

)
/
(
F 1
U + F 2

U

)
and

ÃsinϕS =
(
F 1
UT − F

2
UT

)
/
(
F 1
U + F 2

U

)
asymmetries, along with twist-2 F 1

UT , contain F 2
UT structure function

which vanishes at LO, thus leading to AsinϕS
T = ÃsinϕS . Remaining three azimuthal asymmetries, namely

A
cosϕCS
U , Asin(ϕCS−ϕS)

T , Asin(ϕCS+ϕS)
T are purely ’higher-twist’ functions. AssumingAsinϕS

T ≈ ÃsinϕS we can
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re-write the Eq. 4.1 in the following way:

dσ

dq4dΩ
∝ σ̂′U

{
1 +D[sin 2θCS ]A

cosϕCS
U cosϕCS +D

[sin
2
θCS ]

A
cos 2ϕCS
U cos 2ϕCS

+ST

[
D

[1+cos
2
θCS ]

A
sinϕS
T sinϕS

+D[sin 2θCS ]

(
A

sin(ϕCS+ϕS)
T sin (ϕCS + ϕS) +A

sin(ϕCS−ϕS)
T sin (ϕCS − ϕS)

)
(23)

+D
[sin

2
θCS ]

(
A

sin(2ϕCS+ϕS)
T sin (2ϕCS + ϕS) +A

sin(2ϕCS−ϕS)
T sin (2ϕCS − ϕS)

) ]}
,

where σ̂′U =
(
F 1
U + F 2

U

)(
1 +A1

Ucos2θCS

)
. In analogy to the polarized semi-inclusive deep inelastic scat-

tering (SIDIS) case, we introduced the so-called depolarisation factors defined as: D[f(θCS)] = f(θCS)/(1 +

A1
Ucos2θCS). Assuming A1

U = 0 this simplifies to: D[f(θCS)] = f(θCS). During the analysis we encountered
problems with unbinned-likelihood fit convergence in specific kinematic bins covering low xF and low xπ re-
gions. It turned that limiting the fit to only twist-2 asymmetries eliminates convergence problems and stabilizes
the fit. Presented in this Report preliminary results were obtained using the following leading order (twist-2)
approximation of the expression for the lepton-production cross-section in pion-nucleon interactions:

dσ

dq4dΩ
∝ σ̂′U

{
1 + sin2 θCSA

cos 2ϕCS
U cos 2ϕCS

+ST

[
(1 + cos2 θCS)A

sinϕS
T sinϕS

+ sin2 θCS

(
A

sin(2ϕCS+ϕS)
T sin (2ϕCS + ϕS) +A

sin(2ϕCS−ϕS)
T sin (2ϕCS − ϕS)

) ]}
,(24)

Within LO QCD parton model framework the Acos 2ϕCS
U UA is related to the Boer–Mulders (h⊥1 ) TMD

PDFs of the proton, while the three TSAsAsinϕS
T ,Asin(2ϕCS+ϕS)

T andAsin(2ϕCS−ϕS)
T are related to Sivers (f⊥1T ),

pretzelosity (h⊥1 ) and transversity (h1) TMD PDFs of the proton, respectively [68, 69]. In case of the Sivers
asymmetry the proton PDF is convoluted with unpolarized pion PDF. For the other three LO TSAs, respective
proton PDFs are convoluted with Boer-Mulders PDF of the pion and thus can be used to study this function
further and possibly to determine its sign.

All three aforementioned nucleon TMD PDFs induce analogous twist-2 TSAs in the general expression for
the cross section of unpolarized-hadron production in SIDIS of leptons off transversely polarized nucleons [40,
68, 71]. These TSAs were extensively studied by HERMES and COMPASS experiments (see Refs [72],[73]
and references therein).

The Sivers function [74] describes the left-right asymmetry in the distribution of unpolarized partons in
the nucleon with respect to the plane spanned by the momentum and spin vectors of the nucleon. Within the
TMD framework of QCD the two naively time-reversal odd TMD PDFs, i.e. the quark Sivers functions f⊥1T and
Boer-Mulders functions h⊥1 , are expected to have opposite sign when measured in SIDIS or DY [75–77]. The
sign-change of Sivers TMD PDFs is considered to be a crucial test of QCD. In contrast to the Sivers function,
transversity and pretzelosity TMD PDFs are predicted to be genuinely universal, i.e. they do not change their
sign between SIDIS and DY measurements [78], which is yet another fundamental QCD prediction to be
explored.

In various SIDIS and Drell-Yan studies carried out at COMPASS, it is convenient to disentangle four Q2

or (in case of Drell-Yan) four Mµµ = Q dimuon invariant mass-ranges [69, 79]:

i) 1 < Mµµ/(GeV/c)2< 2: ”low mass” range, where several dimuon production channels contribute;

ii) 2 < Mµµ/(GeV/c)2< 2.5: ”intermediate mass” range, similar to the ”low mass” range;

iii) 2.5 < Mµµ/(GeV/c)2< 4.3: ”charmonium (J/ψ and ψ′) mass range”;

iv) 4.3 < Mµµ/(GeV/c)2< 8.5: ”high mass” range where Drell-Yan channel dominates.
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In this analysis we considered only the J/ψ mass range, shrinking it to 2.85 < Mµµ/(GeV/c)2<, which cor-
responds to the J/ψ-peak region in our data. Applying this selection, we exclude ψ′ region and reduce the
background contamination, which is estimated to be below 8%.

Under certain assumptions (e.g. dominance of the qq̄ annihilation process for J/ψ-production in COM-
PASS kinematics rather than gluon fusion) J/ψ channel can be considered as an alternative way to access quark
TMD PDFs and especially to test the sign-change of the Sivers function as proposed in Ref. [80]. Assuming
that gluon Sivers contribution, as well as the contribution from J/ψ originating from feed-down decays is small
and neglecting related dilution effects, the Authors of Ref. [80] conjectured that the Sivers asymmetry in the
J/ψ-peak region can be quite significant at COMPASS kinematics, see Fig. 33.

Fig. 33: Model predictions for the J/ψ Sivers asymmetry in COMPASS kinematics [80].

On the other hand, using Color Evaporation Model (CEM) approach the Authors of Ref. [81] suggested
that it is rather gg-fusion contribution that dominates in COMPASS kinematics. This makes the interpretation
of the TSAs from the COMPASS J/ψ-production data more elaborate. For example, in case of the dominance
of gg-fusion, the J/ψ TSA measurements can be used to constrain gluon TMD PDFs, which are still unknown.
Large or small, COMPASS J/ψ TSA results play a unique role in hadron spin-structure studies and can be used
to study the J/ψ production mechanisms and features. In order to better understand and test the share between
different production mechanisms, the information from J/ψ TSAs would need to be confronted with COMPASS
λ measurement results for J/ψ production [81, 82].

It is however important to underline, that in this range the requirement of TMD factorization that the
transverse momentum of the dimuon has to be much smaller than Mµµ, is satisfied less strictly compared to the
Drell-Yan channel, due to lower Mµµ.

4.1.1 J/ψ mass range data selection and analysis
The analysis is carried out for the dimuon data collected during Drell-Yan data-takings in 2015 and 2018. For
this measurement, the 190 GeV/c π− beam from the CERN SPS was scattered off the COMPASS transversely
polarized NH3 target with proton polarization 〈PT 〉 ≈ 0.72 and Jψ dilution factor 〈f〉 ≈ 0.15, where the
latter accounts for the fraction of polarizable nucleons in the target and the migration of reconstructed events
from other regions into each target cell. The polarized target, placed in a 0.6 T dipole magnet, consisted of two
longitudinally aligned cylindrical cells of 55 cm length and 4 cm in diameter, separated by a 20 cm gap. The
two cells were polarized vertically in opposite directions, so that data with both spin orientations were recorded
simultaneously. In order to compensate for acceptance effects, the polarization was reversed approximately
every two weeks. The entire data-taking time of each year was divided into nine periods, each consisting of two
consecutive weeks with opposite target polarizations. The proton polarization had a relaxation time of about
1000 hours, estimated from NMR measurements performed for each target cell in each data taking period. A
240 cm long alumina structure with a tungsten core, placed downstream of the target, acted as a hadron absorber
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and a beam dump. Outgoing charged particles were detected by a system of tracking detectors in the two-stage
spectrometer. In each stage, the muon identification was accomplished by a system of muon filters. The trigger
required the hit pattern of LAST and OT hodoscope planes to be consistent with at least two muon candidates
originating from the target region. For any pair of them, this implies that the laboratory polar angle θµ of each
candidate lies in the first stage (25 < θµ < 160 mrad), or one candidate lies in the first stage and the other one
in the second stage of the spectrometer (8 < θµ < 45 mrad).

Going through the main aspects of the data analysis:

– A basic pre-filtering of the data has been applied before the processing. Short or obviously problematic
runs have been excluded from the production run-lists. The final processing of 2015 and 2018 data
was carried out at the Frontera supercomputer. Presented results are based on the final production of
both 2015 (s2 slot) and 2018 (t8 slot) data samples profiting from all recent reconstruction software
(CORAL) developments, alignment and calibration improvements, etc. In particular the analysis of 2018-
t2 production data pointed out several problems with P04 period (e.g. 30% loss of high-mass statistics
compared to t1), hodoscope mapping problems, etc., which were fixed in the t8-slot.

– Data quality and event selection. The data were scrutinized by stability and quality tests via monitoring
of various macro, kinematic and angular observables. Spills and runs showing instabilities were filtered
into so-called ’bad spill/run’ lists and rejected from the analysis. The bad spill and run analyses have
been redone for 2015-s2 and 2018-t8 samples separately. Both data sets were treated on the same ground
(software, settings, criteria). To large extent the event selection procedure and criteria were the same
as the ones used in the published DY 2015 data [83], the main difference being the mass range 2.85
< Mµµ/(GeV/c)2< 3.4. The requirement that both muons have momenta larger that 7 GeV/c applied in
high-mass Drell-Yan analyses is not applied for this work (based on MC checks). As in all other Drell-
Yan analyses the data from the P00 period of 2018, which were taken in unstable conditions, have not
been included in the analysis.
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Fig. 34: Vertex Z-position distribution (left) and xN versus xπ distribution (right panel) for J/ψ mass range.

After all selections, about 1.6× 106 dimuons remained for the analysis in the 2015 sample and 1.7× 106

dimuons in the 2018 data set. In Figs. 34–35 various kinematic distributions are shown for merged
sample of both years. In Fig. 36 kinematic maps for 2015 and 2018 are compared; they look identical.
However, we note that some of the angular correlations look slightly different in 2018 compared to 2015
(e.g. φ

µ
+ vs φS), which points to minor acceptance differences between the two years. This however is

not expected to impact the TSAs.

As it was reported in 2022 annual report [39], in high-mass Drell-Yan analysis several observables in-
cluding the TSAs have pointed to differences between first (P01-P04) and second (P05-P08) halves of
the 2018 data. The J/ψ TSAs results did not show any similar problems. The results from 2015 and 2018
samples are well-compatible and periods compatibility doesn’t unveil any significant instabilities within
separate years.

– Monte-Carlo, target polarization and dilution factor. For unpolarized analyses of 2018 data extensive
Monte-Carlo studies were carried out using samples generated with TGeant COMPASS setup simulation
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Fig. 36: Kinematic map: J/ψ mass range NH3 target, 2015 and 2018 data.

tool. Produced 2018 MC sample was used in the TSA analyses in order to: i) determine the resolutions
and acceptance for angular and kinematic variables, ii) estimate background contamination, iii) estimate
cell-to-cell and ”surrounding material”-to-cell event-mixing, iv) estimate the impact of various detector
and trigger-slab instabilities at the level of kinematic and angular variables. In Fig. 38 the cell-to-cell and
”surrounding material”-to-cell event-mixing is illustrated for different kinematic bins. Mixing fractions
are quoted for each kinematic bin and were taken into account in the dilution factor evaluation.

Given that in 2015 the setup was operating in a very similar to 2018-run conditions, the outcome of those
studies was applied for both years. The dilution factor and feed-down fraction were calculated within
the parton Reggeization approach [84–86], which interpolates smoothly between low and high energies
and provides a reasonable description of the J/ψ pT spectrum. The calculations were done separately for
2015 and 2018 target configurations (packing factors). Average dilution factor values (already corrected
for event-mixing) calculated for 2015 and 2018 samples and feed-down coefficients are shown in Fig. 37
as a function of kinematics.
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Fig. 38: Reconstructed Z vertex distribution. Different colors indicate different origins.

– Systematic tests. The TSAs resulting from different periods were checked for possible systematic ef-
fects. Usually, the largest systematic uncertainty contribution is due to a possible residual variations of
experimental conditions within a given period. They are quantified by evaluating various types of false
asymmetries. A number of other tests were performed checking the statistical consistency of the data
and stability of the obtained results w.r.t. different cuts and selections. Evaluated additive systematic
uncertainties amount to 0.7-0.8 ×σstat to both 2015 and 2018 TSAs. The normalization uncertainties
originating from the uncertainties on target polarization (3%), dilution factor (10%) and A1

U = 0 as-
sumption (5%) were taken into account when merging the results from 2015 and 2018.

– Extraction of the asymmetries and evaluation of the systematic uncertainties. Asymmetries were ex-
tracted using three methods: 1D ”Double Ratio” (1DDR), ”Extended Unbinned Maximum Likelihood
(UML)” and ”Extended Unbinned Maximum Likelihood with event-by-event f ·D[f(θCS)] - weighting”
(EWUML) [87]. All three methods yield the same results and no systematic deviations were observed. In
both UML approaches all TSAs are extracted simultaneously together with the corresponding co-variance
matrices. Using EWUML takes into account kinematic f ·D[f(θCS)] corrections in a most proper event-
by-event way and allows to slightly decrease the statistical uncertainties of the TSAs compared to the
1DDR and UML methods. In present analysis the extraction has been restricted only to twist-2 terms in
the cross-section Eq. 24. The asymmetries have been extracted separately for the 2015 and 2018 data
sets. The combined asymmetries are obtained by evaluating a weighted sum of the results from two years
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considering the additive and multiplicative systematic uncertainties evaluated separately for each year.
The procedure follows the recipe used in SIDIS analyses.

In Figs. 39 the final combined results from two years are presented as a function of kinematic vari-
ables. The asymmetries have been extracted in the mass-range between 2.85 (GeV/c)2 and 3.4 (GeV/c)2 using
EWUML method in bins of xN , xπ, xF , qT and Mµµ. The systematic point-to-point uncertainties are found to
be about 0.7-0.8 times the statistical uncertainties and given in the form of bands. The obtained results suggest
that non of the TSAs in J/ψ mass-range exhibits any strong signals or kinematic dependences and all measured
TSAs are compatible with zero within available statistical precision.

To summarize, COMPASS performed first ever measurement of TSAs in pion-nucleon interactions in the
mass range of J/ψ meson. The fact that the asymmetries are small and compatible with zero within 0.5%-1%
statistical precision needs a careful consideration. COMPASS SIDIS TSA measurements at a similar hard
scale have shown non-zero effects both for Sivers and Collins asymmetries [79]. Small or zero signal in the
pion-nucleon channel may indicate that the production of J/ψ mesons in COMPASS kinematics may indeed
go mainly via gluon-gluon channel, as suggested in Ref. [81]. Assuming that gluon TMDs are either small or
zero, could then explain our observations. COMPASS results have triggered the attention of phenomenologist
working on charmonia TMDs. We plan to start drafting a paper dedicated to J/ψ TSAs after the publication of
the results for Drell-Yan channel.
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Fig. 39: From top to bottom: kinematic dependence of Sivers, pretzelosity and transversity TSAs.

4.2 J/ψ production cross-section ratios W/Al
The results on J/ψ production cross section measured from the COMPASS data taken in 2018 were released in
August 2022. We studied cold nuclear matter (CNM) effects occurring when the charmonium is produced from
a nuclear target, evaluating the ratio of J/psi production in tungsten and aluminium targets. The CNM effects
may originate from the nuclear modification of the parton distribution functions (nPDF) of the hadronic target
(nuclear shadowing, anti-shadowing, or EMC effect) and partonic energy loss in nuclear media. Quarkonia and
Drell-Yan cross sections in small systems like hadron-nucleus (hA) collisions are ideal to study CNM effects,
via the so-called nuclear modification factor: RhA(xF ) = 1

A
dσhA/dxF
dσhp/dxF

, the ratio of cross sections between
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a heavy and a lighter (or proton) targets. This factor is expected to be equal to unity if no nuclear effects
are present. Such measurements were performed both in fixed target and in collider experiments, at various
collision energies. In COMPASS the nuclear modification factor was studied for J/ψ production in tungsten
versus aluminium targets, as a function of Feynman-x and transverse momentum, at

√
s = 18.9 GeV.

The double differential cross section for J/ψ production decaying to dimuons as a function of xF and pT
can be written as follows:

d2σπ
−

A

dxFdpT
=

Nµ
+
µ
−

events(xF, pT)

εtot.BR.L
(25)

where Nµ
+
µ
−

is the number of J/ψ to dimuon events; εtot the acceptance (including geometric acceptance,
detector, trigger, and reconstruction efficiencies); BR the branching ratio of the decay J/ψ→ µ+µ−; and L the
integrated luminosity. The integrated luminosity is obtained according to:

L = Nbeam × %T (26)

with Nbeam being the number of incident beam particles and %T the target density.
The observable to study the CNM effects, nuclear modification factor (R

π
−
A

(xF , pT )), can be calculated
as the ratio of the cross section of the heavy (A) to the light (B) nuclei:

R
π
−
A

(A/B) =
NA(xF,pT)

εA.αA.LAeff .ρ
A
/

NB(xF,pT)

εB.αB.LBeff .ρ
B
. (27)

where αi are the beam attenuation factors at the entrance of each of the considered targets; Lieff are the effective
lengths of the target cells (calculated taking into account the pion interaction length in each material); and ρi

are the density of target materials. Other parameters entering the cross section cancel out in the ratio, thus there
is less systematic error affecting the ratio than the cross sections themselves.

In 2018, dimuon events were collected over approximately 20 weeks, combined in 9 periods. The first
period P00 is not considered in this analysis, since it suffered from several spectrometer instabilities and no
MC samples could be produced to describe them.

The dimuons originate from a 190 GeV negative pion beam interacting in a sequence of cylindrical targets:
two long polarized ammonia cells, followed by a small aluminium cell and by a tungsten beam plug whose first
part is considered as a nuclear target. In the J/ψ cross section analysis only the 7 cm long Al target and the
first 10 cm of tungsten are used. The selected events fired one of the two dimuon trigger systems: LAS-LAS
(when both muons are detected by the hodoscopes of the Large Angle Spectrometer); and LAS-OT (one muon
detected at large angle, while the other one is seen by the so-called Outer hodoscopes, in the Small Angle
Spectrometer of COMPASS). In this analysis initially the two triggers are treated separately, and the results are
combined at the end.

To ensure the stability of the spectrometer, a pre-analysis was performed, as described in previous re-
ports [39], and the identified bad spills and runs were rejected. The event selection includes several quality
criteria for the reconstructed tracks and validation of the fired trigger, as well as a so-called ”image cut”, that
ensures the same acceptance for both charges of muons. A set of requirements is applied to the reconstructed
kinematics: 0 < xF < 0.9, pT < 4 GeV/c. After these selections, 1.18 million dimuons from W and 0.2
million dimuons from Al with masses M > 1.5 GeV/c2 remain.

The detailed evaluation of the acceptance is required in this analysis. This is done per target, trigger
and period. The period dependence is simulated by using trigger efficiency and detector efficiencies which
were extracted on a period by period basis 5. The procedures for detector and trigger efficiencies extraction
were described in detail in previous reports. The acceptance is determined in (pT , xF ) bins, from a dedicated
Monte Carlo simulation of the charmonium production process. The process is generated using Pythia 8 and
the spectrometer full events simulation is done by the means of TGeant, a Geant4-based COMPASS setup
simulation tool. In Figure 40 the acceptance is shown as a function of pT in bins of xF , for LAS-LAS trigger
(top panel) and LAS-OT trigger (bottom panel), for W (red) and Al target (blue).

5For the moment, detector efficiency sets corresponding to only two periods were extracted. In this analysis the one obtained from
P03 was applied to the simulations of the first four periods, and the one obtained from P08 applied to the last four periods.
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Fig. 40: Acceptance of J/ψ events as a function of pT and in bins of xF , for LAS-LAS (top) and LAS-OT
(bottom) dimuon triggers. The red points are for W target and blue points for Al target.

Besides the J/ψ, several other physics processes contribute to the dimuon mass spectrum. The combina-
torial background from uncorrelated muon pairs also contributes to the measured distribution. Thus, in order
to correctly evaluate the number of J/ψ particles in each (pT , xF ) bin, as required by equation 27, the so-called
”cocktail” fits of the mass spectra are performed. The following physics processes are considered:

– J/ψ production

– ψ(2S) production

– Drell-Yan

– Open-charm semi-leptonic decays

Dedicated Monte Carlo samples corresponding to each of these processes are generated in Pythia 8 and prop-
agated through a Geant4 simulation of the spectrometer, being reconstructed afterwards as in the case of real
data. The combinatorial background, is obtained from the real data like-sign muon pairs recorded simultane-
ously with the opposite-sign muon pairs (since the trigger system does not distinguish between particle charges,
both type of pairs are acquired). Since the equal acceptance of both muon charges was ensured by the ”image
cut” referred above, a simple geometrical model can be applied to evaluate the combinatorial of opposite-charge
muons from the like-sign muon samples:

N comb
+− = 2

√
N++N−− (28)

In the cocktail fit, the real data dimuon mass distribution is fitted using the sum of reconstructed MC
samples for the various contributions. In this fit, the normalization for each process enters as a free parameter
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(except for the combinatorial background, since this contribution is effectively measured from real data). Fig-
ure 41 presents an example of the fit method for the case of W target and LAS-LAS trigger, in bins of pT , for
the 0.1 < xF < 0.2 range. The real data is shown as the blue histogram, while colored solid curves present
the fitted charmonium resonances J/ψ (magenta) and ψ(2S) (green). The red solid line shows the fit function,
while the black dotted line shows the summed background contributions.
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Fig. 41: Example of the fit method to the dimuon mass spectrum, for W target and LAS-LAS trigger, in bins
of pT , for the 0.1 < xF < 0.2 range. RD is shown as blue histogram, together with charmonium J/ψ (magenta
curve) and ψ(2S) (green curve) contributions. Red solid line shows total fit function, while black dotted line
the summed background contributions.

The number of J/ψ particles in each (pT , xF ) bin is obtained separately per target and trigger from the
cocktail fits. When considering the J/ψ events from aluminium, a corrective factor is applied to take into account
the contamination of J/ψ events originated in tungsten that are wrongly reconstructed at the aluminium target
position. This contamination is due to an event-migration caused by limited vertex Z-position resolution and
has strong kinematic dependence. It ranges from 4 to 17% for LAS-OT trigger, and from 1 to 8% for LAS-
LAS trigger. The procedure to evaluate this contamination corrective factor is described in last year’s SPSC
report [39].

The nuclear modification factor R
π
−
A

(W/Al) for the ratio W to Al is obtained according to equation 27.
A systematic difference between the two triggers is observed, amounting to roughly 5%. Despite a through
investigations, the origin of the bias could not be identified. When combining the results from the two triggers, a
simple arithmetic mean is used. Other studied sources of systematic uncertainty include the period dependence
and the signal extraction method. The total systematic uncertainty on R

π
−
A

(W/Al) is estimated to be below
10%.

In Figure 42 the results obtained for the nuclear modification factor are presented in bins of (pT , xF ),
after the two dimuon triggers are combined (the error bars are statistical only). One can observe a suppression
at low pT , that is more prominent at large xF . These results are qualitatively comparable with those from
previous fixed-target experiments E866 and NA3. Since the data from these experiments, as well as from E537
and NA60 (on proton induced J/ψ production) are well described by the partonic energy loss model of Arleo et
al [88], these COMPASS results can be interpreted as hint of energy loss effects in cold nuclear matter.

4.3 Drell-Yan cross section
Drell-Yan and deep inelastic scattering are the two main processes giving access to the hadron PDFs that
describe the momentum distribution of their constituent quarks and gluons. While proton PDFs are presently
known with a good accuracy, the knowledge of pion PDFs is rather scarce. The pion PDFs are being extracted
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Fig. 42: Nuclear modification factor R
π
−
A

(W/Al) in 2D, after combining LAS-LAS and LAS-OT triggers.
Only statistical errors are presented.

from pion-induced processes (pion beam collides with fixed nucleon target) like Drell-Yan, J/ψ production, and
prompt-γ production. The pion-induced Drell-Yan process is mostly sensitive to the valence quark content in
the pion. In COMPASS, a negative pion beam (of purity above 95%) is used, thus in the measured Drell-Yan
process there is u-quark dominance.

In parallel with J/ψ analysis, the Drell-Yan high mass range (dimuon with mass 4.3 < M < 8.5 GeV/c2)
is analysed in order to obtain the differential cross section. The study of Drell-Yan cross section in (M, qT , xF )
bins is done for all three COMPASS targets (ammonia, aluminium and tungsten).

The cross section is given by σ = N/L, where N is the number of measured Drell-Yan events and L is
the luminosity as defined at eq. 26.

Similarly to the J/ψ cross-section analysis, 8 periods from the 2018 data set are analysed (period P00 was
excluded, for the reasons mentioned above). The event selection is also very similar to the one used in the
J/ψ analysis, but in this case the measurement is done in the ranges −0.2 < xF < 0.9 and qT < 3.6 GeV/c.
The total statistics of selected dimuons with 4.3 < M < 8.5 GeV/c2 (before purity corrections are applied) in
this analysis amounts to 37 thousand from the ammonia target, 6 thousand from the aluminium target and 44
thousand from the tungsten target.

Different processes can yield muon pairs in the final state and can contribute to the dimuon sample. In
order to keep a high level of Drell-Yan purity in the sample, the analysis is first restricted to the high mass region
(4.3 < Mµµ/(GeV/c

2) < 8.5), where this process is expected to dominate. In the second step, the purity in
this region is evaluated based on the description of the real-data dimuon mass spectrum using a combination of
a set of Monte-Carlo samples representing specific dimuon processes and a combinatorial background extracted
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from real-data like-sign muon pairs, as it was described in the previous sections for the J/ψ analysis.
For each target and in each xF and qT bin of the 3D cross-section analysis, a likelihood fit is performed

to adjust the normalisation of the various reconstructed Monte-Carlo kinematic distributions to the data. The
combinatorial background contribution is kept normalized to unity, as it is obtained from like-sign real data in
the same conditions as the opposite sign muon pairs. These cocktail fits to the dimuon invariant mass spectrum
are done in the range between 2.4 and 8.5 GeV/c2.

The migration of events generated in one of the targets that are reconstructed at the position of another
one is also taken into account as a contamination contribution, evaluated from Monte Carlo. In particular, it
is important for the events in charmonia peak regions. Since mass resolution changes with vertex Z-position
the displacement of reconstructed events from downstream locations corresponds to a shift in the resonance
peak towards lower masses, while migration from upstream Zvertex shifts towards higher masses. The con-
tamination in the high mass Drell-Yan due to event migration from one target material into another is evaluated
using MC simulations. It amounts to 1.5% in the aluminium (from events generated in tungsten), and 4% in the
ammonia mix (from events generated in the Helium volume surrounding the NH3 cells).

Although the Monte-Carlo simulations describe reasonably well the data, the pole position of the char-
monia resonances and their mass resolution are not so well reproduced. The mass resolution appears to be
overestimated for upstream targets and underestimated for the downstream region. Globally the J/ψ peak in
Monte Carlo is found at slightly higher mass compared to RD. In addition, especially in tungsten target, the
Monte-Carlo ψ(2S) component is highly suppressed in the fit for many xF and qT bins (potentially due to over
optimistic resolution in MC).

Fig. 43: Top: ”Cocktail fit” to the dimuon invariant mass spectrum, in one kinematic bin for W LAS+LAS on
the left and LAS+OT on the right. The values of scaling parameters are given in the plots. Bottom: Purity
evaluation based on MC histograms (blue points) and simultaneous fit of MC shapes in blue.

In the cocktail fits to the dimuon mass spectra a cost function is minimized that includes, in addition to
the usual likelihood estimator for Poisson distribution, an extra-term to correct for different mass bias in MC as
compared to RD. To the bare likelihood, two constraints are imposed, applying: 1) a penalty to the fit whenever
the relative contribution of ψ(2S) with respect to J/ψ goes below 2%; and 2) a penalty to the fit whenever the
MC fitted in the range 5.5 < M < 8 GeV/c2 (where almost pure Drell-Yan is expected) deviates from real
data.

The selected starting mass of the cocktail fits is M =2.4 (GeV/c2), as it was observed it results in reason-
able χ2 values and keeps some sensitivity to open-charm contribution before entering the dominance region of
charmonia. The obtained bias parameter is the largest for W target and found to be around 50 MeV/c2 and the
contribution from the penalties to the total χ2 is at the percent level. The cocktail fit results for two kinematic
bins from tungsten target with LAS+LAS and LAS+OT triggers are shown in Fig. 43-top.

Based on the cocktail fit, the purity can be computed as the ratio of Drell-Yan MC component to the
sum of combinatorial background and MC components. To remove the fluctuations in the purity evaluation, a
simultaneous fit of the purity and MC shape is performed. An example of the final result of the purity for the
same two bins of tungsten is shown in Fig. 43-bottom. The purity is rather high for the ammonia target (usually
higher than 90% for masses above 4.3 GeV/c2) and slightly worse for LAS+OT as compared to LAS+LAS
triggers. The tungsten target is the one with largest contamination and only for M > 5.5 GeV/c2 the purity of
90% or higher is reached.

The high mass Drell-Yan events acceptance is evaluated in four-dimensions: target position along beam
direction Zvtx, dimuon mass Mµµ, Feynman-x xF , and dimuon transverse momentum qT . It is defined as
follows :

dεAcc
dZvtxdMµµdxFdqT

=
dNMC

rec

(
Zvtx,Mµµ, xF , qT

)
dNMC

gen

(
Zvtx,Mµµ, xF , qT

) (29)

where dεAcc
dZvtxdMµµdxF dqT

is the 4-dimensional acceptance. NMC
gen is the number of generated high mass Drell-

Yan events from Pythia8, in a given kinematic bin, but without the impact of experimental conditions. NMC
rec is
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the number of reconstructed events in the equivalent kinematic bin, but evaluated from reconstructed variables.
The acceptance of LAS+LAS and LAS+OT events is calculated separately. The acceptance as defined above
includes the effects of detector and trigger efficiencies. While it is approximately constant withM and with qT ,
it varies significantly in the xF range considered, as can be seen in figure 44 for the case of the ammonia target.
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Fig. 44: Acceptance for Drell-Yan events in the mass range 4.3 < M < 8.5 GeV/c2 originated from the
ammonia target, for LAS+LAS trigger (left) and LAS+OT trigger (right).

In order to obtain the cross sections, beam flux and integrated luminosity are evaluated. The beam flux
is calculated using the random trigger events, from the beam tracks reconstructed at the experiment’s beam
telescope. The average beam intensity during the 2018 Run is 55 MHz. In this analysis only spills with
intensity between 45 and 65 million particles per second are considered. The beam flux distribution is shown
in fig. 45-left. The integrated luminosity accumulated over the 8 periods of data-taking included in the analysis
is shown in fig. 45-right. The integrated luminosity amounts to roughly 4 fb−1 for tungsten target, 2 fb−1 for
the (ammonia+helium) two cells, and 0.5 fb−1 for the aluminium target.

Fig. 45: Beam flux distribution (left) and integrated luminosity along the 2018 Run, per target (right).

The collected data is limited by an average DAQ lifetime of 0.86 . The Veto lifetime, reflecting the fact
that a signal from the Veto hodoscopes located at the beam telescope was included in anti-coincidence to the
dimuon physics triggers, is also considered. The Veto hodoscopes identify events where muons from beam
decays traversing along the beamline (and off the beam spot) occur. The average veto lifetime relevant for
LAS+LAS events is 0.74, while for LAS+OT events is 0.67 .

The cross section is evaluated in 3D, 2D and 1D, as a function of the variables xF , M and qT . The
analysis is done separately for the two dimuon triggers, LAS+LAS and LAS+OT, that can be considered to a
large extent independent measurements. The results are compatible between the two triggers, except for the
tungsten target, where the LAS+OT cross section is systematically lower with respect to the LAS+LAS one,
by 10-20%. As for the J/ψ analysis, it was not possible to identify any of the two triggers as the faulty one,
thus the final results are obtained from the arithmetic mean of the two, and a systematic uncertainty related to
trigger, amounting to half the difference between measurements, is assigned.
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The two polarized target cells are combined evaluating the weighted mean of the two cells results, in
order to give a measurement of the Drell-Yan cross section from the unpolarised (since polarisation averaged)
”ammonia + helium” mix.

Figure 46 shows an example of the 3D Drell-Yan cross section per nucleon obtained, in this case from the
ammonia target, in bins of mass and qT , as a function of xF . The error bars in the points represent the statistical
errors, while the bands at each point are the total uncertainties, with statistical and systematic errors added in
quadrature. The dominant systematic uncertainties are the ones related to process purity evaluation, and from
the acceptance evaluation (specially in the limits of the xF range considered).
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Fig. 46: Three dimensional cross section of DY process as a function of xF in bins of (M , qT ) for ammo-
nia+liquid helium. The vertical lines represent the statistical uncertainties while the shaded areas account for
the total uncertainties.

The COMPASS Drell-Yan cross-section results can be compared with those published by past experiments
E615 at FermiLab [89] and NA10 at CERN [90]. These experiments used tungsten targets, and similar negative
pion beam momenta, of 252 GeV/c in the case of E615, and 194 GeV/c in the case of NA10. Figure 47 shows the
comparisons of Drell-Yan cross section from the W target as function of xF in several

√
τ bins (

√
τ ≡M/

√
s)

between COMPASS (red points) and E615 or NA10 (blue points) experiments. The scaling factor M3/
√
s is

applied in order to take into account the different beam energies. In general, COMPASS results are in good
agreement with both NA10 and E615 ones, given the systematic and statistical uncertainties. In the comparison
to E615, the normalisation of COMPASS data is always higher at the range 0.23 <

√
τ < 0.32 (lower mass

bins), but it is at the same level for 0.32 <
√
τ < 0.42 (higher mass region). Comparing to NA10 data, the

normalisation is at the same level for all the
√
τ bins. These results are not surprising, given the discrepancy

reported since long between the results from those two past experiments, at the level of 20%.
The ratio of Drell-Yan cross sections between heavy and light nuclear targets provides an access to cold

nuclear effects. Among these, parton energy loss predicts a significant drop of the ratio at very large xF ; while
due to Cronin effect the ratio is expected to exhibit a mild increase towards large qT .

The cross-section ratios for different targets are shown in Fig. 48. Part of the systematic uncertainties are
expected to cancel out in the ratio, especially those related to the luminosity and to the acceptance. But since
the most significant ones are either from purity or from trigger incompatibility, a large fraction of the systematic
uncertainty is expected to propagate to the cross section ratio. The process purity uncertainty is considered to
mainly come from the extraction method itself and therefore to be correlated for the various targets. For that
reason, the difference of the relative uncertainty of the purity is taken as a systematic uncertainty on the ratio.
Concerning the systematics associated to the trigger discrepancy, since it is of unknown origin, the relative
systematic uncertainty from each target involved in the ratio is added in quadrature. Given the current size of
the systematic uncertainties, the results are mostly insensitive to any nuclear effects.

When Drell-Yan event takes place in a cold nuclear medium, initial state multiple scattering occurs, lead-
ing to the so-called Cronin effect. As a net effect, the dimuon qT distributions appear broader when measured
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Fig. 47: 2D Drell-Yan cross section measurement from W target as function of xF in different
√
τ bins. Top:

COMPASS (red, 190 GeV) versus E615 (black, 252 GeV). Bottom: COMPASS (red, 190 GeV) versus NA10
(black, 194 GeV). The band shows the total uncertainties (systematics are 6.5% for NA10 [91] and 16% for
E615 [92]).

0.2 0.4 0.6

Nx

0.5

1

1.5D
Y  A− π

R  Alπ
DYσ

 Wπ
DYσ

1A
2A

<0.8Fx-0.2<

)<3.6c/(GeV/
T

q0.0<
)<8.52c/(GeV/M4.3<

0.2 0.4 0.6
Nx

0.5

1

1.5

R
(W

/P
T

)

-He)
3

 (NHπ
DYσ

 Wπ
DYσ

1A
2A

<0.9Fx-0.2<

COMPASS stat.

COMPASS tot.

Pythia+nNNPDF3.0

0.2 0.4 0.6
Nx

0.5

1

1.5

R
(A

l/P
T

)

COMPASS preliminary

-He)
3

 (NHπ
DYσ

 Alπ
DYσ

 
1A
2A

<0.8Fx-0.2<

Fig. 48: Ratios of 1D Drell-Yan cross sections between different targets, as a function of xN . The error bars at
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from heavier targets as compared to lighter ones. The average qT
2 gives a measure of this broadening. The
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Drell-Yan cross section distribution as a function of qT is fitted with a Kaplan function of the form:

1

2qT

dσ

dqT
= p0

(
1 +

q2
T

p2
1

)−6
. (30)

The 〈q2
T 〉 is then given by:

〈q2
T 〉 =

1∫
dσ
dqT

dqT

∫
q2
T
dσ

dqT
dqT =

p2
1

4
(31)

Figure 49 presents the average q2
T for ammonia and tungsten targets, as a function of xF . It is clearly

larger for the heavier target than for the lighter one.
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Fig. 49: 〈q2
T 〉 of PT cells and W target as a function of xF .

The Drell-Yan cross section results from COMPASS were first presented at conferences during the month
of September 2023. The corresponding paper is being prepared.

4.4 qT -weighted Drell-Yan TSAs
The spin-dependent asymmetries in both SIDIS and Drell-Yan processes involve convolution integrals of TMD
functions over intrinsic quark transverse-momenta, kT . The transverse momentum of the Drell-Yan dilepton
evolves from the sum of the individual transverse momenta of the annihilating quark and antiquark that origi-
nate from the colliding hadrons. In the context of the observed asymmetries, this leads to a convolution integral
involving the associated quark PDFs. In order to de-convolute the encoded TMD obejcts from the asymme-
try data, in various phenomenological extractions it is necessary to make model dependent assumptions on a
specific functional form (commonly a Gaussian function), to characterize the inherent k2

T dependence of the
PDFs. More than twenty five years ago an alternative method was proposed to extract k2

T integrated transverse
moments of the TMDs without making any assumption on the functional form of the transverse-momentum
dependence [93–95]. The method, suggests measuring the so-called hadron transverse momentum (or dilepton
transverse momentum, in case of Drell-Yan) weighted asymmetries, instead of the conventional ones. Defining
the appropriate weights for the asymmetries, the convolution integrals transform into products of k2

T moments
of the TMDs, which makes the interpretation of the weighted asymmetries notably straightforward. COMPASS
published the results for the measurement of PT -weighted Sivers asymmetries in SIDIS back in 2018 [96].

For the Drell-Yan case we define the weighted transverse spin asymmetries (wTSAs) using appropriate
powers of the dilepton’s transverse momentum qT . In the context of the TMD approach, The weighted Sivers
asymmetries can be written as:

A
sinφS

qT
Mp

T = −2

∑
q e

2
q

[
f q̄1,π(xπ) f

⊥(1)q
1T (xN ) + (q ↔ q̄)

]∑
q e

2
q

[
f q̄1,π(xπ) f q1,p(xN ) + (q ↔ q̄)

] , (32)

while and for transversity wTSA we have:

A
sin(2φ−φS)

qT
Mπ

T = −2

∑
q e

2
q

[
h
⊥(1)q̄
1,π (xπ)hq1,p(xN ) + (q ↔ q̄)

]∑
q e

2
q

[
f q̄1,π(xπ) f q1,p(xN ) + (q ↔ q̄)

] , (33)
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where the sums over quarks and antiquarks q; eq are the fractional electric quark charges; Mπ,p are the pion
and proton masses; and f (n) or h(n) are the n-th k2

T -moments of the TMD PDFs.
In 2017 the COMPASS Collaboration released preliminary results based on 2015 DY data and in 2019

this was complemented by adding a portion of 2018 data. The current analysis is based on the complete sample
of 2015 + 2018 data, like for the conventional TSAs. The Sivers and transversity wTSAs are shown in Fig. 50.
Presented results were released in June 2023.

ongoing analysis 4.3 < M/(GeV/c2) < 8.5

Fig. 50: The qT -weighted transverse spin asymmetries from the 2015 and 2018 datasets. Systematic uncertain-
ties are denoted by the bands at the bottom.

Drell-Yan wTSAs obtained from the 2015 and from the 2018 data sets are found to be compatible, which
allowed to determine the combined asymmetries, as illustrated in Fig. 51.

ongoing analysis 4.3 < M/(GeV/c2) < 8.5

Fig. 51: The qT -weighted transverse spin asymmetries from the 2015 and 2018 datasets combined. Systematic
uncertainties are denoted by the bands at the bottom.

Presently, systematic tests are ongoing, in view of releasing results on pretzelosity-induced wTSA as well.
After that, we plan to extract the first moments of the Sivers and Boer-Mulders functions and publish the results
(the paper-draft is in an advanced state).

4.5 Other analyses
Other Drell-Yan and charmonium-related ongoing analyses had less relevant progress in the past year, mostly
due to established priorities. The final results from the conventional Drell-Yan TSAs that were released in
2021 are being prepared for publication. While the drafting of the paper is well-advanced, the estimation of
background level affecting the Drell-Yan mass range is still being worked on, as explained above. We explore
a possibility to enlarge the mass range for TSA analyses to 4.0 GeV/c2< Mµµ < 9.0 GeV/c2compared to our
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previous publication [83], where stricter requirements on the invariant mass range were applied: 4.3 GeV/c2<
Mµµ < 8.5 GeV/c2. At lower masses the background contamination is defined by the contributions from ψ′,
J/ψ, semi-muonic open-charm decays and combinatorial background, while the region above 9.0 GeV/c2contains
Υ-resonances. Based on Monte-Carlo studies, the background contribution in the enlarged mass range was es-
timated to be about 12%, while with previous selection we were below 4-5% contamination [83]. In the first
mass bin (4.0 GeV/c2< Mµµ < 4.36 GeV/c2) the estimated background fraction is about 30%. It rapidly drops
to 6% in the next mass bin (4.36 GeV/c2< Mµµ < 5.12 GeV/c2). As a function of other kinematic variables
(xπ, xN , xF and qT ) the contamination stays around or below 10%. The ψ′ contribution, is the closest to the
selected lower mass limit. Ongoing COMPASS TSA extractions carried out for lower mass regions indicate
that in ψ′, J/ψ and in the intermediate mass intervals the asymmetries are small and compatible with zero within
0.5%-2% statistical precision. Given this, the background contamination in high mass range can be treated as an
extra dilution effect. The corresponding weighting factors have been evaluated on an event-by-event basis and
included in an overall dilution factor. This change marginally increases the statistical precision of the results
and doesn’t change qualitatively the TSA results.
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COMPASS Drell-Yan 2018 data and MC ongoing analysis

Fig. 52: Drell-Yan 2018 dimuon data comparison with MC: laboratory φ-distribution for µ+ in different kine-
matic bins. Blue (green) histograms correspond to the real data (normalized MC) distributions, while red
histograms show the difference between the two.

The study of the angular dependence of the Drell-Yan and charmonium production, the so-called unpo-
larised asymmetries are two analyses presenting slow but steady progress. Common issues being addressed
in the multidimentional cross-section analyses will bring improvements also to the UA case. The agrement
between 2018 data and corresponding Monte-Carlo is being tested and verified in each kinematic bin for an-
gular observables, which may be less critical for the azimuth-independent cross-section studies. In Fig. 52 and
example of such a study carried out for φ-distribution for µ+ in different kinematic bins is shown for dimuon
sample originating from the NH3 target cells. The overall agreement is satisfactory, but certain regions require
a deeper investigation.

Finally, studies on the impact of COMPASS Drell-Yan cross-section results to the global analyses for pion
PDF/TMD extraction are being pursued. Two approaches are followed, either using the open source xFitter [97]
tools for inclusion of new data to the global fits, or using the MAP (Multi-dimensional Analyses of Partonic
distributions) collaboration approach [98] of TMDs extraction. Both are still at a preliminary stage. For this
reason, no further details on this promising work are given at this stage.
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5 General status of Transverse-spin studies and 2022 data analyses
Several transverse spin related analyses based on COMPASS 2010 proton SIDIS data are still running. Our
results on transverse-spin-dependent azimuthal asymmetries of pion and kaon pairs produced in muon-proton
and muon-deuteron SIDIS and Collins and Sivers transverse-spin asymmetries in inclusive muoproduction of
ρ0 mesons have recently been published [2], [3]. The description of the measurements was already present
in last year’s status report [39]. The measurement of the Collins and Sivers asymmetries for ρ0 production is
the first such measurement of a kind and it provides important input for the growing interest towards TMD
effects related to vector mesons. The publication of the results for the transverse spin asymmetries for pairs
of identified hadrons was expected since some time, and the data have already been used in global analyses.
Several activities based on 2010 data have been postponed giving a priority to 2022 data analyses. This concerns
several unpublished measurements, in particular: multi-D measurements of transverse spin asymmetries, the
measurement of g2 and the measurement of dihadron Collins and Sivers asymmetries for same-charge pairs
(h+h+ and h−h−). These analyses are planned to be finalised in parallel with the corresponding studies carried
out on the 2022 data.

Starting from July 2022, the analysis activities gradually focused on the 2022 data. In parallel to the
Run, we started to work on dedicated online data quality tests, first detector alignments, and analysis of small
processed data samples. Soon after the end of the Run in November, the systematic work has started on various
data preparation, processing and analysis aspects, including: detector calibrations, alignment campaigns, de-
tector performance tests, data quality and stability studies. It was confirmed that the collected data are of a good
quality and there are no critical issues that could potentially affect physics results for Collins and Sivers asym-
metries. By May 2023, the entire 2022 data sample has been processed with necessary detector calibrations
and a reasonable alignment. All required inputs for asymmetry extractions have been delivered (target polar-
izations, target composition and related dilution factor calculations). The event selection procedures used for
2010 proton data analyses have been revised and adapted to the 2022 sample. The data quality tests have been
accomplished and potentially unstable data (about 18% of the total set) was rejected from the overall sample.
The asymmetries have been extracted along with a number of systematic tests performed to ensure the stability
of the physics results. First encouraging results for Collins and Sivers asymmetries have been presented at the
SPIN-2023 conference [99].

As a conclusion, the 2022 Run was a success, and the first physics results have been obtained in a less
than one year interval. The corresponding paper is in preparation with the aim to submit it by the end of 2023.

5.1 Introduction: SIDIS cross-section
Hadron leptoproduction in Semi-Inclusive Deep Inelastic Scattering (SIDIS) is the l P → l′ hX process with
lepton l scattering off a nucleon P , where l′ is the outgoing scattered lepton, h is the detected hadron and
X denotes the undetected remainders. As a coordinate system the γ∗N target rest frame is chosen. It is a
right-handed coordinate system defined by the lepton transverse momentum direction (x̂ axis), virtual photon
direction (ẑ axis) and respective normal vector (ŷ axis). The schematic picture of the SIDIS framework is
shown in Fig. 53 (left panel).
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Fig. 53: Left panel: SIDIS process framework and definition of azimuthal angles φh and ϕS . Right panel:
Transition from γ∗N to `N (lab) system.

Adopting standard SIDIS notations (see Refs. [71], [40]), the variables used to describe the process are
the following ones:
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M , m target nucleon and incoming lepton masses

P = (M, 0) 4-momentum of the target nucleon

l = (E, l), l′ = (E′, l′) 4-momentum of incoming and scattered leptons

q = l − l′ 4-momentum of the virtual photon (γ∗)

Q2 = −q2 Negative squared 4-momentum transfer (photon virtuality)

ν = P ·q
M

lab
= E − E′ Energy of the virtual photon

y = P ·q
P ·l

lab
= ν

E Fractional energy of the virtual photon

x = q2/(2P · q) Bjorken scaling variable

W 2 = (P + q)2 Squared invariant mass of the photon-nucleon system

p = (E,p) 4-momentum of the final state hadron

pT transverse component of the hadron momentum in the γ∗N system

z = P ·p
P ·q

lab
= E

ν , Fractional energy of the observed final state hadron

ST , PT (SL, PL) transverse (longitudinal) target polarization in γ∗N and lab systems

λ longitudinal beam polarization
In the experiment, the target is polarized in the lab frame and thus the longitudinal or transverse polar-

izations (PL and PT ) are defined with respect to the laboratory ẑ-axis (lepton beam direction) while, for the
theoretical description of γ∗p subprocess, the virtual photon momentum serves as a natural basis. The key
difference is that while the values of PL and PT are determined by the experimental setup and are fixed, the
SL and ST depend on the kinematics of each given event. In COMPASS kinematics, laboratory longitudinal
PL and transverse PT polarizations are very close to SL and ST defined in γ∗N system. The conversion from
γ∗N to `N (lab) system is illustrated in Fig. 53 (right panel). As one can see, the two coordinate systems are
related via a rotation about ŷ axis by the θ-angle [100]. Applying the aforementioned transition to the γ∗N
system, leads to a non-zero longitudinal component of the target polarization which, in turn, induces two new
modulations in the cross-section and a mixing of longitudinal and transverse spin dependent amplitudes [100].
The size of those contaminations is defined by the value of sin(θ) factor, which is rather small in COMPASS
kinematics and so the contaminations are mostly negligible. In the current analysis we neglect those effects and
adopt the standard SIDIS cross-section and the set asymmetries.

In the γ∗N system, the SIDIS cross-section for transversely (w.r.t. lepton beam) polarized target, in a
single photon exchange approximation, can be written in a following model-independent way [71], [40]:
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fluxes and γ = 2Mx/Q. The angles φh and φS are the azimuthal angles of the produced hadron and of the
nucleon spin, correspondingly, see Fig. 53 (left panel)). The Aw(φh,φS)

XY target longitudinal- and transverse-
spin-dependent asymmetries (LSAs and TSAs, respectively) are defined as the amplitudes of the azimuthal
modulations w(φh, φS) divided by the effective proton polarization(f · 〈ST 〉)

6 and corresponding depolariza-
tion factor 7. The asymmetries are described as ratios of the corresponding structure functions to the un-
polarized one Awi(φh,ϕS)

XY ≡ F
wi(φh,ϕS)
BT /FUU . Here, the subscript X stands for the lepton polarization (either

U-unpolarised, or L-longitudinal), while Y indicates the target polarization state (U-unpolarised, L-longitudinal
and T-transverse). The target transverse polarization dependent part of this general expression contains eight
azimuthal modulations in the φh and φS . Five TSAs which depend only on ST are referred to as Single-Spin
Asymmetries (SSA). The other three depend both on ST and λ beam longitudinal polarization and are known
as Double-Spin Asymmetries (DSA).

Four TSAs marked in red in Eq. 5.1 originate from the structure functions which are at leading order
(LO) in an expansion in Q−1. Within the leading order QCD parton model approach they can be interpreted as
convolutions of leading-twist (twist-2) TMD PDF and FFs:

A
sin(φh−ϕS)
UT ∝ f⊥q1T ⊗D

h
1q, A

sin(φh+ϕS)
UT ∝ hq1 ⊗H

⊥h
1q ,

A
sin(3φh−ϕS)
UT ∝ h⊥q1T ⊗H

⊥h
1q , A

cos(φh−ϕS)
LT ∝ gq1T ⊗D

h
1q (34)

The first two are the Collins and Sivers asymmetries, which have been measured by HERMES and COMPASS
(see Refs. [101–103] and references therein). They are followed by the Asin(3φh−ϕS)

UT LO SSA related to h⊥ q1T

(pretzelosity) PDFs and H⊥h1q Collins FF and the Kotzinian-Mulders Acos(φh−ϕS)
LT LO DSA providing access to

the gq1T Kotzinian-Mulders (worm-gear-T) parton distribution functions.
The remaining four asymmetries are the so-called ”higher-twist” (HT) effects. Corresponding structure

functions contain terms at sub-leading order in Q−1 which involve a mixture of twist-two and, induced by
quark-gluon correlations, twist-three parton distribution and fragmentation functions [104][105].

As discussed in the Addendum to the COMPASS-II proposal [106], the goal of the 2022 data taking was
to increase the size of the deuteron data-sample in order to make it comparable with the proton one collected
by COMPASS in 2010. Proton data gave rise to a number of publications, in particular on the measurements of
transverse spin asymmetries, see e.g. Ref. [73, 102, 103]. The aim of collecting the same amount of data as in
the 2010 proton Run, was to measure deuteron TSAs with a superior statistical accuracy (a factor of 0.6 times
the statistical uncertainties of the 2010 proton asymmetries) [106]. This, in particular, will bring a significant
improvement for the evaluation of the tensor charge of the u and d quarks.

The COMPASS 2022 Run was highly successful. Compared to the projections presented in the proposal,
in 2022 we collected significantly higher statistics, though with a lower target polarisation. This two factors
nearly compensated for each other, and the present statistical uncertainties align well with the estimations
quoted in the Addendum [106].

5.2 Data sample and event selection
COMPASS 2022 SIDIS data-taking was performed using 160 GeV/c longitudinally polarized µ+ beam imping-
ing on three longitudinally aligned cylindrical (3 cm�) 6LiD target cells (30 cm long upstream and downstream
cells and 60 cm long central cell). Neighboring cells were polarized oppositely in transverse direction w.r.t. the
beam axis. The polarizations were periodically reversed simultaneously for all three cells (most of the times
once every two weeks). The spectrometer and target systems were prepared for physics data-taking in about 1.5
months during the commissioning phase and the data collected between 07 June 2022 and 09 November 2022
(about 22 weeks) were taken in stable conditions, as required by the TSA physics analyses. The data-taking
and beam-time sharing schedule closely followed the proposal worked out by the COMPASS collaboration for
a synergistic usage of the M2 beamline by COMPASS as the main user and NA64µ, MUonE, and AMBER
experiments as alternating users (see the pie-chart in Fig. 54). The COMPASS physics data-taking was divided
into 10 “periods”, normally formed as two coupled neighboring weeks of data-taking (“sub-periods”) separated

6the dilution factor f describes the fraction of polarizable material in the target and 〈PT 〉 is the average measured polarization
7In Eq. 5.1 depolarization factors are the ε-dependent coefficients standing in front of the asymmetries. We denote them as D(ε)
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by a polarization reversal. A special care was taken during the data taking to guarantee that the spectrometer
was stable during each given period. Acceptance variations between the coupled sub-periods of a given period
are a potential source of systematic biases at the level of the asymmetries.
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Spectrometer efficiency: ~ 90%

Physics data collection efficiency: ~ 75%

COMPASS 2022 run

Fig. 54: Cumulative distribution of the number of the protons delivered to T6 production target and pie-chart
illustrating the composition of the 2022 data-taking. Bottom panel: Performed physics data collection schedule.
The +−+ and −+− polarization configurations are indicated by red and blue boxes correspondingly.
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Fig. 55: Performed physics data collection schedule. The + − + and − + − polarization configurations are
indicated by red and blue boxes correspondingly.

The analysis was carried out on the full 2022 sample (W01–W10 periods). The current iteration of the
data-production is characterized by an improved alignment (e.g. for Straw03 and MuonWall-1 planes) and
application of bad channel-cluster rejection. The bad channel-cluster rejection procedure is implemented at the
most basic level of data-reconstruction (right after the decoding of detector digits) and is meant to equalize the
acceptance conditions between two sub-periods, by rejecting previously identified unstable detector-channel
clusters. Unstable or problematic detector channel clusters and hot/missing channels are identified within the
scope of the dedicated study that was one of the first stability tests performed while the data were still being
collected. Technical channel-profile histograms stored for each detector plane were checked on a run-by-run
basis for each data-taking period, and problematic cases were analyzed and listed.

The detector alignment procedure was done with several iterations, making corrections based on the
available detector survey information and was repeated e.g. when improved/updated detector calibrations were
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becoming available, or when specific issues were spotted. The quality of the alignment was controlled by the
alignment responsible, using available tools (DPS - detector performance study framework, alignment monitor-
ing framework, hit-residual distributions for detectors etc.). Additionally, alignment quality has been checked
looking at the detector pseudo-efficiencies, plain-by-plain hit-residual distributions (on a run-by-run basis) and
averaged detector-by-detector hit distributions. The overall quality of the alignment is considered to be reliable
and sufficient for the TSA analyses. Known alignment problems (e.g. tensions between MicroMega planes and
large area trackers) are currently being addressed and are expected to improve the reconstruction efficiency in
the Large Angle Spectrometer in next productions.

Performed data-collection schedule and a pie-chart detailing the share between different stages of the Run
are shown in Fig. 55. In particular, one can distinguish short AMBER and MUonE data-taking periods as well
as the polarization loss incident in W10 period (the latter is the reason why there are 3 sub-periods marked in
W10).

5.2.1 Spill-by-spill and run-by-run data quality and stability monitoring
One of the first checks applied to the reconstructed data is the spill-by-spill monitoring of the stability of a set
of macro-variables related to various data-quality aspects such as: the reconstruction performance, the stability
of various elements of the setup, data acquisition stability, trigger rates, etc. The aim of the tests is to monitor
the global quality of the data, to check the data stability in each given period and to identify potential problems
that could introduce systematic differences between the coupled sub-periods. Assuming that the setup and the
data-acquisition conditions were stable during the given period of data taking, the chosen variables should be
constant in time. A spill is chosen as a time unit8. The spill by spill stability checks were performed employing
a standalone software package that was developed, used and evolved in the course of various SIDIS and Drell-
Yan COMPASS analyses.

In parallel to the bad spill analysis, the data stability has been studied on a run-by-run basis9. A set of (in
total about 50) relevant variables including:

– kinematic variables such as: x, y, z, pT , xF , Q2, etc.;

– momentum components for the beam particle, scattered muon, produced hadrons and virtual photon;

– laboratory azimuthal and polar angles for the beam particle, scattered muon, produced hadrons and virtual
photon as well as physics angles (ϕS , φh, etc.);

– X , Y and Z coordinates (positions) for the primary interaction vertices and secondary vertices;

– muon and hadron track χ2, vertex χ2, average number of hits per track, etc.;

are being monitored and checked for instabilities. This is done separately for each variable, by comparing the
mean values and the shapes of the corresponding distributions from all runs in a given period. The run-by-run
mean values are monitored separately for each period, comparing the sub-periods with opposite spin configu-
rations. A run is marked as ”bad” if the mean value of a given observable is more than 5 standard deviations
away from the overall mean evaluated over the sub-period with opposite spin configuration. Comparison of the
shapes of the distributions is done for each pair of runs in the given period using unbinned-Kolmogorov test
(UKT) and ”binned” χ2 and ”ratio fit” tests. Those runs which were found to be incompatible with most of the
runs in a given period (yielding p-values close to zero) are marked as bad. These checks were done using event
samples build for the entire kinematic range and for various sub-ranges (e.g. for z > 0.2 or x > 0.032), as well
as for different triggers. No significant and systematic differences were found between the results obtained for
different samples. While many variables were monitored for instabilities, not all of them were included in the
final evaluation of the ”bad” runs. For example, various beam track instabilities and beam momentum variations
that can be partially induced by e.g. the thermal effects in the Beam Telescope (BT) detectors, are not affect-
ing the TSA amplitudes under discussion. Final rejection lists are based on SIDIS kinematic variables, vertex
Z-position, azimuthal angles (lab and physics) and momentum components of the scattered muon, produced
hadrons and virtual photon. This information is then coupled to the results obtained from detector hit-profile
monitoring and COMPASS LogBook in order to identify the reason of each instability. Studies have shown that

8In 2022 SPS slow extracted proton spill (or flat-top), duration within an SPS super-cycle was 4.8 s.
9in this context, run is a data sample consisting of up to 200 consecutive spills
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spill-by-spill analysis removes most of the problematic data and run-by-run ”mean value” monitoring rejects
few percent of data if applied after. An example of run-by-run ”mean value” monitoring plots illustrating the
impact of bad-spill and ban-run rejections is shown in Fig. 56. If the shape-analysis is applied after the bad
spill and bad run ”mean value” rejections, the impact is found to be marginal (of order of 1%).
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Fig. 56: An example of ”bad-run” stability plots: W01 period, Q2 distribution. Top panel - no bad spill/run
rejection applied. Second panel - only bad spill rejections are applied. Third panel - both bad spill and bad
run rejections are applied. The ”bad” runs are marked in red. The ”low-Q2” bad runs visible in the top panel
correspond to Muon Wall-1 station LV-power supply problem that took place during W01 period, while ”high-
Q2 island” in the beginning of the second sub-period corresponds to PA04 HV issue affecting all planes of the
chamber, which resulted in strong reduction of its efficiency. Bottom panel: the Q2 distribution in the full W01
period (black histogram) and in the sub-periods (red and blue histograms). The sub-period ratio histograms
are shown in the bottom sub-pads. From left to right panel: the effect of the ”bad spill/run” rejection on
distributions and the ratio.
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The stability of the K0 peak position and its width, as well the K0 production rate (number of K0 mesons
normalized to the number of primary vertices) are one of the standard run-by-run data-stability monitoring tools
used in COMPASS SIDIS analyses. In Fig. 57 the K0 mass peak position shift w.r.t. the nominal PDG mass is
shown on a run-by-run basis. There’s an overall shift of about 1 MeV w.r.t. the PDG value. The shift remains
the same within the periods, which is the most important observation (variations within a period, would be
an indication of acceptance variations). However, the shift value slightly changes from one period to another
in some cases. The K0-stability analysis is ongoing and was not yet accomplished at the time of the release.
However, it was checked, that after application of bad spill and run filtering, the rejection rate from K0-stability
test is very marginal and insignificant.
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Fig. 57: Monitoring plot for the K0 mass peak position shift w.r.t. the nominal PDG mass.

The rejection rate with final bad-spill/run lists is at the level of 18% of the total 2022 statistics. It was,
however, tested that the rejection doesn’t have a significant effect at the level of asymmetries and doesn’t bias
the physics results.

The stability of the data is checked also at the level of the (sub-)periods. This is done in particular within
the ”bad run” analysis framework. For example, in Fig. 56, the plots in the bottom panel illustrate the Q2

distribution in the full W01 period (black histogram) and in the sub-periods (red and blue histograms). The
sub-period ratio histograms are shown in the bottom sub-pads. In Fig. 56 one can in particular see the effect of
the ”bad spill/run” rejection on the slope of the ratio histogram (from left to right). A bulk of irregularities is
being removed after the filtering and the ratio is stabilizing.

Several other studies are ongoing to tackle alignment issues and detector instabilities. For instance, the
so-called hit-residual stability analysis is being performed for all detector planes and allows one to pin down
alignment tensions and hardware instabilities. The pseudo-efficiency analysis is being done in parallel for all
detectors. Also in this case a particular attention is driven to the sub-period stability, by checking the ratio
of the plane-by-plane 2D pseudo-efficiency plots between the two sub-periods of each given period. Another
test aiming to identify detector instabilities and alignment issues is the detector hit count study. The normal-
ized detector-hit counts for all planes are checked to be stable within a given period. With this tool, one can
disentangle single or multiple planes that have lower hit counts in the given sub-period and can identify the
differences between two sub-periods of a given period. Such studies are crucial for testing the alignment and
for general understanding of the impact of detector instabilities and related systematics at the level of TSAs.

5.2.2 Event selection and kinematic distributions
Due to the similarity of the setups, the event selection procedure used for 2022 data closely resembles the one
used for COMPASS 2010 proton analyses. Below the main aspects of the event-selection requirements are
listed.

1. Only reconstructed primary vertices with an incoming and outgoing muon tracks and at least one addi-
tional associated spectrometer track (hadron candidate) are considered. The vertices are checked to be
inside the target volume and to satisfy certain quality criteria (reasonable χ2, etc.). A dedicated study has
been carried our to determine target positions and cuts:
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– The upstream cell: Z ∈ (−64.9,−34.8) cm
– The central cell: Z ∈ (−29.7, 0.25, 30.2) cm, here Z = 0.25 indicates the center of the cell
– The downstream cell: Z ∈ (35.2, 65.2) cm

The target density plots with clearly visible cells are shown in Fig. 58. A radial cut R < 1.3 cm has been
applied in order to guarantee that the vertices were reconstructed in the polarized medium.

Fig. 58: Target density distribution plots.

2. The reconstructed beam momentum was required to be between 140 and 180 GeV/c and the beam track
was checked to satisfy standard quality requirements. In order to equalize the beam flux over the target
cells, it was checked that the beam track crossed the most upstream and most downstream surfaces of the
cells and crossed the whole target length.

3. The scattered muons have been selected requiring that corresponding tracks crossed at least 30 radiation
lengths in the spectrometer. The events with more than one scattered muon candidate have been rejected
along with the events where hadron tracks crossing the central hole in the absorbers could be identified
as muons. The tracks were checked to have reasonable reduced χ2 and to have the first recorded hit
upstream of SM1 magnet.

4. hadron track candidates were required to satisfy standard quality criteria and to have accumulated less
than 10 radiation lengths crossed in the spectrometer. In addition, hadron tracks were checked not to
have hits associated in the detector planes located after the Muon Filter-2.

5. Events with recorded “Missing SrcID” errors on key detectors (MicroMegas, Muon Wall 1, MWPCs,
etc.) were rejected. Depending on the period, this rejection removes from 6% to 0.5% of the data (overall
rejection is below 3%).

6. The kinematic cuts consisted of DIS cuts and hadron cuts. The asymmetries and tests were performed for
three hadron z selections: z > 0.1 or z > 0.2 (current fragmentation regime) and 0.1 < z < 0.2. Basic
requirements ensuring the DIS regime are: Q2 > 1 (GeV/c)2 and W >

√
10 GeV/c2 (for z > 0.1 and

0.1 < z < 0.2 ranges10) or W >5 GeV/c2 (for z > 0.2 range11). Sufficient azimuthal angle resolution
was imposed applying pT > 0.1 GeV/c cut on transverse momentum of hadrons. We rejected the events
with poorly reconstructed virtual-photon energy (y > 0.1) and events with large electromagnetic radiative
corrections (y < 0.9). Basic kinematics limits on Bjorken x variable (0.003 < x < 1.0) have been
applied.

After all selections about 100 × 106 (220 × 106) charged hadrons remain for the analysis in the z > 0.2
(z > 0.1) range. In Fig. 59 the distributions for all main kinematic variables and for azimuthal angle of the

10as in the ”SIDIS-in-Drell-Yan hard scales” analysis from Ref. [79]
11as in the ”conventional’ TSA analysis, see e.g. Ref. [102]
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hadrons in the lab ,φh,lab, are shown. In Fig. 60 the so-called map of kinematic correlations is shown for the
events after all selections. This kind of information is particularly useful for calculating the model predictions.

2−10 1−10 1

x

0

200

400

600

3
10×

en
tr

ie
s

COMPASS preliminary

LiD data
6

10% of 2022 

1 10
2)c (GeV/ 2Q

500

1000

3
10×

en
tr

ie
s

COMPASS preliminary

LiD data
6

10% of 2022 

0

1000

2000

3000

4000

5000

6000

en
tr

ie
s

2−10 1−10 1
x

1

10

210

2 )c
 (

G
eV

/
2

Q

COMPASS preliminary
LiD data610% of 2022 

0 0.2 0.4 0.6 0.8 1
z

0

200

400

600

310×

en
tr

ie
s

COMPASS preliminary
LiD data610% of 2022 

0 0.5 1 1.5 2
)c (GeV/TP

0

100

200

300

400

310×

en
tr

ie
s

COMPASS preliminary
LiD data610% of 2022 

2− 0 2
 (rad)lab

h
φ

0

100

200

310×

en
tr

ie
s

COMPASS preliminary
LiD data610% of 2022 

Fig. 59: Top panels, from left to right: DIS x-Bjorken, Q2 and x:Q2 event distributions. Bottom panels, from
left to right: hadron z, pT and φh,lab distributions.

2−10 1−10

0
0.05

0.1
0.15

0.2
0.25〉 x 〈 ±2022          h

preliminaryCOMPASS 
LID data62022 

0.2 0.4 0.6 0.8

0
0.05

0.1
0.15

0.2
0.25

0.2 0.4 0.6 0.8

0
0.05

0.1
0.15

0.2
0.25

0.5 1 1.5

0
0.05

0.1
0.15

0.2
0.25

5 10 15

0
0.05

0.1
0.15

0.2
0.25

1 10

0
0.05

0.1
0.15

0.2
0.25

2−10 1−10

0.2

0.4

0.6

0.8〉 y 〈

0.2 0.4 0.6 0.8

0.2

0.4

0.6

0.8

0.2 0.4 0.6 0.8

0.2

0.4

0.6

0.8

0.5 1 1.5

0.2

0.4

0.6

0.8

5 10 15

0.2

0.4

0.6

0.8

1 10

0.2

0.4

0.6

0.8

2−10 1−10

0.3

0.35

0.4

0.45

0.5〉 z 〈

0.2 0.4 0.6 0.8

0.3

0.35

0.4

0.45

0.5

0.2 0.4 0.6 0.8

0.3

0.35

0.4

0.45

0.5

0.5 1 1.5

0.3

0.35

0.4

0.45

0.5

5 10 15

0.3

0.35

0.4

0.45

0.5

1 10

0.3

0.35

0.4

0.45

0.5

2−10 1−10

0.4

0.5

0.6

0.7

0.8

0.9
〉 

T
 p〈

0.2 0.4 0.6 0.8

0.4

0.5

0.6

0.7

0.8

0.9

0.2 0.4 0.6 0.8

0.4

0.5

0.6

0.7

0.8

0.9

0.5 1 1.5

0.4

0.5

0.6

0.7

0.8

0.9

5 10 15

0.4

0.5

0.6

0.7

0.8

0.9

1 10

0.4

0.5

0.6

0.7

0.8

0.9

2−10 1−10

6
8

10
12
14
16
18〉 W 〈

0.2 0.4 0.6 0.8

6
8

10
12
14
16
18

0.2 0.4 0.6 0.8

6
8

10
12
14
16
18

0.5 1 1.5

6
8

10
12
14
16
18

5 10 15

6
8

10
12
14
16
18

1 10

6
8

10
12
14
16
18

2−10 1−10

0

5

10

15

20〉  2 Q〈

x
0.2 0.4 0.6 0.8

0
5

10
15
20

y

0.2 0.4 0.6 0.8
0
5

10
15
20

z

0.5 1 1.5
0
5

10
15
20

 (GeV/c)
T

p

5 10 15
0
5

10
15
20

)2W (GeV/c
1 10

0

5

10

15

20

2 (GeV/c) 2Q

Fig. 60: The ”kinematic map” showing the dependence of averaged kinematic variables.

5.3 Asymmetry extraction
The TSAs are being extracted using an Extended Unbinned Maximum Likelihood (UML) estimator [107]. All
eight TSAs and their correlation matrices are being extracted simultaneously. The asymmetries are evaluated
separately for positive and negative hadrons in kinematic bins of x, z, pT or W integrating over all the other



64 5 GENERAL STATUS OF TRANSVERSE-SPIN STUDIES AND 2022 DATA ANALYSES

variables (one dimensional apparoach). The fitting function is defined by the following EUML-expression in
φh and ϕS :

L =

ncell∏
c=1


e−I+

c

N
+
c∏

n=1

P+(φhn, φSn; a+
c , ~A)


N̄

N
+
c

e−I−c N
−
c∏

m=1

P−(φhm, φSm; a−c , ~A)


N̄

N
−
c

 ,

(35)

where P±(φh, ϕS ; a±c , ~A) is the probability density function, σ(φh, ϕS ; ~A) denotes the cross section with ~A as
vector of asymmetries defined as:

P±(φh, ϕS ; a±c , ~A) = a±c (φh, ϕS) · σ±(φh, ϕS ; ~A),

σ±(φh, ϕS ; ~A) = 1±
8∑
i=1

〈PT 〉fD(y)wi(φh,ϕS)A
wi(φh,ϕS)
BT (36)

Here I±c =
∫ ∫

dφh dϕSP
±(φh, ϕS ; a±c , ~A) is the probability density normalisation coefficient corresponding

to the expected number of hadrons, a±i (φh, ϕS) involves the unpolarised cross section, the luminosity and the
acceptance seen by hadrons produced in target cell c. The average number of hadrons per kinematic bin is given
as N̄ , while N±c stands for the number of hadrons with spin up or spin down for target cell c. Number of cells
ncell is set to four, following the convention for splitting the central cell into to sub-cells.

The fitting function Eq. 35 is built of 2 × ncell products corresponding to hadrons samples coming from
all cells acquired with two (up and down) target spin orientations. Each contribution is weighted with powers of
N̄/N±c in order to account for unbalanced statistics. With series of studies it was proven that within available
statistical accuracy and for the given size of the amplitudes, functional form of the acceptance (f.i. Fourier
series) has a negligible effect on the extracted TSAs. Hence constant a±c free parameters are used in the fit,
in order to account for unpolarized part and different luminosity in the two sub-periods with opposite target
polarisation.

In the UML fit, instead of maximizing the likelihood product, the negative log-likelihood is minimized.
The results obtained by UML technique are being traditionally compared to the ones obtained using the 1D
Quadruple Ratio method. The asymmetries obtained with the two methods were found to be well compatible
and there are no evidences of possible biases. While all eight SIDIS TSA were extracted from the data, for the
moment we focus on detailed analysis of Collins and Sivers terms only.

In the asymmetry extraction we used final target polarization values provided by the target group. The
average polarization in 2022 was above 40%. In Table 8 the average polarization values per cell are listed for
each per period.

sub-period W01-1 W01-2 W02-1 W02-2 W03-1 W03-2 W04-1 W04-2 W05-1 W05-2
configuration +-+ -+- -+- +-+ +-+ -+- -+- +-+ +-+ -+-
upstream cell 39.3 -43.3 -41.3 42.1 39.4 -43.8 -41.4 40.7 40.5 -42
central cell -40.6 44.7 43.7 -41.4 -40.5 43.2 42 -41.2 -42.2 43.2

downstream cell 42.8 -42.7 -41.7 44.2 42.7 -42.8 -42.6 42.3 41.6 -41.6
sub-period W06-1 W06-2 W07-1 W07-2 W08-1 W08-2 W09-1 W09-2 W10-1 W10-2 W10-3

configuration -+- +-+ +-+ -+- -+- +-+ +-+ -+- -+- +-+ +-+
upstream cell -42.7 39.7 39.4 -39.4 -46.2 39.2 39.2 -43.4 -42.6 40.2 39.6
central cell 42.5 -37.7 -38.6 41 44.9 -38.7 -39.6 44.9 44.7 -40.3 -36.4

downstream cell -42.3 40.9 40.5 -39.4 -46.8 40.5 40.2 -41.9 -41.9 42.1 40.8

Table 8: The average polarization values per cell and per period.

The average dilution factor was evaluated to be about 0.35. In Figs. 61 and 62, the kinematic dependences
of the dilution and depolarization factors are shown as extracted from the data (with the binning used for
asymmetry extraction). The correction for f , D(ε) and target and beam (only for DSAs) polarizations is done
using the average value of the product 〈f ·D · PT 〉 (or 〈f ·D · PT · λ〉 for DSAs) evaluated in each kinematic
bin for each period.
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Fig. 61: The kinematic dependence of the dilution factor in the 3 z-ranges.
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Fig. 62: The kinematic dependence of the depolarization factors in the 3 z-ranges.

5.4 Evaluation of systematics uncertainties
A number of tests have been carried out to check the stability of the physics results. Performed systematic
studies and the framework used to evaluate the systematic uncertainties closely resemble the methods and
techniques applied for 2010 proton TSAs [79, 101–103]. At first, the impact of the data stability rejections (”bad
spill” and ”bad run” rejections) was evaluated. Despite the significant number of rejected events (about 18%) no
significant changes were observed for the TSAs. Next, the stability of the results across the data-taking has been
checked in order to identify possible period to period differences. The compatibility of the results from different
time-intervals was checked by comparing the period-by-period asymmetries in different kinematic bins. For
Collins and Sivers asymmetries, beside few outlaying points, the results from different periods were found to
be well compatible. Some period-to-period instabilities were observed for e.g. AcosφSLT TSA. This asymmetry is
the most sensitive one to the acceptance variations in the φS angle distribution. Those variations can be caused,
in particular, by instabilities in the incoming or scattered muon detection systems (beam telescope, trigger
hodoscopes, trigger-system, muon identification systems, etc.). The latter observation is further confirmed
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checking the period compatibility pulls, see Fig. 63. Collins and Sivers terms look relatively stable, while
there are some indications of tensions (e.g. wider pulls) for the AcosφSLT and less prominently for the AsinφSLT and
A
cos(φh−φS)
LT TSAs, which are also sensitive to φS-acceptance variations and instabilities (though, to a less

extent).
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Fig. 63: Period compatibility pulls: results from different periods are compared with the weighted average over
the full year. The number of entries in the histograms corresponds to the number of kinematic bins.

One of the key studies used to evaluate systematic uncertainties associated to the TSAs is based on the
study of so-called false asymmetries. The data from the upstream and downstream cells in two sub-periods were
combined in a way that physics amplitudes cancel, and the estimator remains sensitive only to the modulations
induced by the acceptance-variations. Similar false asymmetries were built combining the events from the
two halves of the central cell. The false asymmetries are expected to be zero for the Collins, Sivers and other
modulations if the acceptance-variations are absent, or cancel out between the cells and sub-periods. It was
verified that, indeed, Collins and Sivers false asymmetries appear to be small and well compatible with zero.
Some outlying points could be a result of fluctuations or small residual systematic effects in specific kinematic
bins.

However, it is important to note that, per se small and compatible with zero false asymmetries do not fully
guarantee that the physics results are not biased. The false asymmetries are sensitive to specific acceptance vari-
ations, which may, or may not contribute to the physics TSAs. For the same reason, non-zero false asymmetries
do not necessarily lead to problems at the level of the TSAs. On the other hand, accessing exact acceptance
variations that would contribute to the physics amplitudes is impossible since they are indistinguishable and in-
separable from the physics signal. Thus, detecting evidences of indirectly related acceptance variations remains
the only way to estimate possible systematic biases from the collected data. Due to the complexity of the prob-
lem, the information from different tests (period compatibility of TSAs, various false asymmetries, stability
of kinematic distributions, etc.) needs to be carefully studied and combined in order to form a comprehensive
understanding of the robustness of the physics results.

Another test aiming to identify possible systematic biases is the so-called righ-left-top-bottom (RL-TB)
test. For the RL-TB study the TSAs extracted from four sub-samples, corresponding to different spectrometer-
acceptance regions over the laboratory azimuthal angle of the scattered muon, are checked to be compatible.
The ”Right” and ”Left” samples are defined by only the events with scattered muons falling into the ”Right”
and ”Left” hemispheres of the scattered muon acceptance, correspondingly. The ”Top” and ”Bottom” samples
are defined analogously. It is expected that ’R-L’ and ’T-B’ TSAs are compatible. For Collins and Sivers
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asymmetries the outcome of the test was quite reasonable and no critical problems were detected. The effects
of possible false asymmetries and ’R-L’ and ’T-B” differences affecting the TSAs as well as period-by-period
incompatibilities of the results are quantified following the same recipes as for 2010 proton data. The results
are summarized in Tab. 9. Since the results from different tests may be correlated, we take the maximal value
from all tests as an estimate of the systematic uncertainty. Estimated average systematic uncertainties are about
0.5 times the statistical ones for Collins and Sivers asymmetries.

Collins

charge h+ h−

variable x z pT W max x z pT W max

σsys/σstat(FA) 0.52 0.42 0.47 0.43 0.52 0.44 0.36 0.37 0.4 0.44

σsys/σstat(RL) 0.41 0.42 0.39 0.42 0.42 0.36 0.42 0.42 0.35 0.42

σsys/σstat(TB) 0.39 0.37 0.44 0.46 0.46 0.42 0.37 0.46 0.46 0.46

Total σsys/σstat (max) 0.52

Sivers

charge h+ h−

variable x z pT W max x z pT W max

σsys/σstat(FA) 0.5 0.41 0.5 0.42 0.5 0.52 0.49 0.51 0.51 0.52

σsys/σstat(RL) 0.41 0.47 0.41 0.5 0.5 0.24 0.45 0.45 0.38 0.45

σsys/σstat(TB) 0.4 0.36 0.41 0.36 0.41 0.38 0.32 0.44 0.37 0.44

Total σsys/σstat (max) 0.52

Table 9: Summary table for evaluated from RLTB and FA tests systematic uncertainties presented in terms of
statistical uncertainties.

5.5 Results for TSAs
In this section we present current results obtained for Collins and Sivers TSAs using full 2022 sample. In Figs. 64
and 65 the 2022 results are compared with COMPASS old deuteron measurements of 2002-2004 [101].
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Fig. 64: Collins asymmetry: old deuteron results [101] and current results for 2022 data.

Obtained data is highly precise and matches our estimations done at the time of the proposal [106]. The
statistical precision is much higher compared to the old data and is sufficient to distinguish tiny effects even
in bins of Bjorken-x above 0.1, at the periphery of COMPASS phase-space coverage, where the statistics is
relatively small. In particular, there appears to be a non-zero trend both for positive and negative hadrons at large
x for Collins asymmetry (see Fig. 64). New COMPASS data will play a particularly crucial role to constrain d-
quark transversity TMD PDF and will remain unique SIDIS deuteron measurements for next decades to come.
Observed trends are in agreement with the model predictions, tuned on COMPASS proton/deuteron data [108],
as demonstrated in Fig. 66.
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Fig. 65: Sivers asymmetry: old deuteron results [101] and current results for 2022 data.
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Fig. 66: COMPASS results for Collins asymmetry for proton [109] and results of the ongoing analysis of
deuteron 2022 data are compared with model prediction curves based on Ref. [108]. The theoretical calculations
qualitatively describe the x-dependence of the data.

The results for the Sivers TSAs do not seem to exhibit any statistically significant trends, see Fig. 65. The
asymmetries appear to be small and compatible with zero within the uncertainties. Still, these data is important
to further constrain the Sivers TMD PDFs.

In Fig. 67 we present the 2022 results for the Kotzinian-Mulders asymmetry and compare them with model
curves evaluated based on Ref. [110]. The predictions are in agreement with out data-points, but the statistical
precision of the measurement is not sufficient to make solid conclusions. However, the asymmetry tends to be
positive at large x, both for positive and negative hadrons, which is in agreement with the expectations. Due to
a lack of deuteron data, these results will be unique to constrain the Kotznian-Mulders TMD PDF, as suggested
in Refs. [111, 112].

When the pending alignment issues are solved, we expect to gain some events in the large-polar-angle
segments of the spectrometer. This may particularly affect the high x-range and further increase the statistics.
Note that in August, we released and have shown at conferences only the results from half of the 2022 statistics,
while in this report we presented the current status of the analysis for the entire 2022 sample.

Finally we present also the very first look at the dihadron asymmetries from 2022 deuteron data. In Fig. 68
and ?? the results of our first exploratory extraction are presented for dihadron and single-hadron ”Collins-like”
and ”Sivers-like” TSAs extracted using the entire 2022 sample of oppositely charged hadron pairs. As one
could expect, the trend seen at large x for the single-hadron Collins asymmetry is reflected also in the dihadron
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Fig. 67: Current COMPASS results for Kotzinian-Mulders asymmetry for proton target and results of the
ongoing analysis of deuteron 2022 data. Theoretical curves are based on Ref. [110]. The theoretical calculations
qualitatively describe the x-dependence of the data.

sample. The Sivers-like asymmetry doesn’t exhibit any clear trends.
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Fig. 68: Collins asymmetry: old deuteron results [101] and current results for 2022 data.
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Fig. 69: Sivers asymmetry: old deuteron results [101] and current results for 2022 data.

To summarize, COMPASS 2022 data analysis is running in full swing and we have obtained first very
exciting and promising results. The first article based on 2022 data is currently being drafted and is planned to
be submitted by the end of 2023.
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6 General status of COMPASS hardware
The COMPASS spectrometer setup used for the 2022 SIDIS Run on transversely polarised 6LiD is depicted in
Fig 70. The detector setup configuration is identical to the 2021 one, apart from a new GEM station included
in 2022. The spectrometer performance in 2022 has been characterized by a stable DAQ and detector operation
resulting in a overall spectrometer efficiency slightly above 90%. The detector interventions needed to keep
the COMPASS apparatus fully operational were mostly caused to the aging of the spectrometer component like
the low voltage power supply systems. The fast and effective interventions of detector experts present on site
strongly reduced the impact on the detector data and minimized the beam-time loss.

COMPASS - Large Angle Spectrometer (LAS)

COMPASS - Small Angle Spectrometer (SAS)

Fig. 70: The 2022 setup for the SIDIS transverse deuteron Run.

6.1 Polarized Target
In 2022 the COMPASS polarised target (PT), after the 2021 3He recovery line reinforcement, was for the
first time operated with a system of 3 independent Gunn Diode (GD) devices. This approach has granted
the possibility to fine tune the microwave frequency and power independently for each target cell, i.e. the
Upstream the Central and the Downstream one during the (Dynamic Nuclear Polarization) DNP, resulting in a
more homogeneous polarization level of the target material. The possibility to remotely monitor and control the
GD allowed for a larger expert support from abroad. The PT pre-cooling was started on the beginning of March
and the target material was loaded on 22 of March, in order to start the DNP optimization at the end of April.
A polarization value averaged over the tree cells slightly larger that 40% could be obtained in 2.5 days of DNP.
The PT material polarisation was lost twice during the data taking: on Friday August 26 due to the overheating
of a 3He pump and on Friday September 4 due to a human mistake caused by CERN cryo-operators during a
cryogenic routine check.

6.2 Silicon Tracker
During the 2022 Run the silicon tracker cooling system was operated smoothly. The UV-B plane of the SI03
station cooling suffered from some cooling issues due to blockages of the capillary lines, most likely caused
by a water polluting the circuit. A procedure based on heating and cooling cycles was rapidly elaborated to
guarantee the nominal detector operation. As in 2021 the optimization of the operational parameters of the
cooling procedure, the liquid nitrogen refilling pressure ranges and the resource shared with the PT helium
liquifier, granted the stability of the detector operation.
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6.3 GEMs
The 8 COMPASS standard GEM and the 2 Pixel GEMs stations operated normally during the 2022 Run. Un-
fortunately only one of the tree initially foreseen new GEM stations was installed in the COMPASS setup. A
dedicated structure has been positioned after the second bending magnet SM2. The GEM station was installed
only during the very last part of the 2022 Run. The main problems, partly not solved, included the communi-
cation loss with the APV FEE a noise level higher than expected forcing to operate the detector at very high
thresholds, and firmware issues that resulted in the first latency scan taken only on November 4th.

6.4 MultiWire Proportional Chamber PB05 and PA05
The COMPASS MWPC detectors have been characterized by a good overall efficiency and stability during the
whole operation period. About 100 channels of the PA04V plane have been affected repeatedly by FEE contact
problems at the detector interface that could be temporarily fixed. The MWPCs PA06V1 plane experienced
similar problem but the position of the electronic cards prevented any intervention. The PA05 MWPC station
has been operated with the new iFTDC readout fully integrated in the COMPASS DAQ.

6.5 RICH-1
The RICH-1 detector gas radiator procured and cleaned in 2021 has granted a smooth detector operation for the
entire 2022. The maintenance of the HV system as well as the refurbishment of the FEE cooling system com-
ponents resulted in a fast commissioning and effective operation of the RICH-1, thanks also to the deuterium
light source system installed in 2021 inside the RICH-1 vessel.

6.6 RICH WALL
The RW detector started to present data stream instability at the beginning of 2022 while commissioning. The
detector was included in the COMPASS DAQ on May 30 for the start of the data taking. Part of the data stream
was affected by errors traced back to the SrciD 432. On August 8 the readout of the whole detector stopped
completely. Several FEE modules were exchanged, the grounding scheme was improved as well as new data
cables were deployed with no success. The RW had to be excluded from the data taking and was connected to
a local PC for parallel tests to investigate the source of the problem. No solution was found in time for the 2022
data taking.

6.7 Muon WALL 1 and 2
The Muon Wall 1 detector has suffered from several failures of the low voltage FEE power supply system.
Three (out of in total 6) customized LV-crates have failed during the month of August 2022 requiring a delicate
and complex intervention for their replacement. All the detector planes were normally operated, except of
MW1Y4 plane which was affected by a larger noise than in the initial optimal configuration. Thanks to an
improved grounding scheme the noise level was kept at a reasonable values.

On October 14, the Muon Wall 2 detector plane 2X was affected by very large noise level preventing the
detector operation. The investigation of the problem, complicated by the scarce accessibility of the detector
subsystems resulted in the identification and subsequent isolation of 5 broken tubes recovering the detector
operation on October 25.

6.8 Trigger hodoscopes
The trigger system was stable and fully operational during the whole Run. After the major refurbishment in
2021, the H1 hodoscope station was highly efficient. In 2021-2022 a bulk of new PMTs was purchased in order
to replace the faulty ones of the e.g. HO3 system. Due to general delivery delays the exchange of PMTs could
not be performed entirely during the commissioning phase and some components were exchanged during the
technical stops in the course of the Run.

6.9 DAQ
The COMPASS DAQ system was operated in fully stable conditions during the whole data taking. Further
optimization of the DAQ system was necessary due to an improved spectrometer trigger timing configuration
that resulted in a 5.2 Gb/spill DAQ data load, which was at the limit of the DAQ capacities. This occurred
e.g. during short SPS supercycle periods (24BP, 28.8s) and high beam intensity of about 140 units on T6.
New multi-threading routines have been implemented to the readout software resulting in a more efficient data
processing increasing the maximum data load per spill size to 6.5 GB/spill. Several monitoring tools, extracting
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at each spill for each detector the data event size transferred, were further implemented guaranteeing a global
control on the detector operational status.

6.10 Services
The 888 services for cooling and ventilation were in stable and operating mode since the beginning of March.
All safety procedures were respected and no critical problems were faced during the entire data taking. Few
temporary low pressure events affected the raw water distribution. A dedicated cleaning of the rack cooling
radiator was performed to improve the heating exchange efficiency before the data taking start.

Flammable gases were made available in early May and all detectors have been progressively switched to
the nominal flammable gas mixture with no issues.

Thanks to the support from the TE-CRG a degradation of the PT isolation vacuum in the distribution box
was identified and timely fixed.

As in 2021 the COMPASS spectrometer detectors employing CF4 were operated with a higher fraction of
recirculated gas, in order to face the consequence of the CERN-wide gas shortage, sparing approximately 40%
w.r.t. the nominal data taking configurations. With the support of EP-DT gas chromatography was performed
to evaluate the gas quality of the CF4 based detector gas mixtures. No major issues were detected apart from a
large oxygen contamination of the MWPC detectors, requiring a more frequent O2 filter exchange.

7 Hardware transfer to the AMBER experiment
The COMPASS (NA58) Experiment was approved by the CERN Research Board for a last data taking Run at
the SPS in 2022 (RB240 – 16-Mar-2022). The AMBER experiment approved by the CERN Research Board
for a first data taking Run at the SPS, in the beam-line used by COMPASS so far, in 2023 (RB235 – 02-Dec-
2020) intends to reuse a large fraction of the COMPASS apparatus thanks also to the fact that a large fraction of
member institutions of the COMPASS (NA58) Collaboration owning equipment are also member institutions
of the AMBER (NA66) Collaboration; The COMPASS and AMBER collaborations have signed the agreement
on the transfer of equipment and responsibility between the COMPASS (NA58) and the AMBER (NA66)
Collaborations.

A dedicated survey carried out among the two collaborations allowed to identify the hardware compo-
nents intended to be reused and those that on the contrary had to be disposed. The COMPASS spectrometer
and dedicated detectors as well as related equipment and materials have been transferred to AMBER with an
exception of two items, which are a subject to different agreements:

– The agreement between AMBER and CEA/Saclay relative to the CEA/Saclay Drift Chambers DC0, DC1
and PMM stations since the institution is not a member of the AMBER collaboration.

– the agreement between COMPASS and AMBER relative to the target material, not needed for the AM-
BER phase-1 program.

8 Publications and presentations at conferences
Publications

1. Double J/ψ production in pion-nucleon scattering at COMPASS ,
PLB 838 (2023) 137702, CERN-EP-2022-073

2. Collins and Sivers transverse-spin asymmetries in inclusive muoproduction of ρ0 mesons ,
PLB 843 (2023) 137950, CERN-EP/2022-234

3. Spin Density Matrix Elements in Exclusive ρ0 Meson Muoproduction
EPJC (2023) 83 924, CERN-EP-2022-231

4. Transverse-spin-dependent azimuthal asymmetries of pion and kaon pairs produced in muon-proton and
muon-deuteron semi-inclusive deep inelastic scattering
PLB 845 (2023) 138155, CERN-EP/2022-292

Presentations at Conferences:
60 presentations at conferences and workshops between July 2022 and October 2023.

https://cds.cern.ch/record/2804858
https://cds.cern.ch/record/2838800
http://cds.cern.ch/record/2838737
https://cds.cern.ch/record/2845289
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