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Integration and Commissioning of the ATLAS Tile
Demonstrator Module for Run 3

F. Carrió on behalf of the ATLAS Tile Calorimeter System

Abstract—The Tile Calorimeter (TileCal) is the central1

hadronic calorimeter of the ATLAS experiment at Large Hadron2

Collider (LHC). The LHC will undergo a series of upgrades3

leading into the High Luminosity LHC (HL-LHC). The TileCal4

Phase-II Upgrade will accommodate the detector readout elec-5

tronics to the HL-LHC conditions using a new clock and readout6

strategy.7

The TileCal Phase-II upgrade project has undertaken an8

extensive R&D program. A Demonstrator module containing9

the upgraded on-detector readout electronics was built in 2014,10

evaluated during seven test beam campaigns, and inserted into11

the ATLAS experiment in 2019. This module will be operated12

in the ATLAS experiment during Run 3 (2022–2026) through a13

Tile PreProcessor (TilePPr) Demonstrator board implementing14

the clock and readout architecture envisioned for the HL-15

LHC. The TilePPr also provides backward compatibility of the16

Demonstrator module with the present ATLAS Trigger and Data17

AcQuisition and the Timing, Trigger and Control systems.18

This paper describes the hardware and firmware for the19

implementation of the data acquisition system of the Demon-20

strator module and discusses the results of the integration21

tests performed during the commissioning of the Demonstrator22

module for Run 3.23

Index Terms—ATLAS Tile Calorimeter(TileCal), Data Acqui-24

sition (DAQ) systems, Field-Programmable Gate Array (FPGA),25

High Energy Physics, High-Speed Electronics.26

I. INTRODUCTION27

THE Tile Calorimeter (TileCal) [1] is the central hadronic28

calorimeter of the ATLAS experiment [2], covering a29

pseudorapidity of η < |1.7|. TileCal is a sampling calorimeter30

made of steel plates and scintillator material, and it contributes31

to the measurement of jets, tau leptons, and missing transverse32

energy (Emiss
T ).33

TileCal is composed of three cylindrical barrels along the34

beam axis, which are divided into four readout sections: the35

central Long Barrel (LBA, LBC) and two Extended Barrels36

(EBA, EBC). Each barrel comprises 64 wedge-shaped modules37

distributed azimuthally as shown in Fig. 1.38

The light produced by a charged particle crossing the39

calorimeter are carried by Wave-Length Shifting (WLS) fibers40

to photomultiplier tubes (PMTs). The complete readout of the41

detector is done using approximately 10,000 PMTs.42
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F.Carrió is with the Instituto de Fı́sica Corpuscular (CSIC-UV), Va-
lencia, Spain, and with the Institute for Collider Particle Physics, Uni-
versity of the Witwatersrand, Johannesburg, South Africa. (e-mail: fer-
nando.carrio@cern.ch).

Copyright 2022 CERN for the benefit of the ATLAS Collaboration. CC-
BY-4.0 license.

Fig. 1: Detail of a Tile module showing the 11 radial layers
of scintillator tiles interleaved with the steel absorber, and the
position of the PMTs and readout electronics.

In the on-detector electronics, the analog PMT signals are43

shaped with a 7-pole LC shaper, amplified with two gains44

(1:64 ratio), and digitized with 10-bit Analog-to-Digital Con-45

verters (ADCs), before being stored in pipeline memories. The46

low-gain PMT signals are also analog summed into pseudo-47

projective trigger towers and transmitted to the ATLAS trigger48

system via electrical cables.49

Once the TileCal modules receive a trigger acceptance50

signal from the ATLAS trigger system, the selected events are51

transmitted off-detector to the Read-Out Drivers (ROD) [3]52

via optical fibers. The RODs reconstruct the energy and time53

per channel, and transmit all the processed data to the next54

elements in the ATLAS DAQ chain after the first-level trigger.55

II. TILECAL PHASE-II UPGRADE56

During the Long Shutdown 3 (2026–2029) the Large57

Hadron Collider (LHC) will be upgraded towards the High-58

Luminosity LHC (HL-LHC). The HL-LHC will deliver an59

instantaneous peak luminosity up to 7.5 × 10−34 cm−2s−1,60

and a total integrated luminosity of 4000 fb−1 by the end of61

its data-taking (2029–2040). The ATLAS Phase-II Upgrade [4]62

will prepare all the subdetectors in order to operate under the63

new conditions imposed by the HL-LHC.64

TileCal will undergo a series of upgrades during the ATLAS65

Phase-II Upgrade where both the on-detector and off-detector66
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readout electronics will be replaced introducing a new readout67

strategy. This new readout architecture will enable the trans-68

mission of full-digital data with fine granularity information69

to the ATLAS trigger system.70

The TileCal on-detector readout electronics will transmit71

detector data to the off-detector electronics per every bunch72

crossing (25 ns). In the off-detector electronics, the Tile Pre-73

Processor (TilePPr) [5] modules will reconstruct cell energies74

per bunch crossing transferring the results to the Trigger75

and Data Acquisition Interface (TDAQi) boards. The TDAQi76

boards will use the reconstructed cell energies to build trigger77

objects for the ATLAS calorimeter trigger system.78

The TilePPr modules will store the samples and reconstruct79

energy per channel in pipeline memories, until the reception80

of a trigger acceptance signal when the event is transmitted to81

the ATLAS Front End LInk eXchange (FELIX) [6] system.82

III. THE TILE DEMONSTRATOR MODULE83

A full-size Demonstrator module was built as part of TileCal84

Upgrade R&D program. This module was constructed in 201485

with the latest version of the readout electronics designed for86

the HL-LHC.87

This module implements the clock and readout strategy88

for the HL-LHC but keeping at the same time backward89

compatibility with the current system by transmitting triggered90

data to the RODs, and analog trigger towers to the ATLAS91

trigger system.92

A. Mechanics93

The Demonstrator module is composed of four independent94

mechanical structures, called mini-drawers (Fig. 2). Each mini-95

drawer is an aluminum substructure with one MainBoard [7],96

one DaughterBoard v4 [8], one high voltage distribution board,97

and up to 12 PMT blocks.98

Fig. 2: Picture of one of the mini-drawers of the Tile Demon-
strator [4].

B. On-detector electronics99

Each PMT block is equipped with one upgraded 3-in-1 card100

(Fig. 3) which shapes and amplifies the PMT signals with101

two gains (1:32 ratio). The upgraded 3-in-1 cards provide102

additional capabilities as a calibration circuit to calibrate the103

electronics over the full dynamic range, and an integrator104

circuit for luminosity measurements and Cesium calibration.105

As in the current system, the lower gain signals are summed106

in the adder cards into trigger towers, and transmitted to107

the ATLAS trigger system. This feature ensures backward108

compatibility with the current ATLAS trigger system.109

Fig. 3: Picture of a upgraded 3-in-1 card.

The MainBoards (Fig. 3) are responsible for the digitization110

of the PMT signals, and the configuration of the upgraded 3-in-111

1 cards. Each MainBoard is equipped with twelve dual 12-bits112

ADCs to digitize the two gain signals coming from 12 PMTs,113

twelve 16-bit ADCs to read out the integrator signal, and four114

Intel Cyclone IV FPGAs for configuration and control of the115

upgraded 3-in-1 cards. The analog PMT signals are digitized116

for every bunch crossing, and the digitized data is transferred117

to the DaughterBoards.118

Fig. 4 shows a picture of the DaughterBoard v4 installed in119

the Demonstrator module. The DaughterBoards are responsi-120

ble for transmission of the readout data to the off-detector121

electronics, as well as for the reception and distribution122

of the timing control and configuration commands for the123

operation of the on-detector electronics. Each DaughterBoard124

is equipped with two Xilinx Kintex-7 XC7K160T FPGAs125

for the data acquisition and processing tasks, two GBTx [9]126

ASICs for the recovery of the accelerator clock, and two QSFP127

optical modules for the communication with the off-detector128

electronics.129

C. Off-detector electronics130

The Tile PreProcessor Demonstrator [5] is the core element131

of the off-detector electronics, acting as a bridge between the132

Demonstrator module and the current ATLAS TDAQ system.133

The TilePPr Demonstrator receives and decodes detector data134

from the Demonstrator module for every bunch crossing,135

sending the triggered data to the legacy ROD and to the136

FELIX system. It is also responsible for the propagation of137
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Fig. 4: Picture of the DaughterBoard v4 installed in the
Demonstrator module.

the accelerator clock and configuration commands towards the138

on-detector electronics received from the Trigger, Timing, and139

Control (TTC) system.140

Fig. 5: Picture of the Tile Preprocessor Demonstrator.

The TilePPr Demonstrator [5] is a double mid-size Ad-141

vanced Mezzanine Card form factor compliant with the142

AdvancedTCA standard. The TilePPr Demonstrator (Fig. 5)143

hosts one Xilinx Virtex-7 XC7VX415T and one Kintex-7144

XC7K420T FPGAs, four QSFP modules, DDR3 memories,145

and two Texas Instruments CDCE62005 jitter cleaners. The146

Virtex-7 FPGA is connected to the four QSFP modules for the147

communication with the on-detector electronics, implements148

all the firmware modules for the readout and operation of one149

TileCal module, and communicates with the legacy ROD and150

FELIX systems and with the TTC system. The Kintex-7 FPGA151

is devoted for the study and evaluation of pre-processing152

trigger algorithms for the HL-LHC.153

IV. CLOCK AND DATA READOUT ARCHITECTURE154

IMPLEMENTATION155

156

The Demonstrator module implements the clock and readout157

architecture for the HL-LHC, keeping backward compatibility158

with the current TDAQ system. Fig. 6 presents a block diagram159

with the firmware blocks implemented in the Demonstrator160

module and the TilePPr Demonstrator module.161

A. High-speed communication path162

163

A total of 16 high-speed links are implemented using the164

GigaBit Transceiver (GBT) protocol [10] to communicate the165

DaughterBoards and the TilePPr Demonstrator with a fixed166

and deterministic latency operation.167

The GBT links operate at 4.8 Gbps in the downlink direction168

(from off-detector to on-detector), and are used to distribute169

the configuration commands and the accelerator clock to170

the Demonstrator module. In the uplink direction (from on-171

detector to off-detector) the GBT links operate at 9.6 Gbps172

and are used to acquire detector samples at the bunch crossing173

frequency.174

B. Configuration blocks175

The TilePPr Demonstrator receives the configuration com-176

mands for the Demonstrator from two different paths: from177

the TTC system and from the ATLAS TDAQ software via a178

GbE port using the IPbus protocol [11].179

The configuration commands received from the TTC system180

are decoded in the TilePPr Demonstrator and transmitted to181

the DaughterBoards via four downlinks. Then, the Daughter-182

Boards distribute the configuration commands to MainBoard183

FPGAs, which finally configures the upgraded 3-in-1 cards.184

C. Clock and data readout path185

Each DaughterBoard deserializes the data coming from 6186

dual-channel ADCs for every bunch crossing, and builds a187

data packet which is transmitted to the TilePPr Demonstrator188

together with the integrator and monitoring data. This data is189

transferred to off-detector via 4 uplinks per DaughterBoard190

(16 uplinks in total).191

The TilePPr Demonstrator decodes the data packets storing192

the integrator, monitoring and detector samples in pipeline193

memories with a maximum depth of 10 µs. The data samples194

are stored in circular pipeline buffers until the reception of195

a trigger acceptance signal from the ATLAS trigger system.196

Then, the selected events are transmitted to the ROD system197

ensuring backward compatibility with the current TDAQ sys-198

tem.199

For the clock distribution towards the Demonstrator module,200

the TilePPr Demonstrator transmits the accelerator clock via201

downlinks embedded with the configuration commands. The202

TilePPr Demonstrator recovers the accelerator clock from the203

current TTC system, and obtains a low-jitter version of the204

accelerator clock using and on-board jitter cleaner (Texas205

Instruments CDCE62005). The cleaned copy of the accelerator206

clock is used to drive the FPGA high-speed transceivers.207

Finally in the on-detector electronics, the accelerator clock208

is recovered via a GBTx ASIC located in the DaughterBoards209

and distributed to the MainBoard as a sampling clock for the210

ADCs.211

V. TEST BEAM RESULTS212

The performance of the Demonstrator module was studied213

during seven test beam campaigns between 2015 and 2018214

in the H8 beam line of the Super Proton Synchrotron (SPS)215

accelerator at CERN, where it was exposed to electron, hadron216
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Fig. 6: Block diagram of the main blocks used for the implementation of the Demonstrator data acquisition system.

and muon beams with different energies and incident angles.217

The purpose of these test beam campaigns was the validation218

of the new readout electronics for the HL-LHC. Fig. 7 shows219

the distribution of the total energy deposited in the Demon-220

strator module for different electron beam energies (20 GeV,221

50 GeV, and 100 GeV) using experimental and simulated data.222
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Fig. 7: Distribution of the total energy deposited in the Demon-
strator for different electron beam energies (20 GeV, 50 GeV,
and 100 GeV). The solid lines refers to the experimental data
and the dashed lines to the simulated data with Monte Carlo
simulations [12].

The energy response and resolution of the Demonstrator223

module to positive pions, kaons, and protons was studied using224

energies from 16 to 30 GeV. Fig. 8 shows the energy response225

ratios for protons (R⟨Eraw⟩ = ⟨Eraw⟩
Eraw

beam
) of the measured and226

predicted energies by Monte Carlo (MC) as a function of the227

proton beam energy.228

Finally, the response of the Demonstrator module to high229

energy muons has been studied using 165 GeV muons at an230

incident angle of -90º. The ratio between the energy deposited231

(dE) in a cell and the track path-length along the same cell232

(dl) was calculated in order to study the residual dependence233

of the muon energy on the path length. Fig. 9 presents the234
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Fig. 8: Energy response ratios, R⟨Eraw⟩ = ⟨Eraw⟩
Eraw

beam
, as a

function of the proton beam energy. Variations between the
measured and MC data are within 2.5%. [12].

dE/dl ratio for the A8 cell of the Demonstrator module using235

measured and MC simulated data.236

VI. INTEGRATION AND COMMISSIONING237

After the validation of the electronics during the test beam238

campaigns, the Demonstrator module was installed into the239

ATLAS experiment in July 2019. It was commissioned during240

the Long Shutdown 2 (2019–2021), where the Demonstrator241

module was completely integrated into the ATLAS TDAQ242

system via the TilePPr Demonstrator module installed in the243

counting rooms.244

During the installation and commissioning of the Demon-245

strator module several tests were done to validate its correct246

performance.247

The signal quality of the high-speed links communicating248

the on-detector and off-detector electronics over fiber was249

studied after the insertion of the Demonstrator module. Link250

monitoring blocks were integrated in the TilePPr Demonstrator251
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obtained using experimental (full points) and simulated muons
(solid lines) at -90° hitting in the middle of Tile-row 2. [12].

using the eye scan circuitry of the Xilinx transceivers [13].252

Fig. 10 presents the BER test results obtained for all the253

uplinks (4 channels per QSFP module). The BER test results254

indicates a good performance of the uplinks in terms of signal255

integrity with time margins between 0.34 and 0.52 Unit Inter-256

val (UI) at a BER level of 10−11.257
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Fig. 10: BER test scan results corresponding to the sixteen
uplinks at the TilePPr Demonstrator.

The frequency components of the readout channel were258

studied in order to detect faulty cables between the upgraded259

3-in-1 card and the trigger adder cards during the installation260

and commissioning of the Demonstrator module. These faulty261

connections were introducing large noise levels at the output262

of the trigger amplifiers contributing to the distortion of the263

analog PMT signals and trigger sum signals. For this study, the264

TilePPr Demonstrator was prepared to store in FIFO memories265

up to 130k consecutive PMT samples from a single channel.266

Once the FIFO memory was full, the data samples are readout267

via IPbus for the computation of the Fast Fourier Transform268

(FFT) in a external computer. This procedure was followed269

to identify all faulty connections and replaced them by new270

analog cables when required. Fig. 11 presents the FFT results271

from one low-gain channel pedestal noise with a faulty trigger272

output connection. The FFT results includes two frequency273

components at 6.63 MHz and 13.37 MHz when the trigger274

output amplifier is enabled (red), adding noise to the analog275

trigger sum signals due to a misconnection between the 3-in-1276

card and the adder card; and the FFT results when the trigger277

output amplifier is disabled (blue).278

Fig. 11: Fast Fourier Transform analysis of the pedestal noise
data of an non-terminated trigger output of one upgraded 3-
in-1 card before (blue) and after (red) deactivating its trigger
output.

As introduced in Section IV, the high-speed links interfac-279

ing the on-detector and off-detector electronics operate with280

fixed and deterministic latency in order to implement the281

architecture envisioned for the HL-LHC. Fig. 12 shows the282

phase variation measurements at the TilePPr Demonstrator283

between the clocks recovered from the uplinks and one dis-284

tributed to the on-detector electronics. In order to perform285

such measurements, a phase monitoring circuit based on the286

Digital Dual Mixer Time Difference (DDMTD) circuit [14]287

was implemented in the TilePPr Demonstrator with a time288

resolution 12.189 ps.289
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Fig. 12: Boxplot representations of 150 phase variation measure-
ments resetting the on-detector electronics after each measurement.

Fig. 12 represents a boxplot with 150 measurements after290

resetting the on-detector electronics. As observed, the phase291

variations between the recovered and distributed clock do not292

exceed 100 pspk−pk. As studied in [15], these variations do not293
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introduce a significant degradation of the energy reconstruction294

algorithms.295

The Demonstrator was included in the start of the Run 3296

data-taking period (2022–2026) recording runs with cosmic297

rays, LHC splash events, laser and Charge Injection System298

(CIS) runs, showing a good performance in terms of noise299

levels, performance, and stability. Currently, the Demonstrator300

module provides physics data from proton-proton collisions301

with the rest of the TileCal modules. Fig. 13 shows an event302

display of one of the first collision events recorded in ATLAS303

at 13.6 TeV during the Run-3 data taking period. The red layer304

of the ATLAS view represents the hadronic calorimeter, where305

the energy depositions are shown as yellow boxes.306

Fig. 13: Event display of a collision event recorded in ATLAS
on 5 July 2022, when stable beams of protons at the energy
of 6.8 TeV per beam were delivered to ATLAS for the first
time by the LHC [16].

VII. CONCLUSIONS307

In order to cope with the requirements for the HL-LHC,308

all the readout electronics of the Tile Calorimeter will be309

redesigned with a new clock and readout strategy able to310

provide high-granularity and full-digital input for the ATLAS311

trigger system.312

As part of a wide R&D program for the upgrade of TileCal,313

a Demonstrator module containing the latest versions of the314

upgraded readout electronics was constructed in 2014. This315

module implements the clock and readout strategy for the HL-316

LHC, while it keeps backward compatibility with the current317

system by sending analog trigger signals to the ATLAS trigger318

system. In the off-detector electronics, the TilePPr Demon-319

strator board receives digitized data from the Demonstrator320

module at the LHC frequency, and transmits triggered data to321

the legacy RODs.322

The Demonstrator module was evaluated during seven test323

beam campaigns (2015–2018) with different particle beams324

and range of energies. Finally, the Demonstrator module was325

inserted into the ATLAS experiment and commissioned during326

the Long Shutdown 2 (2019–2021), where it was successfully327

integrated into the legacy ATLAS DAQ system. During the328

current Run 3, the Demonstrator module is providing physics329

data with proton-proton collisions to the ATLAS TDAQ sys-330

tem in parallel with the rest of the TileCal modules.331
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