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A search for non-resonant Higgs boson pair production in the bbbb final state is presented. The
analysis uses 126 fb−1 of pp collision data at

√
𝑠 = 13 TeV collected with the ATLAS detector

at the Large Hadron Collider, and targets both the gluon-gluon fusion and vector-boson fusion
production modes. No evidence for signal is found and the observed (expected) upper limit
on the cross section for non-resonant Higgs boson pair production is determined to be 5.4
(8.1) times the Standard Model predicted cross-section at 95% confidence level. Constraints
are placed upon modifiers to the HHH and HHVV couplings, 𝜅𝜆 and 𝜅2𝑉 . The observed
(expected) constraints on 𝜅𝜆 are determined to be [-3.9, 11.1] ([-4.6, 10.8]) at 95% confidence
level, while the corresponding constraints for 𝜅2𝑉 are [-0.03, 2.11] ([-0.05, 2.12]).
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1 Introduction

The discovery of the 125 GeV Higgs boson (𝐻) [1–4] at the Large Hadron Collider (LHC) has prompted a
broad research programme to investigate its properties and compare the results with the Standard Model
(SM) predictions. Of particular interest is the search for non-resonant Higgs boson pair, or di-Higgs
(HH), production. This process has a direct dependence on the Higgs self-coupling, which is a key
ingredient of the electroweak symmetry breaking mechanism and a sensitive probe of both the SM and new
physics [5–11].

The dominant SM HH production process is gluon–gluon fusion (ggF). Its cross-section, for a Higgs boson
mass 𝑚𝐻 =125 GeV, calculated at next-to-next-to-leading order (NNLO) including finite top-quark mass
effects [12], is 31.05 fb at

√
𝑠 =13 TeV. The two leading order Feynman diagrams contributing to this

process are shown in Figure 1, where Figure 1(a) is commonly referred to as the box diagram and Figure
1(b) as the triangle diagram. The triangle diagram is dependent on the trilinear Higgs self-coupling, 𝜆 (the
interaction between three Higgs bosons), which can be expressed in terms of its modifier, 𝜅𝜆.1 In the SM,
these two diagrams interfere destructively. As a result, the HH production cross-section and kinematic
properties depend critically on the value of 𝜅𝜆.
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Figure 1: The two tree-level gluon-gluon fusion di-Higgs production Feynman diagrams: (a) the box diagram; (b) the
triangle diagram.

The second-leading HH production process in the SM is vector-boson fusion (VBF), with a cross-section
of 1.73 fb at next-to-next-to-next-to-leading order (N3LO) [13], for 𝑚𝐻 =125 GeV. The three tree-level
Feynman diagrams describing this process are shown in Figure 2. Figures 2(a) and 2(b) show the
dependence on 𝜅𝜆 and the HHVV interaction vertex modifier, 𝜅2𝑉 , respectively. In the SM, perturbative
unitarity leads to exact cancellation of divergences between the diagrams in Figures 2(b) and 2(c). As 𝜅𝑉
(the 𝐻𝑉𝑉 coupling modifier) and 𝜅2𝑉 depart from their SM value of one, the cross-section grows linearly
with the effective center-of-mass energy of the incoming vector-bosons, resulting in harder kinematics
for the produced Higgs bosons [14], up to the scale of some new physics that would unitarize the total
amplitude.

The analysis described in this paper targets the bbbb final state, in both the ggF and VBF production
modes, using the full ATLAS Run 2 dataset. Assuming the SM branching ratio of 58.2% for H → bb [15,
16], about one third of di-Higgs events decay to bbbb, making it the most abundant di-Higgs final state.
However, as this is a fully hadronic final state, the analysis faces the challenge of large backgrounds from
multĳet production processes.

1 Coupling modifiers, 𝜅, are defined as the ratio of the modified coupling to its SM value, 𝜅 = 𝑐/𝑐SM.
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Figure 2: The three tree-level vector-boson fusion di-Higgs production Feynman diagrams.

The ATLAS collaboration has previously published search results for non-resonant HH → bbbb production,
using 27 fb−1 of early Run 2 data in the search for ggF HH production [17] and the full Run 2 dataset in the
search for VBF HH production [18]. The present analysis, in addition to using the full Run 2 dataset for
both production modes and combining the results, is optimized specifically for the non-resonant HH event
topology, and it also benefits from improvements in jet reconstruction and the identification of jets arising
from the decays of b-quarks in ATLAS (“𝑏-tagging”). In addition, the analysis employs a fully data-driven
technique for the background estimation, which uses an artificial neural network to perform a kinematic
reweighting of data from an alternative phase space to model the background in the region of interest. The
CMS collaboration has also published results on the search for non-resonant HH → bbbb with the full
Run 2 data [19, 20], and both ATLAS and CMS have published results on the search for resonant and
non-resonant HH production in a multitude of other final states [21–30].

This document is structured as follows: the ATLAS detector and the data and simulated events used in
the analysis are described in Sections 2 and 3, respectively. Section 4 presents the reconstruction and
identification of physics objects in this analysis and Section 5 details the event selection and categorization.
The background modeling method is described in Section 6, the systematic uncertainties are detailed in
Section 7 and, finally, the results are reported in Section 8 and a summary is given in Section 9.

2 ATLAS detector

The ATLAS detector [31] at the LHC covers nearly the entire solid angle around the collision point.2 It
consists of an inner tracking detector surrounded by a thin superconducting solenoid, electromagnetic and
hadron calorimeters, and a muon spectrometer incorporating three large superconducting air-core toroidal
magnets.

The inner-detector (ID) system is immersed in a 2 T axial magnetic field and provides charged-particle
tracking in the range |𝜂 | < 2.5. The high-granularity silicon pixel detector covers the vertex region and
typically provides four space-point measurements per track, the first hit normally being in the insertable

2 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the center of the detector
and the 𝑧-axis along the beam pipe. The 𝑥-axis points from the IP to the center of the LHC ring, and the 𝑦-axis points
upwards. Cylindrical coordinates (𝑟, 𝜙) are used in the transverse plane, 𝜙 being the azimuthal angle around the 𝑧-axis.
The pseudorapidity is defined in terms of the polar angle 𝜃 as 𝜂 = − ln tan(𝜃/2). Angular distance is measured in units of

Δ𝑅 ≡
√︃
(Δ𝜂)2 + (Δ𝜙)2.
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B-layer installed before Run 2 [32, 33]. Following the pixel detector is the silicon microstrip tracker, which
usually provides eight measurements per track. These silicon detectors are complemented by the transition
radiation tracker, which enables radially extended track reconstruction up to |𝜂 | = 2.0.

The calorimeter system covers the pseudorapidity range |𝜂 | < 4.9. Within |𝜂 | < 3.2, electromagnetic
calorimetry is provided by barrel and endcap high-granularity lead/liquid-argon (LAr) calorimeters, with
an additional thin LAr presampler covering |𝜂 | < 1.8 to correct for energy loss in material upstream of
the calorimeters. Hadron calorimetry is provided by the steel/scintillator-tile calorimeter, segmented into
three barrel structures within |𝜂 | < 1.7, and two copper/LAr hadron endcap calorimeters. The solid angle
coverage is completed with forward copper/LAr and tungsten/LAr calorimeter modules optimized for
electromagnetic and hadronic energy measurements respectively.

The muon spectrometer (MS) comprises separate trigger and high-precision tracking chambers measuring
the deflection of muons in a magnetic field generated by the superconducting air-core toroidal magnets.
The field integral of the toroids ranges between 2.0 and 6.0 T·m across most of the detector. A set of
precision chambers covers the region |𝜂 | < 2.7 with three layers of monitored drift tubes, complemented by
cathode-strip chambers in the forward region, where the background is highest. The muon trigger system
covers the range |𝜂 | < 2.4 with resistive-plate chambers in the barrel, and thin-gap chambers in the endcap
regions.

Interesting events are selected by the first-level trigger system implemented in custom hardware, followed
by selections made by algorithms implemented in software in the high-level trigger [34]. The first-level
trigger accepts events from the 40 MHz bunch crossings at a rate below 100 kHz, which the high-level
trigger further reduces in order to record events to disk at about 1 kHz.

An extensive software suite [35] is used in the reconstruction and analysis of real and simulated data, in
detector operations, and in the trigger and data acquisition systems of the experiment.

3 Data and simulated samples

3.1 Data sample

This analysis is performed in LHC proton–proton (pp) collision data at
√
𝑠 = 13 TeV collected in 2016–

2018. Only data collected during stable beam conditions are used, with all relevant detector systems
functional [36], corresponding to an integrated luminosirty of 126 fb−1.

The analysis uses events that satisfy two types of trigger signature requirements with different criteria
on the number of jets and their 𝑏-tagging status [37]. The jets used are reconstructed with the anti-𝑘𝑡
algorithm [38, 39], with a radius parameter of 𝑅 = 0.4. 𝑏-tagging is performed at the trigger level with
the MV2c20 algorithm in 2016 and the MV2c10 algorithm in 2017-2018 [37], with a range of b-jet
identification efficiency operating points from 40% to 70%. The first of the two trigger signatures used
for selecting bbbb events requires two 𝑏-jets plus one additional jet (“2𝑏1j”), while the second requires
two 𝑏-jets plus two additional jets (“2𝑏2j”). The minimum transverse energy (𝐸T) requirement on the
jets is 35 GeV for all jets used in the 2𝑏2j trigger and the 𝑏-jets in the 2𝑏1j trigger, and 100 to 150 GeV
(depending on the year of data taking) for the additional jet used in the 2𝑏1j triggers.

During 2016 data taking, a fraction of the data (8.3 fb−1) was affected by an inefficiency in the online vertex
reconstruction, which reduced the efficiency of 𝑏-tagging algorithms in the trigger; those events were not
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retained for further analysis, resulting in an integrated luminosity of 24.6 fb−1 for the 2016 dataset. The
integrated luminosities of the 2017 and 2018 datasets are 43.7 fb−1 and 57.7 fb−1, respectively.

3.2 Simulated samples

Monte Carlo (MC) simulation is used for the modeling of signal events, as well as to produce event samples
of background processes for cross-checks and validation studies. The Higgs boson mass is set to 125 GeV
in the simulation. All samples are processed by the ATLAS simulation framework [40] and the detector
response is simulated with Geant4 [41].

The ggF signal process was simulated using the Powheg Box v2 generator [42–44] at next-to-leading order
(NLO), including finite top-quark mass effects, using the PDF4LHC15 [45] parton distribution function
(PDF) set. Parton showers and hadronization are simulated with Pythia 8.244 [46] with the A14 set of
tuned parameters [47] and the NNPDF2.3lo PDF set [48]. The SM ggF HH cross-section was taken as
𝜎ggF = 31.05 fb, calculated at NNLO including finite top-quark mass effects [12]. Signal samples for the
ggF process were generated explicitly for modifier values of 𝜅𝜆 = 1 and 10. A reweighting method is used
to determine the ggF signal yield at each 𝜅𝜆 value. Scale factors are derived as a function of 𝜅𝜆 in bins of
the truth invariant mass of the HH system by performing a linear combination of generator-level samples
at three different 𝜅𝜆 values [49]. The 𝜅𝜆 = 10 ggF signal sample is used to validate the derived scale
factors; the agreement between this generated sample and the signal sample obtained from the reweighting
method is found to be within the statistical precision of the simulated sample. Additional truth-level
ggF HH signal samples without parton showering were generated with Powheg Box v2 for the 𝜅𝜆 = 0
and 20 coupling modifier configurations to provide a basis for the 𝜅𝜆 reweighting, along with the SM
ggF sample. For the reweighted ggF signal, the NNLO cross-section as a function of 𝜅𝜆 is taken from
Ref. [12]. Alternative ggF samples were generated using the Powheg Box v2 generator at NLO using the
PDF4LHC15 PDF set, interfaced to Herwig 7.1.6 [50] for parton showering and hadronization and using
the H7.1-Default set of tuned parameters [51] and MMHT2014lo PDF set [52], in order to assess parton
showering uncertainties.

The VBF signal process was simulated using MadGraph 2.7.3 [53] at leading order (LO) using the
NNPDF3.0nlo PDF set, interfaced with Pythia 8.244 for parton showering and hadronization using
the A14 set of tuned parameters and NNPDF2.3lo PDF set. Signal samples for the VBF process were
generated explicitly for coupling modifier values of (𝜅𝜆, 𝜅2𝑉 , 𝜅𝑉 ) = (1, 1, 1), (1, 1.5, 1), (2, 1, 1), (10, 1, 1),
(1, 1, 0.5), (−5, 1, 0.5), (0, 1, 1), (1, 0, 1), and (1, 3, 1). Interference between various diagrams contributing
to the non-resonant signal is considered in the simulation. A linear combination of the first six of the listed
samples is used to derive distributions for a finer granularity of 𝜅2𝑉 values, following a technique used
previously to generate 𝜅𝜆 distributions [54]. The specific basis of six samples utilized is chosen to avoid
large statistical uncertainties in the reweighted signal samples resulting from sparsely populated areas of
kinematic phase space. The generated VBF signal samples not included in the linear combination basis –
(𝜅𝜆, 𝜅2𝑉 , 𝜅𝑉 ) = (0, 1, 1), (1, 0, 1), and (1, 3, 1) – were used to validate the performance of the combination
method. The agreement between these generated samples and the corresponding signal samples obtained
from the combination method was found to be within the statistical precision of the simulated samples.
The cross-section of the VBF 𝐻𝐻 process, evaluated at N3LO in QCD, is 1.73 fb in the SM [13, 55–57].
For the reweighted VBF signal points, the N3LO to LO cross-section ratio at the SM value is calculated,
and this factor is applied to the cross-sections at each 𝜅𝜆, 𝜅2𝑉 , and 𝜅𝑉 point. Alternative LO samples were
generated using MadGraph 2.7.3 with the NNPDF3.0nlo PDF set, interfaced to Herwig 7.0.4 with the
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H7.1-Default set of tuned parameters and MMHT2014lo PDF set for parton showering and hadronization,
in order to assess parton showering uncertainties.

Top quark pair production (tt) and multĳet background processes were simulated in order to validate the
background modeling procedure. The tt sample was simulated at NLO in 𝛼s using Powheg Box v2 [58].
Parton showering, hadronization, and the underlying event were modeled using Pythia 8.230. The matrix
element calculation uses NNPDF3.0nlo [59] as the PDF set, while the parton shower and underlying-event
modeling uses NNPDF2.3lo [48] and the A14 set of tuned parameters. The damping parameter ℎdamp,
which effectively regulates radiation at high 𝑝T, was set to 1.5 times the top quark mass. The tt simulation
is normalized using the value of the inclusive cross-section calculated with Top++ 2.0 [60, 61]. This
accounts for NNLO corrections in 𝛼s, including next-to-next-to-leading logarithmic (NNLL) resummation
of soft gluon terms. The multĳet background samples were modeled using Pythia 8.235. This simulates
pure QCD 2-to-2 interactions at LO in 𝛼s. Events were showered using the parton shower native to
Pythia, which includes radiation and splitting that can result in additional jets. The A14 set of tuned
underlying-event parameters and the NNPDF2.3lo PDF set were used.

Other background processes, such as SM Higgs boson, HH (in other final states) and electroweak diboson
production, have been estimated to give negligible contributions to the selected event yields and are
therefore not included.

The effect of multiple interactions in the same and neighboring bunch crossings (pileup) was modeled
by overlaying the simulated hard-scattering event with inelastic pp events generated with Pythia 8.186
using the NNPDF2.3lo PDF set and the A3 set of tuned parameters [62]. Additionally, for all HH signal
samples, heavy-flavour decays were modeled using EvtGen 1.7.0 [63].

4 Object reconstruction

Primary vertices from pp interactions are reconstructed using at least two charged-particle tracks with
transverse momentum (𝑝T) above 500 MeV measured with the ID [64]. Events are required to contain
a primary vertex with at least two associated tracks. The vertex with the largest sum of squared track
momenta (

∑
𝑝

2
T) is chosen as the hard-scatter primary vertex.

Hadronic jets are reconstructed using the anti-𝑘𝑡 algorithm with radius parameter 𝑅 = 0.4. The jet clustering
uses particle-flow objects as inputs [65]. Particle-flow objects are charged-particle tracks matched to the
hard-scatter vertex and calorimeter energy clusters following an energy subtraction algorithm that removes
the calorimeter deposits associated with good-quality tracks from any vertex. The tracking information
helps to improve the energy resolution of the calorimeter clusters and reduce the impact from pileup. The
momenta of reconstructed jets are calibrated in a multi-step procedure [66]. Jets with 𝑝T < 60 GeV and
|𝜂 | < 2.4 must also satisfy a requirement based on the output of the multivariate “jet vertex tagger” (JVT)
algorithm [67], which is used to identify and reject jets in which much of the energy originates from pileup
interactions. Correction factors are applied to the simulated events to compensate for differences between
the JVT efficiencies in data and simulation. In the HH → bbbb analysis, jets are discarded if they fail the
“Tight” JVT working point, corresponding to an average efficiency of 96% for jets from the hard-scatter
vertex.

Jets with radius parameter 𝑅 = 0.4 are also reconstructed from topological clusters of energy deposits in
the calorimeter [68] and calibrated in the same way as the jets reconstructed from particle-flow objects.
These jets are used exclusively for the purpose of applying quality criteria to identify events which are
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consistent with noise in the calorimeter or non-collision background [69]. Events containing at least one
such jet, which has 𝑝T > 20 GeV, passes the JVT, and fails to meet these quality criteria, are rejected.

Jets with |𝜂 | < 2.5 originating from 𝑏-quarks are 𝑏-tagged by applying the DL1r algorithm [70], which
is based on a multivariate classification technique combining information from the impact parameters
of ID tracks, the presence of displaced secondary vertices, and the reconstructed flight paths of 𝑏- and
𝑐-hadrons inside the jet [71]. The DL1r working point used in the HH → bbbb analysis is the one that
gives 77% efficiency for jets associated with true 𝑏-hadrons in simulated tt events. At this working point,
the light-jet (charm-jet) rejection measured in tt simulation is about a factor of 130 (4.9). The calibration
of the DL1r algorithm is performed separately for each jet type [72, 73] and correction factors are derived
and applied to the simulated samples to compensate for differences between the 𝑏-tagging efficiencies in
data and simulation.

Muons are reconstructed by matching ID tracks with either MS tracks or aligned individual hits in the MS
and performing a combined track fit. They are required to have 𝑝T > 4 GeV and |𝜂 | < 2.5, and to satisfy
“Medium” identification criteria based on track-quality variables [74]. Muons are used only to apply energy
corrections to jets.

A momentum correction is applied to 𝑏-tagged jets to account for energy lost to soft out-of-cone radiation
and to muons and neutrinos in semileptonic 𝑏-hadron decays. This correction follows the procedure
used in Ref. [75] and consists of two steps. First, if any muon is within Δ𝑅 = 0.4 of a 𝑏-tagged jet, the
four-momentum of the muon is added to that of the jet. Any energy deposited in the calorimeter by the
muon is then subtracted from the jet to avoid double counting; this is computed according to the description
in Ref. [76]. In the second step, a global scale factor is applied to each 𝑏-tagged jet based on its 𝑝T
and whether or not it has a muon within Δ𝑅 = 0.4 of the jet axis. These scale factors are derived from
simulation.

5 Analysis selection and categorization

The analysis utilizes a set of criteria to select HH → bbbb candidate events, including dedicated cuts to
separate events into orthogonal ggF and VBF signal regions. “Forward” and “central” jets are used with
the following selection criteria:

• central jets: |𝜂 | < 2.5 and 𝑝T > 40 GeV;

• forward jets: 2.5 < |𝜂 | < 4.5 and 𝑝T > 30 GeV .

An initial “preselection” is applied to all events in order to conserve computing resources, which requires
at least 4 jets with 𝑝T > 40 GeV, at least 2 of which are 𝑏-tagged. As described in Section 3, the events
considered in this analysis are selected online through the 2𝑏2j and 2𝑏1j trigger signatures. In order
to simplify the modeling of trigger efficiencies, a further selection is applied using offline kinematic
quantities. Events are selected if they have a leading jet (i.e. jet with the highest 𝑝T) with 𝑝T > 170 GeV,
the third leading jet with 𝑝T > 70 GeV, and pass the “2𝑏1j” trigger; or if they fail either of the two
jet 𝑝T requirements and pass the “2𝑏2j” trigger. This selection step leads to about 10% loss of signal
efficiency, but enables the reliable calculation of simulation-to-data correction factors for estimating the
trigger efficiency in the remaining HH → bbbb signal events, depending on which of the above two trigger
classes they belong to.
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Events are required to contain at least four central jets passing the b-tagging requirement outlined in
Section 4. The four highest-𝑝T b-tagged jets are chosen to reconstruct the decays of the two Higgs bosons.
These four jets can be matched one-to-one (within Δ𝑅 < 0.3) to the four b-quarks from the decays of the
Higgs bosons in about 75% of simulated signal events reaching this selection stage. Events for which this
matching fails are dominated by those in which one of the b-quarks from the Higgs boson decays leads to a
jet that is out of acceptance.

From the four selected b-tagged jets, there are three possible combinatorial pairings to form the two Higgs
boson candidates. For a given pairing, the four-momentum of the Higgs boson is defined as the sum of
the four-momenta of the two jets used to construct it. The analysis selects the pairing configuration in
which the higher-𝑝T jet pair has the smallest Δ𝑅 separation. In the simulated samples with SM coupling
values, for which the analysis was mainly optimized, this method gives the correct pairing in around 90%
of those signal events in which the four b-tagged jets are correctly matched to the b-quarks from the decays
of the Higgs bosons. While the pairing accuracy drops for values of the coupling modifiers 𝜅𝜆 and 𝜅2𝑉
that result in softer 𝑝T spectra for the produced Higgs bosons, this pairing method leads to a smoothly
varying distribution of the expected background in the plane of the invariant masses of the two Higgs boson
candidates, which facilitates the derivation of the reweighting function used in the data-driven background
estimation described in Section 6.

Events are then subjected to additional selections designed to isolate those consistent with the VBF
production mode. For this, events must contain at least two additional jets, central or forward; b-tagged jets
are excluded. The two jets forming the pair with the largest invariant mass (𝑚jj) are chosen as the “VBF
jets”. The VBF jet pair is required to satisfy 𝑚jj > 1 TeV, and the pseudorapidity separation between the
two jets, |Δ𝜂jj |, must satisfy |Δ𝜂jj | > 3. Lastly, the transverse component of the momentum vector sum of
the two VBF jets and the four jets forming the Higgs boson candidates is required to be less than 65 GeV.
Events failing any of the above criteria are considered further in the ggF-targeted selection.

Events satisfying either the ggF or VBF selections are required to pass additional selection criteria designed
to reduce the background and improve the analysis sensitivity. In order to suppress the tt background, a
top-veto discriminant 𝑋Wt is defined as:

𝑋Wt =

√√√(
𝑚W − 80.4 GeV

0.1 𝑚W

)2

+
(
𝑚t − 172.5 GeV

0.1 𝑚t

)2

, (1)

where 𝑚𝑊 and 𝑚𝑡 are the invariant masses of W boson and top quark candidates formed from jet
combinations in each event. W candidates are formed from any pair of central jets in the event and the
top quark candidates are then reconstructed by pairing the W candidates with any remaining b-tagged
Higgs boson candidate jets. The 𝑋Wt discriminant is designed to quantify the compatibility of an event
with containing a hadronic top quark decay. Events with any jet combination producing 𝑋Wt < 1.5 are
rejected. This reduces the tt background by a factor of about 2 in simulated events, for a small loss of
signal efficiency, of order 10%, and a similar reduction in the non-tt, multĳet background.

In order to reduce the overall background contamination, events in the ggF selection are also required to
have a pseudorapidity separation of the reconstructed Higgs bosons, |Δ𝜂HH | < 1.5 . No such requirement
is imposed in the VBF selection, as SM VBF HH signal events tend to have a larger |Δ𝜂HH |.

A final analysis selection criterion to quantify the compatibility of events with the HH decay is applied in
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both the ggF and VBF selections. A discriminant 𝑋HH is defined as:

𝑋HH =

√√√(
𝑚H1 − 124 GeV

0.1 𝑚H1

)2

+
(
𝑚H2 − 117 GeV

0.1 𝑚H2

)2

, (2)

where 𝑚𝐻1 and 𝑚𝐻2 are the masses of the leading (highest-𝑝T) and subleading reconstructed Higgs boson
candidates respectively. The values of 124 and 117 GeV in the 𝑋HH definition are chosen to approximately
match the centers of the 𝑚𝐻1 and 𝑚𝐻2 distributions for correctly paired signal events. Events are required
to have 𝑋HH < 1.6 to be included in the signal region (SR) of the analysis.

All the selection steps of the analysis are summarized in Figure 3. The yields in the data and in the
simulated signal samples for some typical coupling values are shown in Table 1. This sample of data events
will be referred to as 4𝑏 events hereafter.

(1)  
Pass trigger class 

(2)  
≥ 4 central jets

(4)  
≥ 6 central or 
forward jets

(5)  
VBF Jets  
|Δηjj| > 3, 


mjj > 1 TeV

(6)  
(∑pj)T < 65 GeV Yes

Yes

Yes

Yes

(7. ggF)

|ΔηHH| < 1.5 

No

No

No

(7. VBF)  
XWt > 1.5Yes

(8. ggF)  
XWt > 1.5

(9. ggF)  
XHH < 1.6

(8. VBF)  
XHH < 1.6

(3)  
≥ 4 b-tagged 
central jets

Yes

Yes Yes Yes

ggF Selection

VBF Selection

VBF SR

ggF SR

Yes

(9. VBF)  
mHH > 400 GeV

Yes Yes

Figure 3: A flowchart summarizing the analysis selection. Events must pass selection criteria 1-3 in order to be
considered for either analysis signal region. Events failing any of the selection criteria 4-6 are considered for inclusion
in the ggF signal region, while those passing selection criteria 4-6 are considered for the VBF signal region. The 𝑋Wt
variable in the figure denotes the minimum value of the 𝑋Wt variable as obtained from the different combinations of
central and b-tagged jets in the event.

Both the ggF and VBF signal regions are further subdivided into a number of orthogonal categories in
order to better isolate the HH signal and improve the analysis sensitivity. The |Δ𝜂HH | and 𝑋HH quantities
are used to define six orthogonal ggF categories. Three categories are defined in |Δ𝜂HH |, with boundaries
of 0, 0.5, 1, and 1.5, and two in 𝑋HH with boundaries of 0, 0.95, and 1.6 . In the VBF signal region,
two categories are defined using the |Δ𝜂HH | quantity, with the dividing boundary at |Δ𝜂HH | = 1.5 . The
|Δ𝜂HH | < 1.5 category is more sensitive to VBF signals with non-SM couplings, while the |Δ𝜂HH | > 1.5
category is more sensitive to the SM VBF production.

The reconstructed di-Higgs boson mass 𝑚HH is used as the discriminating variable for all analysis regions
and categories when extracting results, as detailed in Section 8. The 𝑚HH variable was found to have a
strong separation power between signal and background, as well as between signal hypotheses arising from
different values of coupling modifiers. The binning in 𝑚HH varies between categories and is chosen in
order to both maintain discrimination power and limit the expected statistical uncertainty in each bin to less
than approximately 30%. This 30% threshold ensures that the assumptions used in the statistical procedure,
outlined in Section 8, are satisfied. In the VBF signal region, only events with 𝑚HH > 400 GeV are
considered, as this region was found to be inadequately modeled by the background estimation technique in
the 3b1f region (as described in Section 7). For the ggF signal region, no selection on 𝑚HH is applied.
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Table 1: The yields of data and various example ggF and VBF HH signal models at each step of the analysis selection.
The “Preselection” entry denotes an initial selection requiring at least 4 jets with 𝑝T > 40 GeV, at least 2 of which
are 𝑏-tagged. Events which satisfy the “VBF selection” requirements are considered as part of the VBF signal region
of the analysis, while the rest are considered for the ggF signal region. The signal yields are taken from simulation
and are normalized by their theoretical cross-sections and the integrated luminosity of 126 fb−1. Corrections for
differences in the 𝑏-tagging efficiency and trigger acceptance between data and simulation are applied beginning
from the “Trigger class” requirement. The 𝑋Wt variable in the table denotes the minimum value of the 𝑋Wt variable
as obtained from the different combinations of central and b-tagged jets in the event.

Data ggF Signal VBF Signal
SM 𝜿𝝀 = 10 SM 𝜿2𝑽 = 0

Common preselection
Preselection 5.70 × 108 526.6 7337.7 22.3 626.1
Trigger class 2.49 × 108 381.8 5279.1 16.1 405.2

ggF selection
Fail VBF selection 2.46 × 108 376.6 5198.0 13.9 334.4
At least 4 b-tagged central jets 1.89 × 106 86.0 1001.7 1.9 65.2
|Δ𝜂HH | < 1.5 1.03 × 106 71.9 850.6 0.9 46.4
𝑋Wt > 1.5 7.51 × 105 60.4 569.0 0.7 43.1
𝑋HH < 1.6 (ggF signal region) 1.62 × 104 29.1 182.7 0.2 23.0

VBF selection
Pass VBF selection 3.30 × 106 5.2 81.1 2.2 70.7
At least 4 b-tagged central jets 2.71 × 104 1.1 15.3 0.7 27.6
𝑋Wt > 1.5 2.18 × 104 1.0 11.2 0.7 26.5
𝑋HH < 1.6 5.02 × 102 0.5 3.1 0.3 17.3
𝑚HH > 400 GeV (VBF signal region) 3.57 × 102 0.4 1.8 0.3 16.4

6 Background modeling

After the selection described above, about 90% of the background events come from multĳet processes
(excluding top quark production), with the approximately 10% remainder almost entirely composed of tt
events. This background composition was determined by applying the full event selection to simulated
samples of the various processes and comparing to the total background estimate in the SR; it is purely
meant to be indicative and is not used for deriving any results. The only simulated datasets used in the
statistical analysis are those for the signal HH processes. The background is modeled using the fully
data-driven technique described below.

The background estimation makes use of an alternative set of events, which pass the same b-jet triggers
and satisfy all the same selection criteria as the 4b events, with one difference: they are required to contain
exactly two b-tagged jets. This sample, referred to hereafter as “2b”, has about two orders of magnitude
more events than the 4b sample, hence the presence in it of any HH → bbbb signal is negligible, making it
suitable for the background estimation. The jets selected to form the two Higgs boson candidates in the 2b
events are the two b-tagged jets and the two untagged jets with the highest 𝑝T (excluding the VBF jets in
the VBF categories).

The kinematic properties of the 2𝑏 and 4𝑏 events are not expected to be identical, partly due to different
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processes contributing to the two samples, but also due to differences in the trigger acceptance and because
the performance of b-tagging varies as a function of jet 𝑝T and 𝜂. Therefore, a reweighting function is
required, which, when applied to the 2𝑏 events, maps their kinematic distributions onto the corresponding
4𝑏 distributions. This function is derived using the 2𝑏 and 4𝑏 events in a control region (CR) surrounding
the SR in the reconstructed (𝑚𝐻1, 𝑚𝐻2) plane and then applied to the 2𝑏 events in the SR to produce the
background estimate. The “inner edge” of the CR is defined by 𝑋HH = 1.6 and the “outer edge” by:√︂(

𝑚H1 − 1.05 · 124 GeV
)2

+
(
𝑚H2 − 1.05 · 117 GeV

)2
= 45 GeV . (3)
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Figure 4: The mass planes of the reconstructed Higgs boson candidates for the (a) ggF and (b) VBF signal regions of
the analysis, shown for the 4b data events. The 𝑋Wt variable in the figure denotes the minimum value of the 𝑋Wt
variable as obtained from the different combinations of central and b-tagged jets in the event. In (a), the analysis
selection up to step 8 (as outlined in Figure 3) of the ggF selection has been applied, while in (b), the the analysis
selection up to step 7 of the VBF selection has been applied.

The shift by a factor of 1.05 of the center of the above circle, compared to 𝑋HH , is found to be the optimal
trade-off between having balanced statistics all around the SR and avoiding the low 𝑚𝐻1/𝑚𝐻2 regions,
where the differences between 2𝑏 and 4𝑏 kinematic distributions tend to amplify. The CR is further split
into four roughly-equal directional quadrants, defined by 45◦ and 135◦ lines passing through the SR center.
The four quadrants are labeled based on compass directions: the upper quadrant QN, the lower QS, the left
QW, and the right QE. Events in QN and QS, hereafter referred to as CR1, are used to derive the reweighting
function for the nominal background estimate, while an alternative reweighting function, derived from the
events in QE and QW (referred to hereafter as CR2), is used to define a systematic uncertainty related to
the reweighting function interpolation into the SR, as detailed in Section 7. The boundaries of the SR,
CR1, and CR2 in the reconstructed (𝑚𝐻1, 𝑚𝐻2) plane are shown in Figures 4 and 5, for the 4b and 2b data,
respectively. The horizontal and vertical bands of lower event density around 80 GeV visible in these plots
are caused by the 𝑋Wt selection criterion. The reweighting function has the form:

𝑤(®𝑥) =
𝑝4𝑏 (®𝑥)
𝑝2𝑏 (®𝑥)

, (4)
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Figure 5: The mass planes of the reconstructed Higgs boson candidates for the (a) ggF and (b) VBF signal regions of
the analysis, shown for the 2b data events. The 𝑋Wt variable in the figure denotes the minimum value of the 𝑋Wt
variable as obtained from the different combinations of central and b-tagged jets in the event. In (a), the analysis
selection up to step 8 (as outlined in Figure 3) of the ggF selection has been applied, while in (b), the the analysis
selection up to step 7 of the VBF selection has been applied. In both (a) and (b), the requirement in step 3 has been
replaced with a selection requiring exactly two b-tagged jets in the event.

where 𝑝2𝑏 (®𝑥) and 𝑝4𝑏 (®𝑥) are the probability density functions for 2𝑏 and 4𝑏 data, respectively, over a
set of kinematic variables ®𝑥. The computation of 𝑤(®𝑥) is a density ratio estimation problem, for which a
variety of approaches exist. The method employed in this analysis is modified from Refs. [77, 78] and
makes use of an artificial neural network (NN). This NN is trained on 2𝑏 and 4𝑏 CR1 (or CR2) data to
minimize the loss function:

L(𝑤(®𝑥)) =
∫

𝑑®𝑥
[√︁

𝑤(®𝑥)𝑝2𝑏 (®𝑥) +
1√︁
𝑤(®𝑥)

𝑝4𝑏 (®𝑥)
]
.

The function in Eq. (4) optimizes this loss by equalizing the contributions from the two terms. The
kinematic variables used to make up ®𝑥 are listed in Table 2 for the ggF and VBF selections; they are chosen
to be sensitive to differences between the 2𝑏 and 4𝑏 events. The NN used in the ggF selection has three
densely connected hidden layers of 50 nodes, each with a rectified linear unit activation function [79], and a
single node linear output. A similar architecture is chosen for the NN used in the VBF selection, except for
the smaller number of nodes - 20 in each of the three hidden layers, reflecting the significantly lower event
statistics in the VBF selection relative to the ggF one, by nearly two orders of magnitude. This is also the
reason behind the choice to perform the NN training in the VBF selection for all years together (with the
year index as one-hot encoded input features), while for the ggF selected events, a dedicated reweighting is
derived for each year separately, which, thanks to the adequate statistics, deals better with the different
levels of disparity between 2b and 4b distributions, due to the differences in the trigger conditions from year
to year. Finally, in order to ensure that there are adequate statistics of 4b events for the NN training, this is
performed inclusively, before splitting the events into the |Δ𝜂HH | and 𝑋HH categories. Both |Δ𝜂HH | and
𝑋HH are found to be insensitive to the kinematic reweighting, and so the inclusive training is not expected
to introduce any additional bias when splitting the events into the various categories.
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Table 2: The set of input variables used for the 2b to 4b reweighting in the ggF and VBF channels respectively. The
𝑋Wt variable in the table denotes the minimum value of the 𝑋Wt variable as obtained from the different combinations
of central and b-tagged jets in the event.

ggF VBF

1. log(𝑝T) of the 2nd leading Higgs boson
candidate jet

2. log(𝑝T) of the 4th leading Higgs boson
candidate jet

3. log(Δ𝑅) between the closest two Higgs
boson candidate jets

4. log(Δ𝑅) between the other two Higgs
boson candidate jets

5. Average absolute 𝜂 value of the Higgs
boson candidate jets

6. log(𝑝T) of the di-Higgs system

7. Δ𝑅 between the two Higgs boson candi-
dates

8. Δ𝜙 between jets in the leading Higgs
boson candidate

9. Δ𝜙 between jets in the subleading Higgs
boson candidate

10. log(𝑋Wt)
11. Number of jets in the event

12. Trigger class index as one-hot encoder

1. Maximum di-jet mass out of the pos-
sible pairings of the four Higgs boson
candidate jets

2. Minimum di-jet mass out of the pos-
sible pairings of the four Higgs boson
candidate jets

3. Energy of the leading Higgs boson can-
didate

4. Energy of the subleading Higgs boson
candidate

5. Second smallest Δ𝑅 between the jets
in the leading Higgs boson candidate
(out of the three possible pairings for the
leading Higgs candidate)

6. Average absolute 𝜂 value of Higgs boson
candidate jets

7. log(𝑋Wt)
8. Trigger class index as one-hot encoder

9. Year index as one-hot encoder (for years
inclusive training)
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Figure 6: Distributions of the 𝑚HH variable as observed in the subset of 4b data falling within Control Region 1 (CR1)
in the ggF signal region, shown with black points. In (a), the yellow histogram shows the 𝑚HH distribution in the 2b
CR1 dataset, with only a normalization factor applied. In (b), the yellow histogram shows the 𝑚HH distribution in the
2b CR1 dataset after the NN reweighting. The hashes indicate the statistical uncertainty on the 2b data. In (a), the
statistical uncertainty is only the Poisson uncertainty on the 2b data, while in (b), the statistical uncertainty also
includes the uncertainty from the bootstrap procedure, as described in Section 7. Note that the hashes in (a) are
smaller than the width of the plotted histogram.

In order to estimate and mitigate the impact of varying initial conditions and limited size of the training
samples on the NN training, the Deep Ensembles technique [80] is used together with a bootstrap
resampling [81] of the training data. This entails constructing a set of training datasets by sampling with
replacement from the original dataset. In this analysis, this is approximated by the usage of different
random training weights, following a Poisson distribution with 𝜇 = 1, for each event in each training. The
NN is trained independently on each element of this set, using different initial conditions each time. This
results in an ensemble of reweighting functions. Each reweighting function is further multiplied by a
normalization factor, such that the number of reweighted 2𝑏 events is equal to the 4𝑏 events in the region
where the NN is trained. In this analysis, the ensembles comprise 100 reweighting functions each, hence
100 weights are calculated for each 2𝑏 event in the SR. The background estimate uses the mean of these
weights for each event, and the variation of the background predictions from the ensemble of reweighting
functions is used to derive a systematic uncertainty on the stability of the NN training procedure, as
described in Section 7.

The effect of the above reweighting procedure in CR1, where the reweighting function is derived, is
illustrated in Figure 6 for the 𝑚HH distribution of the ggF-selected events and in Figure 7 for the 𝑋Wt
distribution of the VBF-selected events. The reweighted “2b” distributions agree with the corresponding
“4b” distributions to within about 10% for the majority of the phase space, with some larger deviations
observed in bins near the tails of the distributions where available data statistics are limited. While possible
disagreements could be present in Figure 6, their impact on the ability to model the SR will be reflected in
the non-closure uncertainties derived directly in the SR in the validation regions described below. A large
number of additional kinematic variables are also studied before and after the reweighting was applied in
order to validate the performance of the NN. For all variables, the agreement as quantified by the 𝜒

2 metric
either improves after the reweighting or, for variables where the “2b” and “4b” distributions were already
similar, changes only slightly.
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Figure 7: Distributions of the minimum value of the 𝑋Wt variable, obtained from the different combinations of central
and b-tagged jets in the event, as observed in the subset of 4b data falling within Control Region 1 (CR1) in the
VBF signal region, shown with black points. In (a), the yellow histogram shows the 𝑋Wt distribution in the 2b CR1
dataset, with only a normalization factor applied. In (b), the yellow histogram shows the 𝑋Wt distribution in the
2b CR1 dataset after the NN reweighting. The hashes indicate the statistical uncertainty on the 2b data. In (a), the
statistical uncertainty is only the Poisson uncertainty on the 2b data, while in (b), the statistical uncertainty also
includes the uncertainty from the bootstrap procedure, as described in Section 7.

The robustness of the background modeling procedure was tested and shown to produce the expected
results in a high-statistics simulated tt sample and a sample of simulated (non-tt) multĳet events, as well as
in several control data samples, orthogonal to the nominal event selection, where the presence of any HH
signal is negligible and the 4𝑏 events can be compared to the reweighted 2𝑏 events avoiding any bias. These
samples, summarized in Table 3, include: (a) events satisfying all the 2𝑏/4𝑏 ggF selection criteria, with the
difference that the |Δ𝜂HH | < 1.5 cut is inverted (requiring |Δ𝜂HH | > 1.5); (b) events satisfying all the same
2𝑏/4𝑏 selection criteria, except that the center of the SR (and hence also of CR1 and CR2) is shifted, so as
to avoid any overlap with the nominal SR; and (c) events that satisfy all the same 4𝑏 selection criteria,
except that, in terms of b-tagging, they contain exactly three b-tagged jets, and the fourth jet is taken as the
highest-𝑝T jet that fails a looser working point of the b-tagging algorithm (one that gives 85% efficiency
for b-jets in simulated tt events), hereafter referred to as 3b1f. The 3b1f sample has about one order of
magnitude higher statistics than the 4𝑏 sample and a negligible amount of HH signal, hence it is used to
derive a non-closure systematic uncertainty for the reweighting procedure, as discussed in Section 7.
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7 Systematic uncertainties

The uncertainties with the greatest impact on the analysis sensitivity are those arising from the data-driven
background estimate described in Section 6. There are two main sources: uncertainties from the limited
sample sizes in the CR and SR, and physical differences between the CR, where the 2b reweighting function
is derived, and the SR, where it is applied. An additional uncertainty is obtained by comparing the result of
the background estimation procedure to the 3b1f dataset.

As described in Section 6, the ensemble of 100 reweighting functions results in 100 separate background
predictions. An 𝑚HH histogram can be constructed from each of these predictions, and the standard
deviation of the predictions in each bin is taken as the bootstrap uncertainty. The uncertainty is treated as
uncorrelated across 𝑚HH bins.

An additional statistical uncertainty results from the limited sample size of the 2b SR dataset in which the
trained background reweighting network is applied to obtain the final background estimation. A Poisson
uncertainty is taken for each 𝑚HH bin, which is combined in quadrature with the bootstrap uncertainty
described above.

The uncertainty component in the background estimation relating to the kinematic differences between
the SR and CR1 is derived by obtaining alternative predictions using the CR2 region. Using the same
quadrants QN, QS, QE, and QW defined in Section 6, four alternative background estimates are derived
by applying weights derived in CR1 to three of the SR quadrants and weights derived in the CR2 to the
one remaining SR quadrant. For example, one alternative background estimate is derived by applying
CR1-derived weights to QS, QE and QW, and CR2-derived weights to QN. Each of these four background
predictions is symmetrized around the nominal 𝑚HH distribution to construct a two-sided uncertainty. In
the ggF signal region, these uncertainties are taken to be uncorrelated across the datasets from the three
different years. In both the ggF and VBF signal regions, the uncertainty is treated as correlated across the
analysis categories.

An additional closure uncertainty is derived by applying the full background modeling procedure to the 3b1f
sample instead of the 4b sample. The predicted 3b1f 𝑚HH distribution in the various analysis categories is
then compared to the observed 3b1f data in the SR. For the VBF signal region, no statistically significant
deviation between the prediction and observation is found, hence no additional uncertainty is applied. For
the ggF signal region, an additional uncertainty is derived in each category by taking the deviation between
the predicted and observed 3b1f 𝑚HH distributions. For the ggF signal region, an additional uncertainty
is derived in each category based on the observed deviations between the predicted and observed 3b1f
𝑚HH distributions. For 𝑚HH bins in which the predicted and observed values differ by less than 1𝜎, where
𝜎 refers to all other background modeling uncertainties combined, no additional uncertainty is applied.
For 𝑚HH bins where the predicted and observed values differ by more than 1𝜎, the amount beyond 1𝜎
is averaged with the corresponding amounts in the two adjacent bins, to limit the impact of statistical
fluctuations, and is symmetrized around the nominal prediction to construct a two-sided uncertainty. This
non-closure uncertainty has a much smaller impact on the analysis sensitivity than the other sources of
background modeling uncertainty.

Several detector modeling uncertainties are evaluated and included. These affect only the signal description,
as the background is estimated entirely from data. Uncertainties in the jet energy scale and resolution,
as well as the JVT, are treated according to the prescription in Refs. [66, 67]. Additional uncertainties
arising from the correction of the simulated pile-up distribution are treated according to the prescription in
Ref. [82]. Uncertainties in the 𝑏-tagging efficiency are treated according to the prescription in Ref. [70].
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Uncertainties in the trigger efficiencies are evaluated from measurements of per-jet online efficiencies for
both jet reconstruction and 𝑏-tagging, which are used to compute event-level uncertainties. These are
then applied to the simulated events as overall weight variations. The uncertainty in the total integrated
luminosity used in this analysis is 1.7% [83], obtained using the LUCID-2 detector for the primary
luminosity measurements [84].

Several sources of theoretical uncertainty affecting the signal models are considered as described below.
Uncertainties due to modeling of the parton shower and underlying event are evaluated by comparing
results between two generators for these parts of the calculation: the nominal Pythia 8 and the alternative
Herwig 7. This is found to have an effect of roughly 10% on the ggF and VBF signal acceptances, and
a negligible impact on the shape of the 𝑚HH distributions. The parton showering uncertainty is derived
within each analysis SR category; the uncertainty is observed to reach up to approximately 40% for a given
production mode in some categories in which the acceptance is small for that mode. Uncertainties in the
matrix element calculation are evaluated by raising and lowering the factorization and renormalization
scales used in the generator by a factor of two, both independently and simultaneously. This results in
an effect of typically 2% for both ggF and VBF, with a maximum effect of about 6% in certain analysis
categories. PDF uncertainties are evaluated using the PDF4LHC_NLO_MC set [45] by calculating the
signal acceptance for each replica and taking the standard deviation. The magnitude of this uncertainty is
found to typically be less than 1% in both the ggF and VBF signal acceptances, with a maximum magnitude
of approximately 2%. Theoretical uncertainties in the H → bb branching ratio [15] are included; they
amount to approximately a 3.5% overall uncertainty on the signal normalization. The dependence of
the branching ratio uncertainty on 𝜅𝜆 is neglected. Theoretical uncertainties on the ggF and VBF HH
cross-sections arising from uncertainties on the PDF and 𝛼𝑠, as well as the choice of renormalization scheme
and the scale of the top-quark mass, are taken from Refs. [12, 15, 85]. The cross-section uncertainties are
included in the measurements of the upper limits on the ggF, VBF, and combined HH signal strengths,
as well as the likelihood-based constraints on the values of the 𝜅𝜆 and 𝜅2𝑉 modifiers, as presented in
Section 8.

8 Results

The analysis results are obtained using a maximum likelihood fit performed in bins of reconstructed 𝑚HH .
For the ggF signal region, the fit is performed simultaneously across the different data-taking years (2016,
2017, and 2018), while for the VBF signal region, the fit is performed inclusively on the data from all
years.

The likelihood function used to construct the test statistic has a standard form, consisting of a product of
Poisson distributions for the yields in each bin and constraint functions for nuisance parameters describing
systematic uncertainties. For uncertainties due to the limited sample size in data or simulation, the
constraint is a Poisson distribution. For all other systematic uncertainties, the constraint is a Gaussian
distribution. Any systematic uncertainty which is treated as uncorrelated between different categories or
bins has a separate independent nuisance parameter for each of them. Uncertainties in the luminosity and
signal modeling are treated as fully correlated between the analysis categories and, for ggF, the data-taking
years. Each component of the quadrant-derived uncertainty covering the kinematic differences between the
SR and CR1 regions is correlated across the data-taking years for the ggF region. The components are
correlated across analysis categories within the ggF and VBF signal regions, but not between the ggF and
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VBF signal regions. All other uncertainties in the background model are treated as uncorrelated across the
different categories and data-taking years. The statistical model is implemented using RooFit [86].

For each configuration of coupling modifiers (𝜅𝜆, 𝜅2𝑉 , and 𝜅𝑉 ), the hypothesis of the presence of a signal
is tested using the profile likelihood ratio [87]. The dependence of the H → bb branching ratio on 𝜅𝜆 and
𝜅𝑉 is ignored, and the value is fixed to the SM prediction. The signal strength of the combined ggF and
VBF signal process 𝜇ggF+VBF is chosen as the parameter of interest (POI) and is a free parameter in the fit.
The relative contributions of the ggF and VBF signals to the total signal model are fixed to their predicted
values. The profile likelihood ratio takes the following form:

−2Δ ln𝜆(𝜇) = −2 ln

(
𝐿 (𝜇, ˆ̂𝜽)
𝐿 ( 𝜇̂, 𝜽)

)
,

where 𝜇 is the POI and 𝜽 represents the nuisance parameters. The numerator represents the conditional
maximum likelihood fit, in which the nuisance parameters are set to their profiled values ˆ̂𝜽 for which the
likelihood is maximized for a fixed value of 𝜇. The denominator represents the unconditional likelihood fit,
where both 𝜇 and 𝜽 are set to the values which jointly maximize the likelihood, 𝜇̂ and 𝜽 respectively.

The observed distributions in 𝑚HH , as well as the predicted background and example signal shapes,
are presented in Figure 8 for each of the six ggF categories (with all data-taking years combined, for
presentation purposes) and in Figure 9 (with each data-taking year presented separately). The distributions
of the expected background are obtained using the best-fit values of the nuisance parameters in the
background-only fit to the data.

The 𝑚HH distributions in the two VBF categories are shown in Figure 10. The observed number of data
events, predicted number of background events, and expected number of signal events for the SM ggF and
VBF signals are summarized for each of the analysis categories in Table 4.

Table 4: The yields in each analysis category of the data, expected background, and expected SM ggF and VBF
signals. The expected background yields are obtained using a background-only fit to the data. The expected signal
yields are obtained from simulation.

Category Data Expected ggF Signal VBF Signal
Background SM SM

ggF signal region
|Δ𝜂HH | < 0.5, 𝑋HH < 0.95 1940 1940 ± 130 6.99 0.038
|Δ𝜂HH | < 0.5, 𝑋HH > 0.95 3602 3620 ± 200 6.49 0.036
0.5 < |Δ𝜂HH | < 1.0, 𝑋HH < 0.95 1924 1870 ± 120 5.15 0.037
0.5 < |Δ𝜂HH | < 1.0, 𝑋HH > 0.95 3540 3490 ± 190 4.75 0.040
|Δ𝜂HH | > 1.0, 𝑋HH < 0.95 1880 1740 ± 120 2.92 0.043
|Δ𝜂HH | > 1.0, 𝑋HH > 0.95 3285 3210 ± 200 2.81 0.041

VBF signal region
|Δ𝜂HH | < 1.5 116 125 ± 12 0.37 0.090
|Δ𝜂HH | > 1.5 241 231 ± 20 0.06 0.207

In the absence of an observed signal, exclusion limits on the cross-section as a function of the coupling
modifiers 𝜎ggF+VBF(𝜅𝜆, 𝜅𝑉 , 𝜅2𝑉 ) are computed using the asymptotic formula [87] and based on the CLs
method [88]. A cross-section value is considered to be excluded at the 95% confidence level (CL) when
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Figure 8: Distributions of the reconstructed 𝑚HH in data (shown by the black points) and the estimated background
(shown by the yellow histograms), in each of the six |Δ𝜂HH |/𝑋HH categories in the ggF signal region. The contribution
from the different data-taking years are combined in each category for presentation purposes. The black hashed band
shows the total uncertainty on the background estimation. The distribution of the expected background is obtained
using the best-fit values of the nuisance parameters in the background-only fit to the data. Distributions of the SM
and 𝜅𝜆 = 6 signal models are overlaid, scaled so as to be visible on the plot, and the scaling for each signal model is
the same across the six categories. The lower panels show the ratio of the predicted background to the observed data
yield in each bin. Events in the underflow and overflow bins are counted in the yields of the initial and final bins
respectively.

the CLs is less than 0.05 . By extension, values of the coupling modifiers (𝜅𝜆, 𝜅2𝑉 ) are excluded if the
predicted cross-section of the signal model obtained with that configuration is excluded with the CLs
method. Upper limits on the HH cross-section as a function of 𝜅𝜆 and 𝜅2𝑉 are shown in Figure 11, and the
exclusion boundaries are summarized in Table 5. With the values of the other modifiers (𝜅𝑉 and either
𝜅2𝑉 or 𝜅𝜆, respectively) fixed to their SM value of 1, values of 𝜅𝜆 beyond [−3.9, 11.1] and values of 𝜅2𝑉
beyond [−0.03, 2.11] are excluded.

Table 5: The observed and expected constraints on the 𝜅𝜆 and 𝜅2𝑉 coupling modifiers at 95% CL. For each modifier,
the constraints were extracted with all other modifiers fixed to the SM prediction.

Parameter Expected Constraint Observed Constraint
Lower Upper Lower Upper

𝜅𝜆 −4.6 10.8 −3.9 11.1
𝜅2𝑉 −0.05 2.12 −0.03 2.11

Alternative exclusion limits on the coupling modifiers are obtained by using the profile likelihood ratio

20



0

25

50

75

100

125

150

Ev
en

ts 
/ 2

5 G
eV

ATLAS  Preliminary√s = 13 TeV, 2016 24.6 fb 1

ggF Signal Region

Post-Fit Background
Stat. + Syst. Error
4b Data
200 x SM HH
100 x = 6 HH

30
0

40
0

50
0

60
0

70
0

80
0

90
0

10
00 30

0

40
0

50
0

60
0

70
0

80
0

90
0

10
00 30

0

40
0

50
0

60
0

70
0

80
0

90
0

10
00 30

0

40
0

50
0

60
0

70
0

80
0

90
0

10
00 30

0

40
0

50
0

60
0

70
0

80
0

90
0

10
00 30

0

40
0

50
0

60
0

70
0

80
0

90
0

10
00

mHH [GeV]

0.5

1.0

1.5

Da
ta/

Pr
ed

(4b) | HH| < 0.5, XHH < 0.95 (4b) 0.5 < | HH| < 1.0, XHH < 0.95 (4b) | HH| > 1.0, XHH < 0.95 (4b) | HH| < 0.5, XHH > 0.95 (4b) 0.5 < | HH| < 1.0, XHH > 0.95 (4b) | HH| > 1.0, XHH > 0.95

(a)

0

50

100

150

Ev
en

ts 
/ 2

5 G
eV

ATLAS  Preliminary√s = 13 TeV, 2017 43.6 fb 1

ggF Signal Region

Post-Fit Background
Stat. + Syst. Error
4b Data
200 x SM HH
100 x = 6 HH

30
0

40
0

50
0

60
0

70
0

80
0

90
0

10
00 30

0

40
0

50
0

60
0

70
0

80
0

90
0

10
00 30

0

40
0

50
0

60
0

70
0

80
0

90
0

10
00 30

0

40
0

50
0

60
0

70
0

80
0

90
0

10
00 30

0

40
0

50
0

60
0

70
0

80
0

90
0

10
00 30

0

40
0

50
0

60
0

70
0

80
0

90
0

10
00

mHH [GeV]

0.5

1.0

1.5

Da
ta/

Pr
ed

(4b) | HH| < 0.5, XHH < 0.95 (4b) 0.5 < | HH| < 1.0, XHH < 0.95 (4b) | HH| > 1.0, XHH < 0.95 (4b) | HH| < 0.5, XHH > 0.95 (4b) 0.5 < | HH| < 1.0, XHH > 0.95 (4b) | HH| > 1.0, XHH > 0.95

(b)

0

100

200

300

Ev
en

ts 
/ 2

5 G
eV

ATLAS  Preliminary√s = 13 TeV, 2018 57.7 fb 1

ggF Signal Region

Post-Fit Background
Stat. + Syst. Error
4b Data
200 x SM HH
100 x = 6 HH

30
0

40
0

50
0

60
0

70
0

80
0

90
0

10
00 30

0

40
0

50
0

60
0

70
0

80
0

90
0

10
00 30

0

40
0

50
0

60
0

70
0

80
0

90
0

10
00 30

0

40
0

50
0

60
0

70
0

80
0

90
0

10
00 30

0

40
0

50
0

60
0

70
0

80
0

90
0

10
00 30

0

40
0

50
0

60
0

70
0

80
0

90
0

10
00

mHH [GeV]

0.5

1.0

1.5

Da
ta/

Pr
ed

(4b) | HH| < 0.5, XHH < 0.95 (4b) 0.5 < | HH| < 1.0, XHH < 0.95 (4b) | HH| > 1.0, XHH < 0.95 (4b) | HH| < 0.5, XHH > 0.95 (4b) 0.5 < | HH| < 1.0, XHH > 0.95 (4b) | HH| > 1.0, XHH > 0.95

(c)

Figure 9: Distributions of the reconstructed 𝑚HH in data (shown by the black points) and the estimated background
(shown by the yellow histograms), in each of the six |Δ𝜂HH |/𝑋HH categories in the ggF signal region, for the (a)
2016, (b) 2017, and (c) 2018 data. The black hashed band shows the total uncertainty on the background estimation.
The distribution of the expected background is obtained using the best-fit values of the nuisance parameters in the
background-only fit to the data. Distributions of the SM and 𝜅𝜆 = 6 signal models are overlaid, scaled so as to be
visible on the plot, and the scaling for each signal model is the same across the six categories. The lower panels show
the ratio of the predicted background to the observed data yield in each bin. Events in the underflow and overflow
bins are counted in the yields of the initial and final bins respectively.

with the coupling modifiers 𝜿 = (𝜅𝜆, 𝜅𝑉 , 𝜅2𝑉 ) as the POIs, rather than the signal strength 𝜇:

−2Δ ln𝜆(𝜿) = −2 ln

(
𝐿 (𝜿, ˆ̂𝜽)
𝐿 (𝜿, 𝜽)

)
,

A scan of the profile likelihood ratio is taken as a function of the coupling modifiers at discrete points to
produce the curves shown in Figure 12. The exclusion constraints obtained from the profile likelihood ratio
scan are not expected to be identical to those of the 95% CL methodology described above, as the two
strategies employ slightly different physical assumptions. In the profile likelihood ratio scan, the signal
strength is fixed to the prediction obtained for a specific coupling modifier configuration, while for the 95%
CL scan, the signal strength is allowed to float. Additionally, 2𝜎-level constraints are quoted from the
profile likelihood ratio scan, as opposed to 95%-level constraints. The best-fit value of 𝜅𝜆 is found to be 6.2
from the profile likelihood scan, although the SM value is not excluded from the scan. The observed pull
of the best-fit 𝜅𝜆 value away from the SM value is understood to be due to an upward fluctuation in the
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Figure 10: Distributions of the reconstructed 𝑚HH in data (shown by the black points), the estimated background
(shown by the yellow histograms), in each of the two |Δ𝜂HH | categories in the VBF signal region. The black hashed
band shows the total uncertainty on the background estimation. The distribution of the expected background is
obtained using the best-fit values of the nuisance parameters in the background-only fit to the data. Distributions for
three choices of couplings are shown: the SM, 𝜅𝜆 = 6, and 𝜅2𝑉 = 0 (with all other couplings set to their SM values in
the latter two models), scaled so as to be visible on the plot, and the scaling for each signal model is the same across
the two categories. The lower panels show the ratio of the predicted background to the observed data yield in each
bin. Events in the overflow bins are counted in the yields of the final bins.
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Figure 11: The observed 95% CLs exclusion limits as a function of (a) 𝜅𝜆 (obtained using the signal strength 𝜇ggF+VBF
as the POI) and (b) 𝜅2𝑉 (obtained using the signal strength 𝜇VBF as the POI) from the combined ggF and VBF signal
regions, as shown by the solid black line. The values of the other two parameters (of 𝜅𝜆, 𝜅2𝑉 , and 𝜅𝑉 ) are fixed
to 1. The blue and yellow bands show the 1𝜎 and 2𝜎 bands respectively on the expected exclusion limits, which
are shown by the dashed black line. The expected exclusion limits are obtained using a background-only fit to the
data. The red line shows (a) the predicted combined ggF and VBF HH cross-section as a function of 𝜅𝜆 and (b) the
predicted VBF HH cross-section as a function of 𝜅2𝑉 . The magenta band surrounding the red cross-section lines
indicate the theoretical uncertainty on the cross-section, as taken from Ref. [85]. Note that the band in (b) is smaller
than the width of the plotted line.
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observed data in the ggF signal region, specifically in the low-𝑚HH range. This fluctuation also results in
the deviation of the observed limits in Figure 11(a) with respect to the expected limits of about 1𝜎. No
such fluctuation is observed in the VBF signal region, and the best-fit value of 𝜅2𝑉 from the likelihood
scan is found to be 1.
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Figure 12: The observed profile likelihood ratio scans for the (a) 𝜅𝜆 and (b) 𝜅2𝑉 coupling modifiers, shown by the
solid black line, using the coupling modifiers 𝜿 as the POIs. The values of the other two parameters (𝜅𝑉 and 𝜅2𝑉 in
(a) and 𝜅𝑉 and 𝜅𝜆 in (b)) are fixed to 1. The dashed blue line shows the expected exclusion limits, as obtained using a
background-only fit to the data. The pink line indicates the 2𝜎 exclusion boundary.

Upper limits on the cross-sections of the individual HH production modes considered, ggF and VBF,
assuming SM coupling modifiers, are presented in Table 6. These limits are obtained using the asymptotic
formula and the CLs method, using the signal strengths 𝜇ggF or 𝜇VBF as the POI. The table also includes
the upper limits on the combined ggF and VBF HH cross-section, assuming SM coupling modifiers. For
the individual 𝜎ggF and 𝜎VBF limits, the results are derived by treating the other production mode (VBF
when placing limits on 𝜎ggF, and vice-versa) as a background process, with its normalization only loosely
constrained in the fit. For the combined 𝜎ggF+VBF upper limit, the relative ratio of the two production modes
is fixed to the SM prediction. The total uncertainty on the upper limit of the cross-section is dominated by
the uncertainty sources related to the background modelling procedure and theoretical predictions. With
only the statistical uncertainties of the reweighted 2b data, observed 4b data, and simulated signal samples
included in the fit, the expected upper limit on the combined 𝜎ggF+VBF is found to be 6.0 times the SM
prediction. Including the uncertainty sources resulting from the background estimation (including the
bootstrap uncertainty, the uncertainty from the kinematic differences between the SR and CR1, and, in the
ggF signal region, the 3b1f non-closure uncertainty), the expected upper limit on the combined 𝜎ggF+VBF
is relaxed to 7.1 times the SM prediction. Including all sources of uncertainty results in the upper limit
relaxing to 8.1 times the SM prediction, as quoted in Table 6, driven primarily by the uncertainties arising
from theoretical predictions.
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Table 6: The observed and expected upper limits on the SM ggF HH production cross-section 𝜎ggF, SM VBF HH
production cross-section 𝜎VBF, and combined SM ggF and VBF HH production cross-section 𝜎ggF+VBF at the 95%
CL, expressed as ratios to the corresponding SM cross-sections. The expected values are shown with corresponding
one and two standard deviation error bounds, and they are obtained using a background-only fit to the data. When
extracting the limits on 𝜎ggF+VBF, the relative contributions of ggF and VBF production to the total cross-section are
fixed to the SM prediction.

Observed Limit −2𝝈 −1𝝈 Expected Limit +1𝝈 +2𝝈

𝜎ggF/𝜎
SM
ggF 5.5 4.4 5.9 8.2 12.4 19.6

𝜎VBF/𝜎
SM
VBF 130.5 71.6 96.1 133.4 192.9 279.3

𝜎ggF+VBF/𝜎
SM
ggF+VBF 5.4 4.3 5.8 8.1 12.2 19.1

9 Conclusion

A search for non-resonant pair production of Higgs bosons in the bbbb final state was carried out, with
dedicated analyses in the ggF and VBF production modes, using 126 fb−1 of LHC 𝑝𝑝 collision data
collected by the ATLAS detector at

√
𝑠 = 13 TeV. The sensitivity of the analyses is improved relative to

previous iterations by using more sophisticated background modeling techniques, event categorization and
improved jet reconstruction and flavour identification algorithms, in addition to the increased integrated
luminosity of the analysed data.

No evidence for signal is found and the observed (expected) upper limit on the cross section for non-resonant
Higgs boson pair production is determined to be 5.4 (8.1) times the Standard Model predicted cross-section
at 95% confidence level. Constraints are placed upon modifiers to the HHH and HHVV couplings. The
observed (expected) constraints on the HHH coupling modifier, 𝜅𝜆, are determined to be [-3.9, 11.1] ([-4.6,
10.8]) at 95% confidence level, while the corresponding constraints for the HHVV coupling modifier, 𝜅2𝑉 ,
are [-0.03, 2.11] ([-0.05, 2.12]).
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