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identification with the ATLAS detector at HL-LHC as a function of the number of collisions
per bunch crossing and their density.
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1 Introduction

The luminosity upgrade of the LHC to High-Luminosity (HL-LHC) [1] is planned for the long shutdown
in 2025-2027 with major upgrades for the injector chain installed in the 2019-2021 shutdown. The goal of
HL-LHC is to accumulate at least 3000 fb−1 and potentially up to 4000 fb−1 of proton–proton (𝑝𝑝) data
at center-of-mass energy

√
𝑠 = 14 TeV over a period of about 10 years. To achieve such high integrated

luminosities, peak instantaneous luminosities between 5× 1034 cm−2 s−1 (baseline) and 7.5× 1034 cm−2 s−1

(ultimate) will be required. Furthermore, such luminosities will need to be maintained for several hours
during a fill, achieved through so-called luminosity-leveling. This means the virtual peak luminosity is
even higher (up to 20 × 1034 cm−2 s−1), but the actual luminosity is kept roughly constant by not focusing
the beams fully at the highest intensity, and then gradually increasing the focus as the beam intensity
decreases during the fill.

If we assume an inelastic 𝑝𝑝 cross section of 81 mb and 2808 colliding bunch pairs [2], the instantaneous
peak luminosities correspond to an average of 128 and 192 inelastic proton-proton collisions per bunch
crossing, respectively. Since the bunch-to-bunch variations are significant, this has historically been
rounded to averages of 140 and 200 collisions, respectively. Those values are therefore used to model the
pileup in the studies presented in this document.

Any event containing a physics signal of interest will also contain particles produced in additional collisions
in the same bunch crossing, and we refer to this effect as in-time pileup. In addition, the signals from
particles produced in previous and subsequent bunch crossings, so-called out-of-time pileup, will affect the
measurements of particles in a given event. All sub-detectors are not equally sensitive to the latter effect,
but it is important to consider for e.g. the calorimeters. If not mitigated, pileup will result in degraded
sensitivity in physics studies due to lower reconstruction and identification efficiencies, higher fake rates
and degraded resolutions.

The most effective pileup mitigation strategies involve associating particles to different reconstructed
proton–proton vertices, through either track impact location along the beam axis (𝑧 coordinate) or a very
precise time measurement associated to the particle, or both. Both methods exploit the intrinsic spacial and
temporal distribution of the proton collisions. The two-dimensional distribution of the pileup collisions in
time and space is determined by the properties of the colliding beams, and is shown in Figure 1 along
with the one-dimensional distribution vs. 𝑧. The beam parameters can be varied by the accelerator within
certain limitations, producing higher or lower pileup density along the beam axis. However, this has an
impact on the integrated luminosity, and in some cases also requires additional accelerator hardware. This
impact needs to be compared to the possible gain or loss in the physics performance.

In this document, the performance of the ATLAS detector to reconstruct and correctly identify different
physics objects, such as muons and jets, will be studied under different pileup conditions. This is done
using simulation of the upgraded ATLAS detector as described in the Phase-II detector TDRs [3–8].
The performance depends on how strongly the reconstruction of such objects depends on the tracker and
calorimeter information. The inner tracker (ITk) has a low occupancy thanks to its high granularity, and it
provides excellent discrimination for tracks coming from vertices that are separated in space. But when the
interaction vertices in a bunch crossing are packed more closely together, the capability to discern them is
degraded. So the ITk performance is mostly sensitive to the pileup density. In contrast, the calorimeters
have very little sensitivity to the collision location and their performance therefore mostly depends on the
total number of pileup interactions. Only the pileup density in the spatial dimension along the beam line is
studied in this document. There is also work ongoing to use the High-Granularity Timing Detector [8] to
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Figure 1: Example of (a) two-dimensional distribution of position along the beam axis and time, and (b) one-
dimensional distribution along the beam axis. Both figures represent the scenario with baseline beam parameters and
200 pileup collisions. The distributions result from a full calculation integrating over the analytical expressions for
the bunch parameters.

distinguish collisions in the temporal domain. There are however very few possibilities on the accelerator
side to vary the temporal pileup density, so these studies are not included in this note.

This document collects both previously available public results and new studies that demonstrate the
expected effect of pile-up or pile-up density on the ATLAS reconstruction and combined performance. It is
envisaged that some of these effects can be mitigated with dedicated efforts and sophisticated algorithms.

This document is structured as follows. Section 2 introduces different HL-LHC running scenarios and their
associated pileup conditions. In Section 3 the simulation used for the performance evaluation is described.
The tracking and vertexing performance is presented in Section 4 and higher-level reconstructed objects
such as electrons and 𝑏-tagged jets are presented in Section 5. Section 6 discusses how the changes in
physics object performance impacts key physics channels.

2 HL-LHC luminous region scenarios

The running conditions of the HL-LHC are still evolving. In addition to the baseline configuration, several
alternatives are, or have been, under consideration. The alternative configurations are designed to mitigate
certain risks or reduce the overall costs of the accelerator upgrade. Most alternatives would also affect the
luminous region and thus the pileup conditions in ATLAS. The main beam parameters for a selection of
configurations are presented in Table 1, along with the parameters describing the resulting luminous regions.
In all cases a bunch intensity of 2.2 × 1011 protons/bunch is assumed. The different beam configurations
are briefly summarized in the following. For more details, see Ref. [9] and references therein.

• Baseline: In the nominal configuration, round beam optics (same 𝛽∗ in 𝑥 and 𝑦 planes) are used as
in the LHC, but with a smaller minimum 𝛽∗ value. This requires a large crossing angle, which is
partially (∼75%) compensated by two crab cavities (CCs) [10] located around IP1, leading to lower
beam overlap and thus luminosity.
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Table 1: Beam parameters for different HL-LHC configurations. All scenarios the peak pileup level of 200 interactions
per bunch crossing.

Parameter Baseline Flat 8b+4e 200 MHz No CCs
Number of bunches 2760 2760 1972 2760 2760
Number of colliding bunches in ATLAS 2748 2748 1967 2748 2748
RMS bunch length [cm] 7.6 7.6 7.6 15.0 7.6
Minimum 𝛽∗𝑥 [cm] 15.0 18.0 15.0 18.0 31.5
Minimum 𝛽∗| | [cm] 15.0 7.5 15.0 7.5 7.5
Full crossing angle [µrad] 500 490 470 490 410
Norm. transversal emittance (start) [µm] 2.5 2.5 2.2 2.5 2.5
𝑧RMS at start of leveling [mm] 47 49 49 54 37
𝑧RMS at end of leveling [mm] 41 39 42 44 29
Peak instantaneous luminosity [×1034 cm−1s−2] 7.5 7.5 5.5 7.5 7.5
Peak pileup density at start of leveling [mm−1] 1.62 1.56 1.58 1.48 2.13
Peak pileup density at end of leveling [mm−1] 1.95 2.02 1.88 1.93 2.73
Effective pileup density over fill [mm−1] 1.20 1.20 1.17 1.08 1.58
Yearly integrated luminosity [fb−1/160 days] 326 340 243 304 293

• Flat beams: Uses non-round beam optics, i.e. with larger 𝛽∗ in one direction. This allows a
slightly smaller crossing angle and higher peak virtual luminosity, leading to favorable experimental
conditions with reduced pileup density and higher integrated luminosity. However, this running
mode has not yet been fully demonstrated in LHC operations.

• 8b+4e beams: Effects due to electron clouds [11] remain a major concern for HL-LHC which
uses higher bunch intensities than the LHC. The effect should be partially mitigated with the
planned beam-screen coating, but additional mitigation might still be needed. The insertion of four
empty bunches after each eight filled bunches has been demonstrated in Run 2 to effectively reduce
electron-cloud effects. However, this reduces the number of colliding bunches by almost 30%, and
running at nominal or ultimate luminosity would therefore result in much higher pileup than in
the baseline scenario. Instead it will be assumed that the luminosity is leveled at the nominal and
ultimate pileup values of 140 and 200 interactions per crossing, respectively.

• 200 MHz RF: An alternative electron-cloud mitigation strategy is to install a second 200 MHz RF
system in addition to the main 400 MHz one. This would allow using longer bunches which would
reduce the electron clouds and also give a significant reduction in the pileup density. Flat optics is
assumed in this configuration to minimize the peak luminosity loss from the increased bunch length.

• No crab cavities: The use of crab cavities has not been demonstrated to work at the LHC and
is not guaranteed to be available for HL-LHC, at least during the early phase. Without the CCs
compensating for the crossing angle, the peak virtual luminosity is significantly reduced as well as
the luminous region length. This can be partially compensated by using more flat beams allowing
the crossing angle to be somewhat reduced, but this still represents a more extreme scenario.

In the past an additional scheme called crab-kissing [12] was considered, which required a second set of
crab cavities to be added in the non-crossing plane. This would allow an additional rotation of the beams
that can be used to lengthen the luminous region and thus reduce pileup density. This scheme was explicitly
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Figure 2: Example evolution of the luminous region size and pileup density as a function of time in an LHC fill [9].

designed to minimize the pileup density at the cost of requiring additional hardware, but is no longer under
consideration given the high cost of additional crab cavities.

The longitudinal pileup density, 𝜌(𝑧), will depend on the detailed shape of the luminous region and the
overall pileup level. In most scenarios, a Gaussian shape approximates the shape of the luminous region
well and 𝜌(𝑧) can be expressed as:

𝜌(𝑧) = 𝜇
√

2𝜋𝜎𝑧

exp
(
− 𝑧2

2𝜎2
𝑧

)
, (1)

where 𝜎𝑧 is the Gaussian width of the luminous region along 𝑧, and 𝜇 is the average number of collisions
per bunch-crossing (overall pileup). This results in a peak pileup density of 𝜇√

2𝜋𝜎𝑧

at 𝑧 = 0, and an average
pileup density of 𝜇

2
√
𝜋𝜎𝑧

. As part of the luminosity-leveling procedure, the width of the luminous region
will change with time during a fill. Typically, the additional focusing and the changes in crossing angle will
make the width smaller with time, resulting in a higher pileup density at the end of the leveling period than
at the start as shown in Table 1. Once the leveling period ends, the luminous region size stays constant,
but the luminosity and therefore the pileup and pileup density drops off rapidly. This is illustrated in
Figure 2. Integrating the pileup density over the collision position along 𝑧 and over the duration of a fill, the
effective average pileup density is determined for each of the beam configurations. To the extent that the
performance impact depends only linearly on the pileup density, this gives a better measure of the overall
difference in pileup density between each scenario. For example the ‘flat beams’ scenario has a higher
peak pileup density than the ‘baseline’ scenario, but the effective pileup density remains the same and so a
4% gain in integrated luminosity should result in a net physics gain. In the ‘no crab cavities’ scenario,
the peak pileup density increases by 40%, whereas the effective pileup density only increases by 30%, so
comparing performance only at peak pileup density might overestimate the impact somewhat.

In this document, the time evolution of the luminous region size and the overall pileup are not simulated.
Instead a fixed width is used and the performance is mostly measured as a function of pileup density by
using the pileup density variation as a function of 𝑧 given by Eq. 1. In reality the physics impact will depend
on how many pileup collisions (and how many charged particles they produce) are near the hard-scatter
collision of interest. For some studies, the performance has therefore also been studied as a function of the
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actual pileup density, defined as:

𝜌actual(𝑧) =
𝑁 (𝑃𝑉𝑖 : |𝑧𝑖 − 𝑧 | < Δ𝑧)

2Δ𝑧
, (2)

where 𝑁 is the number of collisions within a ±Δ𝑧 window around the hard-scatter collision. In this
document, Δ𝑧 = 2 mm is used, though some measurements will also be sensitive to vertices further away.

3 Simulation

The studies presented in this document were performed using Monte Carlo samples of both single particles
and several types of simulated 𝑝𝑝 collisions at

√
𝑠 = 14 TeV. Di-jet events are generated using Pythia8 [13]

with the ATLAS AU2-CT10 set of tuned parameters [14] for the underlying event (UE). For the generation
of 𝑡𝑡 events, matrix elements were calculated at NLO in QCD using a Powheg kernel [15, 16] interfaced
with Pythia6 [17] to simulate the parton shower, fragmentation and UE, employing the Perugia 2011C set
of tuned parameters [18]. Powheg interfaced with Pythia8 was used to generate 𝑍 → 𝜇𝜇/𝜏𝜏 events, also
here using the AU2-CT10 tune. 𝐻 → 𝛾𝛾 via gluon-gluon fusion and 𝐻 → 𝑍𝑍 → 4𝜈 via vector-boson
fusion were generated at NLO using Powheg with the CT10 parton distribution function set interfaced
with Pythia8 with parameters set according to the AZNLOCTEQ6L1 tune [14].

The effect of multiple interactions in the same and neighboring bunch crossings is modeled by overlaying
simulated inelastic 𝑝𝑝 interactions generated with Pythia8 [13] with the A2 set of tuned parameters [14].
At fixed beam conditions, the number of pileup interactions follow a poisson distribution with average
value 𝜇. As the bunches vary in intensity giving a spread in luminosity for different bunch crossings, the
simulated samples are generated with a spread of 𝜇 values. Samples with average pileup 〈𝜇〉 of 80, 140
and 200 therefore contain events with 𝜇 in the ranges 70–90, 130–150 or 190–210, respectively.

To model the size of the luminous region, both the hard-scatter and the pileup overlay interactions were
all generated with vertex distribution in 𝑧 which follow a Gaussian with a width of 50 mm, centered at
𝑧 = 0. Besides these ‘nominal 𝜌’ samples, additional ‘high 𝜌’ samples were generated by filtering both the
hard-scatter and pileup overlay events to have a 𝑧 distribution with a width of just 23 mm before the overlay
is done. This increases the average pileup density from 1.13 events/mm to 2.45 events/mm.

All simulated event samples were processed with the Geant4 simulation of the ATLAS detector [19,
20], including the upgraded tracker ITk [3, 4] with further updates as described in Refs. [8, 21]. The
simulated events are reconstructed with the track and vertex reconstruction adjusted to ITk as described in
Refs. [4, 21]. Globally, various detector geometries have been used for the various studies presented in
this document. While the geometries affect the overall performance, the relative impact due to pile-up
dependence is not expected to be different for them.

4 Tracking and vertexing performance

Highly efficient reconstruction of the trajectories of charged particles and precise determination of their
momenta and points of origin are essential prerequisites for achieving a performant reconstruction of
higher-level physics objects such as electron and muon candidates, jets, hadronically decaying tau leptons
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and converted photons. One aim of the upgrade to the ITk tracking detector [3, 4] is to ensure that this is
possible even under the most extreme pileup conditions expected at the HL-LHC.

The robustness of the ITk track reconstruction performance was extensively investigated in Ref. [4].
Figure 3 compares the track reconstruction efficiency for simulated single muons for 〈𝜇〉 = 0 and 200.
The presence of pileup degrades the efficiency by less than 1% for 𝑝T = 1 GeV and no degradation is
observed for 𝑝T = 10 GeV. In addition, the inclusive track reconstruction efficiency is studied in simulated√
𝑠 = 14 TeV 𝑡𝑡 events explicitly as a function of the number of overlaid 𝑝𝑝 interactions in the event, as

shown in Figure 4(a). The figure shows that the track reconstruction efficiency is robust against pileup, also
for complex final-state topologies. Figure 4(b) shows the ratio between the number of reconstructed tracks
and the number of generated charged particles as a function of the number of overlaid 𝑝𝑝 interactions for the
same simulated 𝑡𝑡 events. The ratio is generally higher than the efficiency, indicating that additional tracks
above the 1 GeV threshold are found, corresponding either to particles produced in material interactions or
fake tracks due to random coincidental arrangements of hits that resulted in the reconstruction of a track.
Given the nearly constant efficiency, a rising slope in this distribution would be indicative of an increase in
the number of fake tracks. No such slope is observed, indicating that the fake track contribution does not
grow significantly at high pileup.
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Figure 3: Track reconstruction efficiency for single muons in the ITk as a function of the pseudorapidity 𝜂, with a
fixed transverse momentum 𝑝T of (a) 1 GeV, or (b) 10 GeV for 〈𝜇〉 = 0 and 〈𝜇〉 = 200 [4].

In addition to the track reconstruction, the assignment of the reconstructed tracks to vertex candidates,
and the identification of the hard-scatter vertex candidate among the reconstructed vertices, are both
important for ensuring effective pileup mitigation for high-level physics objects. In what follows, the
hard scatter-vertex is considered to be reconstructed if a vertex is found to be within 0.1 mm of the true
hard-scatter position. Figure 5(a) shows that at higher pileup density, the number of reconstructed vertices
decreases as vertices are merged. For 𝑡𝑡, a process with significant transverse activity, the efficiency to
reconstruct the primary 𝑡𝑡 vertex remains close to 100% and drops by less than 1% at the highest pileup
density, as shown in Figure 5(b). In the case of processes with less visible activity, such as 𝐻 → 4𝜈
production via vector boson fusion where most of the charged particle activity is in the forward direction,
the efficiency still remains stable within 3%. Identifying the correct hard-scatter vertex in such events is
more difficult as selecting the vertex with the highest

∑
𝑝2

T will select the wrong vertex more often, as the
overall pileup increases. Further studies are documented in Refs. [4, 21, 22].
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Figure 4: (a) Efficiency and (b) number of reconstructed tracks divided by the number of generated charged particles,
measured in simulated 𝑡𝑡 events as a function of 〈𝜇〉 [4].
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Figure 5: (a) Number of reconstructed vertices, and (b) reconstruction efficiency for the primary vertex of the
hard-scatter process, for 𝑡𝑡 events in samples with nominal and high pileup densities.

5 Physics object performance

High levels of pileup and high pileup densities give rise to challenging experimental conditions, but as
seen above, they do not significantly affect track and vertex reconstruction. This section contains studies
on the impact of these challenging conditions on the object reconstruction performance, where track and
vertex requirements are combined with selections on based on quantities measured in the calorimeters and
muon spectrometer (MS). These high-level objects (electrons, muons and jets) are used in physics analyses
and are therefore important to study further. The impact is observed to be more significant than in pure
tracking and vertexing studies.
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5.1 Electron and Photon performance

The reconstruction of both electrons and photons starts by forming clusters of deposited energy in the
electromagnetic calorimeter. In the case of electrons and converted photons, reconstructed tracks pointing
to these clusters are matched to form candidates [23, 24]. The electron and photon identification is done
using a cut-based selection on multiple variables related to the cluster shape, track quality, and track–cluster
matching. More advanced reconstruction and identification methods have been developed for Run 2 [25],
but have not yet been studied in detail for HL-LHC simulated data.

The reconstruction and identification steps depend strongly on the occupancy of the electromagnetic
calorimeter and are consequently sensitive to the average pileup 〈𝜇〉. This is illustrated in Figure 6 which
shows the electron identification efficiency dropping by about 1% as 〈𝜇〉 increases from 140 to 200, while
the mis-identification probability stays approximately constant. In contrast, very little dependence on
pileup density 𝜌 is expected.
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Figure 6: The probability to mis-identify hadrons or photon conversions as electrons estimated using simulated
multijet samples is given for the ‘Medium’ working point at different pileup levels. The efficiencies are estimated
with respect to electron candidates passing the track-quality requirements. The efficiencies for isolated electrons
quoted in the legend (𝜀𝑒±) were estimated using 𝑍 → 𝑒𝑒 decays. In all cases, 𝐸T > 7 GeV and |𝜂 | ≤ 2.47 are
required, the transition region between the barrel and endcap electromagnetic calorimeters, 1.37 < |𝜂 | ≤ 1.52, is
included, and the reconstructed candidates are matched to their respective generator-level counterparts. [26]

To suppress backgrounds from mis-identified jets and hadron decays, isolation criteria are applied to
electrons and photon candidates. Track-based isolation is sensitive to pileup density and is discussed in
Section 5.3. Calorimeter-based isolation variables are instead sensitive to the overall pileup level. This
is illustrated in Figure 7, which shows the calorimeter cone isolation variable 𝐸

𝑅<𝑅𝑐

T,topo [27] for simulated
photons for two different cone radii. 𝐸𝑅<𝑅𝑐

T,topo is computed as the sum of transverse energies of positive-energy
topological clusters in the calorimeter within a cone of 𝑅𝑐 =

√︁
(Δ𝜂)2 + (Δ𝜙)2 centered around the photon

candidate. The transverse energy of the candidate is removed and the contributions of the underlying event
and pileup in 𝑅 < 𝑅𝑐 are subtracted based on the method suggested in Ref. [28]. Despite this so-called
pileup subtraction, some pileup dependence is clearly visible.
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Figure 7: Calorimeter-based photon isolation variables (a) 𝐸𝑅<0.4
T,topo and (b) 𝐸𝑅<0.2

T,topo in simulated 𝐻 → 𝛾𝛾 events [26].

5.2 Muon performance

Muon candidates are formed by combining tracks in ITk and the MS [5]. Given that the MS is the outermost
detector in ATLAS, its performance is mainly sensitive to 〈𝜇〉, rather than the pileup density 𝜌. Performance
degradation in the MS with increased 〈𝜇〉 is expected to occur primarily due to increasing hit rates from
secondary photons and neutrons originating from nuclear decays in activated detector material.

As described in Ref. [5], the innermost set of endcap muon chambers, covering 1.3 < |𝜂 | < 2.7, will be
replaced by more radiation hard technology. Since this upgrade is not yet available in simulation, studies
related to the muon spectrometer are limited to the region 0.1 < |𝜂 | < 1.3, where the muon spectrometer is
fully instrumented and expected to perform similarly to Run 2.

Figure 8 shows the muon reconstruction and identification efficiency measured in simulated
√
𝑠 = 14 TeV

𝑍 → 𝜇𝜇 events as a function of the muon 𝑝T and of the local pileup density for 〈𝜇〉 = 140 and 200.
Medium muon identification criteria [29], which represent the combination of high efficiency and strong
background rejection most commonly used in ATLAS physics analyses, are required to be satisfied in the
efficiency definition. A slight efficiency degradation of about 0.5% at the highest pileup considered is
observed. As expected, this is largely independent of the pileup density. The degradation is slightly more
pronounced at low transverse momenta, where the reconstruction is more sensitive to the innermost muon
chambers which have the highest background occupancy.

In addition to the efficiency, the momentum resolution is another important aspect of muon performance.
For the best-reconstructed muons, the so-called combined muons, the momentum measurement uses
information from both the ITk and the muon spectrometer. Below 𝑝T ∼ 100 GeV, the ITk information
contributes most to the precision of the measurement, while for high momenta (𝑝T & 500 GeV) and
high pseudorapidities, the contribution from the MS measurement becomes dominant [5]. To explore
both regimes, the relative momentum resolution is studied for simulated single muons of 𝑝T = 10 GeV,
populating the ITk-dominated region, and 𝑝T = 1000 GeV, where the MS measurement is dominant. The
resulting resolutions are shown in Figure 9 as a function of the local pileup density.
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Figure 8: Muon reconstruction and identification efficiency for simulated
√
𝑠 = 14 TeV 𝑍 → 𝜇𝜇 events at 〈𝜇〉=140

(blue) / 200 (red), as a function of (a) the muon transverse momentum, and (b) the local pileup density.
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Figure 9: Muon transverse momentum resolution for simulated single muons of 𝑝T = 10 GeV (a) or 1 TeV (b) at
〈𝜇〉=140 (blue) and 200 (red), as a function of the local pileup density.

For both cases, the resolution is found to be independent of both the total amount of pileup and the pileup
density. Together, these findings indicate that key aspects of muon performance are largely unaffected by
the choice of HL-LHC running scenario.

5.3 Track isolation performance

Leptons from heavy particles will normally be isolated from other parts of the hard-scatter process and can
therefore be efficiently separated from background using calorimeter and track isolation variables.

The track isolation variable (𝑝cone
T ) is computed by summing the transverse momenta of selected tracks

within a cone centered around the electron track or the photon cluster. Tracks matched to the leptons are
excluded. Since for leptons produced in the decay of heavy high-momentum particles, other decay products
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can be very close to the lepton direction, the track isolation is typically defined with a variable cone size
(𝑝varcone

T ) that shrinks for larger transverse momenta. The track selection requires well-reconstructed tracks
that are consistent with the same interaction vertex as the lepton. A simple selection inspired by Run-2
studies requiring |Δ𝑧0 | sin 𝜃 < 3 mm, where Δ𝑧0 is the longitudinal impact parameter of the track with
respect to the primary vertex, was found to lead to a large dependence of the isolation efficiency on the
pileup density. The |Δ𝑧0 | sin 𝜃 requirement was therefore optimized as a function of track 𝑝T and 𝜂, taking
advantage of the improved tracking capabilities of the ITk.

The resulting improved track isolation is demonstrated in Figure 10. The selection was adjusted to provide
fixed background suppression and the efficiency is seen to decrease linearly on the pileup density. The
efficiency loss at nominal peak pileup density compared to no pileup is less than 1% for central muons,
while it reaches 5% for forward muons. Comparing the samples for nominal and high pileup density, the
same efficiency is observed at a fixed actual pileup density, but as the average density is twice as high in the
high-density sample, a 3% efficiency loss is expected for muons in 𝑡𝑡 events as shown in Figure 10(b).
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Figure 10: (a) Isolation efficiency and background survival rate of track-based isolation selection criteria for 〈𝜇〉 = 140
and 200. (b) Comparison of efficiency vs actual pileup density for samples with nominal and very high average
pileup density.

5.4 Tau performance

Visible hadronic decays of 𝜏-leptons (denoted as 𝜏had-vis) are reconstructed in ATLAS using jets formed
from clusters of energy in the calorimeters using the anti-𝑘𝑡 algorithm [30, 31] with radius parameter
𝑅 = 0.4 and calibrated using a local hadronic calibration [32]. These 𝜏had-vis candidates are required to have
𝑝T > 10 GeV and be within the geometrical acceptance of the ITk, |𝜂 | < 4.0, and outside the transition
between the barrel and endcap calorimeters (1.37 < |𝜂 | < 1.52). A set of boosted decision trees (BDTs) is
used to select tracks consistent with those found in 𝜏 decays and reject those originating from secondary
interactions, the underlying event or pileup. Each 𝜏had-vis candidate is required to contain exactly one or
three of the tracks selected by the BDTs (prongs), and have a total charge of ±1.

To separate 𝜏had-vis from other jets, a recurrent neural network (RNN) algorithm is trained separately for
one- and three-prong taus using tracking and calorimetric shower information. The track-selection BDTs
and the tau identification RNN are optimized for the ATLAS detector in a scenario with 〈𝜇〉 = 200. The
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Figure 11: Jet rejection as a function of (a) 𝜏had-vis efficiency for the scenario with nominal pileup density compared
to a scenario with high pileup density, and (b) average pileup density for the loose 𝜏 identification RNN working
point, with corresponding efficiencies of 85% (75%) for one(three)-prong candidates, evaluated in the sample with
high pileup density. One-prong (red) and three-prong (blue) performance is shown separately.

identification RNN is trained on a Drell-Yan (𝑍/𝛾∗ → 𝜏+𝜏−) signal sample, and was designed to provide 𝜏

identification efficiencies independent of the total amount of pileup in the sample. The 𝜏had-vis identification
efficiency is defined as the ratio of reconstructed 𝜏had-vis candidates passing a given RNN selection cut to
the total amount of reconstructed 𝜏had-vis candidates. Three efficiency working points are used for 𝜏had-vis
identification. They are evaluated for one-prong (three-prong) 𝜏had-vis candidates, with efficiencies of 85%
(75%) for the loose, 75% (60%) for the medium and 60% (45%) for the tight working point.

A plot of jet rejection versus 𝜏had-vis efficiency is shown in Figure 11(a). Here, the jet rejection is defined as
the inverse of the fake rate, where the fake rate represents the ratio of reconstructed jets with one (three)
tracks that pass the RNN selection requirement to the total amount of reconstructed jets with one (three)
tracks. The performance is compared in 𝑍 → 𝜏𝜏 and di-jet events for scenarios with lower and higher
pileup density. A slight decrease in performance is seen for the scenario with higher pileup density, of
the order of 2-3% for all working points. This degradation impacts both one- and three-prong 𝜏had-vis
candidates. Figure 11(b) shows the degradation of the jet rejection for the loose identification working
point as a function of pileup density.

5.5 Jet performance

So far, jets in ATLAS at the HL-LHC have primarily been studied with reconstruction starting from
topological clusters of energy depositions in the calorimeters that are then formed into jets using for instance
the anti-𝑘𝑡 algorithm [30, 31] with different radii parameters. As the calorimeters cannot discriminate
between different collisions within the same bunch crossing, a non-negligible amount of ‘pileup jets’ will
arise from the pileup interactions, either from real jets from another interaction than the hard-scatter process
of interest, or from combinations of deposits from multiple low-energy interactions.

Efficient identification and rejection of pileup jets is therefore essential to enhance the physics potential of
the HL-LHC. A simple discriminant is the 𝑅𝑝T jet variable [33] defined as the scalar sum of the 𝑝T of all
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tracks that are inside the jet cone and originate from the selected primary vertex, divided by the jet 𝑝T,
i.e. 𝑅𝑝T =

Σ𝑝T
trk

𝑝
jet
T

. For this study, the transverse momentum of the jet is calculated at the constituent-level

scale, with jet-area-based subtraction of pileup energy. The tracks are associated with the jets via ghost
association [34–36], and with the primary vertex (PV) according to the distance between the longitudinal
impact parameter 𝑧0 and the 𝑧 position of the PV. This distance is required to be less than 2.5 times the 𝑧0
resolution parameterized as a function of 𝜂 and 𝑝T of the track. In this study, jets are reconstructed from
clusters of calorimeter energy deposits using the anti-𝑘𝑡 algorithm with radius parameter R = 0.4. Jets in
the simulated events are classified as hard-scatter or pileup jets by matching to truth jets reconstructed
from stable and detector-interacting final-state particles emanating from the hard-scatter vertex. Jets within
Δ𝑅 =

√︁
(Δ𝜂)2 + (Δ𝜙)2 < 0.3 of a hard-scatter truth jet with 𝑝T > 10 GeV are classified as hard-scatter jets.

Jets that are at least Δ𝑅 > 0.6 away from any true hard-scatter jet with 𝑝T > 4 GeV are classified as pileup
jets.

Figure 12 shows the pileup-jet rejection factor as a function of the efficiency to keep real hard-scatter jets
with 30 < 𝑝T < 50 GeV. A substantial degradation in pileup-jet rejection is seen when going from the
nominal pileup density to the high-density sample, particularly for jets in the forward region where the
Δ𝑧0 resolution is worse. Typically an analysis will choose a predetermined working point to achieve the
needed rejection factor for pileup jets. A higher pileup density would therefore lead to a lower efficiency for
selecting the hard-scatter jets. Figure 13 shows the hard-scatter efficiency when requiring a fixed rejection
factor of 50 for pileup jets in each pileup-density bin. The efficiency is seen to drop roughly linearly with
pileup density with about a 3% (11%) drop when going from peak nominal pileup density to high pileup
density for central (forward) jets.
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Figure 12: Pileup-jet rejection as a function of efficiency for hard-scatter jets, for |𝜂 | < 2.5 and 2.5 < |𝜂 | < 3.8, in
events with nominal (filled symbols) and high pileup density (empty symbols).

5.6 Flavor-tagging performance

Identification of jets originating from 𝑏-quarks, 𝑏-tagging, is a crucial component of various HL-LHC
analyses, including searches for di-Higgs production. The 𝑏-tagging performance is characterized by
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rejection (inverse of probability to misidentify as a 𝑏-jet) of light-flavor jets and 𝑐-jets as a function of
𝑏-tagging efficiency (probability to correctly identify a 𝑏-jet). The 𝑏-tagging algorithm used in the studies
is MV2c10 that was developed in Run 2 and adapted for the ITk layout [37, 38]. It relies on a combination
of track-based algorithms that make use of large impact parameters of tracks originating from 𝑏-decays,
and algorithms based on secondary vertices. As both approaches are affected by the presence of additional
tracks, pileup is expected to deteriorate the algorithm performance, especially in the forward region where
the impact-parameter resolution is worse. Furthermore, since the algorithm efficiently suppresses the tracks
originating far away from the hard-scatter PV, the 𝑏-tagging performance is expected to depend mainly on
the presence of pileup vertices near the PV, i.e. be more sensitive to pileup density than the overall amount
of pileup. The 𝑏-tagging performance has been evaluated for events with correctly reconstructed PV (where
the distance between the true and reconstructed PV is less than 0.1 mm), so that the PV reconstruction and
selection efficiencies described in Section 4 have been factored out.

Figure 14 shows the overall performance curve (light or 𝑐-jet rejection as a function of 𝑏-tagging efficiency)
for samples with nominal and high pileup density. As expected, the performance deteriorates in the latter
case, especially in the forward region.

To study the dependence of the performance as a function of the pileup density, the 𝑏-tagging operating
point (the selection cut on the algorithm output) was adjusted in pileup density bins such that corresponding
light-jet rejection remained the same for all bins. The resulting 𝑏-tagging efficiency is shown in Figure 15
as a function of pileup density. The 𝑏-tagging efficiency at fixed light-jet rejection decreases as the pileup
density increases. For a given pileup density, the 𝑏-tagging efficiency is similar for both the nominal (red
points) and high-density (blue points) samples.
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Figure 14: Comparison of (a) light-jet and (b) 𝑐-jet rejection as a function of 𝑏-tagging efficiency for samples with
nominal and high pileup density in different jet pseudo rapidity regions.

6 Physics impact

The ATLAS Collaboration has charted an ambitious physics program for HL-LHC in which it intends
to make measurements of the production and decay modes, and properties of the Higgs boson with high
precision, access its rare decays, and carry out a broad program of other SM measurements and searches
for beyond-SM physics. One of the most important pursuits will be the measurement of pair-production of
Higgs bosons. This is a challenging measurement that requires sensitivity from as many decay channels as
possible to become feasible. Given its large branching ratio, 𝐻𝐻 → 𝑏�̄�𝑏�̄� is a crucial channel, despite
the experimental challenges associated with it. The impact of the HL-LHC running conditions on the
sensitivity of this channel is discussed in what follows, as an example physics case.

6.1 𝑯𝑯 → 4𝒃

The impact of the degraded 𝑏-tagging performance observed under high pileup densities presented in
Section 5.6 has been evaluated for the SM 𝑝𝑝 → 𝐻𝐻 → 𝑏�̄�𝑏�̄� HL-LHC analysis, re-assessing the
expected sensitivity of this channel with respect to the previous published projections [38, 39].

Projections for this analysis were made by extrapolating from the ATLAS Run-2 results with 24.3 fb−1

of 13 TeV data. Four central jets with 𝑝T > 40 GeV are paired to construct two Higgs boson candidates.
The acceptance times efficiency of the full event selection for the SM signal is of 1.6%, and around 95%
of the background consists of multi-jet events, which is modeled with data-driven techniques, while the
remaining 5% of the background originates from 𝑡𝑡 processes. The largest source of systematic uncertainty
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Figure 15: Efficiency for correctly tagging 𝑏-jets as a function of average (top) and local (bottom) pileup density at
fixed light-jet rejection of 100 (left) and 1000 (right) for samples with nominal and high average pileup density.

is the ability to model the QCD multi-jet background using control regions in data, and this systematic
uncertainty is left unchanged in the extrapolation performed here. The high number of pileup events at the
HL-LHC cause difficulties in maintaining high acceptance when triggering on multi-jet final states. The
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effect of the high-pileup conditions on the trigger efficiency has not been evaluated here, and the same
trigger performance as in the early Run-2 analysis is used in the results presented in this section.

The 𝑏-tagging working point used in the analysis has an efficiency to identify 𝑏-jets of 70%, which
corresponds to a rejection factor of 283 for light-quark and gluon-initiated jets, and a factor of 12 for
charm-initiated jets [40]. The equivalent mis-tag rates are 0.35% and 8.3% respectively.

As shown in Section 5.6, the higher pileup density results in degraded flavor-tagging performance: at fixed
mistag rate, the 𝑏-tagging efficiency decreases by a relative factor of 2.4%. To evaluate the effect of this
degradation on the sensitivity of the 𝐻𝐻 → 𝑏�̄�𝑏�̄� measurement at HL-LHC, an event-by-event scale factor
for the yields for both the signal and background processes has been computed to account for the lower
𝑏-tagging efficiency. The dominant multi-jet background, contributing to ∼95% of the total background,
has been scaled according to its actual flavor composition derived from simulation. The overall correction
factor is 0.9151 for the dominant multi-jet component, and 0.9063 for the signal and the sub-dominant
background, primarily composed of 𝑡𝑡𝑏𝑏 events.

Figure 16 shows the flavor composition of the QCD background as a function of the mass of the system
of the two Higgs-boson candidates (𝑚𝐻𝐻 ), used as the final discriminant in the 𝐻𝐻 → 𝑏�̄�𝑏�̄� analysis.
The characterisation of the flavor composition has been performed using a di-jet MC sample and does not
represent the nominal background estimation of the 𝐻𝐻 → 𝑏�̄�𝑏�̄� analysis. The jets used for the event
selection and the 𝑚𝐻𝐻 calculation are solely reconstructed jets, even if the flavor information shown here
is based on the MC truth.
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Figure 16: Composition of the QCD background split into categories based on the multiplicity of true 𝑏-jets, as a
function of the mass of the system of the two Higgs-boson candidates (𝑚𝐻𝐻 ).

In order to extract the expected significances, an Asimov dataset has been generated. The expected
significance of the SM 𝑝𝑝 → 𝐻𝐻 → 𝑏�̄�𝑏�̄� process relative to the background-only hypothesis, including
both statistical and systematic uncertainties, are reported in Table 2.
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In particular, the second column reports the expected significance taking into account the latest updated
performance results including a more realistic description of the detector material [38], while the third
column reports the re-assessed significance at higher pileup density. The degradation in 𝑏-tagging efficiency
results in a lower significance by ∼4%. The loss in significance due to 𝑏-tagging in high pileup density
environments, can be compensated for by collecting 340 fb−1 of additional data.

Nominal 𝜌 High 𝜌

𝐻𝐻 → 𝑏�̄�𝑏�̄� 0.547 0.525

Table 2: SM significance of 𝐻𝐻 → 𝑏�̄�𝑏�̄� including both statistical and systematic uncertainties, and the 𝑏-tagging
performance expected at high pileup density. The study assumes the same jet-𝑝T thresholds and systematic
uncertainties as those used in the Run-2 analysis.

7 Summary

The performance of the ATLAS detector, including its planned Phase-II upgrades, has been studied for
various HL-LHC running scenarios. The tracking and vertexing capabilities have been found to be quite
robust against the challenging pileup conditions, and many important performance metrics are not degraded
substantially by increased pileup density. At the level of physics objects, the impact is significant in several
places. Generally, objects that rely heavily on track-to-vertex association depend on the pileup density,
while objects based primarily on calorimeter and muon-spectrometer signatures are more sensitive to
the overall level of pileup rather than the density. A small but visible degradation is seen for electrons,
photons and muons, but the impact is expected to be limited on the physics program. The negative
impact on the capability to identify of 𝜏-leptons and 𝑏-jets is larger when considering scenarios with
substantially increased pileup density, yielding a typical degradation in efficiency of a few percent at similar
background rejection. For analyses that target final states with high multiplicities of affected objects, the
sensitivity can be degraded significantly. As an example, the expected degradation for flavor tagging in the
high-pileup-density scenario will reduce the sensitivity of the 𝐻𝐻 → 4𝑏 analysis at a level that would
require an additional 340 fb−1 of HL-LHC data to compensate for it.
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