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Abstract

For a future intensity increase of the fixed-target beam in the accelerator com-
plex at CERN, new techniques to reduce beam loss are required. A major
fraction of the losses during extraction of the coasting beam from the PS to-
wards the SPS originate from poorly kicked particles during the Multi-Turn
Extraction.

A line density depletion, synchronised with the extraction kickers, decreases
these losses significantly when successfully combined with the present extraction
scheme involving the transverse splitting of the beam. The Finemet® wide-band
cavity recently installed in the PS as a longitudinal feedback kicker was used to
generate a so-called barrier bucket, which is utilised to deplete the line density
and reduce the losses.

The drive to generate the barrier bucket waveform synchronously with the
beam was developed and installed by the radiofrequency cavity as part of these
studies. The effectiveness of the combination of the Multi-Turn Extraction and
the barrier bucket was evaluated with beam. This manipulation was performed
for the first time in a particle accelerator.

The measured data with beam in the CERN PS shows a substantial, up to
an order of magnitude beam loss reduction at extraction, even well beyond the
standard operational beam intensity. This means that the combination of the
Multi-Turn Extraction with the barrier buckets achieves a practically loss-less
extraction for the fixed target beam from the PS.

Based on the results of the measurements and simulations with beam, a
concept for the synchronisation between the CERN PS and SPS accelerators is

also presented to realise the beam loss reduction in future operation.
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Chapter 1

Introduction

The CERN hadron accelerator complex consisting of two linear accelerators,
seven rings and connecting transfer lines at multiple sites serves a considerable
number of physics experiments, as Fig. illustrates. Among these are fixed
target experiments [4-9] served by the Super Proton Synchrotron (SPS) in the
North Area [10]. The beams for these experiments are passing though several
accelerators before arriving at their targets. The figure of merit for most ex-
periments is the total number of protons on target, which can be improved by
increasing the intensity of the beam. However, such increase is limited by beam
losses in the upstream accelerator chain, which the present study intends to
reduce.

Section summarises the path of the beam to fixed target experiments of
the North Area of the SPS and Section [I.2] outlines the proposed method of the
loss reduction motivating the studies.

Since the beam loss reduction is to be achieved using a radiofrequency ma-
nipulation called the barrier bucket, Section [L.3]|gives a brief overview of barrier
bucket use cases and implementations in particle accelerators.

The main contributions of the work are listed in Section[l.4|and the structure
of the thesis is outlined in Section
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1.1 Review of the extraction of fixed target beams
from the PS

The protons for fixed target experiments served by the SPS follow the path
as indicated by the thick lines in Fig. [[.I] The particles start their journey
in Linac 2, (Linac 4 from 2020 [11]) accelerated from rest to 50 MeV kinetic
energy (160 MeV in Linac 4), being again accelerated in the PS Booster to
1.4 GeV kinetic energy (2.0 GeV from 2021), then extracted to the PS. A further
acceleration takes place in the PS up to 14 GeV /¢ momentum for fixed target

beams in the present study.

The CERN Accelerator Complex
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Figure 1.1: The CERN Accelerator Complex. The original image by E.
Mobs was simplified and the path of the fixed target beam associated with
in these studies was highlighted using thick lines. Copyright CERN.

The main fraction of beam loss happens at the extraction of the fixed target
beams from the PS to the SPS. This extraction process occurs in five turns
due to the circumference ratio of 1/11 between the synchrotrons, thus two PS
cycles are needed to fill the SPS. Extracting the beam in five turns in the PS
means that the beam must be cut transversely along the cross-section of the
accelerator.

This was first implemented by the Continuous Transfer (CT) ex-

traction method, which utilised a physical septum blade to slice the beam and
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extract it during five turns. This method, while effective and operated for many
years, induced beam losses in several parts of the PS as the beam loss moni-
tor (BLM) readings show in Fig. This lead to high activation and reduced

lifetime of equipment in the ring.

250 f
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o

20 40 60 80 100
PS straight section

Figure 1.2: The beam loss along the circumference of the PS. The goal of this
study is to eliminate the residual losses represented with the red area to improve
the performance of the extraction after the implementation of MTE. As a short
summary of the results of the present studies, this figure is to be compared with
Fig. which shows the significantly reduced losses in straight sections 14-18,
when the barrier bucket manipulation is added. Present figure taken from ,
Figure 9. Copyright CERN, 2016 CC-BY licence.

To lower these losses, the Multi-Turn Extraction (MTE) method was de-
veloped . This operates on the principle of splitting the beam transversely
based on a magnetic resonance induced by sextupoles and octopoles
thereby avoiding the direct contact of the beam with the mechanical septum
blade. Thus, the beam loss in the ring has been significantly reduced
as shown by Fig. [1.2| with the exceptions of straight sections 14-18. This
part of the accelerator is what the photo in Fig. [I.3]shows from the fast bumper
magnet towards the ejection region in the direction of the beam. During the
initial operation of the MTE important localised losses occurred at the extrac-
tion septum in SS16 . A dummy septum, a movable absorber was
therefore installed to protect the blade of the magnetic extraction septum by
physically intercepting the particles during the rise time of the kicker dipoles.
This interception results in a beam loss in straight sections 14-18, and as a

result, the dummy septum becomes highly radioactive.
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Figure 1.3: The extraction region behind the barrier and the preceding sections
seen from the direction of the beam with the last kicker in the foreground. BFA9
is one of the kickers used in the Multi-Turn Extraction. The main PS dipole
magnets, two beam loss monitors (BLM) are also indicated. The data from the
BLM system was used to evaluate the loss reduction in Chapter

1.2 Motivation

The motivation of the present studies is to significantly reduce this residual
beam loss, while maintaining the beneficial properties of the MTE. This goal
was achieved at the end of the studies as Fig. [£.37|shows at the end of Chapter [4

In the spirit of reducing beam losses by avoiding beam interception, a ra-
diofrequency manipulation is proposed to remove particles during the rise time
of the kickers from the extraction region by creating a gap in the longitudinal
profile. If the length of this gap in time matches this rise time, the extraction
losses are reduced virtually to zero. Such a gap can be generated by the means
of a so-called barrier bucket. Figure illustrates the longitudinal gaps in the

beams as a result of the RF manipulation.

1.2.1 RF barrier buckets for loss reduction

Since the beam consists of charged particles, the potential created by RF fields

is suitable to confine and accelerate it. These containers for the beam of charged
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Figure 1.4: Hlustration of the beam loss reduction scheme. Gaps are generated
in the coasting beam in the PS with upstream and downstream accelerator
connections. The diagram only shows parts of the CERN injector chain and it
is not to scale.

particles created by the RF systems are called radiofrequency buckets, which
cover areas in the longitudinal phase space with closed trajectories, hence par-
ticles are trapped in them. These buckets are normally created using sinu-
soidal pulses and are used for particle acceleration and elaborate RF manipula-
tions [30]. Chapter [2]elaborates on the longitudinal beam dynamics in radiofre-
quency buckets further which is necessary to introduce the RF manipulations.
An isolated sine pulse as further detailed in Chapters [2] and |3| can generate a
long, flat stable region for the beam called a barrier bucket. A wide-band ra-
diofrequency system is required to generate such pulses at the accelerating gap
of a cavity.

Such a wide-band cavity has been installed in the PS accelerator in 2014 .
The cavity is filled with the Finemet® material which makes it usable in
from frequency range 400 kHz to about 10 MHz. Its frequency range makes
this cavity and its power system ideal to generate barrier buckets. Chapter
describes the requirements for the scheme.

Although the cavity and the power amplifiers were installed in the ring al-
ready , the low power level signal generation was not suitable to produce
pulses for the barrier buckets. A new low-level RF system was therefore devel-

oped as part of these studies.
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1.3 Overview of barrier buckets in synchrotrons

Lengthening the stable phase region of ordinary buckets employing multi-
harmonic RF systems has been studied since the early 1960s [34]. The suggestion
was to extend the phase stable region in a radiofrequency bucket by using multi-
harmonic RF systems to nearly a full accelerator turn to reduce space charge
effects, which limit the beam intensity in low energy accelerators. The extreme
case of a long bucket, formed by a potential barrier was called barrier bucket in
the early 1980s [35].

1.3.1 Use cases of barrier buckets

With the increased availability of wide-band RF systems, barrier buckets [36] be-
came a routine operation at many facilities, first at Fermilab [35} [36] where mul-
tiple injection schemes |37, 38| involving moving barriers were studied and used
for the accumulation of intense beams |39, 40]. The creation of flat bunches was
improved with the development of RF systems [41-43] reaching even longitudinal
profiles [44]. Early barrier bucket studies were also performed in the Brookhaven
AGS in collaboration with KEK to accumulate a debunched beam [45-49]. In
the framework of the AGS studies the use of both, conventional ferrite-loaded
cavities and Finemet® cavities was validated |50-55] providing an important
milestone to enable the present studies.

Low emittance beamlets at a well defined momentum can be extracted in a
process called longitudinal momentum mining [39} [56, 57]. Associated with this
operation a unique feature of the beam dynamics in square wave barriers [58]
was explored, which highlights the importance of smooth waveforms in barrier
bucket generation.

To overcome the limitation of low synchrotron frequencies, which makes an
adiabatic bunch length changes slow, shock compression benefiting from space
charge was also proposed [59, 60].

Barrier buckets found one of their main use case in low energy storage rings,
where high intensity beams need to be kept for longer durations. In particular
heavy ion facilities, where space charge effects are dominant have become reliant
on this RF structure, see for example [6164] and references therein. Barrier
buckets are often combined with stochastic cooling to compensate for the mean
energy loss [65] after the interaction with the target [66H78] and mitigate against
electron cloud build up [79]. Preparatory studies for the FAIR accelerator com-
plex for barrier buckets with stochastic cooling were performed at COSY [80/-

84]. In the ESR at GSI barrier buckets were also experimentally tested to ac-
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cumulate multiple injections. The NICA collider, currently in its final phase of
its construction [85-92] will also accumulate beam in barrier buckets.

Accelerating beam in barrier buckets is a challenging task. It was proposed
and studied in detail at the KEK PS [93H103].

The feasibility of a super-bunch hadron collider [104} |L05] was also explored.
The super-bunch collider is an induction synchrotron concept [106], where wide-
band induction devices for acceleration and beam confinement separately would
be used. Such a device, the Finemet® cavity generates barrier buckets in the
present studies, too.

Thick barrier buckets using narrow band RF systems were studied in the
CERN SPS [107}, [108].

1.3.2 Brief overview of barrier bucket implementations

Two main strategies can be employed to generate barrier bucket waveforms,
which depend on the shape of the pulse they generate. The waveforms are
further compared in Chapter [3]in detail.

The frequency domain approach is to use multiple harmonics [35]. This is
well suited to isolated sinusoidal shaped pulses, since these have lower band-
width requirement compared to isolated square waves. Arbitrary waveform
generators [41, [109H111] are also typically employed to generate barrier buck-
ets. Custom waveform generators in programmable logic [44, 112} 113] are also a
typical approach, especially when great flexibility is needed. The present study
uses the latter for reasons detailed in Chapter

Isolated square pulses generate a higher bucket area for the same pulse du-
ration and peak voltage compared to the sine, at the expense of a higher band-
width. These can be generated either via the arbitrary waveform generation
method, but via a pulsed power modulator |93 [114H118] as a waveform gener-
ator.

A common problem in barrier bucket systems is the distortion of the wide
band pulse as it is transmitted through the high power system [119] to the
cavity gap. Therefore an important part of the implementation of the waveform
generator is a compensation method for the non-linear transfer characteristics,
such that the desired shape appears at the cavity gap. For this, the modelling of
the high power level RF system is essential. Linear models can compensate [109,
119] around a well defined working point reasonably well. If the working point
or the system behaviour changes more significantly, adding a feedback system
could improve the quality of the waveforms at the cavity gap [44]. Non-linear
models [110} 120} 121] are needed if the cavity behaviour is time and power

dependent to a larger degree. In addition, in the case of an integrated analogue
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solution, the transfer characteristics have to be sufficiently linearised [114]. Since
the behaviour of the cavity in the CERN PS does not change with time or beam
intensity in a significant way, a linear approach was sufficient for the present

implementation as shown in Chapter

1.4 Main contributions

The barrier bucket manipulation is daily routine in many accelerators as de-
scribed in the previous section. The MTE is a standard operational technique
of extracting beams from the PS. However, the combination of both sophisti-
cated beam manipulations, the barrier bucket with transversely split beams was
performed for the first time as the part of these studies [1].

The combination showed that the barrier bucket preserved the transverse
beam quality, which is not trivial since the transverse and longitudinal beam
dynamics are not necessarily decoupled in all cases. This result has an important
practical consequence, since the combined beam manipulation can achieve a
virtually loss-less extraction of fixed target beams from the PS.

In order to achieve these results, an electronic design for the barrier bucket
drive was conceived, implemented and commissioned in the lab and with beam
first as part of these studies. This included the development of the concept and
writing the firmware for a field programmable gate array (FPGA). Developing a
waveform generation method with a smoothing scheme was important to avoid
the consequences of a discontinuous waveform on the beam dynamics in narrow
barrier buckets [58], produce a flatter waveform and limit the bandwidth.

The studies in this thesis show that a significant beam loss reduction in the
PS can be achieved by using barrier buckets at extraction.

For the fixed target experiments to benefit from this, the barrier bucket
generation has to be synchronous with the circulating beam in the SPS. A
concept is developed in Chapter [5| supported by analytical calculations and
benchmarked macroparticle simulations. It is also shown that the conventional
adiabaticity criterion based on the change of the synchrotron frequency can not
be applied in all cases to the re-phasing operation, which is a central part of the

synchronisation, instead, a different criterion is developed.
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1.5 Structure of the thesis

Chapter [1] The present chapter. Briefly summarises the state of the art in
barrier bucket apparatus in particle accelerators. Details the motivations
and highlights the contributions of the thesis to this.

Chapter [2] A study of longitudinal beam dynamics was carried out to introduce

barrier buckets used in these studies in an analytical way.

Chapter (3| Contains the analysis of the requirements, the development of the
concept, the implementation, validation, installation and commissioning of
a beam synchronous arbitrary waveform generator for the barrier buckets.
Includes details from the publication [3]. The chapter summarises the

technical contribution of the work.

Chapter [4] Contains the main contribution of the work. The combination of
the barrier buckets with transversely split beams, a first in the field, lead
to a proven, significant beam loss reduction at extraction from the PS.
Several steps were needed to reach this conclusion, hence this chapter also
presents the initial results of the tests with beam. Additionally, it contains
longitudinal beam dynamics simulations to explain the main features of
the observed beam profiles at extraction. The chapter presents the ex-
perimental evidence of the beam loss reduction and includes details from
the publications [1} |2].

Chapter [5| In order to put the barrier bucket scheme into operation the gen-
eration of the barrier buckets has to be synchronised with the injection of
the beam into the SPS. This chapter presents a conceptual design for this

synchronisation.

Chapter [6] Summarises the main contributions and outlines the future work
related to the barrier bucket studies in the PS.

Appendix [A] Presents an alternative synthesis method for the barrier wave-

form from a series of two harmonics at half of the revolution frequency.

Appendix [B| Contains the location of the firmware and software developed
during this project.
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Chapter 2

Longitudinal beam

dynamics

2.1 Introduction

This chapter provides a brief theoretical background for the contributions of the
subsequent chapters. The main purpose is to introduce the basic parameters
to describe the motion of charged particles under the influence of a periodic
longitudinal electric field. This is needed to understand the fundamental beam
dynamics in barrier buckets. Section introduces a continuous time approach
to solve the non-linear equations of motion of particles in a synchrotron in the
longitudinal direction. Section applies the concepts outlined in section
to the case of stationary barrier buckets, which are of central importance in the
beam loss reduction. An estimation of emittance growth when the potential
barriers are moved is found in Section which is confirmed by beam tests
in Chapter

The particle motion can also be described in discrete time using difference
equations. This approach is called (macro-)particle tracking. The techniques
used in thesis are summarised in Section

Finally, section briefly describes different sources of the longitudinal

impedance to provide a background to the results of simulations in Chapter

2.2 Continuous time approach

Subsections and deal with the description of the mechanical system of
classical, relativistic particles circulating in a synchrotron [122]. The treatment

is restricted to the longitudinal aspect of the dynamics of particles approximated
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as circular motion in the accelerator illustrated by Fig. (top). It is assumed
that the particles are not interacting with each other or the environment other
than with an ideal, arbitrary, radiofrequency (RF) source. Fig. (bottom)
illustrates two harmonics of the RF voltage. This voltage generates a potential

which confines the charged particles of the beam.

2.2.1 Longitudinal phase space

Figure 2.1: Illustration of the azimuth
0, radius R, momentum p and phase ¢
variables. The phase is to be interpreted
with respect to the RF voltage for two
harmonics: A = 1 and h = 2 in this
example. Note that the phase and az-
imuth angles are the opposite sign fol-
lowing the usual convention E.g. [123|

124].

The momentum and/or the distribution of the particles along a synchrotron
ring is manipulated by RF systems [30, 123, [125] in the longitudinal direction.
Since these studies require a wide-band RF waveform, an arbitrary amplitude
function g(¢) is defined following [125]. wg is the angular frequency of the
particle moving along a circle with Ry radius. The multiples of the revolution
frequency, hwg are called its harmonics, with h denoting the harmonic number.
Figure (bottom) illustrates two RF waveforms for h = 1 and h = 2, with
the associated azimuthal position, 8, RF phase, ¢, with the sign conventions.

The energy change of a particle in a synchrotron is largely due to RF systems.
For the particle having E energy, p momentum and ¢ charge, revolving with R

radius, the change of energy, AFE, during one interaction with the RF system is
AE =qVyg(9) . (2.1)

For a more complete derivation which takes the details of this interaction into
account see [124 [125]. To link the energy change, AF, to the momentum

change, Ap, it is useful to express Ap in the form of the rest energy, moc?,
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which is invariant:

cAp
A(By)

Ap = mocA(By) = moc® = (2.2)
where 1/92 + 82 = 1, my is the rest mass of the particle and c is the speed of
light in vacuum. The differential change of the relativistic parameters, A(87),
with respect to Ay, see Eqgs. [2.2] and [2.4] for the motivation, can be written as

A A A A 1 A 1 /1 1
(By) _ ABy B rywith—ﬁ:—gﬁ (67):<2+52>:.
Ay Ay Ay Ay By Ay B\n B

(2.3)
The energy change per revolution becomes using Eq. 2.2 and
AFE = Aymgc® = ﬁcAp = c8Ap = wRAp (2.4)
A(B7) ’

with B¢ = v = wR from the circular motion of the particles in the synchrotron.
The average rate of momentum change in time using Eq. and with the
approximation that the change of momentum is small over a revolution period,
T, is the following:

Ap w dp qV

— = Ap—x — = —— . 2.5

T 8P ¥ T amrd? (2:5)
One can write twice, for two particles, one having parameters with the
index 0, called the synchronous particle and another particle with parameters
having no index. Multiplying these equations by R and subtracting the equation

with 0 index expressions from the other

_av

AR =&

[9(¢) — 9(¢0)] (2.6)

is obtained. To the first order A(Rp) = d(RoAp)/dt |123]. Then using Eq.
and the first equation of synchrotron motion is obtained:

d (AFE qv
(== ) =1 - ) 2.7
i (22) = 25 1006 - aten (2.7
The particles that have different energies to the synchronous particle arrive at
different times from turn to turn. The relative time and angular frequency

differences are linked to the relative momentum difference through the phase

slip factor, 7, which is approximated to the first order as [124] p. 129]:

Aw AT 1\ Ap
_——— = — c— &5 _— = — (5. 2~
e A (a5 ) 2=y 23)
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Using the following definitions = a. — 1/92, a. = 1/92, 6 = Ap/p. The
momentum compaction factor, a., and subsequently 7, is derived from the
optics of the ring. The transverse aspects of the particle motion in a synchrotron
are out of the scope of this thesis, for further details on «.. see [124] pp. 122-30].
The singularity, when a,. = 1/+2, called transition, is not treated in this thesis,
either.

The change of the revolution angular frequency is Aw = df/dt = —1/h d¢/dt.
The negative sign comes from the definition [123] of the phase with respect to
the measurement of azimuth, see Fig. Note that this is also in agreement
with the definition of the time difference in Eq. When the RF waveform is
defined for the whole ring, a simplification of h = 1 in the equations below can
be made. In this case g(¢) = g(—0) as per Fig. The equation expressing

the change of the phase in time is the following

o _ hwon (AE> 7 (2.9)

dt n pRo wo

which is the second equation of the synchrotron motion. Equations [2.9] and
can be combined to a single second order differential equation involving ¢ as the
single variable assuming a small change for the parameters of the synchronous

particle. ,
¢ h 14
T = o 19(6) — g(00)] (2.10)

The slowly varying machine parameters can be lumped in one term:

¢ = _fwonaV (2.11)
2mpRy

Since Eq. usually does not have a solution in closed form, it is useful to
investigate the types of solutions in two dimensional phase space [126]. This
allows to study the stability of the motion even if the exact analytical solution
is not known.

An example solution of the two, first order equations and for the case
of g(¢) = sin ¢ is shown in Fig. (bottom) in the ¢, & phase space. The set
of closed trajectories corresponding to a bounded, stable motion is called the
radiofrequency bucket. The points making up the trajectories revolve around
a centre in phase space following the evolution of the motion in time. The
particle, whose parameters are in the centre of this revolution is the synchronous
particle, since it has the phase ¢g. It is worth noting that ¢ does not necessarily
correspond to a single value, see Section but g(¢o) obviously does.

Depending on the value of g(¢g), three kinds of buckets are defined. In case

g(do) corresponds to an energy increase over a turn for the synchronous particle,
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Figure 2.2: Illustration of sinusoidal RF voltage (top), corresponding poten-
tial (middle) and a conventional, stationary RF bucket (bottom).

as per Eq. then the resulting RF bucket is an accelerating bucket. When
g(do) = 0, as seen in Fig (bottom), the resulting RF bucket is a stationary
bucket. Finally, when g(¢¢) contributes to an energy decrease over a turn, the
RF bucket is a decelerating bucket.

If g(¢) = sin ¢, then the angular frequency of oscillations of the particles in
the centre of the bucket, called the synchrotron frequency, ws, can be expressed

as:
hwonqV cos ¢g

2 pr— pr—
w? = Ccos o ST

(2.12)

One can also describe the system using Hamilton’s method with two vari-
ables [127), pp. 172-92], which allows an analytical calculation of the revolution
periods for all particles in RF buckets. Hamilton’s equations for two coordinates
are the following [127} p. 167]:

OH OH
j=——, p=——F1—, 2.13
i=5, =%, (2.13)
where the function H(p, q) is called the Hamiltonian. Using the variables ¢ and

é one can define the following Hamiltonian:
. 1.
H($,8) = 58* + W (9) (2.14)

32



Where the W (¢) potential is defined as the following:
W(o) = [ 9(6)do — g(én)o (215)

Using Eqgs. With p = é and ¢ = ¢ one obtains Eq. and Eq. Figure
shows g(¢) on the top, a corresponding W(¢) in the middle and trajectories in
phase space associated with Eq. at the bottom. These are obtained from
the Hamiltonian formulation by picking a few pairs of values of the coordinates
and substituting them to Eq. [2.14] This gives a constant H, corresponding to

a constant energy. Then for all values of ¢, the solution for qb according to

0(¢) = £V2[H — (W (9)] , (2.16)

can be found, with the condition H—(W (¢) > 0. Note that the same trajectories
can be obtained from the Egs. and The equation of the separatrix can
be obtained from Eq. by finding the phase corresponding to the unstable
fixed point |126, pp. 168-170], ¢y. The phase velocity should be zero at this
point. Therefore a value Hy = H(¢y,0) = (W (dy) can be calculated. Then
using this value the separatrix is obtained by

B(¢) = £/2C [W(du) — W(9)] - (2.17)

The bucket half height is the maximum of this value at the stable phase ¢g:

B(¢s) = /20 [W(pu) — W ()] - (2.18)

The bucket area is the area enclosed by the separatrix and is calculated by

the following integral:

Pmax
AB::Q/“ V2TV (b0) — W (@)]do (2.19)

min

where ¢min and ¢max are defined by W(oy) — W(¢) = 0.

For sinusoidal RF voltages, the Hamiltonian becomes:

H(g,¢) = %éz +wWiWi(9) - (2.20)

This formalism is useful, because the Hamiltonian contains the synchrotron

frequency corresponding to the stable phase in the bucket, but W(¢) is required
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to have a scaling factor 1/ cos ¢y compared to W (¢):

W) = — W) (2.21)

2.2.2 Synchrotron frequency spread

The function describing the revolution frequencies for particles in phase space as
a function of one of the variables is called the synchrotron frequency distribution
or synchrotron frequency spread. In the Hamiltonian formalism this can be
calculated based on a method first introduced in astronomy [127, pp. 243-57].
The technique involves a transformation of the Hamiltonian to action-angle
variables. This transformation reveals the periodicity of the trajectories in phase
space [127, pp. 249-50]. The action, J, is introduced as one of the variables of
the transformed Hamiltonian H'.

Following the general procedure of [127, p. 247], J becomes

J= ]{pdq - J= f¢(¢)d¢ . (2.22)

The value of the line integral is equal to the area enclosed by the trajectory
over a period of oscillation in phase space [127, p. 247]. The frequency, fs, or
angular frequency, wg, of the oscillation belonging to one trajectory is directly
given [127, p. 251] by

(2.23)

The value of the Hamiltonian during the transformation is constant H' = H,
since it is assumed that this value is not explicitly dependent on time. Therefore
by calculating the values of H' = H and J and forming the derivative, the
synchrotron frequencies for each trajectory can be calculated. The result of

such calculation is Fig. calculated for a conventional, stationary bucket.

1.0

Figure 2.3: Synchrotron frequency
0 /4 /2 3m/4 7 spread in a conventional, stationary
bucket as a function of phase.

0.0

A different reasoning can be found in [124, pp. 247-8], which calculates the
revolution period, T', and derives a specific J for conventional buckets using

g9(¢) = sing. Similar calculations in different variables are found for example
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in [128, pp. 115-6] or [124 pp. 256-8] with analytical estimations for the case
of the conventional, stationary bucket.

An equivalent method of finding the synchrotron frequency spread is to
Fourier transform the time evolution of one of the variables, which can be per-

formed based on the discrete, tracking method as mentioned in Section [2.4

2.3 Barrier buckets

A gap in the otherwise constant longitudinal line density can be made by two
isolated pulses as illustrated by Fig. (top). This generates two distinct
regions based on the value of g(¢). When g(¢) # 0, the trajectory of the particles
changes direction. If their phase velocity is sufficiently low, they reflect off the
potential barriers, hence this is called the reflection region, with its length in
phase being ¢,. If their phase velocity is too high, they are not trapped by the
potential barriers as shown by the outer trajectories of Fig. (bottom), which
in our application would cause beam loss. When ¢(¢) = 0, the particles drift
along straight trajectories in phase space called the drift space. ¢q is the length
of the drift space in phase.

Comparing the fundamental behaviour of the beam in stationary barrier
buckets with conventional stationary buckets can be done by comparing their
synchrotron frequency distributions as calculated from the action J according to
Eq. Figure shows the synchrotron frequency spread in barrier buckets
having different ¢q/¢, aspect ratios, but the same bucket height versus the
phase velocity. The synchrotron frequency spread was normalised to the one
of the conventional bucket, denoted fs and calculated from Eq. The
maximum of the synchrotron frequency becomes significantly lower compared
to a conventional bucket as the drift space increases for the same bucket height.
The consequences of this with respect to the barrier bucket manipulations will
be explored in Section and Chapter [4

2.3.1 Bucket height and area for sine based barrier buckets

An isolated sine pulse as illustrated by Fig. is a good approximation of the
realistic pulses shown in Fig (top) with the advantage, that it allows for the
analytical calculation of the bucket parameters. These are given in the variables
energy and voltage, such that they can be used to estimate the requirements of
the barrier bucket RF system in Chapter

The normalised RF voltage is defined as the following using the notations of
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= ¢r Pa /\

Figure 2.4: Normalised RF voltage (top) of the pulsed RF system generating a
barrier bucket, together with an illustration of corresponding trajectories (bot-
tom) in the longitudinal phase space, including the separatrix (dashed). Barrier
bucket parameters in barrier RF phase. ¢4 corresponds to the drift space, where
the particles do not experience any RF voltage. ¢, corresponds to the reflection
region on one side of the barrier.

Fig. 2.6}

9(¢) =

{Sgnm)sin (%) it —o/2<0<02 (2.24)

0, otherwise.

This is scaled with the peak voltage, V.
It is convenient to define the harmonic number corresponding to the reflec-
tion region generating the gap, because the form of the bucket height and area

expressions become similar to ones of the conventional buckets:

™

hy = — .
Pr

(2.25)
Note that this is not the same as the conventional harmonic number, h, of the
wide-band RF system. The latter is fixed at h = 1 for the barrier bucket wave-
forms used in these studies, meaning that the wide-band waveform is defined

for one revolution of the accelerator.

36



1.0y — /6 =0
— ¢a/$r=1/10
0.8t — ¢a/p=1
¢d/¢r:10
_0.67
“Z
~
w2
0.4
0.2¢f
0.0 ‘ ‘ ‘ ‘ ‘
0.0 0.2 0.4 0.6 0.8 1.0
B/ Prmax

Figure 2.5: Synchrotron frequency spread as the function of the relative phase
velocity in barrier buckets made by the same sinusoidal pulses with different
drift space ratios. ¢q/¢, = 0 corresponds to a conventional bucket, see also

Fig. 23]

Figure 2.6: Illustration of the
normalised amplitude g(¢)
and the gap harmonic h, pa-
rameters for a barrier bucket
waveform. The [—m, 7) inter-
e /e O 7/h p- val represents the whole cir-

¢ [rad] cumference of the accelera-
tor.

The frequency associated with isolated sine is defined as:

fr = hrfrcv . (226)

The drift region, where the RF amplitude is zero covers the remaining part of

the circumference:

1 1 1
tq = 1—— d t,=—. 2.27
d frev ( hr ) o & frev hr ( )

This also means that 1/ frey = Trev = tr + ta.
Following the definitions above, the bucket half height of the barrier bucket

can be expressed as the bucket height of the conventional sinusoidal bucket
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obtained from Eq.

2¢VE
AEpa = 8] 222 2.98
\ 7hell (2.28)

The barrier bucket area consists of the area of the reflection region and the
drift region. According to Eq. [2.19] the total area of the reflection region is the

area of a single, conventional, stationary bucket:

1 E
Ay = 253 VE (2.29)
2m)?3 £\ el

The area of the drift space is the bucket height times the duration of the drift
space in time:
2¢VE

Ag=2 — tq . 2.30
=20 Ty (230

The barrier bucket area is the sum of the reflection regions and the drift space
and it is obtained by adding Egs. and

Ap = Ay + Aq . (2.31)

It is also useful to express the peak RF voltage needed for a given bucket area.
Expressing V' from Egs. [2.29] [2.30| and [2.31] results in

_ A% [nlfz

h3
 4e 2F 27
TE [ty -]

where the first group of terms on the right-hand-side are constants, the second

(2.32)

group are dependent on the energy of the beam and the third only on the width
of the gap.

2.3.2 Estimation of phase-space area growth due to barrier

bucket compression and expansion

To estimate the emittance growth during the barrier bucket compression and
expansion, the trajectory of a particle encircling the entire bunch is studied.
The surface inside this trajectory represents the initial value of its invariant.
The following derivation has two parts corresponding to the two regions of the
stationary barrier bucket. The first part describes the changes in the drift space
by looking at the nature of reflection of particles off a moving potential barrier.
The second part describes the changes in the reflection region. Together these
provide a basis for the estimates of the emittance growth and barrier speed

limits.
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The drift speed of the particle outside of the reflection region in phase space
is the phase velocity qb The phase velocity of the barrier is denoted as q.ﬁb, which
also moves along the ¢ axis. The barrier speed is taken to be constant, as it
was the case in the tests reported in further parts of this section.

Looking at the dynamics of a single reflection, it is evident that the phase
velocities before and after a reflection are equal and have the opposite sign for
the case of a stationary barrier. This motion is mathematically identical to
an elastic collision of a point particle with a stationary wall of infinite mass
in a non-relativistic approximation. However, when the wall is moving with a
constant, non-zero velocity vy, in the observer’s reference frame, the velocities
before, v;, and after, vf, according to the classical Galileo transformation are
the following;:

Vi + V¢ = 2 Vyall - (2.33)

These speeds do not depend on the details of the reflection, they only assume
that the interaction happens and energy and momentum are conserved. This is
also the assumption that is made for the phase velocity of a particle in phase

space, where the wall becomes the moving barrier:
&+ e =2, . (2.34)

This relationship holds for an arbitrary voltage shape, as long as its amplitude
guarantees that the particle is reflected.

During the reflection, the drift space gets shorter in case of compression
or gets longer in case of expansion. The time it takes for a particle to be
reflected can be approximated by half of a synchrotron period Ty /2 = 7/ws of a
conventional, stationary RF bucket corresponding to the reflection region of the
barrier bucket. The phase of the barrier moves half of the synchrotron period
by ¢ppTa/2 = dum/ws.

To estimate the change of emittance in the reflection region, a linear voltage
is assumed for a stationary bucket. This is justified, since the essential particle
dynamics in a barrier bucket does not depend on the shape of the voltage used,
but only on the integral of the voltage [36]. Therefore the Hamiltonian for the

moving half bucket representing the reflection region becomes
; Loy 15
H(6,6) = 5% + 536" . (2:35)

The following geometrical argument can be used to estimate the emittance
growth during the time the particle reflects off the barrier while the barrier
is moving at the same time. Let us assume an initial half drift space length,
see also Fig. of ¢q/2 compared to the edge of the reflection region. Then
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using E.q.[2.34] and the notations of Fig.[2.7] the ratio of the two coloured areas
ghq g

$(9)

Figure 2.7: Diagram of the quarter areas of the phase space before and after a
particle reflection off a moving barrier. The two phase spaces are shifted such
that the main parameters used in the calculation are visible.

representing the change in emittance is evaluated:

A |¢sf|(|¢f|wf2¢dws) | 30
C 1l (1 + il + 2600 )

It is worth noting that the phase change due to the change of a trajec-
tory 2|¢p|/ws in the reflection region is not the same as the change of phase
in the drift region due to the displacement of the barrier |q5b|7r/ws. The sin-
gularity when qu = 2¢y is the case when the beam in a very thin barrier
bucket turns into a beam in a conventional RF bucket in T./2 time or vice
versa. This provides a hard limit on the barrier speed for an adiabatic manipu-
lation, see Fig. (right). If the area occupied by the particles in phase space
changes too fast, the manipulation will become non-adiabatic, therefore the bar-
rier speed should correspond to a very small area change during one reflection,
see Fig. (left). Using the notations of Fig. ¢r = ¢r/ws. The estimated
emittance growth corresponding to different ¢q/¢, barrier bucket drift space
ratios can also be seen on Fig. [2.8] (left).

The speed of the barrier should be much smaller than the drift speed of a
particle with a maximum energy offset , which means gzlﬁb / (,Z.Sf < 1. This is
the limiting case of a particle, which is not interacting with the potential barrier
at all, as it never enters the reflection region. However, the speed of the barrier
must be much less than even the half of this , which the present estimation

also shows.
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Figure 2.8: Left: Emittance growth estimate for low relative barrier speeds.
Right: limiting case of the relative barrier speed at half of the phase velocity of
an outer particle in the bunch.

2.4 Discrete time approach

The longitudinal dynamics of the particles in a synchrotron can be described on a
turn by turn basis using a set of two non-linear difference equations, sometimes
called mappings [124, p. 235]. Longitudinal particle tracking is a method of
solving the difference equations of the synchrotron motion numerically. This
method is different from the analytical calculations in phase space, since it does
not involve an averaging step. Three sets of variables were used in thesis based
on the same turn-by-turn tracking principle. Table 2.1 shows the variables used

by the different methods. Certain choice of variables makes a problem easier

Variables
Normalised tracking b, ¢
Time- and energy offset based At,AFE
Phase and relative momentum offset based | ¢, 6 = Ap/p

Table 2.1: Types of tracking used in the thesis

to handle, the reason for choosing each method is highlighted in this section. A
convention applied to all cases is that the indices n and n + 1 are referring to
the n and n + 1 iteration of the difference equation performed from some set of

initial conditions.
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2.4.1 Normalised tracking

First, normalised longitudinal tracking is outlined. Using the same notations as
in section the mapping equations to calculate the ¢ and ¢ coordinates of

a particle are the following

¢n+1 = ¢n + 2l¢n 5 (237)
wo
. . 2
¢n+1 = (bn - fwsg((bn—i-l) . (238)
0

Equation [2.38|assumes that the particle drifts with the phase velocity of the pre-
vious turn, (;5”, over a turn of the duration 27 /wy. Following from Egs.
and the second term on the right-hand-side of Eq. represents the
phase velocity change integrated over one turn in the stationary bucket case.
This formulation is useful, since the slowly-varying accelerator parameters are
all lumped in one term, wg, therefore the comparison of the two phase space
variables is transparent, which makes validating analytical considerations men-

tioned in section 2.3.2 easier.

2.4.2 Energy- and time-offset based tracking

The energy and time offset based tracking is an efficient way of tracking physi-
cal variables, which is implemented in the CERN Beam Longitudinal Dynamics
code BLonD [129]. Since the change of the variables compared to their mag-
nitude is small, it is more memory efficient and also more precise to track the
differences only [130, p. 19]. The units and the derivations of these equations
can be found at the following reference [129]. Since the energy unit is eV, the
voltage V' has the same unit as the energy. The tracking equations used in this

thesis are the following:

ng—1

AE™ = AE"+ Y Visingan(A) — (BpT - ER) . (2.39)
k=0
2 2

Al — A" + 7T 4 (2.40)

n+tl | ntl -
w W

The constant n,¢ is the number of RF systems, V}, and ¢, is the peak voltage
and phase of these, respectively.

Note that the sum of the voltages in equation resembles a classical
Fourier sum of an odd waveform. This simple notion was utilised to model the
wide-band waveform used in beam tests in BLonD as shown in the results in
Chapter 4. This was accompanied with the appropriate amplitude modulation

of the harmonics, as it will be seen in Chapter [3| to use identical methods of the
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hardware implementation also developed during this study.

2.4.3 Phase and relative momentum offset based tracking

To cross-check the BLonD simulations for the re-phasing operation in conven-
tional buckets for the proposed synchronisation in Chapter a third set of

equations [124) p. 235] were used in a custom made tracker.

Ap
Hd = — 2.41
, (2.41)
qv . .
Ops1 = Op+ ﬂQ—E(sm ¢dn —singyg) , (2.42)
¢n+1 = an —+ 27Th77(§n+1)5n+1 . (243)

These equations are the direct consequence of Egs. for the case of g(¢) =

sin ¢.

2.5 Beam-accelerator interaction, impedance

The goal of this brief section is the introduce the beam and accelerator interac-
tion restricted to longitudinal impedance.

The beam generates a potential by passing through a structure in the ac-
celerator. This is called the wake function Wi, (t) and it essentially acts as an
extra wide-band RF system on the beam. In the frequency domain, this pulse

corresponds to an impedance, called the longitudinal impedance. [124] p. 355]

Z(w) = / Wi (e T=tdt | Wy, = % / Z(w)ei“tdu . (2.44)
The complex valued and frequency dependent longitudinal impedance depends
on many parameters. The following types are distinguished: the longitudinal
space charge impedance, resistive wall impedance and narrow- and broad-band
impedances [131].
The longitudinal space charge impedance depends on the vacuum impedance,
Zy the geometrical factor of the beam pipe, gg, and the speed of the particles,
B, (124 pp. 365-6] and [132}[133]:

Zsc _ _ .90%0
n ‘]2672 '

(2.45)
The resistive wall impedance follows from the fact that the beam pipe is

not perfectly conducting [124, pp. 357-8]. Therefore predominantly the high

frequency components of the wake can penetrate the beam pipe causing losses.
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This depends on the skin depth dskin = \/2/0cuw, where o, and p are the
conductivity and the permeability of the beam pipe and w is the frequency
component in question. The impedance contribution can be approximated as:

R

2w~y

) (2.46)

Where b is the average radius of the beam pipe. Further geometries can be
found at [134].

In general, the narrow-band impedances in an accelerator are present due
to the resonant RF cavities. Broad-band impedances are due to broad-band

cavities and in general discontinuities of the beam pipe.

2.6 Summary

This chapter describes the two main tools to investigate longitudinal beam dy-
namics in a synchrotron, the continuous time, analytical approach based on
Hamiltonian mechanics and the discrete time approach as it is used in this the-
sis work. The continuous time approach was applied to describe the properties
of barrier buckets and to calculate the phase space area change in barrier buck-
ets in a simple way. Finally, concepts related to longitudinal impedance were

introduced briefly.
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Chapter 3

Requirements and
implementation of the
barrier bucket waveform

generator

3.1 Introduction

To generate a barrier bucket waveform, a wide-band RF system is needed. This
can be introduced with a short comparison with a single harmonic RF system
in the context of synchrotrons. A single RF system, as its name suggests, can
produce a sine wave of a given frequency [124, pp. 330-347] |135]. This single
frequency can be changed to a smaller or larger degree by tuning the system ac-
commodating the need of the acceleration of beams. A wide band or pulsed RF
system 106} pp. 263-283], on the other hand, is capable of generating more har-
monics across the spectrum at the same time. Hence a typical multi-harmonic
RF system can interact with several parts of the beam spectrum at once mak-
ing beam manipulations that require wide-band waveforms possible. However,
a wide band system couples to more harmonic components of the spectrum,
too, making the control of such systems more complex if their impedance or the
beam intensities are higher.

In the case of the PS, as introduced in Chapter |1, the Finemet® system can
not provide enough power to change the mean energy of the beam in a short
time, therefore acceleration is not achievable in a realistic time frame with it.

On the other hand, it is ideal for barrier bucket generation.
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In order to interact with the beam, the barrier bucket waveform has to be
synchronous with it as explained in the previous chapter. To achieve this, a
beam synchronous, arbitrary waveform generator was devised and implemented
in programmable logic. It uses the direct digital synthesis (DDS) principle [136,
137 extended to arbitrary waveforms as opposed to the conventional sine-based
DDS. To implement the generation of the drive signal for the power RF sys-
tem before the end of 2018, as many parts of the existing low power level RF
infrastructure of the CERN PS was reused as possible. The details of this
implementation are found in Section [3.3

The electronic board with the new barrier bucket firmware on a field pro-
grammable gate array (FPGA) working in the lab was an important milestone
for the PhD, but the integration into the accelerator high power level RF and
control system was just as crucial. In particular, the distortion that the high
power signal chain adds to the wide-band waveform had to be compensated for
to achieve the desired waveform shape at the cavity gap. Section describes
the measurements and the model used to achieve this.

In order to investigate the behaviour of the beam in barrier buckets, lon-
gitudinal beam dynamics simulations are an indispensable tool as described in
Chapter The barrier bucket waveform generator system was added to the
already existing simulator framework: BLonD to provide an accurate represen-
tation of the real RF system for numerical studies as described by Section

3.2 Requirements

The pulse generating the gap must have two main properties. Firstly, the du-
ration should be in the range of the rise time of the kickers, which is in the
order of 300 ns [138]. Secondly, the amplitude should be high enough efficiently
remove particles from the gap region during this time. In addition, the beam
synchronous requirement mentioned in the introduction means that the fre-
quency range of the system has to be compatible with the revolution frequency
range of the PS. This, together with the wide band waveform defines the fre-
quency range and the bandwidth of the installation. Furthermore, the system
needs to be compatible with the CERN control system for remote control. These

requirements are detailed below.

3.2.1 Amplitude requirement

Measurements with beam along the cycle detailed in Section [4.4] were used to
establish total longitudinal emittance of the beam of 16 bunches. At least the

total longitudinal emittance of 24 eVs of these bunches will have to be contained
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by the barrier buckets, which provides a lower estimate for the amplitude. The
maximum voltage available from the Finemet® cavity is about 5 kV [31]. The
achievable bucket filling factors were compared to this value across a range of gap
sizes using Eq. The filling factor is the ratio of the longitudinal emittance
of the beam divided by the bucket area.

Figure shows the voltage requirement calculated for different filling fac-

— Filling factor: 40 % Approx. available vol
Filling factor: 50 % b }agg

—— Filling factor: 60 %
| —— Filling factor: 70 %
Filling factor

o1

Voltage requirement [kV]
—_ N w N

o

350 325 300 275 250 225 200 175 150
Gap size [ns]

Figure 3.1: Peak voltage requirement for the ideal case of emittance preservation
during re-bucketing.

tors based on Eq. as a function of the gap size for the total emittance of
the 16 bunches. The gap size is taken to be the length of the non-zero part of
the waveform, which approximates the completely particle free region with low
filling factors well in the first order. However, even if there are some particles in
the gap region with higher filling factors, the line density can still be significantly
reduced by the potential barriers as illustrated in Fig. (bottom).

The re-bucketing without longitudinal blow up can not be expected in the
present configuration, because of the limited time available. Longitudinal track-
ing simulations using BLonD were performed to estimate the longitudinal emit-
tance of the coasting beam at extraction. This was found to be 30 eVs. Hence
the voltage requirements are somewhat higher assuming a blow up during de-
bunching. The study of the de-bunching process in detail is foreseen as future
work detailed in Chapter [6]

Fig 3.2 shows that with the present RF system, a filling factor of approxi-
mately 80% can be achieved with the peak voltage of 5 kV for all gap sizes. It

is clear that the voltage requirement increases with narrower gaps for the same
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Figure 3.2: Peak voltage requirement taking the simulated longitudinal emit-
tance blow-up during re-bucketing into account, too.

filling factor. Nevertheless, the amplitude of the Finemet® system based on
these estimations is sufficient to make a particle free region in the beam, which

can reduce the losses at extraction.

3.2.2 Frequency range and waveform control

This system should be able to validate the behaviour of the beam in an RF
barrier bucket in the PS. This means that it should be able to operate in the
revolution frequency range, 437 kHz — 476 kHz, synchronously with the beam.
Furthermore, it should be compatible with the existing RF installations.

In order to generate azimuthally moving barriers, the phase of the barrier
pulses have to be controlled remotely from the CERN Control System [139)}140].
To facilitate the re-bucketing process from the h = 16 bunches to the barrier
bucket, the amplitude of the barrier bucket system is required to be controlled
in real-time, too.

As it was explained in Section if one inverts an RF waveform generat-
ing a barrier bucket, a conventional, isolated bucket is generated. Therefore a
waveform inverter is useful to test the behaviour of the beam in a conventional
bucket and a barrier bucket generated at the same azimuthal position. This
function is useful to change between below and above transition operation, too.

In addition, the ability to program a constant RF offset makes the system more
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flexible in calibrating azimuthal reference points.

3.2.3 Bandwidth requirement

The barrier bucket waveform consists of a zero and non-zero part, which means
that it is a wide-band waveform as described in However, the shape of
the waveform is a free parameter, provided it satisfies the general requirements.
Hence the trade-offs involved in choosing a waveform shape are investigated in
this section.

Firstly, the bandwidth requirement for two commonly used waveforms for
barrier buckets, the sine and the square based barriers is evaluated analytically.
Then a cosine section waveform is analysed that can be advantageous in cer-
tain respects compared to the other two. Finally, regardless of the waveform
of choice, a windowing technique is presented that limits the bandwidth re-
quirement for all pulses while keeping the correctness of their phase, which is

important in synchrotron applications.

3.2.3.1 Waveform shape, bucket height and roll-off

Since the pulses have a fixed period determined by the revolution frequency of

the synchrotron, it is sufficient to calculate components of the Fourier series:

g(¢) = Zan cosne + an sinng | (3.1)
n=0 n=1

where a,, and b,, are the Fourier coefficients. Waveforms that generate barrier
buckets to be used in the present studies are odd as detailed in Section [2.3
hence a,, = 0. Eq. simplifies to:

9(¢) =Y businng . (3.2)

The bandwidth requirement depends on the shape of the waveform. Three
example waveforms are analysed in this section based on their discontinuities.
Square and sine barriers are introduced first, which have been widely used in
generating barrier buckets |35}, 45} |106} 110, [141]. An additional waveform based
on cosine sections is introduced which combines desirable spectral properties of
both, the square and sine waveforms.

The square wave is a discontinuous waveform, therefore its bandwidth re-
quirements are the most demanding. This can be analytically seen from the
diminishing of its Fourier coefficients. The normalised amplitude function, g(¢),
as introduced in Section is defined for the square wave barrier first:
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—sgn(n), if —m/h<¢$<0
9(9) = ¢ sen(n), if0<¢<m/h, (3.3)

0, otherwise .

The waveform changes sign at transition energy, this is incorporated in the
sgn(n) term.
Its Fourier coeflicients evaluate to:

by = sgn(n)% [1 — cos (;’w)] , (3.4)

decreasing proportional to 1/n. Technically, this barrier is easier to realise when
one uses, for instance, the switched signals of a power converter as demonstrated
in [106]. However, due to its discontinuity, it is not the best candidate to be
implemented using a wide-band RF system. On the other hand, the advantage
of using a square barrier is that it achieves the largest bucket area for a given
reflection region width as shown by Table

As a generalisation of the square wave, an arbitrary pulse train synthesis
method is presented in Appendix[A] That approach uses two phase shifted har-
monics of an equal frequency at half of the harmonic frequencies of the classical
Fourier sum to generate a pulse train. This could potentially be beneficial in
implementations with wide band feedback as it is referred to in Section

The normalised amplitude of the single sine barrier waveform is defined as

follows.
sgn(n) sin (hy¢), if —x/h, < ¢ < 7w/h,
9(¢) = (3.5)
0, otherwise .
The first derivative of this waveform is discontinuous. Its Fourier coefficients
were published in [35]. The calculation leads to two different formulas, since

there is a discontinuity depending on the value of n and h,. When n # h,:

2h, . n
b'n, = Sgn(n)m Sin (hrﬂ') . (36)
When n = h,,
by = ng(”) . (3.7)

The coefficients decrease with 1/n?, meaning that the isolated sine wave is
less demanding in terms of the required bandwidth compared to the square wave,
since its Fourier coefficients diminish faster with the number of terms required
to synthesise the waveform as depicted in Fig.|3.4l However, the bucket height

shrinks for the same h, compared to the square wave representing the maximum
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Waveform Relative bucket height Relative bucket area
Square 1 1
Sine 2/ ~ 80% %
72 (3h,—1
3
Cosine sections V2/2 = 71% ~ 2.1213%
T2 r—

Table 3.1: The comparison of the bucket heights and bucket areas for different
barrier bucket generating waveform shapes for the same h,. Calculating the
cosine sections bucket area involves a numerical integration.

—— Square wave
—— Single sine

—— Cosine sections

Figure 3.3:

Comparison  of
different  wave-
forms generated
for the same
gap width us-
ing 20 Fourier
harmonics.

- —7/hg O m/hg ™

for a given h, as seen in Table
The following example is made out of cosine sections. The waveform has a

discontinuity in its second derivative but not in the zeroth or in the first:

sgn(n) [5 cos (2he9) — 3], if — E<¢<0
9(¢) = q —sgn(n) [5 cos (2h¢) — 1], f0< ¢ < = (3.8)

0, otherwise .

The waveform is illustrated in Fig. Its Fourier coefficients when 2h, # n

are

by = sgn(n)‘“‘?) {1 — cos <;:7r>} : (3.9)

mn (4h2 — n? .

which decrease as 1/n3. When n = 2h,, b, = 0.

It can be observed from Eq. that the ~ 1/n3 roll-off begins at n = 2h,
contrary to the previous cases, whose coeflicients start to diminish from n = h,.
An example is shown for h = 5, in Fig. Suppose that the available band-
width for this example is set at 4h, = 20, only to illustrate the significance of the
limit being at twice of h,. The cosine sections waveform has higher amplitudes
compared with the sine in the second lobe, for the same h,. These are harmonics
10-20 in the example of Fig. This results in an improved waveform fidelity
compared to the sine, because the higher harmonics fill the pass-band better.

However, unlike the square waveform, the cosine sections pulse has a sine like
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not dependent on the particular parameters of the example as per Eq. and
is valid for any h, > 1 real number. The trade-off is a lower achievable bucket
height, see Table for the exact analytical case of the cosine sections. In re-
ality, because of the smoothing effect of the limited number of terms available,
the achievable bucket heights can be higher for this waveform.

However, the sine wave still achieves more bucket height, while its wide-band
characteristics are similar to the cosine one. All in all, the isolated sine wave is
a good compromise between bucket height and bandwidth to be used as a shape
prototype in these studies. The ringing can be lowered by using a frequency
domain windowing technique to increase the convergence of the Fourier series

as explained in the subsection below.

3.2.3.2 Sigma modulation or windowing

The benefit of using a smooth waveform from the beam dynamics point of view
is that it reduces the formation of micro bunches in particular in the drift region
as well as eases bandwidth requirement given a waveform shape. Windowing
the Fourier sum at synthesis can achieve this. The trade-off is the longer tails
of the waveform around the pulse. For the purposes of this exercise the shape
of the actual window is not critical as long as it preserves the basic properties
of the barrier bucket waveforms. The o factors [142, p.225-229] are suited to
this task, since they preserve the symmetry of the waveform. They were chosen

in addition, because they are flexibly tunable via their power parameter.
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The definition of the factors to multiply the Fourier coefficients with are

nm
2(N +1)°

om(n) = sine™ (3.10)

where N is the total number of Fourier coefficients in the finite sum. The
general shape is half of the main lobe of the sinc function. The larger m, the
faster the roll-off and the narrower the main lobe. This results in larger the tail
of the waveform in the time domain, but less ripple. m = 0 corresponds to the
rectangular window.

The waveform synthesis with the sigma factors included is the following:

N
g(g) = Z om(n)b, (h)sinng . (3.11)

It is clear from Eq. that the phase of the components is not changed.
The consequence in practice is that the smoothing does not affect the azimuthal
position of the generated barrier bucket, which is convenient in the present

implementation.
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3.3 Low-level RF system

As explained in Section the barrier bucket waveform has to be generated
synchronously with the circulating beam. A conventional LLRF system [143]
generates sinusoidal voltages, but for a barrier bucket, a special wide-band wave-
form is needed. In addition, the waveform has to be pre-distorted at the input
of the high power amplifier chain, such that the voltage seen at the cavity gap
is close to the expected, isolated, approximately sinusoidal pulses as described

in earlier sections of this chapter.

3.3.1 Beam synchronous, arbitrary waveform generation

Waveform generation for a conventional digital RF system [135] in the frequency
range up a few 100 MHz is typically achieved by using a direct digital synthe-
sizer (DDS) [136},[137]. The basic structure of a DDS consists of a phase accumu-
lator, a waveform look-up table and a digital to analogue converter (DAC). Most
implementations have a sine look-up table (e.g. [144-150]) in different configura-
tions or, alternatively use a CORDIC algorithm [151], such as [152]. Generating
a barrier bucket requires a wide band waveform with many harmonics, in which
case the previous solutions do not scale well. However, changing the sine only
look-up table of a conventional DDS to a programmable look-up table achieves
a compact arbitrary waveform generator based on the DDS principle.

Fig. [3.7 shows the block diagram of the beam synchronous, arbitrary wave-

256 f,.., beam
(s:i/;flilronous Cookaup N
table / mplitude
—L control
memory
DDS T Com- /l\ Vout
core ®barricr Prfg parator Q/ DAC
® Look-upj V,,
M table / =
t memory| t

Figure 3.7: The diagram shows the functional elements of the beam synchronous
RF source firmware generating barrier buckets.

form generator. The DDS core, or a special numerically controlled oscilla-
tor (NCO), provides the beam synchronous azimuth information, ©, based on
the reference clock at 256 times the revolution frequency, frev [152]. A pro-
grammable offset, Oqgset, to change the centre of the generated barrier bucket

was added. Two look-up tables were used to generate two symmetrically moving
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barriers with respect to the fixed azimuth position, the phase shifts, Oparrier,
were implemented. The waveform in the look-up tables is calculated outside the
hardware allowing flexibility of choosing pre-distortion methods.

In addition, an alternate waveform generator concept was also conceived
and is outlined in Appendix [A] This combined with a complex multiplication
based harmonic synthesis can potentially be more frugal on the same hardware
platform with the added benefit of perhaps easier feedback option. However,
the latter possibility was not realised, because that would have required consid-
erably more time investment with some existing functionality re-implemented
in a different form and, more importantly, the original plan with a shorter time

span allowing for a longer experimental program with beam succeeded.

3.3.2 Implementation

The concept of the beam synchronous arbitrary waveform generator using pro-
grammable memory was implemented on existing electronics, the PS one turn
delay feedback board [153], hosting an Altera Stratix II FPGA. This board was
chosen, since its analogue and digital specifications met the requirements of bar-
rier bucket waveform generation as outlined in Section The advantage an
FPGA is that it can be reprogrammed for a different purpose. In the present
implementation, the rewiring of the device was described in virtual hardware
definition language (VHDL) partially using Visual Elite and text based VHDL
with the test benches simulated with Modelsim. The Altera toolchain was used

for constraints definition, routing, bitstream generation and flashing.

3.3.2.1 FPGA utilisation

The challenge of the implementation was that the utilisation of the FPGA was
quite high, around 70% without the barrier functionality, with the potentially
re-usable firmware blocks: the NCO and the blocks necessary to connect the
board to the RF signal chain and the accelerator control system including a
CORDIC for validation purposes. Therefore the barrier bucket implementation
had to be economical if it was to benefit from earlier development. This meant
that several optimisations were performed to fit the barrier bucket firmware
on the FPGA while trying not to re-develop existing functionality as detailed

below.

3.3.2.2 Beam synchronous NCO

Thus, an existing numerically controlled oscillator (NCO) capable of providing

beam synchronous phase information serving as a phase accumulator was the
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Figure 3.8: The PS one turn delay feedback board with the illustration of the
barrier bucket firmware. The board inputs and outputs are also marked in our
implementation. The coaxial leads are to route the test points to the front
panel.

starting point of the implementation. This firmware block was analysed to see
where the wide-band waveform generator could be added.

The NCO’s multiplied phase output represents a fixed azimuthal or phase
position, ©y,. This position is a reference for the imaginary centre of the two

barrier waveforms:

Om(n) =0 +n-2Y mod2M . (3.12)

Here, n is the output of the phase accumulator, an N bit overflow counter
driven by the RF clock outputting 2V samples per turn. 2™ represents the
available phase resolution with M > N in a typical implementation. The con-
ventional harmonic number is h = 1 for barrier buckets as detailed in Chapter[2]
therefore not shown in the equations, and © is a fixed azimuthal angle. The
ramp of the phase accumulator is implemented as a counter. This, together
with the output of the RAM is illustrated by Fig

In order to dynamically align the centre position of the barriers along the
azimuth of the accelerator, a programmable offset, Ogset, was added to the
marker, Op:

Oout(n) = O (n) + Ooftset  mod oM (3.13)
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If only one waveform is used, Ogset Sets the azimuthal position of the waveform

used to generate the longitudinal gap in the beam distribution.

3.3.2.3 Waveform merging and splitting

The task of this part is to generate two distinct sinusoidal waveforms and move
them without overlap. This corresponds to capturing a bunch in a conventional
bucket when the two waveforms are next to each other. To generate two, mov-
able barriers to confirm the adiabaticity limits of the barrier manipulation, two
RAMs with identical content were used as illustrated by Fig.

The azimuthal angle between the two barriers was set by adding or subtract-
ing an angle value to or from O, which sets the correct look-up addresses of
the RAMs to offset the waveforms by the correct number of samples. Then the
samples are merged and sent to the output as illustrated by by Fig.

At the end of the waveform lookup stage of the DDS, a final amplitude
scaling was added by using one multiplier only to facilitate the handover from

a conventional RF system to the barrier bucket RF.

3.3.2.4 Mitigation of the latency of the address look-up

SRAM blocks were still available on the FPGA. However, the look-up during
one clock cycle of the RF clock was not fast enough for a stable output using
only one block of the SRAM at the highest clock speeds of 128 MHz RF clock
corresponding to a speed 5% higher than the speed of light in vacuum in the
ring to provide a margin for the implementation. Two of the RAM blocks were
used with a clock at half speed each. Then the stable output was connected to
the DAC at the original RF clock rate providing a stable output at the desired

clock rate.
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Figure 3.9: The result of a Modelsim simulation of the MHS phase ramp output (bottom) and two barriers generated per turn (top),
where the distance between them can be set. Note that a distance closer than the width of the pulse can produce higher potential as the
second pulse from the left shows. Such operation is not foreseen for this drive. Either one barrier is to be made per turn at extraction or
multiple barriers at low energy commissioning, but not the two at the same time, hence this is not a true limitation.



3.3.2.5 Optional linear interpolator

If only a smaller amount of RAM is available with a higher resolution of phase
information, interpolating the output of the RAM makes the output smoother.
To do so, the lower phase bits not utilised for address look-up can be used to
calculate intermediate values between two RAM output values, bb; and bbs.
The linear interpolation formula is the following between two points of the
waveform: bby and bby with [ interval length at a point bby < ¢ < bbs.

The calculation is done every RF clock cycle. I is the intermediate value for

(3.14)

the interpolation and I, is the digital to analogue converter (DAC) output.
The interval used for the interpolation is [0, 2" — 1]. The equation for a generic
implementation is the following, where w is the output bitwidth, n is the number
of bits used for the RAM address.

Iw+n—1:0] = bb1[w—1:0]-(2"—1—pLsp[n—1: 0])+bba[w—1: 0]-¢rsp[n—1: 0]
(3.15)
It can be see that 2" — 1 — ¢rsp[n —1: 0] is the one’s complement of ¢ 55,
therefore it can be substituted in the equation with just a bitwise inversion and

the pseudo code simplifies to the following.

Iw+n—1:0] =bby[w—1:0]-(~ ¢rspn—1:0])+bbaJw—1:0]-¢prspn—1:0]
(3.16)

Then the division becomes the following:
Iyt =Iw+n—1:n] (3.17)

3.3.2.6 System integration

With a significant firmware version ready, the frequency and stability of the
output was tested in the lab from 100 MHz to 128 MHz, which is beyond the
required swept clock range. To integrate the drive with the cavity high power
level amplifier chain, the board was installed by the accelerator ring.

For the LLRF drive to be usable with the beam, connections to the control
system were established, which were at the present level of implementation
so called low-level, expert settings. As illustrated by Fig. the memory
containing the waveform was exposed via a communication bus to a Python
script that could write to it, running on a virtual machine on CERN’s technical

network. This has the advantage of changing the waveform properties, including
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the pre-distortion model without changing the firmware implementation. The
real-time, remote amplitude control was necessary to implement a smooth hand-

over from the main RF system to the barrier RF system.

3.4 High-level RF system

A beam synchronous direct digital synthesizer drives the six pairs of solid state
amplifiers. The outputs of these are directly connected to the cavity gap as
illustrated by Fig. [3.10] The broad-band cavity is loaded with the magnetic
alloy called Finemet® which couples to the beam similarly to a 1:1
autotransformer pp- 28-32]. The high power level signal chain alters the
phase and the magnitude of the harmonic components of the input waveform,
therefore a pre-distortion scheme was devised and applied to the input to counter
this effect.

200-MHz room CERN PS ring

Barrier hucket

PS1 turn delay
feedback board
with FPGA

Ethernet Real time
front-end Control functions
((511119)

Figure 3.10: The prototype barrier bucket system as it is installed in the PS.

3.4.1 Transfer function - linear pre-distortion

In the first order of approximation, the high power level system is considered as
a combination of linear elements. Therefore in order to establish the magnitude
and phase adjustments this makes to the components of the input waveform, an
So1 parameter measurement was performed from the input of the pre amplifier

of the high power signal chain to the cavity return sum, which represents the
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sum of the voltage of the six gaps of the cavity, see Fig. [B.10] The corresponding
transfer function in the 0 — 20 MHz range is shown on Fig. |3.11
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Figure 3.11: Measured S21 parameters from the RF input to the summed output
of all the cavity cells corrected for the attenuation in the path to the VNA and
the electrical delay from the input to the cavity installed in the ring.

Knowing the magnitude and phase shifts the system adds from the drive
input to the cavity gap, the inverse of these are calculated. Then the harmonic
components of the input waveform are modified accordingly: the magnitudes
are pre-scaled and the phases are shifted. Examples of linearly pre-distorted

waveforms can be seen in Fig. [3.12

3.4.2 Limitations

At highest power outputs harmonic distortion is detectable. The third harmonic
of the component having the highest amplitude in the wide band waveform was

the most pronounced. The deviation compared to the expected linear behaviour
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Figure 3.12: Pre-distorted input waveforms (blue) and cavity gap return wave-
forms (red) for the bucket stretching exercise with low intensity beam in barrier
buckets. Note, the delay was added to the red waveforms to display it on the
same plot.

was the highest, where these harmonics have a relatively higher amplitude, as
illustrated by the yellow-orange curves of Fig. [3.13] The figure shows the ampli-
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Figure 3.13: The first 25 sigma modulated harmonics used in the simulations
for different gap sizes at the peak voltage of 4 kV.

tudes required for a 4 kV peak RF voltage. This means in practice that longer
gaps than 300 — 400 ns will have a ripple higher or equal than the few percent
of the peak amplitude, since the present scheme does not have a compensation

mechanism for this. This would make a significant distortion in the drift space.
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However, gaps of this width are too long for the presently foreseen operational
conditions, therefore this does not limit the effectiveness of the gap generation
and were not investigated further.

The technical limitation of generating very narrow barriers is the available
cavity bandwidth, as illustrated by the blue curves of Fig. when compared
with Fig. [3.11] However, the amplification in this domain is lower resulting
in a lower waveform amplitude. Furthermore, to generate a shorter waveform
combined with a low amplitude means a significantly lower integrated pulse
strength as explained in Section therefore the achievable bucket height is
significantly less, too. This means in practice that much lower than 150 ns wide
gaps are not feasible to achieve if a full depletion of the line density in the gap
region is required.

Problems with the accuracy of the simple transfer function model were not
observed during the approximately 6 months of tests with beam and measure-
ments after the proton run stopped at the end of 2018. Nevertheless, it is
important to point out that the accuracy of this pre-distortion depends on the
accuracy of the transfer function measurements, since there is no feedback or
correction mechanism applied. Note that Fig. [3.11| represents the latest state
after the LS2 updates, measured in October 2020.

3.4.2.1 Potential improvements

Appendix[A]outlines a different way of synthesising the barrier bucket waveform
utilising its basic symmetries in the complex plane, that could potentially be
paired with a feedback system better than the current DDS-based version. This
was not implemented for the beam tests, since the open loop configuration with

a remote waveform update and linear pre-distortion was sufficient.

3.5 The barrier bucket RF system in BLonD

In order to simulate the longitudinal dynamics of the beam in barrier buckets,
the barrier bucket system had to be modelled in BLonD. The pulsed RF voltage
generating the barrier bucket has been modelled by the Fourier sum of 25 RF
harmonics with sinusoidal amplitudes.

The simulation uses the same Python code base as the remote waveform
generation, therefore there is no difference in the generation method between
the simulated and physical waveforms. Naturally, in a floating point arithmetic,
the fixed point limitations are not present, but the effects of these on the phys-
ical system are not pronounced given the sufficient resolution of the digital to

analogue converters [153].
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The starting point of the implementation is a so-called a single BLonD RF
system with the output:

Vo (t) = My, sin (nwt + ¢) . (3.18)
The magnitude M,, of one barrier harmonic for a given gap harmonic h is:
M, = a(n)b(n,h) . (3.19)

The energy kick is calculated in electron volts in BLonD, therefore the volt-
ages can simply be added to the energy term. Therefore the waveform synthesis
happens at the energy kick calculation. This means that the waveform synthe-
sis itself does not take added computational effort other than adding extra RF
systems to the simulation.

ner—1
AE] = AE; + Y Vjsin(w;At; + ¢;) (3.20)
j=0

The harmonics of the RF voltage program are illustrated in Fig. [3.13]adding

up to a peak voltage of 4 kV. The results of the simulations are presented in
Chapter [4
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3.6 Summary

The voltage and the bandwidth requirements for a barrier bucket RF system
for beam loss reduction were analysed and were found to be compatible with
the capabilities of the Finemet® cavity and amplifier system already installed
in the PS.

Different waveform shapes were investigated comparing their bandwidth and
the barrier bucket parameters they provide. The bandwidth requirement and
consequently the ringing of the waveforms can be limited by increasing the
convergence of the Fourier series by the application of sigma factors resulting in
smoother time domain waveforms. A sigma modulated, isolated sine pulse was
selected for the beam tests conducted in this study as a compromise between
bandwidth usage and achievable bucket area.

In order to realise the barrier bucket manipulation with beam, a beam syn-
chronous, arbitrary waveform generator concept was developed based on swap-
ping the sine look-up table of a conventional DDS with a remotely programmable
waveform memory. The concept was implemented on a field programmable gate
array and the drive successfully tested in the laboratory.

The LLRF drive was installed by the PS ring and integrated into the con-
trol system to perform beam tests. Since the signal chain from the waveform
generator to the cavity gap alters the magnitudes and phases of the harmonic
components of the input waveform, a linear pre-distortion scheme was devised
and implemented. The linear model performs adequately within the foreseen
operational parameters, but the limits of the scheme were also explored.

Finally, the barrier bucket system was implemented in a similar way to the
actual drive in the longitudinal beam dynamics simulator, BLonD for numerical

simulations.
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Chapter 4

Beam tests and comparison

with simulations

4.1 Introduction

The full validation of the low-level RF and power hardware completed, the
strategy was to confirm the beam synchronous operation first at PS injection
energy. The demonstration of this synchronisation was the objective of the
initial tests. As shown in Sec. more evolved manipulation schemes, like
changing the azimuth of the barrier to shorten and stretch the bunch in the
barrier bucket have been exercised at low energy to illustrate the behaviour of
the beam in barrier buckets. Following the success at low energy, high energy
beam tests were prepared by modifying the cycle for fixed target beams to
include the barrier bucket operation alone, and later, the combination of the
MTE with barrier buckets. Section presents an analysis on the details of the
longitudinal profile evolution at extraction and reports on the substantial beam
loss reduction achieved in the PS.

In order to test the barrier bucket scheme with beam at the foreseen oper-
ational conditions to reduce losses, the acceleration cycle for the fixed target
beams with MTE had to be modified as described in Section The barrier
bucket manipulation was added to the cycle after the acceleration in h = 16
buckets took place. This re-bucketing from the A = 16 buckets to the barrier
bucket and the debunching are detailed in Section[4.4.2) which reports on a series
of measurements with and without MTE. Simulations confirmed the observed
behaviour of the beam before extraction.

Extraction of the beam from the PS to the TT2 transfer line with MTE

was carried out. The results of the comparison of the longitudinal beam profiles
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before and after extraction to highlight the contribution of the extraction kickers
is summarised in Section To check the effects of beam intensity on the
quality of the longitudinal profiles at extraction an intensity scan is described in
Section The results were analysed and the effects of the impedance of the
cavities on the shape of the longitudinal profiles at extraction was evaluated.

Following the analysis of the beam loss at extraction, it is concluded that
the barrier bucket scheme reduces the losses at extraction significantly across
the probed intensity range. As expected, the magnitude of the loss reduction
depends on the size of the gap made by the barrier bucket system: a shorter gap
results in a smaller loss reduction. As the length of the gap in time approaches
the duration corresponding to the rise time of the extraction kickers, more than
an order of magnitude loss reduction is achieved in the extraction region at high
beam intensity as described in Section [4.4.5

The results presented in this chapter are based on signals from beam obser-
vation equipment, namely a wall current monitor (WCM) installed in the PS
ring, a wide-band electrostatic pick-up (WBP) in the TT2 transfer line and two
PS beam loss monitor (BLM) systems. The working principles of these devices

are introduced int the following Sections.

4.2 Measurement signals

The devices measuring the longitudinal line density in the PS ring and in the
TT2 transfer line are introduced in Sections and The integrated

beam loss was measured by two beam loss monitor systems in the PS briefly

presented in Section

4.2.1 Wall current monitor

Most of the measurement data reported in this chapter was acquired by a de-
vice called Wall Current Monitor (WCM). Such a device installed in straight
section 03 of the PS ring [156].

The device acts as a current to voltage transformer similar to a simple re-
sistor [157H159]. The passing beam induces an equal and opposite local image
current indicated in Figure This image current generates a voltage when it
reaches a gap in the beam pipe. More precisely, the voltage is an electromag-
netic pulse and is confined in a cylindrical geometry surrounded by a conductor
labelled detector cavity in Fig. To increase the inductance and thereby de-
crease the lower cut-off frequency of the device, the cavity is loaded with Ferrite
toroids. Absorbers damp the detector cavity resonances to improve the quality

of the signal towards the upper end of the device’s bandwidth.
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Figure 4.1: Sketch of the longitudinal cut of the Wall Current Monitor installed
in the PS illustrating its principle of operation.

The lower cut-off frequency is about 100 kHz, which is less than the quarter
of the PS revolution frequency, therefore it contains the relevant parts of the
spectrum of the longitudinal profiles. This device can not measure DC currents
since the cavity material is conducting providing a shunt. The upper frequency
cut-off is limited by the gap capacitance and it is about 4 GHz .
However, despite the presence of the absorbers, the higher end of the spectrum
is dominated by cavity resonances . The bandwidth used in these studies
was from 100 kHz to 500 MHz. The upper end was limited by the 1 ns sampling
rate of the acquisition system.

To observe the profile evolution, which happens on a longer scale than one
turn, the WCM acquisition is typically repeated with a given interval along one
part of the cycle, as illustrated in Figure Assuming adiabatic manipulations,
the profiles of consecutive turns in a synchrotron are very similar. Therefore for
economical data logging, depending on the beam manipulation, several turns of

logging can be skipped without the loss of information on the profile evolution.

4.2.2 Wide-band, electrostatic pick-up

In order to compare the longitudinal beam profile before and after extraction
from the PS, it was measured before extraction in the PS and after in the TT?2
transfer line. The device providing the transfer line profiles is introduced in this
section.

The wide-band pick-up (WBP) currently named BPMW208 , previously
UES208, with 4 tetrahedron-shaped electrodes forming a cube is installed
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Figure 4.3: An example of the raw acquisition from the oscilloscope and the
corrected beam profile.
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in the TT2 transfer line in the beam pipe. The signal from the capacitive
pick-up is impedance transformed using high input impedance and low output
impedance buffer amplifiers [164] to also preserve the low frequency part of
the beam signal. The acquisitions are five times longer in time, therefore their
lower frequency components are more relevant than in the case of the WCM.
The electrode signals are summed via an RF hybrid [165] and then connected
to an oscilloscope. The —3 dB bandwidth of the device installed in the transfer
line is about 5 kHz—400 MHz.

A slight correction in post processing was needed to compensate for the
baseline and still, the low-frequency cut-off of the system. Figure |4.3| shows
an example of the acquisition from the oscilloscope and the filtered waveform.

To compensate for the baseline of the acquired signal, a custom discrete-time
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Figure 4.4: Frequency responses of the compensation used for the pick-up signal.
The droop was compensated for by a high pass filter (left). Then it was replaced
by an integrator (right) for compensating for the losses on the low end of the
spectrum due to the low frequency cut-off of the acquisition. The sample spacing
is 0.5 ns, which explains the 1 GHz length of the full Nyquist range.

infinite impulse response filter was applied in post processing, as a part of a
standard collection of routines [166] developed for data analysis. The filter has
two operational modes. It is a high-pass filter when the beam is absent, acting
as a baseline corrector as shown in Fig. at the beginning and the end of

the blue trace. In the second mode, it is operated as a compensator for the
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low frequency cut-off of the acquisition system when the beam is present. The
frequency response of the two modes is shown in Fig. the baseline corrector
on the left-hand-side and the low frequency cut-off compensator on the right-
hand-side. See Figure for an example input and output. The analysis of the

discrete time filter was performed as part of these studies.

4.2.3 Beam Loss Monitors

When the particles of a beam hit parts of the accelerator, usually the beam
pipe, they generate a shower of secondary particles that can be detected using
a range of methods 167, |168]. A state-of-the-art beam loss monitor (BLM) is
capable of measuring the energy deposited by these particles over time, which
is dependent on the type of the radiation at a given site in the accelerator. The
relationship is usually established using Monte Carlo simulations [169-173].
The BLMs in the PS are ionisation chambers attached [174] to all 100 main
magnets [175, pp. 71-158], signalling the location of the integrated beam loss
along the ring. The current measured from the BLM [176, pp. 593-5] is inte-
grated over a cycle, representing the deposited charge relating to the beam loss.
The signal from both, the old measurement system in the PS 177} [178|, which
is only capable of a relative measurement, and the new, high dynamic range and
calibrated BLM system [179181] was used in the analysis in Sectionm The
particularly interesting region for our studies over straight sections 14-17, which
contain the dummy and extraction septa. This is where the beam is expected
to hit the accelerator first as explained in Section|[l] The barrier bucket scheme

is expected to reduce the integrated beam loss, as mentioned in Section

4.3 Low energy and low intensity studies

When the barrier bucket RF system was used with beam for the first time,
simple tests were performed to see the interaction of the beam with a single po-
tential barrier produced per turn at injection, this is detailed in Section |4.3.1
Producing two barriers per turn allows to check the adiabaticity of the manip-
ulations with moving barriers. Section presents the results of simulations
and beam tests performed with azimuthally moving barriers. The barrier speed
limits predicted by Section confirmed by both simulations and measure-
ments. The key beam parameters used in the low energy and low intensity
studies are in Table 41l
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Parameter name Symbol Value
Kinetic energy of the beam E 1.4 GeV
Maximum energy offset AFE 2.1 MeV
Intensity N 10! ppp
Average beam current I, 6.4 mA
Peak RF voltage \% 3—4kV
Revolution period T 2.29 us
One-sided barrier excursion in time ta/2 300 ns
One-sided barrier excursion in azimuth ¢a/2 7.5°
Time range of the manipulation tm 20ms —1s
The range of the relative phase velocity | |¢»/¢¢| | 0.01 —0.25

Table 4.1: Parameters used for the low energy simulations and beam tests.

4.3.1 Reflection at barrier during debunching

One bunch from the PSB was injected in the PS and solely the barrier RF system
was turned on. The first goal was to find the azimuthal position of the barrier
created each turn. By scanning the azimuthal position of the injected bunch,
the newly created barrier was found. Figure (top) shows the RF voltage and
the potential barrier made during half of a PS turn. Fig. 4.5 (bottom) shows the
profile evolution of two separate acquisitions with the same azimuthal barrier
position, but different bunch injection positions on two sides of the barrier. The
phase of the barrier was found by the protons reflecting off both sides of the
barrier. The barrier waveform was also inverted to check that the expected
bunching is observed instead of reflection. Although not shown here with low
energy beam, the bunching with high energy beam can be seen in Fig. (left).

4.3.2 Bunch length manipulation using moving barriers

While the strategy to inject the beam directly into a barrier bucket was sufficient
for the phase calibration of the system, it is not sufficient for more elaborate
beam tests. This is because the barrier bucket system can not provide sufficient
voltage for a matched capture of the beam at injection from the PSB. Nonethe-
less, it is possible to create a matched initial condition for beam manipulations
with the barrier bucket system alone. To begin with, one needs an isolated
bucket, which can be made by placing two isolated sinusoidal pulses next to
each other as shown in the bottom of Fig. 4.6 To match the beam distribution
to the isolated bucket created by these two isolated pulses, a blow-up with the
200 MHz system was performed. As a result, some particles were not captured
in the bucket between the two barriers, which need removal not to interfere with
the subsequent moving barrier tests. In order to achieve this, a transverse kicker

sufficiently fast to remove the uncaptured beam in one turn was chosen, because
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Figure 4.5: Protons reflecting off the right hand side and left hand side of the
potential barrier in a barrier bucket. Two longitudinal profile evolutions were
combined in this plot. Injecting the beam on the left hand side of the barrier at
about 320 ns and injecting on the right hand side of the barrier at about 700 ns.
The top of the image shows the RF voltage and the corresponding potential.

this allows to keep the beam in the conventional bucket between the barriers,
while removing the rest of the particles still circulating outside the isolated,
conventional bucket. A matched initial condition to start the manipulation is
thus achieved. Then the two barriers moved in azimuth to stretch the beam in
the bucket as shown in Fig

The key parameters of the manipulation are summarised in Table

4.3.2.1 Flatness of the line density

The beam was decompressed to barrier buckets of different drift space lengths
to observe the flatness of the line density. Optimisation of the input waveform
was performed to achieve a nearly perfectly flat line density during such an

operation as it can be seen in Fig. [A.7]

73



Figure 4.6: Illustration of the
RF program during a decom-
pression and compression op-
eration. The blue traces gen-
erate a conventional, isolated
bucket. The other traces gen-
erate barrier buckets with in-

creasing drift space from pur-

ple to yellow.
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Figure 4.7: Measured longitudinal line density profile evolution of a decompres-

sion operation with moving barriers.

4.3.2.2 Simulations

Before moving onto tests to check the effect of different barrier speeds on the

profile evolution, simulations with moving barriers are discussed in order to

compare the results of the measurements with the results of these. Figure

illustrates a voltage program of the simulations.

As in the real tests, the beam was matched to a conventional RF bucket

created by two barrier RF pulses right next to each other at the beginning of

The initial conditions of this bunch in the isolated bucket were

the simulations.

matched using tomography [182]| based on measured reference profiles similarly

Then the two,

isolated pulses were moved apart to expand the isolated bunch into a bunch

to the method used in the high energy case, see Fig. |

in a barrier bucket and compress to a bunch in a conventional bucket again as
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shown in Fig. [£.6]
The main challenge of the simulations using BLonD [129] was to model the

wide-band RF system, as it is outlined in Section To compress and expand
the beam, only the phase of the individual harmonic components was linearly
increased and decreased again. The main accelerator and beam parameters used
in these simulations are summarised in Table [£11

Since the intensity of the beam is very low, the beam induced voltage was
neglected in these simulations. The results of these simulations are directly

compared with measurements in the next section.

4.3.2.3 Comparison of measurements with simulations

The result of the estimation performed based on Section is that the barrier
pulse speed should be such that the ratio of the barrier phase velocity to the
maximum phase velocity is |q5b / ) ¢| < 0.5. The duration of compression and
expansion, t., was varied in a range of 10 ms to 300 ms. In all cases the bucket
was stretched to a maximum drift space of 600 ns and compressed back again.
Although the upper speed is still well below the optimistically defined limit, it
became clear during the tests that approaching even a fifth of this value results
in a significant perturbation of the bunch profile. Similar observations have
been reported in [45].

In the first tests, the barriers were receding and approaching only, therefore
the total time of the manipulation was 2t.. When ¢, = 10 ms, corresponding to
b, / é¢ ~ 0.25, the decompression and compression results in a highly perturbed
profile after the manipulation as it is shown in Fig. which shows the bunch
length measured as a Gaussian fit. The barrier bucket part can not be approx-
imated this way, thus it was removed from the middle plot. Therefore these
tests are suitable to calculate the perturbation or oscillation of the resulting
longitudinal line density profiles. However, when the speed of the barriers were
much slower corresponding to about (,Z.Sb / gz§f =~ 0.01, the original bunch profile
was restored after the manipulation as it can be seen in Fig. 4.9

In the subsequent tests a different timing was used aiming to measure the
filamented bunch length at the end of the manipulation rather than the oscilla-
tions as in the previously mentioned tests. This means that the total time was
kept as long as it was possible in the cycle, and an intermediate filamentation
phase in the created barrier bucket was added. The probed barrier speed range
was kept the same. Figure [£.10] shows the results of a fast, non-adiabatic ma-
nipulation, whereas Fig. [{.11] presents an adiabatic manipulation with a slow
barrier movement. It is clear from the simulated and measured profile evolu-

tion, that the measurements agree with the simulations to a high degree in all
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Figure 4.8: Evolution of the bunch profile during fast compression and expan-
sion at qS.b / (]Sf ~ 0.25. The oscillations after 60 ms are a clear indication of
a non-adiabatic manipulation. Simulated (left) and measured (right) profiles
are shown. The plot in the middle show the bunch lengths, highlighting the
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Figure 4.9: Evolution of the bunch profile during slow compression and expan-
sion at a normalised speed of ¢p,/¢r ~ 0.01. The smooth transitions indicate

an adiabatic manipulation. Simulated (left) and measured (right) profiles are
shown.

cases.
Performing Gaussian fits to the beam distribution before and after the com-
pression, the bunch lengths before the expansion operation and after the com-

pression are compared for two schemes of barrier motion, and the results are
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Figure 4.11: Evolution of the profile during slow compression and expansion at
¢n/d¢ = 0.01. Bunch profiles at the end are restored indicating an adiabatic
manipulation. Simulated (left) and measured (right) profiles are shown.

shown in Fig. [4.12] Tt is clear that once even the fifth of |¢y,/d¢| = 0.5 is ap-

proached, the difference in the bunch length increases significantly. In addition,
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the bunches are perturbed after compression resulting in a not well defined or
large bunch length due to the fast manipulations. Plot uses the same data as
Figure 4. in [2] (CC-BY), but the improved speed limit from Chapter [2is also
shown.

the data taken for the shorter beam manipulations show that the bunch length
spread increases for larger barrier speeds as a result of quadrupolar oscillations
of the final bunch. This view of the experimental data in Fig. [4.12| supports the
expected conclusion that approaching the optimistically-defined barrier speed

limit results in a non-adiabatic compression.
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4.4 Studies at high energy

As outlined in Chapter I} the aim of the studies is to reduce beam losses for fixed
target beams at the transfer from the PS to the SPS. The PS injection during
these studies was at 1.4 GeV kinetic energy and extraction happens at 14 GeV/c
momentum. The barrier bucket RF system can not accelerate the beam with the
required ramp rate, since the maximum voltage it achieves is not sufficient [31].
Therefore the main RF system [183] [184] operated at h = 16 is used to reach
the beam momentum of 14 GeV/c. Then, at flat-top, the beam is re-bucketed
in a barrier bucket.

Although sufficient for the acceleration of the beam, a single harmonic RF
system is unsuited to create a barrier bucket required for the beam loss reduc-
tion, because it can not generate a wide-band waveform. Hence re-bucketing
from the main RF system to the barrier bucket system is needed before extrac-
tion.

Given these requirements, beam tests at extraction energy were performed |1}
2]. A convenient choice to start was to modify the operational acceleration cycle
for the beam for fixed target experiments [185] as summarised in Section [.4.1]
The challenge was to find a way to accommodate the barrier bucket manipula-
tion in a highly optimised cycle [16} 21}, |22], while keeping the benefits of MTE.
Adding a re-bucketing operation from the h = 16 buckets to a barrier bucket
at 14 GeV/c momentum near extraction is compatible with the requirements of
the RF acceleration and handover and the limitations imposed by the maximum
duration of the existing cycle.

The description of the re-bucketing from the h = 16 buckets to a barrier
bucket is presented in Section [£.4.2] accompanied by simulations and measure-
ments with beam. To understand the longitudinal profile modulation due to
the drift of the particles around the barrier, a beam test and simulations with
a longer debunching time were also performed in addition to the operational,
shorter debunching duration. During this longer operation, the transverse split-
ting was disabled.

To observe the efficiency of the barrier bucket operation with the transverse
splitting, the latter was activated. The beam was extracted during five turns.
Section [4.4.3] compares the longitudinal profiles in the accelerator and the un-
folded longitudinal structure in the TT2 transfer line spanning five turns in time.
Variation of the longitudinal profiles depending on the intensity of the beam is
analysed in Section Finally, Section [£.4.5] presents the main achievement

of the study, the significant beam loss reduction at extraction.
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4.4.1 The acceleration cycle for the fixed-target beam in
the PS

As illustrated in Chapter |1} the beam is injected into the PS from rings 3, 4,
2 and 1 of the PS Booster (PSB), in this order, with the principal harmonic
number being h = 2. The injection takes place at 1.4 GeV kinetic energy,
upgraded [176, pp. 285-90] to 2 GeV (186} |187] of the accelerators. Since the
circumference of the PS is four times longer than the one of the PSB, the bunch-
to-bucket transfer requires an RF capture at h = 8 in the PS. The RF voltage
programs for h = 8 and h = 16, as well as the current programs for the magnetic
elements involved in the transverse splitting are shown in Figure for the

whole acceleration cycle.
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To suppress longitudinal instabilities during the PS cycle, a controlled lon-
gitudinal emittance blow-up with a phase-modulated 200 MHz system is per-
formed. After accelerating to an intermediate magnetic plateau at 3.5 GeV /¢,
an additional longitudinal emittance blow-up is applied, to mitigate instabilities
when crossing transition.

At the same time a splitting from 8 to 16 bunches is accomplished by chang-
ing the main harmonic to h = 16. The beam is then accelerated through
transition energy to the magnetic flat top at 14 GeV/c momentum. At this
point the beam is transversely split into four islands and a core. Then a de-
bunching process is realised by decreasing the amplitude of the main RF system
at 7.6 MHz (h = 16) down to zero. At the very end of the cycle, just before
extraction, the 200 MHz system is pulsed for 1 ms to modulate the longitudinal
beam structure and ease the injection capture in the SPS with its main RF
system at 200 MHz.

The operational cycle was modified for beam the tests to include the han-
dover to the barrier bucket RF system [1, 2]. One barrier per waveform was
generated to cover the rise time of the extraction kicker. These modifications

take place a the end of the cycle, after the main RF amplitude is dropped
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from 200 kV to about 12 kV and the transverse splitting to took place. An ex-
ception to this was the tests without the transverse splitting. In this case about
50 ms time was gained in some of the tests to study the re-bucketing process
longer.

The key beam parameters used in the high energy studies are summarised
in Table

Parameter name Symbol Value

Revolution period of the PS T 2.1 us
Momentum D 14 GeV/c

Intensity N 4 % 10 ppp — 2.2 x 10™3 ppp
Average beam current Iy 0.3A-17A

Total initial longitudinal emittance € 25 eVs

Peak RF voltage V 3—4kV

Length of the gap in time Lgap 150 ns — 300 ns
Duration of the manipulation tm ~ 20 ms

Table 4.2: Parameters used for the high energy simulations and beam tests with
one barrier pulse per turn.

4.4.2 Re-bucketing and debunching into a barrier bucket

As described in the previous section, the beam is accelerated to 14 GeV/c using
h = 16 buckets, since the main RF system has sufficient peak amplitude to
achieve this opposed to the barrier RF system. Therefore to achieve a gap in
the debunched beam at extraction a re-bucketing from the h = 16 buckets to
the barrier buckets must take place driven by an RF handover from the main,
single harmonic RF system to the barrier bucket wide-band system. The details
on how to perform this handover were first tried experimentally at the end of

run 2 of the LHC operation.

4.4.2.1 RF handover and observations with beam

One barrier waveform generating a gap was programmed per turn by lowering
the amplitude of the main RF system at h = 16 and, at the same time, in-
creasing the amplitude of the wide-band system. The voltage program and the
corresponding RF waveform evolution is shown in Figure top. During the
tests, the azimuthal position of the barrier was varied and the longitudinal pro-
file evolution was observed. The symmetry of the profiles at extraction around
the gap depend on the azimuthal position of the barrier bucket with respect to
the position of the conventional buckets. If the RF phase corresponding to the
unstable fixed point of both buckets is not aligned, the resulting longitudinal
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Figure 4.14: Total RF voltage evolution during re-bucketing with peak ampli-
tudes (top) and waveform (bottom).

profiles become asymmetric around the gap region. Simulations presented later
in this section provide an explanation for this observation.

This observation then defined the relative phase of the barrier RF system
and that of the conventional RF system during the re-bucketing. It can be
observed in Fig. that the zero crossing and the sign of the slope of the half
pulses generating a conventional and a barrier bucket are the same resulting in
the alignment of the unstable fixed points of the buckets.

Using an aligned RF program, profile evolution that is symmetrical around
the gap was observed see Fig. [£.15]

Apart from the positioning of the gap with respect to the bunches, RF wave-
form imperfections can cause uneven profiles at extraction, too. A few number

of tests were performed to investigate the effects of RF waveform distortions.
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4.4.2.2 RF waveform imperfections and drift

Inverted and distorted barrier waveforms were generated to trap the beam in
sub-buckets near the gap region. Figure shows three measurements with
different RF waveforms. Fig. [4.16] (left) illustrates the measured longitudinal
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Figure 4.16: Comparison of line-density modulations during the handover from
the conventional to the barrier bucket RF system. Left: re-bucketing to an
isolated bucket. Centre: modulation due to drift of particles. Right: modulation
due to both potential-well distortion and particle drift.

profile evolution corresponding to an isolated bucket made by an inverted bar-
rier bucket waveform. The merging of two bunches can be observed from 20 ms.
The measurement in the centre plot highlights the reflection around the gap
region with a conventional barrier RF waveform as reported earlier in this sec-
tion. During the measurement shown in the right figure, an inverted RF pulse
right next to the barrier generating the pulse was made. This plot shows both
phenomenon on two sides of the gap. The bunching can be observed on the
left-hand-side of the gap, where the sub-bucket was made by generating an RF
ripple. On the right-hand-side of the gap, the longitudinal profile evolution

consistent with particles reflecting off the potential barrier can be seen.
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4.4.2.3 Simulations

To analyse the bunch distribution at extraction, numerical simulations with
the longitudinal tracking code BLonD [129] have been performed. Appendix
contains further details on the simulation framework and the code developed

for the barrier bucket simulations.

4.4.2.4 Matching of the initial conditions

Most tests were performed with the time frame corresponding to the voltage
evolution shown in Fig. Hence the same RF program was used in the
initial simulations.

Apart from the RF voltage, the distributions were also matched. The parti-
cle distribution in the longitudinal phase space and its corresponding emittance
during acceleration can be reconstructed based on a set of bunch profiles us-
ing tomography [182]. To observe the fundamental beam dynamics during re-
bucketing, a matching of the measured distribution based on a parabolic beam
distribution was performed. Although a more sophisticated method exists |188],
this simple approximation was sufficient to simulate the fundamental behaviour
of the beam without intensity effects.

A set of longitudinal profile evolutions having different emittances were gen-
erated using BLonD. The reference profiles were available at the end of the
intermediate flat top, hence the RF parameters were matched to those earlier
in the cycle. These profiles were exported from the simulation and the same to-
mography algorithm was run on them as on the measured profiles. Figure 4.18
illustrates the reconstructed profiles from simulations and the reconstruction
from the measurements see Fig. The emittance corresponding to the low-
est error in the RMS emittance, the 90% emittance, the matched area and dp/p
was chosen. Approximately 1% agreement was achieved for all four parameters.

A minor longitudinal blow-up, 10% was added, since levels below this can
be expected from the moment of the emittance measurement, around C350 in
the cycle, and the start of the re-bucketing process to the barrier bucket around
C800. This is because the reference profiles were only available after transition
crossing at the end of the intermediate flat top, but before the acceleration in
the h = 16 buckets.
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on measured data. The reference profiles were available at the end of the inter-
mediate flat top.
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87



4.4.2.5 Results

Figure shows the simulated evolution of the bunch profiles under conditions
comparable to those of the measured evolution presented in Fig. It is clear

that the simulated and measured longitudinal line densities agree to a great

degree. The simulations reveal the longitudinal phase space at extraction, see
Fig. [£20, which highlights the slow synchrotron motion in the barrier buckets
at extraction. Only a fraction of the particles is reflected at the barriers.
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Figure 4.19:  Simulated
profile evolution for the
same principal RF volt-
age evolution as for the
measurements shown in
Fig[f.15] The initial lon-
gitudinal emittance cor-
responds to the one mea-
sured during accelera-
tion.

Figure 4.20:  Simulated
longitudinal phase
space  at extraction
with the matched emit-
tance corresponding
to Fig. [{I5] [419 and
without the 200 MHz
modulation. The partial
filamentation mechanism
in the barrier bucket is il-
lustrated. The projection
of the beam distribution
is also shown.

The limited time available for re-bucketing from the h = 16 buckets to the
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barrier bucket, combined with the low synchrotron frequency, means that there
is no time for the beam to filament into the barrier bucket. Since the duration of
a reflection at the barrier is significantly shorter than the drift time in between
the barriers, more particles are accumulated at the barriers near the reflection
region. This results in the formation of shoulders on the bunch profile, i.e.
regions with larger line density close to the barriers. This was also confirmed

by simulations, which are in good agreement with the measured data .

4.4.2.6 Debunching on a longer time scale

The slow drift of particles between the barriers being the reason for the for-
mation of shoulders near the gaps on a shorter time scale is also supported by
measurements taken on a longer time scale. Here the longitudinal profile evo-
lution corresponding to the drift of the particles can be observed. In order to
gain time for these measurements, the nominal MTE cycle was modified not to
include the transverse splitting. This made advancing the re-bucketing possi-

ble, see Fig. (right). Simulations on a longer time scale were performed
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Figure 4.21: Beam reflecting off a potential barrier, shown over half a PS turn.
The amplitude of the i = 16 system was lowered and then subsequently turned
off at 70 ms and the amplitude of the barrier bucket RF system was increased
to reach the maximum at the same time. The transverse beam splitting was
disabled during these measurements. Simulated (left) and measured (right)
profiles are shown.

to confirm the slow filamentation process compared to the time of the beam
manipulation in barrier buckets at extraction. Figure (left) shows the sim-
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ulated longitudinal profile evolution on the same time scale as the measured
data.

No more than 80 ms in total were available in the experimental cycle to
observe a full filamentation in the barrier bucket. However, simulations on an
even longer time scale were performed to confirm the slow speed of the fila-
mentation in the barrier buckets made at extraction. Figure (right) shows

Time [ms]

—— Gap: 200ns, 100kpb
~—— Gap: 300ns, 100kpb

3000 4000 5000

32.8 32.6 324 322 32.0 31.8 31.6 31.4 time [ns]
90% emittance [eVs]

Figure 4.22: Oscillations in barrier buckets with a pulse duration of 300 ns.
Beam profile evolution (right) and corresponding 90% area emittance (left).
Peaks in 90% emittance correspond to shoulder forming in the barrier bucket.

three consecutive turns logged in one acquisition. This acquisition was repeated
during the simulation and at the same time the corresponding 90% most dense
area occupied by the particles (left figure) was calculated as a measure of the
longitudinal emittance. The corresponding area in phase space occupied by
the beam increases only slowly. This provides further evidence that during the
time of the manipulation there is no significant macroscopic emittance growth,
this only happens on a longer time scale. However, tests with beam are still
required to confirm this result of the simulation at extraction energy given the
unusual initial conditions of the re-bucketing process. The emittance in this

case is measured with a numerical area calculation routine.
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4.4.3 Beam in the PS and in the transfer line

As explained in Chapter [ the extraction of the beam from the PS happens
during five turns, each turn extracting a beamlet of the length of the accelerator
circumference. The first four turns are extracting the islands of the distribution
using kickers KFA31 and KFA21 with a correction from KFA9. The rise time
of these kickers is 350 ns and their pulse is 10.5 us long. The core is extracted
with KFA4, KFA71 and KFA79, which have a much faster rise time of 56 ns,

but can not sustain the pulse longer than one PS turn [138].

4.4.3.1 Longitudinal profiles in the transfer line

In order to investigate the beam removed by the kickers in the longitudinal
structure and compare it with the gap made by the barrier, the longitudinal
profiles recorded with the WCM, e.g. Fig. and the WBP, e.g. Fig.
were compared.

During the joint beam tests in PS and SPS, the synchronisation of the po-
sition of the gap made by the barrier with the rise of the PS extraction and
SPS injection kickers was not yet possible for technical reasons. A scheme for
synchronising the phase of the barriers with the kicker rise times is proposed in
Chapter [5l This means that the trigger of the PS extraction and SPS injection
kickers, which are fixed with respect to each other in time, and the gap made by
the barrier was fluctuating randomly from cycle to cycle. Examples of the mea-
sured longitudinal beam profiles in the transfer line for three different scenarios
are shown in Fig.

A typical longitudinal beam profile without barrier bucket is shown in the
top plot. Two features are worth mentioning. Firstly, the increased line density
fluctuations during the first four extracted turns and, secondly, a short longitu-
dinal gap corresponding to the rise time of the kickers used to extract the first
island and at the end of the profile, the central beamlet during the fifth turn.
A profile corresponding to the barrier bucket position being asynchronous with
the rise of the extraction kickers is visible in the middle plot. The gap region
of the barrier bucket can be seen in the unfolded beam structure. In this case,
five additional gaps are added for the longitudinal beam profile. Their position
varies within the time corresponding to a single PS turn at the momentum of
14 GeV/c, i.e. 2.1 ps, as the transfer trigger jitters with respect to the gap posi-
tion due to the lack of synchronisation. The bottom plot shows a case when the
barrier bucket is approximately synchronous with the kicker rise times, which

occurred only accidentally during these measurements.
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Figure 4.23: Examples of the longitudinal beam structure measured in the trans-
fer line without barrier bucket (top), with barrier bucket asynchronous with the
rise of the PS extraction kicker (middle) and with barrier bucket synchronous
with the rise of the PS extraction kickers (bottom). The 200 MHz modulation
is clearly visible in all cases.

4.4.3.2 Longitudinal profiles in the PS and in the transfer line

Comparing the line density measured in the TT2 transfer line and in the PS
ring indicates parts of the beam lost due to kicker rise times. In the case of an
ideal, loss-less extraction, it is expected that the longitudinal line density signal
measured in the transfer line, during the five turns of extraction, is identical
to the longitudinal line density profile before extraction. Clearly, the total
longitudinal beam distribution is ideally the same before and after extraction.
To demonstrate this, the following analysis using and code developed
for this study was performed.

As both instruments, the WBP and the WCM are operated at different
sampling rates, have different bandwidths and their triggers were also different,

the acquired profiles from the two instruments were pre-processed. The WCM
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Figure 4.24: Single pass re-

Magnitude [dB]
|
o
<)

10° 107 108 sponse o € low-pass er.
f the 1 filt
0
3 The forward-backward filter-
g5 ing technique squares the fre-
& 10 quency response and cancels
10°8 107 108
Frequency [Hz] the phase response.

signal has high lower cut-off frequency, meaning that the comparison with the
WRBP is usable only when the barrier bucket is present. Furthermore, the WCM
and the WBP have different amplitude scaling and DC offsets. Therefore, nor-
malisation of the longitudinal line density and the current were also performed.
Simply scaling by the minimums and maximums is more sensitive to outliers
than the proposed method. A different normalisation was chosen based on the
basic statistical properties of the signals. The steps of the analysis are detailed
below.

The measured voltage from the WBP was downsampled using polyphase de-
composition [195, pp. 179-184], |196] in combination with an anti-aliasing filter
to match the sampling rate of the WCM without noticeable artefacts. Since
the high frequency components of the signal are not responsible for the fluc-
tuations in the longitudinal line density of the beam removed by the kickers,
an additional low-pass filter was applied to remove, in particular, the 200 MHz
component. The response of a single pass of the filter is shown in Fig. [4.24
The filter was applied forward-backward, which squares frequency response and
cancels the phase response [197]. Since the signal to be filtered has potentially
large swings at the beginning and at the ends of the intervals, the initial con-
ditions for the filter were chosen using Gustaffson’s method 198} 199]. As a
result, filter artefacts related to the transient response of the filter around these
regions are minimised.

The resampled WBP signal was then sliced up into five segments of equal
lengths in time, corresponding to one PS turn each. The falling edge of the
instantaneous beam current at the tail of the batch was chosen as a reference
position for the slicing. The slices were then summed giving a sequence of
samples corresponding to one PS turn.

It is assumed that the WCM, x, and WBP, y, signals are generated by
largely the same beam, but measured by the two different devices. Hence the
variance, the estimate of the normalised power of the signal [195, p. 816] in the

overlapping bandwidth, is the same apart from a constant scaling factor. The
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mean value, (x) differs only by a constant offset. The following normalisation

x[n] — (%)

X[n] =
VE SN (xli] - (x))?

(4.1)

cancels the DC offsets and the differences of the amplitude scaling at the same
time for the signal of length N. To align X and ¥ in time, the sample offset of the
maximum of their cross-correlation sequence [200], [195, p. 815] was used. The
non-overlapping parts were padded with zeros. The m-th term of the sequence

is: o
Ruylm] = 2 3" &I+ mlyln] (1.2)

n=1
It follows from the property of the cross-correlation sequence [195] p. 818], that
|ny| < Rxx{o] = Ryy[o] =1, (4~3)

where the normalisation was performed according to Eq. Figure il-

lustrates the normalised cross correlation sequence for a pair of acquisitions.

1.0

;,0.5
= Figure 4.25: The cross-
0.0 correlation sequence of the
signals compared in Fig. [4.26]

0 1000 2000 3000 4000

Samples with the maximum at 0.97

for this example.

In the ideal case when the signals are identical, the maximum of their nor-
malised cross-correlation sequence is equal to 1, which is the starting value of
their normalised autocorrelation sequence. Otherwise, max {ny} falls in the
[-1,1) interval, with a positive value signalling some degree of similarity.

Figure shows an example comparison between X and y. As expected, the
match between the normalised WCM and the normalised and summed 5-turn
signal of the WBP is nearly perfect.

There is a small, but relevant difference between these profiles during the
first few tens of nanoseconds. This short longitudinal gap can be attributed
to the rise time of the kickers required to extract the beam from the PS. The
difference is systematically present in all the summed profiles when compared
to the WCM acquisition before extraction. It only disappears when the barrier

bucket position is synchronised with the kicker rise time as it coincides with the
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Figure 4.26: The summed profiles from the WBP in the TT2 transfer line com-
pared with the WCM trace before extraction aligned according to the maximum
of Ryy.

gap position (Fig. bottom). Hence, the deviation between the traces of
Fig. during the first few hundred nanoseconds demonstrates a difference in
the line density attributed to the kickers.

Figure summarises how well the sums of five-turn acquisitions correlate
with the last-turn PS profile, taking into account in total 234 measurements
from the PS with different gap size settings. The higher correlation scores for
larger barrier bucket gap are due to the better signal-to-noise ratio. The lower,
but still positive, correlations with small gap sizes are due to the higher relative
noise in the profiles when the gaps made by the barrier bucket system are narrow.
Although the high lower cut-off frequency of the WCM means that it can not
measure DC levels of a coasting beam line density, an attempt of comparing
the WCM and WBP signals without barriers was made. This is possible by
detecting similarities outside the kicker gap regions in the longitudinal profiles,
for example based on the residual h = 16 structure that both signals still contain.
The downside is that the noise is higher once the profile comparison is restricted
to these regions. Therefore, the result is a wide variation from a low, but still
positive correlation to a relatively high correlation as illustrated by Fig. [£.27]
with a zero gap setting.

It is clear from the systematic analysis that the beam structure before and
after extraction when the barrier is present essentially only differs in a relatively

small detail. This underlines that the beam loss mitigation can be adequately
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Figure 4.27: The maximums of the cross-correlation sequences of the last ac-
quisitions before extraction from the PS and the summed five-turn profiles nor-
malised to the same power. Fach thin, horizontal line represents a pair of
acquisitions. The length of the horizontal line shows the relative frequency of
the values falling in the corresponding bin .

addressed by the barrier bucket system once it is synchronised with the extrac-
tion kickers. A sufficiently large gap can be made to leave time for the field of

the kickers to rise.

4.4.4 Intensity dependent effects

The measured variation of the line density at the edge of the drift space decreases
with increasing intensity. The difference of a profile calculated using local ellip-
tic [201] beam distribution and a measured profile can be seen in Fig. As
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the intensity increases, the measured line density gets closer to the calculated.
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In order to confirm this observation systematically, the acquisitions during the
intensity scan were analysed.

The measured profiles were low-pass filtered to remove the 200 MHz compo-
nent as described in Section using the same filter, see Fig. In order
to establish the position of the gaps, calculated profiles were cross-correlated
with the measured profiles.

A correction for the DC level based on the mean of the signal as in Sec-
tion [4.4.3] It was not necessary to normalise for the power of the rest of the
spectral components in this case, because the signal amplitude of the calculated
and measured profiles were in the same range, hence the correlation produces
accurate results. Figure shows an example of the result.

Since one gap per PS turn was made, the criterion for successful gap de-

tection was that the single, isolated maximums, see Fig. [£29] of the cross-
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: ! correlation sequence of the
-20 measured and calculated
-40 profiles with the detected
0 2000 4000 6000 8000 10000 K
Samples peaxs.

correlation sequence corresponding to the gaps are one revolution period apart
with a + 1% error corresponding to the uncertainty of the peak detection. The
minimums of Fig. [£:29] represent the shoulders that are in anti-phase with the
gaps. The reliability of the detection was improved by using a series of ideal pro-
files spanning three turns not just a single one. This value was established based
on practical considerations of the calculation, representing a trade-off between
accuracy and running time. The full cross correlation series spans almost 5 PS
turns in time, because the original data was spanning almost two PS turns, con-
taining two gaps, plus the calculated profiles were three turns long. Establishing
the position of the gaps made it possible to align the profiles automatically.
Once the azimuthal position of the gaps were known, the height of the peaks
of the longitudinal profiles near the gap region could be established by comparing
the flat region of the profiles with the peaks around the gaps as illustrated by
Fig. Technically, the profiles were normalised such that the height of the
line density between the gaps in the middle and the minimum of the line density
is equal to one, see Fig.[4.28|for an example. This way, the middle point between

the gaps, the mean of the centre of the profiles calculated for 200 ns, becomes
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Figure 4.30: Comparison of the low-pass filtered, normalised longitudinal line
density profiles at extraction at the same time in the re-bucketing process for
acquisitions with 180 ns gap size setting. The effect of the beam intensity can
be seen.

the reference for the height of the shoulders. This is a reasonable reference
since, as already said in Section the particles that reflect off the barriers,
can not reach the middle of the barrier during the manipulation. Therefore by
measuring the height of the excess peak, the deviation of the low-pass-filtered
profiles from the calculated can be compared.

Figure shows all the traces acquired by the WCM at extraction during
different cycles for the case of 180 ns gap setting, ordered by beam intensity.
The traces were sorted into three intensity categories based on the number of
available measurements: the beam intensity is less than 6 x 10'2 ppp in the
bottom plot, greater or equal than 6 x 10'2 ppp and less than 1.6 x 103 ppp in
the middle plot and greater or equal than 1.6 x 103 ppp in the top plot. The

colour of the traces is mapped to the intensity scale on the right of the figure.

98



2.0 i
¢
L L]
18
(]
)
(o}
»1.67
‘B
g
< 1.4¢
)
= —— 180 ns linear fit
- 1.2+ — 250 ns linear fit
e 180 ns
e 250ns
1.00 5 1.0 1.5 2,0 o

Intensity [ppp] x10'2

Figure 4.31: Normalised line density change along the bunch, showing a de-
creasing trend towards improved flatness of the bunch with increasing intensity.
The colours refer to the different gap duration settings as indicated in the leg-
end. Independent of the gap duration, the line density change improves with
increasing intensity. 63 and 76 acquisitions for 180 ns and 250 ns are shown.
The least-squares linear fits are displayed to highlight the downward trend.

Firstly, the observation is clear that longitudinal line density gets flatter as
the intensity increases.

Secondly, the asymmetry around the generated gap increases as the intensity
increases. Comparing the left-hand-side and right-hand-side of the gap regions
of the middle and top plots shows greater asymmetry than the same features in
the bottom plot. The observations seem to indicate that the asymmetry around
the gap: a sharper peak on the right-hand-side of the gap compared to the
left-hand-side is preserved as the intensity increases.

When extending the analysis to the longitudinal profiles corresponding to
a 250 ns gap setting, too, the observations indicate that as the intensity increases
the profiles become flatter irrespective of the size of the gap. Figure shows
the peak value of the line density profiles around the gap with respect to the
reference in the middle of the profiles. The normalisation described earlier in
this section means that the middle of the profiles correspond to the value 1,
meaning that an ideal profile without an increase in the line density around the
gap would have a line density peak of 1. Larger than 1 values indicate that
the line density around the gap is higher than the ideal, filamented profile’s line
density. The clear downward trend shows that the line density profiles near

extraction get flatter as the intensity increases.
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4.4.4.1 200 MHz modulation and flatness

The analysis was performed with several low pass filter settings with a cut-off
set at 20 MHz-500 MHz to establish the robustness of the cross-correlation
technique. When a low pass filter is used, the results are very similar to the one
reported in the previous section largely independent of the cut-off frequency of
the low pass filter.

Although the results without filter also support the same trend as the filtered
profiles, an additional effect of the short, 200 MHz modulation can be seen in
this case. Figure[£.32)shows that the trend is still visible with the high frequency
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Figure 4.32: The results of the analysis without low-pass filtering. The detection
routine is less efficient at the highest intensities in this case and there is an
overall increase in the line density peak when the 200 MHz system is active
with the 180 ns gap setting.

noise not filtered. However, a difference in the overall offset is clearly visible.
This is because almost all of the 180 ns profiles were acquired with the 200 MHz
system activated. Unfortunately, the detection was not successful for more of
the high intensity profiles with 180 ns due to high noise content without the
application of a low-pass filter.

As mentioned before, the reference level, corresponding to the line density
peak value 1 in Fig. [£:32] is taken in the opposite azimuthal position compared
to the position of the gap as an average calculated for 200 ns of the longitudinal
profile. Therefore the reason for the offset in the trend of the 180 ns, 200 MHz

modulated profiles is that the averaging provides the same reference value as in
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the previous analysis, but the line density peak is calculated as the maximum
of the line density in the detected gap region without smoothing.

Therefore, as it is clear from Fig. the 200 MHz modulation adds an
overall offset and changes slope of the trendline with the 180 ns setting compared
to its low-pass filtered counterpart in Fig. [£:31] However, the limited amount
of data available seems to indicate that the 200 MHz modulation does not
change the overall trend of improving flatness with increasing intensity, which

is expected because of the short duration of the manipulation.

4.4.4.2 Effects of cavity impedances

In order to investigate intensity effects, particle tracking simulations including
cavity longitudinal impedance models [202] were performed. Table lists of
all the RF cavities and their gap status after the re-bucketing has taken place.

Cavity Number installed | Gap status after re-bucketing
Finemet® 1 Open
10 MHz 11 Closed
20 MHz 2 Closed
40 MHz 2 Open
80 MHz 4 Open
200 MHz 6 Open during last 1 ms, only.

Table 4.3: RF cavities installed in the PS ring and the status of their gaps after
the re-bucketing into the barrier bucket took place.

The beam spectrum overlaps with the Finemet® cavity band, therefore the
most beam loading is expected in the frequency range of this cavity. This
expectation is confirmed with simulations. The parameters used were the same
as detailed at the beginning of Section The longitudinal impedance of the
cavities with their gaps open were included in the simulations. Figure
shows the simulated effective RF waveforms changing with beam intensity. The
distortion of the profiles near the peak of the pulses is visible as the intensity
increases.

In order to evaluate the relative contributions of the different cavities, the
total voltage for different configurations of cavities was calculated: Vary, repre-
sents all open gap cavities; Vic denotes the total voltage with only the Finemet®
cavity included; Vprog is the ideal, programmed voltage without any inten-
sity effects. Then simulations with these configurations were performed using
BLonD. The difference Va1, — Vrc represents the additional voltage contribution
originating in the 40 MHz and 80 MHz cavities. The difference Va1, — VProG
is the induced voltage contribution of all the cavities, including the Finemet®
cavity. Figure compares these voltage differences. As expected, there is
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Figure 4.33: Simulated voltage seen by the beam at extraction at different beam
intensities with reference. The impedance of the Finemet®, 40 MHz and 80 MHz
cavities with higher order modes was taken into account.

an order of magnitude difference between the induced voltage contribution of

the high frequency cavities and the Finemet® cavity to the favour of the latter.

The simulated longitudinal line density was also compared at different beam
intensities in order to provide an explanation to the observations with beam.
The change of the line density profiles can be seen in Fig. [£:35] as intensity of
the beam increases. The middle of the profiles corresponding to the drift space
in the barrier bucket are largely unaffected by the intensity. However, the line
density peaks in the gap region become uneven as the beam intensity increases.
There are larger and narrower peaks on one side and wider shoulders on the
other side of the gap. This phenomenon was only observed in simulations when
the Finemet® cavity was included, therefore it is attributed to the beam loading
in this cavity. A similar behaviour near the gap can be seen in Fig|4.30]in the
measured profiles. The increase of the line density corresponding to a longitu-
dinal blow-up in the drift space, based on these simulations, is not caused by
the beam coupling to the cavities that have open gaps during the manipulation.
Identifying the source of the increase of the line density, in particular in the

drift region requires further investigations.

4.4.5 Beam loss reduction

This section evaluates the success of the main practical aim of this study, the
beam loss reduction at the PS-SPS transfer by barrier buckets. As described in
Section the PS is equipped with two BLM systems, both of which were

collecting data during these studies. Careful alignment of the data acquired
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Figure 4.34: The relative contributions to beam loading at the lowest and
highest beam intensities of the different cavities. The voltage induced in
the Finemet® cavity is an order of magnitude more than voltage induced in
the 40 MHz and 80 MHz cavities.
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Figure 4.35: Simulated effect of beam loading in the Finemet® cavity on the
profiles at extraction with different beam intensities and without intensity effects
at a 180 ns gap setting.
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Figure 4.36: The measurements with the old (left) and new (right) BLM systems
show the effectiveness of the barrier bucket system in reducing the losses across
all intensities, which is obvious by comparing the orange box and whiskers
indicating much higher losses with the barrier off to the purple ones indicating
much lower losses when the barrier bucket system was operational.

by the BLM and WCM systems made the comparison of beam losses with and
without the barrier buckets possible. The results of the subsequent analysis are

presented below.

4.4.5.1 Reduction of losses

The following section assesses the magnitude of the beam loss reduction provided
by the new scheme. The integrated radiation dose along the cycle reported by
all the new BLMs were summed and compared when the barrier bucket system
was operational and when switched off. The losses at the moment of extraction
as provided by the old BLM system were also summed for all detectors and
compared with respect to the new RF system being active or not. The two
different BLM systems provide conclusive evidence on the effectiveness of the
beam loss reduction provided by the new barrier bucket RF. All cases with the
barrier on, irrespective of the size of the gap, were lumped together in Fig.
Both the left and right plots in Fig. indicate a beam loss reduction across
all gap sizes and intensities when the barrier bucket system is operational. The
barrier bucket scheme effectively reduces losses at extraction.

The difference in the spread of the measurements across the two plots of
Fig. with the barrier bucket system operational is the result of varying
beam loss reduction with different sized gaps. Shorter gaps were also tried
with 1.87 x 10'2 ppp beam intensity, but not with other intensities, hence the
whiskers are consistently longer in these cases representing a larger spread of
beam loss corresponding to a larger range of gap settings. This is presented in
detail in the next subsection. The small spread with the highest, 2.20 x 10'3 ppp

104



10!

= B Dbarrier OFF
= B barrier ON, gap size = 150 ns
(é 100t barrier ON, gap size = 300 ns
: |I h
%]
o
il
=1
=101} | I I
g ik :
g 0, Mfe o
_ 1 '-_'__l_.,_ »l,_ ' il 71',_ " _
10 0 5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95

1415161718
BLM location

Figure 4.37: An example logarithmic plot of the losses as the function of the
location in the PS ring with different gap sizes. Left: the total beam loss as a
function of location along the PS ring. Right: zoom of the BLM readings in
the extraction region. Plot shows the same data as Fig. 9 using different
colours and aspect ratios. The intensity corresponding to these measurements
is 1870 x 10'° ppp.

intensity of the control measurement, when the barrier is off, is because of the
low number of data points available. Furthermore, measurement data was not
available for the new system from straight sections 83-90 for technical reasons.
This is also seen in Fig. The losses in this section add to the extraction
loss shown in the left figure, but are missing from the radiation dose reported by
the right figure. Nevertheless, these details do not alter the overall conclusion,
that the new barrier bucket system is highly effective in reducing the losses in

the fixed target cycle.

4.4.5.2 Dependence of the losses on the gap size

The distribution of the integrated radiation dose during the cycle along the
whole PS circumference is illustrated with three examples in Fig. (left)
together with a zoom (right) of the extraction region. The measurement data
shown as a logarithmic plot by Fig. [£:37 was acquired by the new BLM system.
The more than an order of magnitude loss reduction is visible in straight section
15 with a 300 ns long gap. Even a shorter gap reduces the losses significantly
throughout the extraction region. The more particles are displaced by the wider
barrier in the septum region, the lower the losses, as expected. In practice,
wider than 300 ns gaps are becoming difficult to reach with the required quality
with the hardware as mentioned in Chapter [3| due to bandwidth limitations.
Making a much wider gap would not serve a practical purpose, either, since

even the slowest kickers involved in MTE have a 360 ns rise time as explained

in Section [L.4.3]
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Figure 4.38: Integrated beam loss in the extraction region with three intensities,
indicated on the top of the plot. The losses decrease as the gap size increases.
Figure re-plotted from [1] Fig. 10 using different colours.

Barriers with various gap sizes were generated at different beam intensities
as part of the studies. Figure summarises the low, medium and high in-
tensity measurements with varying gap sizes in the left, middle and right plots,
respectively. In all three cases the losses in the extraction region decrease with
increasing gap size as the barrier bucket covers a bigger fraction of the kicker
rise times. This demonstrates that the barrier bucket system is capable of sig-
nificant beam loss reduction when extracting fixed target beams from the PS
using MTE.
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4.5 Summary

Following the essential commissioning of the basic features of the new firmware
developed to generate barrier buckets with beam, barrier buckets with flat line
densities were produced from matched initial conditions. Progressing with more
complex tests, barriers moving in azimuth confirmed the theoretically predicted
behaviour of the beam in decompressed and compressed buckets.

The conditions for the re-bucketing at flat top from A = 16 conventional
buckets to a barrier bucket were studied with beam and analysed using particle
tracking simulations. These studies highlight that during the time available in
the cycle only partial filamentation in the barrier bucket can take place. For this
reason, to achieve a quasi-symmetrical longitudinal distribution at extraction
from the PS, the gaps generated by the barriers have to be aligned with the
gaps already existing before debunching between the conventional h = 16 RF
buckets.

Application of the cross-correlation sequence of the longitudinal profiles ac-
quired in the transfer line and the ones acquired in the PS also confirms that
the 5-turn-length profiles, when added together, after the multi-turn extraction
and the one-turn-length profiles before extraction are very similar. This was
expected, but never explicitly shown before. However, a relevant and system-
atic difference in the line density of these profiles also confirm that the losses
occurring at extraction are consistent with the extraction kicker rise times.

Using an adaptive barrier detection algorithm based on the cross-correlation
of calculated and measured profiles show that as the intensity increases the
flatness of the profiles also increases. A measure of the flatness was also de-
veloped. Comparing the profiles with varying intensity lead to the conclusion
that the improvement of the longitudinal line density at larger beam intensities
is likely to be independent of the size of the gap. The measured longitudinal
line density profiles show an asymmetry around the gap region with increasing
intensity. BLonD particle tracking simulations performed with the longitudi-
nal impedance models of the Finemet®, 40 MHz and 80 MHz cavities identify
beam loading from the Finemet® cavity as a likely source for the asymmetry of
the profiles. The reason behind the flatness of the profiles at high intensity is
subject of further studies.

Analysis of the carefully merged datasets acquired by the BLM and WCM
systems allowed to assess the beam loss reduction attributed to the new barrier
bucket system. Data from the old and new BLM systems was analysed focusing
on the total integrated loss along the whole ring and in the extraction region.
The clear conclusion can be drawn that the barrier bucket system reduces the

beam loss up to an order of magnitude in the extraction region. Scans with

107



different sized gaps demonstrate that the longer the gap, the lower the losses.
When the system was operated with a gap setting of 300 ns, a practically loss-
free extraction from the PS was achieved.

In order to benefit from this scheme, a synchronisation between the SPS
injection and the PS extraction processes has to be taken place. The next

Chapter presents a proposal for this.
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Chapter 5

A concept of
synchronisation for barrier
buckets

As explained in detail in the previous chapter, in order to benefit from the
beam loss reduction in both the PS and SPS, the gaps in the beam covering the
rise times of the PS extraction and SPS injection kickers have to be synchro-
nised. This chapter outlines a conceptual synchronisation scenario and presents
a proposed sequence.

The manipulation requires to move the bunches in azimuth in the PS with
respect to the beam already circulating in the SPS, which is investigated using

analytical calculations and particle tracking simulations.

5.1 Introduction

The SPS is presently able to receive the fixed target beam without barrier buck-
ets from the PS, therefore the fundamental criteria for synchronisation [143,
203, such as the energy matching of the beam at transfer and the aperture
requirements are met. However, since essentially a coasting beam is transferred
with a modest 200 MHz modulation, the means of a conventional RF synchroni-
sation are not necessary and therefore not available for this cycle. This presents
a challenge for beam in barrier buckets as opposed to a coasting beam, because
the gap needs to be generated synchronously with respect to the SPS reference
position as detailed below.

As introduced in Chapter [1} the fixed target beam in the PS is extracted

in 5 turns, hence one extraction fills 5/11 of the circumference of the SPS. There-
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fore two PS cycles are needed in order to fill 10/11 of the SPS circumference.
The remaining 1/11 of the SPS circumference remains empty in order to avoid
losses at extraction due to the rise time of the kickers of the SPS.

The two transfers from the PS to the SPS, including the trigger for the
extraction and SPS injection systems are presently controlled entirely from the
SPS. This is possible since the coasting beam structure allows to extract at any
azimuthal position. However, the presence of the gap means that this can not
be the case. The synchronisation process must be able to trigger the generation
of the barrier bucket in the PS such, that once the beam arrives in the SPS,
the gap initiated in the PS overlaps with the gap needed by the SPS. Figure
presents a diagram of the chain of the fixed phase relationships between the
systems involved in the synchronisation process to ultimately align the beams

in both accelerators.

fixed time of flight L
PS extraction SPS injection
fixed phase
Barrier RF fixed phase
fixed phase Figure 5.1: Chain of phase
relationships between the
h=16 RF SPS RF systems of the PS and SPS
_ . involved in the extraction
fixed phase fixed phase and injection. = The fixed
_ Goal: _ phase relationships mean
Beam in PS beams Beamin SPS | that the position of the beam
synchronised has to be aligned in the PS.

Moving the azimuth to achieve the fixed phase relationship means that the
synchronisation requires to slightly accelerate and decelerate the beam in the
PS. Such an azimuthal beam alignment is also referred to as cogging [204-212]
or re-phasing [213]. This operation can be used for example as injection phase
synchronisation, see for instance [214] and references therein, or for a collision
point alignment [215H220]. In all cases the success of the synchronisation de-
pends on whether the beam can follow the desired energy change associated
with the cogging.

There are four main constraints in the PS to change the mean energy of the
particles of the beam. All of these stem from the fact that only a few tens of
milliseconds are available for the synchronisation.

Firstly, the main 10 MHz RF system can not be set to a sufficiently high
voltage at flat-top once the transverse splitting is initiated, because the MTE

requires a low momentum spread, which can only be provided by a low RF
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voltage. Therefore to accelerate or decelerate the beam within the short time
frame is not possible with this system. Hence a strategy such as the one applied
for a conventional bunch to bucket transfer [214], is not directly applicable, only
as a part of the synchronisation.

Secondly, the synchrotron frequency is too low in barrier buckets to move
the beam azimuthally without significant perturbation of the longitudinal line
density as shown in Section [4.4] In addition, the barrier bucket RF system does
not have sufficient voltage to change the mean energy of the beam sufficiently
fast for the synchronisation.

Thirdly, the experimental studies and simulations of the re-bucketing in
the previous chapter have shown that the barrier bucket, and consequently the
gap in the longitudinal line density, can not be made at an arbitrary azimuthal
position as discussed in detail in Section[4.4.2] In fact, the gap has to be located
between two conventional h = 16 buckets.

Fourthly, the radial displacement has to be kept small during the manipu-
lation, because of the aperture limitation of the PS.

Introducing a short, few tens of milliseconds long flat-top, just before the
h = 16 RF voltage is decreased for the transverse splitting, could in principle
meet these requirements.

The initial idea is to profit from the already existing h = 16 structure of the
beam to accommodate the gap to be made by the barrier bucket, as there are
gaps between the bunches already. Then the barrier bucket azimuth is locked to
one of these gaps, closest to the known extraction position. Moving the bunches
and the gaps between the h = 16 bunches using the main RF system can be a
viable strategy, when its voltage is sufficient before the transverse splitting is
initiated. The position, where the gap should be is determined by the time of
the extraction, which is known well before the operation takes place from the
SPS. The advantage of such a manipulation is that it would only require a 1/16
azimuthal movement at maximum, conservatively assuming a one directional

azimuthal motion.

5.2 Requirements and constraints

As explained in the introduction, it is sufficient to move the beam by only one
h = 16 bucket and generate the barrier with respect to the nearest possible gap
position, assuming one directional movement only. Such an operation could be
achieved by using the main RF system before its voltage is lowered for transverse
splitting.

The radial displacement should additionally be small to respect the aperture
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limitation. On the other hand, the precision of the synchronisation can be
relaxed to the few ns compared to a conventional case, when this alignment
must be even an order of magnitude better to transfer a bunch into a very
short 200 MHz bucket in the SPS. The gap needs to only occur during the
kicker rise time, which is a few hundred ns long, therefore the centre position of
the gap can vary a few nanoseconds without the loss of the effectiveness of the

beam loss reduction scheme. The requirements are summarised in Table

Beam momentum 14 GeV/c

Precision <5 ns

Manipulation time tens of milliseconds

Max. phase change 27 /16 corresponding to 1 bucket at h = 16
Max. radial excursion < few mm

Table 5.1: Requirements for the synchronisation.

The main steps of a synchronisation sequence requiring only a 1/16 az-

imuthal displacement are shown in Table [5.2]

No. | Manipulation

1 Set PS revolution frequency is synchronous with the
on of the SPS at an exact ratio of 1/11.

2 Move the beam to the nearest h=16 gap synchronous
with the extraction azimuth.

3 Create barrier at the right position for re-bucketing

and extraction.
4 Trigger ejection system based on SPS signals.

Table 5.2: Overview of the proposed synchronisation steps when including a
short flat-top in the cycle after acceleration and before the transverse splitting.

After aligning the frequency reference of the PS to the SPS, the beam needs
to be accelerated and decelerated to move its azimuth. This is achieved by
changing the RF frequency at a constant magnetic field. The required duration

for such a manipulation is calculated in the following.

5.2.1 Minimum duration of the phase slip

Since one of the limitations is the radial displacement, the frequency requirement
is calculated from this, despite the fact that the radial position in practice
defined by the frequency. If the beam is displaced by AR at a constant magnetic
field [213], the required frequency change can be calculated according to [221]
p. 9] as:

df v?  dR

—_ = . 5.1
f ’Yt2r_’y2 R ( )
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The minimum time required for the beam to be on the modified orbit can
be calculated from the frequency offset. Fig. compares the time needed for a
half azimuthal change corresponding to a h = 1 phase slip in the optimistic two
directional case, with the time needed for the h = 16 and A = 32 movements, the
order of magnitude time difference is evident. Accepting a radial displacement
of maximum a few millimetres, the minimum time for the frequency bump is in

the order of tens of milliseconds.

250 L 1/2 azimuthal change
N 1/16 azimuthal change
2007 —— 1/32 azimuthal change
N
N
7150 .
<100 N
Tl Figure 5.2: The minimum
so0 T .
b time needed for the beam to
S —— spend on off-orbit versus the
05 1.0 15 2.0 25 3.0 . .
|AR| [mm] radial displacement.

5.2.2 Smooth phase bump

In order to avoid discontinuities in the phase or frequency program leading to
an unnecessary oscillation of the A = 16 bunch, a smooth, analytical pulse based

on a sine curve was introduced as the following:

A Pset, Tht) = (b;ft {t — % sin (?t)} (5.2)
tel0,T] ;  ¢eet € [—2m, 27 . (5.3)

The required phase slip of the gap between the bunches is ¢, measured in RF
phase of the h = 16 buckets. The duration of the phase bump is set by T" and
t is the running variable for time. Fig. illustrates the phase excursion in
the worst case, the corresponding relative RF frequency change and the radial
position change.

The advantage is that the phase has zero slopes at the beginning and at the
end of the curves. Because of the sinusoidal shape, all its derivatives will be
cosine and sine. Therefore the stable phase will also change as a sinusoid. This
curve may be optimised in the future, but as a feasibility test it is sufficiently
smooth as the following calculations demonstrate.

In order to calculate the synchronous phase change during the manipulation,
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Figure 5.3: The following parameters are shown during a 10, 20 and 30 ms long
manipulation: the pre-defined phase program (top), the relative change of the
RF frequency (middle) and the change of the radial position (bottom).

the frequency and momentum differential relation is used [221] p. 9]:

dp _ vay? df

— =7 . 5.4
P f >4
The relation above is combined with Eqs. 2.5] and [5.1] to obtain:
d 242 2 dR 273
sin st _ lg ’Ytr,y ﬂ—R — 7R Tvtr . (55)

[z =7V Ay

The estimates of the most relevant parameters during the manipulation,
the synchronous phase, the momentum change and the synchrotron frequency
according to Eq. are shown in Fig.

The bucket filling factor is in the order of 20%. The bucket area shrinks in
the case of the shortest, 10 ms manipulation by approximately 20% as illustrated
by Fig. bottom. Therefore the beam will still only occupy approximately a
quarter of the accelerating and decelerating buckets meeting this requirement.
However, a 10 ms short duration causes oscillations of the bunch as shown by
simulations, therefore this is already a limiting case of the operation. The actual
change of the bucket area is expected to be well below one fifth. The small stable
phase change with a small radial change compared to the aperture are promising
parameters showing that the beam could possibly follow a change in the order

of 30 ms during a short flat top.

114



¢s [deg]
o

dp [keV/c]
o o

—-10t_. ‘ : ‘ ‘

< I
E 1910.0
$1907.5¢

1.07 — —
o — 10ms
<E:° —— 20 ms
\_3 30 ms
<

08— 10 20 30 40 50

Time [ms]

Figure 5.4: The following parameters are shown during a 10, 20 and 30 ms
long manipulation with the same parameters as Fig. from top to bottom:
synchronous phase, momentum change, synchrotron frequency in the middle of
the bucket and relative bucket area.

5.2.3 Adiabaticity of re-phasing

To evaluate the adiabaticity of the RF manipulation, a general adiabaticity
criterion based on the bucket area change was applied, see [37] and [124} p. 303].
The conventional one based on the synchrotron frequency change [124, p. 241]
does not take into account the consequences of the change of the shape of the
bucket as shown below.

The relative bucket area change can be written as

dA
For the manipulation to be adiabatic the change of the area has to be small
compared to the synchrotron period as also explained for barrier buckets earlier

in Chapter [2] which means:

1 dAg

_1oadds) .
widn dt | S (5.7)

OzAB‘
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The following calculation was performed with the conventions of [124, pp. 241—
4] and separately using the variables of Eq. leading to the same result as
expected. The calculation using the former convention is presented.

Using the conventional oy, (¢s), the bucket area factor |[124} p. 243] for accel-
erated sinusoidal buckets and Eq. the following is true of the change of the
bucket area:

dAiNi wsab(¢s) _ ab(¢s) dws—i—wi O‘b(qss) (58)
didt \\/leosg ) eosgs] dt  Tdt \\/leosgi[) T

The change in «y, is much larger than the contribution of /| cos ¢s|, around the

zero stable phase where we operate, therefore:

A s
dd—f ~ oy 0 4, 30 (5.9)

dt dt
According to Egs. and

1 " ck& ta dws\|
w2ap, \ O dt bat )|

1 day, | 1 du
weor, dt w? dt

QAp = (5.10)

Neglecting the contribution of the first term in the sum Eq. leads to the
conventional adiabaticity criterion based on the change of the synchrotron fre-

quency:
1 dwy
w? dt

Oag = (5.11)

However, in our case, the contribution of the first term in the sum in Eq.
is two orders of magnitude higher than the second, therefore it can not be ne-
glected. Hence the classical adiabaticity criterion (Eq. can not be applied.

On the other hand, neglecting the first term in[5.10]leads to an approximated
adiabaticity criterion that is applicable to the phase slip:

1 dOéb

_ 1. 5.12
apws dt < ( )

Oép:

This result highlights that the main contribution to the change in the lon-
gitudinal beam dynamics during a phase slip is not the synchrotron frequency
change, but the change of the bucket area factor, which means trajectory shape
and bucket area change. In other words, a;, measures the adiabaticity due to
squeezing the beam into an accelerating and decelerating bucket, whereas it is
insensitive to the change of the synchrotron frequency. The three adiabaticity
parameters are compared in Fig. for the proposed phase slip. The rela-
tion between the adiabaticity parameters according to the triangle inequality

theorem is:
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Figure 5.5: Comparison of the general adiabaticity parameter (top), the approx-
imation valid for the phase slip operation (middle) and the conventional (bot-
tom) one. It is clear that the main contribution comes from the change of the
bucket area factor.

oap < 0ad +ap - (5.13)

A 10 ms long process is expected to be too short because the value of the
relevant adiabaticity parameters is higher than 0.05, which usually indicates a
non-adiabatic manipulation [124] p. 303], whereas in the other cases this value
is much lower. Furthermore, the a4, and oy, curve suggests that by optimising
the shape of the phase program, a faster manipulation can possibly be achieved
by smoothing the discontinuity in the higher derivatives of the phase curve.
This could achieve a somewhat lower peak adiabaticity.

With the analytical estimations being favourable when compared to the re-
quirements mentioned in Table macroparticle simulations were performed

to investigate the operation further in the next section.

5.3 Simulations and benchmarking

Macroparticle simulations using the longitudinal beam dynamics code BLonD
have been performed to investigate the phase slip after the beam is accelerated
to 14 GeV/c flat top momentum. In addition, benchmarking with past mea-
surements [222] [223] is also performed, since the accelerator complex was not

available to test the proposed scheme with beam.
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5.3.1 Benchmarking with past measurements

Validating the simulation code with previously conducted beam tests under very
similar conditions in the PS in 2016 [222, |223| was possible. Although the energy
of the beam and the RF frequency were different, the adiabaticity parameter
range of the measurement and the current proposal is almost exactly the same

as indicated in Table hence a fair comparison can be made.

Measurement Proposed
parameter (2016) | parameter
Energy 26 GeV 14 GeV
RF frequency 40 MHz 7.6 MHz
Max. RF amplitude 100 kV 100 kV
Azimuthal change range 0-360° 0-22.5°
Time range of the manipulation | 20-60 ms 10-30 ms
Peak synchrotron frequency 512 Hz 305 Hz
Adiabaticity parameter range 02 %-6.4% 03%-71%

Table 5.3: Parameter comparison of the measurements in 2016 and the pro-
posed and simulated parameters for barrier bucket synchronisation. Note the
adiabaticity parameter is based on the change of the bucket area, see Eq.
and [37].

Time [ms]

250 500 750 1000 1250 1500 1750 2000
Time [ns]

Figure 5.6: Longitudinal profile evolution during a 30 ms phase slip operation.
Data from the 2016 measurements. The colours indicate the longitudinal line
density from yellow (high) to blue (low).

The longitudinal line density evolution was available from the beam studies
in 2016. Figures and [5.§ provide a typical example of the longitudinal profile
evolution in the simulated and measured case, for an adiabatic and non-adiabatic
manipulation respectively. As Fig. indicates, due to the high h = 84 har-

monic number in the PS, the bunch is barely visible when looking at a whole
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Figure 5.7: Profile evolution aligned in the coordinate system of the bunch with
aa, = 0.2%. The plot shows that with a slow manipulation the beam can follow
both in the simulated (left) and in the measured (right) case, because the profile

evolution is preserved. The colours indicate the longitudinal line density from
yellow (high) to blue (low).
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Figure 5.8: Profile evolution aligned in the coordinate system of the bunch with
a4, = 1.9%. The simulations on the left show oscillation after the manipulation.
The measurements on the right show a that the beam is practically lost. This
was attributed to technical problems found in the phase program. The colours
indicate the longitudinal line density from yellow (high) to blue (low).
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turn longitudinal profile evolution data of the phase slip. Therefore the com-
parison was achieved by detecting the bunch position in the whole turn profiles
and aligning it along a straight line, effectively observing the manipulation in
the coordinate system of the bunch.

In the case of the slow manipulations as shown in Fig.[5.7|the bunch evolution
matches the measured one. This operation clearly preserves the shape of the
bunch and does not excite any oscillations, which is also confirmed by the low
adiabaticity parameter. The non adiabatic case of a short manipulation does not
reproduce the simulation exactly as shown in Fig. Problems with the phase
program function for the measurement were found for faster manipulations. The
azimuthal change was programmed as a phase change in RF harmonic number
h = 84. During the already fast azimuthal change h = 84 cycles were skipped
in the program according to the reconstruction, possibly causing an abrupt
phase change leading to an even less adiabatic manipulation. Nevertheless, the
adiabaticity parameter and the presence of the oscillations in the simulated case
shows that this manipulation is unacceptably fast, anyway. Further beam tests

are planned after the accelerator shutdown to test the operation.

5.3.2 Simulation results

With the 2016 measurement data analysed and the simulation code bench-
marked, the proposed phase slip operation was programmed in BLonD as indi-
cated by Table

Time [ms]

100 150
Time [ns]

Figure 5.9: Simulated longitudinal profile evolution during a fast, 12 ms h = 16
displacement. This time is too short for the manipulation as shown by the
oscillations. The colours indicate the longitudinal line density from yellow (high)
to blue (low).
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Figure 5.10: The simulated longitudinal profile evolution during a
slower, 30 ms h = 16 displacement. This time is sufficient for the manipulation

as shown by the lack of oscillations. The colours indicate the longitudinal line
density from yellow (high) to blue (low).

A scan was performed for a manipulation in 10 — 36 ms with an RF voltage
of 100 kV, which already underestimates the current value in the fixed target
cycle at flat top by 15%. However, the RF system in the PS can output a
maximum of 200 kV providing a substantial margin.

Two example cases are shown for the simulated longitudinal profile evolution
during an azimuthal displacement of a bunch by 27/16 (h = 16). Fig.
illustrates a worst, 12 ms case showing the highest oscillations in the probed

range due to the fast bump coupling to the synchrotron oscillations of the beam.
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Figure 5.11: The time difference between the average bunch position and the
programmed position for various durations of the phase shift manipulation. The
initial oscillations are an artefact of the imperfect matching in the simulations.
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Figure 5.12: The dependence of the position on the voltage and time available.
The higher the peak amplitude, the lower the amplitude of the oscillations and,
in general, the longer the time, the lower the oscillations. Due to the non-
linearity of the synchrotron oscillations bunch oscillations are very sensitive to
the length of the manipulation.

For an almost three times longer manipulation with a duration of 30 ms, as
depicted in Fig. the situation is much improved. There are no noticeable
dipole oscillations visible at the resolution of the plot.

To provide a more systematic picture on the time scale of the operation, the
difference between the simulated and the expected mean position in time was
calculated and the results shown in Fig. Lower RF voltages and shorter
times lead to stronger oscillations in general, but not always. For example
a 12 ms manipulation causes slightly higher amplitude oscillations than the
one executed in 10 ms, due to a resonance with the synchrotron frequency as
mentioned earlier. However, beyond approximately 20 ms the bunch oscillations
decrease for a longer manipulation. When reaching 30 ms in duration, the
manipulation does not induce any noticeable degradation of the longitudinal
beam quality. The initial oscillation is a result of an imperfect matching of the
particles at the beginning of the simulation as it can be seen in Fig. The
same random seed was used to generate the initial conditions in this case such
that the initial oscillations are the same.

A scan of the voltage shows (Fig. , as expected, that the lower voltages
result in higher oscillations, because the bunch in this case occupies a larger area
in the bucket and as the duration of the operation gets longer, non-linearity of
the synchrotron oscillations, but it still degrades the longitudinal beam quality
by causing an emittance increase. Following this campaign of simulations, a
duration of 30 ms for the azimuthal alignment as part of the synchronisation

seems adequate. Beam studies will be conducted to confirm this.
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5.4 Implementation

The steps of the implementation are illustrated in Figs. - and sum-
marised Table 5.4l

Upon arrival at the flat-top in the PS, the open loop revolution frequency
of the PS is set to the one obtained from the measured bending field during the
acceleration phase. Since the PS phase loop is initially closed, see Fig. the
effect of this synchronisation on the beam is not visible.

Once this is achieved, the radial phase loop gains are reduced to zero,
see Fig. thereby a fixed frequency is achieved. Because the phase loop
is off, the resolution (LSB) of the phase program will cause a drift. Therefore,
the resolution of the master clock [224] needs to be taken into account not to
cause a larger than a few ns displacement in the gap position at extraction.

Assuming re-using the present hardware the LSB of the master clock is
0.23 Hz. This integrated over 200 ms amounts to less than 500 ps time difference
of the expected and actual gap position in the worst case. Before performing
the phase slip operation, the RF phase versus the extraction phase is measured
in harmonic number 16, then an appropriate phase bump is applied to move
the gap by the difference in phase, see Fig. As a result, the beam is at
the correct azimuthal position for barrier bucket generation modulo 27/16. The
position of the gap is ideally the same as the setpoint of the phase bump, since
the gap is to be generated between two bunches. Therefore this is known and can
be controlled in the present firmware for the barrier bucket drive. The accuracy
depends on the accuracy of the phase slip, which based on the simulations the
beam can follow.

Since the azimuthal position of the beam does not have to be changed any
more, the main RF voltage can be lowered and the transverse splitting can take
place. At the end of this process, the barrier voltage is increased as the main
RF voltage goes from a low value to zero and the re-bucketing is performed with
the gap made at the correct azimuthal position.

The new manipulation would require only a little more time to be available
in the cycle. Table[5.5|shows the estimated durations needed for the individual

steps of the synchronisation process.
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Main sequence

Detailed steps

Establish pre-conditions for syn- | e
chronisation

Smooth switch from B-train fre-
quency reference to SPS RF refer-
ence, see also Fig.

Reduce phase loop gain to zero, see
also Fig. [5.14]
Reduce radial loop gain to zero.

Result

PS RF open-loop frequency is syn-
chronous with SPS RF.

Move the bunch to the nearest
gap position, see also Fig. [5.15

Perform phase measurement.
Program and perform phase bump
by acting on the master clock fre-
quency.

Result

Gap between h = 16 buckets is in
the correct position to be replaced
by gap made by the barrier bucket.

Barrier bucket and transverse | e
splitting, see also Fig.

Reduce main RF voltage from
about 100 kV to about 12 kV.
Perform transverse splitting.

Set barrier bucket azimuth to gap
position, which is automatically
synchronous with the PS extraction
kickers.

Re-bucketing: reduce main RF volt-
age from 12 kV to zero. Simulta-
neously increase barrier voltage to
2 — 4 kV depending on gap size.

Result

Gap in beam made synchronously
with PS extraction kickers and SPS
injection kickers.

Beam transfer .

Trigger beam transfer elements
based on signals derived from SPS
RF

Result

PS extraction and SPS injection
kickers switch simultaneously with
gap in line density.

Table 5.4: Steps of the proposed synchronisation.

Manipulation to Duration (ms)
Match PS-SPS frequency at flat-top to )
Perform phase measurement to+ 5 )
Phase bump to + 10 30

Barrier manipulation no added time
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Table 5.5: An example of the timings needed for the synchronisation.




Pick-up

l

Ag

I

Cavity

SfB=train

—_—
Master .
Sreret | D=1 cloak DDS

Figure 5.13: Step 1: Switch from B-train reference to external RF reference of
the revolution frequency.
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Figure 5.14: Step 2: Reduce phase and radial loop gain to zero.
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Figure 5.15: Step 3: measure phase difference and perform phase bump by
acting on the frequency of the master clock.
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Figure 5.16: Step 4. Perform transverse splitting and generate barrier bucket
by increasing the amplitude of the wide-band RF connected to the Finemet®
cavity.
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5.5 Summary

The proposed synchronisation scenario for the gaps generated by the barrier
bucket system with azimuthal positions required for the beam in the SPS is
different from a conventional bunch to bucket transfer. In order to align the
gap in the PS, the mean energy of the beam has to be temporarily changed
during unfavourable conditions such as: a relatively short time available for
the manipulation; the low RF voltage available from all RF systems during
the transverse splitting; the low synchrotron frequencies in barrier buckets and
potentially small radial displacement allowed by the MTE on top of the usual
aperture limitation. Short time and small radial displacement, in addition,
are conflicting requirements. On the other hand, compared to a conventional
bunch to bucket transfer, the accuracy of the synchronisation can be an order
of magnitude lower.

A fast synchronisation by placing the barrier between two bunches is pos-
sible with the gaps generated between the h = 16 bunches. This allows for a
short 27 /16 azimuthal phase slip while achieving effectively a harmonic one syn-
chronisation. Furthermore, the synchronisation is performed with the main RF
system before the transverse splitting takes place, when sufficient RF voltage is
still available to rapidly change the mean energy of the beam.

Analytical calculations of the bucket parameters during the phase bump
showed that the operation is feasible within a few tens of milliseconds. These
were complemented by macroparticle simulations of the manipulation, which
confirmed the analytical estimates. The simulation code was successfully bench-
marked against previous beam measurements in the PS.

The parameters used in the analytical calculations and in the simulations
were conservative. An ideal manipulation would only require a maximum of
27 /32 azimuthal change when two directional movement is applied around the
circumference of the PS. Yet, the twice, 27/16 has been included with the
assumption that the phase slip is only performed in one direction. Furthermore,
the increased injection energy of the PS after LS2 should be able to provide
further margin to accommodate the manipulations in this cycle.

Machine development studies to validate the steps of this synchronisation

scheme are foreseen during the upcoming run of the accelerators at CERN.
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Chapter 6

Conclusions

6.1 Summary of contributions

The three main contributions of this thesis are summarised in the following three
sections: the implementation of the LLRF drive signal for barrier buckets in
the PS, the subsequent commissioning and beam tests including the significant
beam loss reduction at extraction and the proposal for synchronisation of barrier
buckets between the PS and SPS.

6.1.1 Implementation

The requirements of the barrier parameters were analysed which confirmed the
compatibility with the existing PS Finemet® cavity and its high power level
RF installation. In order effectively reduce the losses, the duration of the pulse
has to cover the kicker rise times, defining the bandwidth requirement. The
amplitude has to be sufficiently high to contain the beam in the barrier bucket
for a given pulse length. The emittance was measured during the cycle and cross-
checked with simulations after de-bunching, form this the amplitude requirement
was calculated.

The waveform shape to generate a stationary barrier bucket is essentially
a free parameter as long as it has a flat part and has no DC component as
detailed in Chapters[2 and [3] Following a comparison of a few typical waveform
shapes, the isolated sine wave based implementation was chosen as a compromise
between bandwidth and bucket height. A general smoothing scheme was also
introduced to limit the bandwidth of any kind of waveform.

The concept of the waveform generator was developed and implemented in
programmable logic. A beam synchronous, swept clock digital synthesizer with

a remotely programmable arbitrary waveform look-up table [3] was selected,
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because it is synchronous with conventional RF signals, flexible and it is easy
to implement evolved manipulations such as moving barriers. It has the added
benefit of compatibility with the existing low-level RF infrastructure in the PS.
The hardware was installed and commissioned successfully.

A linear pre-distortion scheme was developed based on the transfer function
measurement, of the cavity and amplifier system. Since the behaviour of the
cavity does not drift significantly with time nor with beam intensity, no further
adjustments were necessary to this data-based model during the beam tests.

To simulate the behaviour of the beam in barrier buckets, all barrier tests
were compared to extensive tracking simulations in BLonD with the same fea-
tures as the hardware implementation, which allowed accurate simulations of

the beam dynamics with beam loading.

6.1.2 Beam test and loss reduction

First beam tests with a single barrier were performed to validate the proof-
of-principle and to calibrate its phase with respect to the beam. This initial
commissioning was successful. Special cycles were set up at injection energy,
which allowed to control the initial conditions of the beam in isolated and barrier
buckets. This, in turn, allowed to conduct more sophisticated tests to compare
the adiabaticity of the barrier compression and decompression against literature.
The results were in agreement with predictions and beam tests performed in
other laboratories as detailed in [2] and Chapter

Following the low intensity and low energy beam tests, the energy and the
intensity of the beam was increased to test the barrier bucket extraction scheme
close to its foreseen operational conditions. The fixed target cycle was modi-
fied to remove the transverse splitting. This allowed to check the re-bucketing
process from the h = 16 bunches to the barrier bucket at flat top in the PS
with 14 GeV/c momentum. It was established that for symmetry reasons the
gap made by the barrier has to be between two h = 16 bunches to obtain a
symmetric bunch profile at extraction.

The barrier buckets were combined with the transversely split beam in the
PS with great success, which is the main original result [1] of the present studies.
Subsequently, the longitudinal beam profiles were analysed in detail and it was
established that the extraction scheme scales works very well up to the highest
beam intensity.

The analysis of the beam loss monitor data confirmed the significant loss

reduction at extraction form the PS across all beam intensities.
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6.1.3 Synchronisation

To benefit from the beam loss reduction scheme, the barrier bucket generation in
the PS has to be synchronised with the injection in the SPS. For this to happen
the beam has to be moved in azimuth, which requires slight acceleration and
deceleration in the PS. The main constraint for acceleration is that very near
to the extraction there is no sufficient RF voltage to accelerate or decelerate
the beam with any of the RF systems available, because of the low momentum
spread required for the Multi-turn Extraction.

Introducing additional time just before the transverse splitting takes place,
where there is still sufficient voltage from the main, h = 16 RF system to move
the bunches was explored. If the position of the barrier is locked to the gaps
between the h = 16 bunches, then maximum only a 27/16 azimuthal movement
of the beam is sufficient in the worst case to synchronise the gap with the SPS.

Analytical calculations were performed to investigate the adiabaticity of the
operation. A phase slip in the order of few tens of milliseconds could move the
beam adiabatically for the gap to be at the right position at extraction. Particle
tracking simulations confirmed this, which were benchmarked with previous
measurements in the PS as the accelerator complex was not available for beam

measurements during LS2.

6.2 Future work

The feasibility of the barrier bucket operation for beam loss reduction in the PS
was established and the natural next step is to put the scheme in operation.

Approximately 50 ms time seems to be reasonable for the complete synchro-
nisation process. The time for this must be found within the fixed target cycle.
Therefore, the post LS2 fixed target cycle in the PS has to be analysed and
optimised to accommodate the synchronisation. This is foreseen to include an
optimisation of the de-bunching process at the end of the fixed target cycle. The
shape of the phase curve could be also tuned with respect to the adiabaticity
criterion shown in Chapter 6, which could possibly shorten the time for the
operation or improve the adiabaticity for the same duration.

Although the main steps of the synchronisation have been proposed in Chap-
ter [b further technical details remain to be elaborated. The steps of the smooth
handover from the PS to the SPS frequency have to be established. The mea-
surement of the phase after arrival on the flat top in the PS needs to be developed
an implemented in detail. The question whether one phase measurement be-
fore the phase bump is sufficient or not has to be investigated also with beam.

The technical details of the beam control of the frequency bump have to be
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ascertained. Further integration of the barrier bucket drive in the sequence of
synchronisation has to be established.

Following the path of the fixed target beam in the accelerator chain, after a
successful synchronisation, the next step is acceleration in the SPS. The conse-
quences of the gaps in the beam in the SPS and the impact on the experiments
have to be analysed and studied with beam especially with respect to transient
beam loading, since empty gaps have to be compensated by a larger line density
to keep the total intensity equally high. In addition, the detailed analysis of the
SPS ring performance for MTE beams in combination with the barrier bucket
is needed with the goal of quantitatively assessing the overall performance of

this new beam process.
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Appendix A

Synthesis using half
revolution frequency

harmonics

An alternative synthesis method using the basic symmetries of the barrier bucket
pulses is presented. A property of such a pulse is a difference of two, phase
shifted harmonic components at the half of the original harmonic frequency,

which can be used to generate the pulses in the frequency domain.

10.0 4 :— - — filtered
7.5 : —==- highest potential
5.0
2.5
0.0 |

—2.5

—5.0

—7.54

—10.0 A

Figure A.1: s; - start of the pulse, f; - end of the pulse, r; - the magnitude of
the pulse

To derive the synthesis method, the notations of Fig. are going to be
used. The Fourier coefficients for the i-th pulse in the pulse train can be found

by direct integration:

r rj —Jinfi —Jns;
COZ;(fi—Si) Cn,i:#(e mfi _ g7 ) (A1)
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To limit the amplitude of the higher harmonics, if this is needed, a low pass filter
can be added, which in this case is the o factor as also introduced in Chapter

The synthesizer formula for M pulses and N Fourier terms becomes:
Mo No1
V) = “ S fi—si+] e [ gnwi=fi) _ 'jn(m_si)} A2
=3 nens T : (a2
The o is defined as the following:

nm

2(N+1) (A.3)

On,m = sinc™

A symmetric barrier consists of two bumps of equal height and equal width.

Given sg, fo and 79 and the symmetry, s1, f1, 71 are all uniquely determined.
si=fo fi=2fo—s0 r1=-10 (A.4)

To express the symmetry in the formula, introducing b = fy for the barrier
centre and the barrier width as w = 2(fy — sg). Applying eq. the offset

cancels.

N-1
V(t) = WLJ Z % [ejn(wt—b—%) 4 ein(wt=bty) _ ern(wt—b)} (A.5)
n=1

This is the same as:

f_2b—w

V= LY el )

Where w corresponds to the width of the barrier bucket generating waveform.
The b corresponds to the azimuthal position. o acts as a low-pass filter and
w is the revolution angular frequency, ¢ the time, N the number of harmonic
components.

The merit of this formula is that the Fourier coefficients do not have to
be calculated, since the waveform is generated from two, clean complex ex-
ponentials. At the core of the waveform generator formula is a difference of
two harmonics at the half of the Fourier harmonic frequencies. The Fourier
harmonics correspond to the revolution frequency harmonics in a synchrotron.
Therefore the fundamental, phase shifted barrier components are at the half of
the revolution frequency. The revolution frequency harmonics are "restored” by
squaring the components or mixing them with themselves. Then a smoothing
window is applied. The process is illustrated in Fig.
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An alternative implementation using whole revolution frequency harmonics

can be achieved by grouping the terms in the bracket:

N-1
Vi) =S {7: ; % [ejn(wt—b) _ ein(wt=b=%) 4 ein(wt=b) _ ejn(wt—b-i—%)}

(A7)
The multiplication by 1/j and taking the negative of the imaginary part are
interchangeable, hence the slightly different formalism in Egs. [A.7] and
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Difference of two components summed Phase shifted difference summed

Mixing Filtering

Figure A.2: The illustration of equation The sum is performed at each step
to highlight the mechanism. The top left graph shows the difference of the two
frequency components at half of the revolution frequency summed up on their
own when there is no phase shift between them. The sum has only graphical
significance, the components cancel individually and the result is zero. Then
a phase shift in the half frequency components is introduced (top right) which
makes a pair of pulses when the components are added. Then these components
are squared and summed with the standard Fourier method (bottom left) and
the modified or filtered version (bottom right) using the o factors. It is clear
from the formula and the images that the magnitude of the phase shift is the
main factor in determining the width of the potential barriers.
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Appendix B

Location of firmware and

software

The GitLab repositories related to the PhD work are listed below for reference.

e Firmware for the FPGA: https://gitlab.cern.ch/BE-RF-PLDesign/
PS/EDA-02175-V2-BarrierBuckets.

e Additional routines for barrier bucket generaion in Python: https://

gitlab.cern.ch/mivadai/barrierbucketl.
o Initial re-bucketing simulations: https://gitlab.cern.ch/mivadai/BLonD.

e The analytical calculations and simulations related to the synchronisation:

https://gitlab.cern.ch/mivadai/PSBBSynchronisation.

e Accelerator related re-usable calculations, general helper routines: https:
//gitlab.cern.ch/mivadai/mkit.

o Versioned .svg diagrams: https://gitlab.cern.ch/mivadai/diagrams.
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