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Abstract

Parameterisations of bulk radiation damage in silicon are used to develop a model
for the evolution of leakage currents in silicon microstrip detectors held under bias
during irradiation. Leakage current measurements taken during proton irradiation of
detectors at low temperatures are used to calculate the radiation damage parameters
«, the current-related damage constant, and 3, the rate of acceptor creation. It is
found that a(20°C) = (4.8440.13) x 10717 Acm ™! and 8 = 0.0630 4+ 0.0018 ¢cm *
(for temperatures of —8 to —10°C), both in agreement with previous results. These
parameters are subsequently used to model bulk characteristics of silicon detectors
during operation at the ATLAS experiment. Although a significant increase in full
depletion voltage is predicted during operational periods, due to a large contribution
from unstable acceptor creation, the final results are in general agreement with

previous experimental studies.

The weak boson fusion production process gives a distinctive signature for a Stan-
dard Model Higgs boson due to forward tagging jets in the final state. The decay
H — WW® — [+][~ps is studied as a discovery channel for an intermediate
mass Higgs boson, and acceptance cuts are developed to isolate the signal from
the main Standard Model backgrounds. A signal can be observed above the 5o
level for myg = 160 — 180 GeV with an integrated luminosity of 5 fb~! and for
my = 150 — 200 GeV with 10 fb~!. Increasing the luminosity to 30 fb~! gives a
discovery range of my = 140 — 200 GeV and makes this channel robust against
systematic uncertainties on signal and background rates. The discovery range could
not, however, be extended to the light Higgs boson region with my ~ 115 GeV due
to the small branching ratio for H — WW®) in this region.
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Chapter 1

Introduction

Since the discovery of the electron by Thompson in 1897 our knowledge of the funda-
mentals of physics have improved immeasurably. From the discovery of the neutron
by Chadwick in 1932, through Pauli’s postulation of the existence of the neutrino
and it’s discovery in 1956, to Gell-Mann and Zweig’s quark model of hadrons in 1964
and the detection of the top quark at the Tevatron in 1995 great steps have been
made towards a complete understanding of the microscopic world around us. The
sum of all present theoretical understanding of the elementary particles and their
interactions is known as the Standard Model of particle physics, and includes all
particles so far observed experimentally and all forces between them except gravity.
There are, however, still some gaps in our knowledge, and it is hoped that many of
these will be addressed by experiments performed at the Large Hadron Collider at
CERN.

In this chapter a brief summary of the Standard Model, the Large Hadron Collider
and the ATLAS experiment will be presented, followed by an outline of the topics

covered in this thesis.
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1.1 The Standard Model of particle physics

The Standard Model of particle physics is a theoretical description of all the funda-
mental particles and the interactions between them. Only a brief summary will be

given here, since it is covered in detail in many textbooks, for instance [1-3].

All matter is comprised of particles with spin 1/2, which are known as fermions. The
fermions are divided into two groups, quarks and leptons, and into three generations
(see Fig. 1.1). Each generation consists of two quarks and two leptons, and their
anti-particles. The first generation, consisting of up and down quarks, electron and
electron-neutrino, makes up all stable matter in the universe. However two other
generations also exist, containing more massive counterparts to the particles of the
first generation. The second generation contains the strange and charm quarks, the
muon and its neutrino, whilst the third generation contains the bottom and top

quarks, tau lepton and its neutrino.

The matter particles experience four different fundamental forces; electromagnetic
(EM), weak, strong and gravity. Of these all but gravity are included in the Standard
Model. The fundamental forces are described in the Standard Model by the exchange
of spin-1 bosons, shown in Fig. 1.2. The EM force is described by the theory
of Quantum Electrodynamics (QED) where charged particles interact through the
exchange of the massless photon. The weak force is experienced by all fermions and

is transmitted by the massive W* and Z° bosons. The fact that the W= and Z° are

Generation 1 2 3
q=-1/3 3-9 MeV 75-170 MeV 4.0-4.4 GeV
Quarks t
9=+2/3 | isMev  [1.15-135Gev | 1743£5.1 Gev
4=t e u T
0.511 MeV 0.106 GeV 1.78 GeV
Leptons
q=0 Ve VM V‘I:

Figure 1.1: Fermions in the Standard Model. Particle masses taken from Ref. [4]
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Spin =1 Spin=0
Electromagnetic Weak Strong Higgs
Photon, vy W, Z Gluon, g H
q =0 mW= 80.41 GeV q =0 q =0
m=0 m,=91.19GeV | m=0 m> 114 GeV
qQu==*1
qz= 0

Figure 1.2: Gauge and Higgs bosons in the Standard Model.

massive is responsible for the short range or “weakness” of this force compared to
the electromagnetic force. Weak interactions conserve lepton flavour, so that W or
Z bosons can only couple to leptons in the same generation. When interacting with
quarks the weak interaction couples to linear combinations of the d, s, and b quarks
thus allowing quark flavour changing processes. The coupling between the different
quark generations is described by the Cabibbo-Kobayashi-Maskawa (CKM) mixing
matrix. Weak interactions, though, violate charge and parity conservation; only left-
handed neutrinos and right-handed anti-neutrinos are observed. In has also been
found that weak interactions violate combined charge and parity transformations,
CP-violation, first observed in the neutral kaon system in 1964 by Christenson,

Cronin, Fitch and Turlay.

The EM and weak forces have been unified into a single electroweak theory. To
explain the difference in mass between the (massless) photon and the (massive)
W= and Z° bosons the Higgs mechanism is introduced. This allows the W= and
7% to gain their masses whilst retaining the consistency of the theory, a process
known as electroweak symmetry breaking. It also results in the introduction of a
massive spin-0 particle, the Higgs boson (also shown in Fig. 1.2). The mass of the
Higgs boson is not predicted by the theory, but experimental searches at the Large
Electron Positron collider have placed a lower limit of 114 GeV on it [5]. The Higgs

mechanism and Higgs boson are explained in greater detail in Chapter 5.

The strong force is responsible for binding quarks into hadrons such as the proton
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and neutron. It is transmitted by eight massless gluons, and couples to colour which
is carried by both quarks and gluons; gluons can therefore couple to themselves. The
strong interaction increases in strength as the quarks move further apart, which

causes them to be “confined” into colour-neutral particles.

Whilst the Standard Model has to date been able to explain all experimental find-
ings there are still problems and inconsistencies with it that suggest that ultimately
a more fundamental theory may be constructed. For example, the Standard Model
contains 19 free parameters whose values must be found experimentally, and it is
expected that a complete theory would itself make predictions of these. Also, the
successful combination of the electromagnetic and weak forces suggest that a com-
plete theory would also unify the strong force too. Such “Grand Unified Theories”
do exist but introduce additional problems; for instance a finite lifetime for the
proton is predicted, which has never been observed experimentally. There is also
the so-called “hierarchy problem”; the lack of new physics between the scales of
electroweak symmetry breaking (=~ 10? GeV) and grand unification (= 10'° GeV)
requires a great deal of fine-tuning of the theory. Another popular area of theoretical
research is that of supersymmetry, where all bosons have a fermionic superpartner
and each fermion a bosonic superpartner. Supersymmetric theories solve many of
the problems associated with other Grand Unified Theories, and also allow the in-
clusion of gravity. Of course, it should not be forgotten that one particle predicted
by the Standard Model remains undiscovered, the Higgs boson. It is therefore of
utmost importance to gather experimental evidence either for or against the Higgs

boson.

1.2 The Large Hadron Collider

In order to investigate new physics it is necessary to produce interactions at higher
energies. Whilst the Large Electron Positron (LEP) experiment has reached centre-

of-mass energies of up to 210 GeV, its ultimate energy is limited by energy losses



Introduction 5

due to the emission of synchrotron radiation. This affects light particles, such as
electrons, much more than heavy particles; for a given particle energy and radius
of curvature the rate of energy loss is proportional to 1/m* where m is the particle
mass. By using protons as the colliding particles the energy lost to synchrotron
radiation is greatly reduced and higher centre-of-mass energies can be achieved.
New physics beyond the Standard Model is expected to be found at energies below
1 TeV. However, with protons as the colliding particles the centre-of-mass energy
needed is greater than this, since the proton is a composite body of quarks and
gluons. In a hard proton-proton interaction only one quark or gluon from either
proton will actually be involved, each of which will carry a fraction of the total
energy of the proton. In addition to having a collider with a large centre-of-mass
energy it is also important for it to have a high luminosity, so that the number of

events containing interesting physics is maximised.

The Large Hadron Collider (LHC) [6] is currently under construction and when
completed will be the world’s most powerful particle accelerator. Situated in the
same 27 km circumference tunnel as was used by LEP, the LHC will accelerate two
beams of protons travelling in opposite directions and then collide them together at
centre-of-mass energies of up to 14 TeV. The accelerator chain of Linac, Booster, PS
and SPS will be used to inject protons into the LHC at energies of approximately
450 GeV. These are then accelerated using super-conducting cavities cooled to liquid
helium temperature to energies of up to 7 TeV. Both beams are situated in the
same physical structure and share the same yoke and cryostat; super-conducting
dipole magnets are used to provide the magnetic fields of 8.36 Tesla needed to
bend the particles around the LHC rings. The design luminosity of the LHC is
10%* cm~2s7!, and the protons will be in bunches of up to 10!! particles with a
bunch spacing of 25 ns. The two beams can be collided at four insertion points,
at each of which is situated a different experiment. At two diametrically opposite
high luminosity insertion points are the general purpose experiments ATLAS [7]
and CMS [8]. At two low luminosity insertion points are the LHCb experiment [9],
designed specifically for studies of the physics associated with the bottom-quark, and
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the ALICE experiment [10], designed for the study of heavy ions with the LHC used
in its other mode of colliding two beams of Lead ions with centre-of-mass energy

1150 TeV and luminosity up to 10?2’ cm=2s71.

1.3 The ATLAS experiment

The ATLAS (A Toroidal Lhe ApparatuS) experiment is one of two general purpose
detectors planned to operate at the LHC. As such, ATLAS has been designed with
the intention of covering as many different physics signatures as possible. Foremost
in this is the search for the origin of electroweak symmetry breaking, with coverage
provided for the full range of allowed masses for a Standard Model Higgs boson,
or the group of Higgs particles predicted by the Minimal Supersymmetric Standard
Model (MSSM). Additional physics that can be searched for include evidence for
supersymmetric particles, heavy gauge bosons W’ and Z’ and quark compositeness.
The LHC will also be a b-factory, with vast production of b-quarks, allowing the
study of CP-violation in the BY system.

The basic design priorities for ATLAS can be summarised by [7]
e Efficient electromagnetic calorimetry for the identification and measurement

of electrons and photons, plus hadronic calorimetry for measurements of jets

and missing transverse energy.

e Efficient tracking at high luminosity for the measurement of charged lepton
momenta, electron and photon identification, b-tagging, tau and heavy-flavour

identification, and vertex reconstruction at low luminosity.

e Precision measurements of muon momenta at high luminosity with muon sys-

tem only, plus triggering ability on low pr muons at low luminosity.
e A large acceptance in pseudorapidity 7.

e Triggering and measurement of low pr particles.
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The ATLAS detector is constructed from several different sub-detectors, the layout
of which is shown in Fig. 1.3. Closest to the interaction point is situated the Inner
Detector, which is contained inside a solenoidal magnet providing a central field of
2 Tesla in the beam direction. Outside of this are located first the electromagnetic
(EM) and then the hadronic calorimeters. Finally, there is the muon spectrometer
and air-core muon toroid magnet system. The muon spectrometer defines the overall
size of the ATLAS detector, which is 42 m in length and 11 m in radius, with a total

weight of approximately 7000 tons.

1.3.1 The Inner Detector

The main aims of the ATLAS Inner Detector [11,12] are to reconstruct particle
tracks and vertices with high efficiency, and to provide information for electron,
photon and muon identification over an acceptance of |n| < 2.5. This is achieved
through a combination of both discrete and continuous measurements. Discrete
measurements are performed by several layers of silicon pixel and microstrip devices.
These provide very accurate spatial measurements but also introduce a large amount
of material into the detector so their use must be limited. A large number of
individual measurements for each track is retained by also using a straw tube tracker

to provide continuous measurements.

A diagram of the Inner Detector layout is shown in Fig. 1.4. The innermost subsys-
tem of the Inner Detector is the Pixel detector, designed to provide high-precision,
high-granularity measurements as close to the interaction point as possible. It con-
sists of three barrel layers at radii of 4 cm, 10 cm and 13 cm and four end-cap disks
each side at distances from the interaction point of |z| = 49 — 104 cm. In total
the pixel detector has 140 million individual detector elements and provides three
precision measurements per track over the full acceptance. The innermost pixel
layer, or B-layer, is important for providing secondary vertex measurements but will
also suffer from a great deal of radiation damage by virtue of being so close to the

beam-pipe; this element is therefore designed to be replaceable. The resolution of
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Figure 1.3: The ATLAS detector.
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Figure 1.4: The ATLAS Inner Detector.

the pixel detector is (taking the barrel layers as an example) 12 ym in 7¢ and 66

pm in z.

Outside of the Pixel detector is the Semiconductor Tracker (SCT). This comprises
over 16000 individual silicon microstrip detectors arranged into four barrel layers (at
radii of 30.0, 37.3, 44.7 and 52.0 cm) and nine end-cap disks each side at distances
from the interaction point of |z| = 83.5 — 278.8 cm. The individual detectors in the
barrel are rectangular in shape having dimensions of 64 mm by 63.6 mm with 768
readout strips of pitch 80 um. The detectors are arranged into modules, consisting
of two layers of two detectors each, the detectors in each layer having their strips
daisy-chained together. The two layers are then glued back-to-back with a stereo
angle of 40 mrad between the strips in each layer. The barrel modules are positioned
in the SCT so that the strips are parallel to the beam direction, and the resolution
per module is 16 gym in r¢ and 580 pym in z. The modules for the end-cap disks
are constructed in a similar way, but using wedge shaped detectors with tapering
strips, positioned so that the strips are radial. On average the SCT will provide four

precision measurements for each track.

The outermost component of the Inner Detector is the Transition Radiation Tracker

(TRT), which uses 4 mm diameter straw detectors. The TRT is divided into a barrel
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region, containing ~ 50000 straws of length 144 cm and covering a radial range of
56 - 107 cm, and two end-caps, consisting of 18 wheels containing ~ 320000 straws
and covering a radial range of 48 to 103 cm. The TRT will provide approximately
36 measurements per track with a resolution per straw of 170 ym. The use of Xenon
in the straws also facilitates electron identification by detecting transition radiation

photons created in a radiator between the straws.

1.3.2 Calorimetry

The ATLAS calorimeter system [13-15] is shown in Fig. 1.5. Four different subsys-
tems are present; the electromagnetic (EM) calorimeter, with coverage of 5| < 3.2,
the hadronic barrel and hadronic end-cap calorimeters, with coverage |n| < 1.7 and
1.5 < |n| < 3.2 respectively, and the forward calorimeter (FCAL), with coverage
3.1 < |n| < 4.9.

The EM calorimeter is designed to reconstruct electrons and photons with excellent
energy and spatial resolution. It is a lead/liquid Argon detector with accordion
geometry, and is divided into a barrel section covering |n| < 1.475 and two end-
caps covering 1.375 < |n| < 3.2. The total thickness is greater than 24 radiation
lengths over the whole region. The EM calorimeter is divided into cells that are
projective towards the interaction point over the entire pseudorapidity range. For
pseudorapidities |n| < 1.8 the material seen by a particle before it reaches the EM
calorimeter is more than 2 radiation lengths. A presampler is used in this region
to correct for the energy lost by photons and electrons to the material already
traversed. This consists of an active liquid Argon layer of thickness 1.1 cm in the
barrel region and 0.5 cm in the end-cap region. The expected energy resolution of

the EM Calorimeter is
E 10%
& — 0 sy 1%
E VvE

The hadronic calorimetry is designed for the reconstruction and measurement of

jets, and also the measurement of missing transverse energy. The hadronic barrel
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Figure 1.5: The ATLAS calorimeter system.

calorimeter is a sampling calorimeter using an iron absorber and scintillating tiles
as the active medium. It covers a radial region of 2.28 to 4.25 m, equivalent to 7.2
interaction lengths, and the granularity is An x A¢ = 0.1 x 0.1. The hadronic end-
cap calorimeters utilise a liquid Argon active medium, with a copper absorber. The
granularity is Apx A¢ = 0.1x0.1 for 1.5 < |n| < 2.5 and 0.2x0.2 for 2.5 < |n| < 3.2.
The FCAL is perhaps the most challenging of the calorimeters from a design point-
of-view, as it will be positioned in a high-radiation environment. Additionally, to
limit the amount of neutrons it emits into the Inner Detector it is recessed from the
front face of the EM calorimeter end-caps by 1.2m. Thus a high density design is
required to provide sufficient interaction lengths. A metal matrix is used, copper
in the first section and tungsten in the other two, with rod electrodes in regularly
spaced tubes. Again, liquid Argon is used as the active medium, since it is inherently

radiation hard. The expected jet energy resolution of the hadronic calorimetry for
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the region |n| < 3 is

— = 3
\/EEB%

a(E) _ 50%
E

1.3.3 The Muon Spectrometer

The muon spectrometer [16] is designed to provide high precision muon measure-
ments, with a stand-alone triggering system so that it can be used independently
of the inner detector and calorimetry. Deflection of the muon tracks is provided by
superconducting air-core toroid magnets, which produce a field generally orthogonal
to the direction of the muons. Magnetic bending is provided by the barrel toroid
for pseudorapidities of || < 1, by the two smaller end-cap toroids for pseudorapidi-
ties 1.4 < |n| < 2.7, and a combination of the two for the “transition region” of
1 < |n| < 1.4. Separate systems are used for high-precision measurements and trig-
gering. Precision measurements over most of the pseudorapidity range are provided
by Monitored Drift Tubes, with Cathode Strip Chambers at large pseudorapidi-
ties and close to the interaction point. The triggering system covers |n| < 2.4,
and utilises Resistive Plate Chambers in the barrel and Thin Gap Chambers in the
end-cap regions. The momentum resolution of the muon spectrometer varies as a
function of 7 and ¢, but is better than 5% over more than three quarters of its

area [17].

1.3.4 Triggering and DAQ

Due to the high luminosity of the LHC a sophisticated triggering system is required
to reduce the event rate by only selecting events which appear to be of interest.
The ATLAS trigger is in three levels, LVL1, LVL2, and EF (event filter), each level

reducing the event rate before final event storage.

The LHC will have bunch crossings every 25 ns, a rate of 40 MHz, and this full rate
is accepted by the LVL1 trigger. High transverse momentum muons are identified by

the muon spectrometer, and high transverse momentum electrons and photons, jets
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and large missing transverse energies are searched for using all of the calorimetry
with reduced granularity. Information from the inner detector is not used. The
maximum output rate for the LVL1 trigger is 75 kHz, and the latency (time taken
to make the LVL1 trigger decision) is 2 us, during which time all of the event
information is stored in “pipeline” memory. Events selected by the LVL1 trigger have
the data from the detectors transferred into readout drivers then readout buffers, and
the event is passed to the LVL2 trigger. This makes use of “region of interest” (Rol)
information provided by the LVL1 trigger, such as the position of candidate objects,
to reduce the amount of detector data that must be analysed. Extra rejection
power is provided by utilising the information from the inner detector and using the
calorimetry with full granularity. The LVL2 trigger is expected to reduce the rate
to approximately 1 kHz, with a latency of between 1 and 10 ms. Events passing the
LVL2 trigger have the event data transferred to storage for the EF. The EF will use
refined and more complex algorithms to make the final selection of physics events
which will be stored for offline analysis. The event rate for final storage is expected

to be approximately 100 Hz, equivalent to a data storage rate of approximately 100

MBs™!.

1.4 Topics covered in this thesis

Two major topics will be covered in this thesis. Firstly, the effect of radiation damage
on silicon microstrip detectors will be investigated. It is essential for the ATLAS SCT
that the detectors remain fully operational for the whole lifetime of the experiment,
even though they will be subject to a harsh radiation environment. To this end
silicon microstrip detectors have been irradiated to the predicted 10 year radiation
dose, and measurements taken during irradiation can be used to study the radiation
damage effects. In Chapter 2 a summary of the theory behind the operation of
silicon microstrip detectors and the effects of radiation damage on them is presented.

This is followed in Chapter 3 by a description of the ATLAS silicon microstrip
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detectors, the radiation environment at ATLAS and the irradiation facility used
for performing detector irradiations. In Chapter 4 a model is developed to explain
the leakage current behaviour of detectors irradiated whilst held under bias. The
observed leakage currents are investigated against the predictions of this model and
the parameters that govern the radiation damage are calculated. These are then
used to model detector behaviour during irradiation and also for the operational

scenario of the ATLAS experiment.

The second major topic to be covered is the evaluation of a discovery channel for an
intermediate mass Standard Model Higgs boson at ATLAS. In Chapter 5 a summary
of the origin of the Higgs boson, the results of experimental searches for the Higgs
to date and the prospects for its discovery in the future will be given. The channel
investigated in this thesis will be introduced, its characteristic features and potential
backgrounds to the signal identified and the simulation tools that are used outlined.
In Chapter 6 the results of the analysis will be presented, including optimisation
of the methods used, investigation of how systematic uncertainties may affect the
potential for a discovery, determination of the Higgs boson mass and extension of

the methods used for a light Higgs boson.

Finally, in Chapter 7 the main findings of this thesis will be summarised and areas

for future work presented.

The following paragraph describes the relation between my own original work in
this thesis and the work of others. Chapters 1 and 2 contain only introductory
material and are essentially summaries of many references. Chapter 3 describes the
irradiation facility at the CERN PS, the majority of the infrastructure of which was
in place before T started, although I was involved in the subsequent maintenance
and running of the facility, and was present at all irradiation periods for which
data was taken that is analysed here. In Chapter 4 a model is developed from
existing parameterisations of radiation damage in silicon, but the model itself is
unique and has not to my knowledge been used before. All subsequent data analysis

is original work. Chapter 5 contains mainly introductory material and is again a
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summary of several references. Finally, in Chapter 6 the analysis techniques make
use of those proposed by David Rainwater and Dieter Zeppenfeld in several papers.
The study of the WBF H — WW®) — e*;Fpm#ss channel starts with an analysis
analogous to that used in Ref. [18], but the optimization of the acceptance cuts
is original work, as is the study of the WBF H — WW® — (efe™/utu~)ppiss
channel and the discussion of the combined results of both channels. The study
of H — WW® — [+[~pmss for a light Higgs boson was previously performed in
Ref. [19], but the analysis used here does not draw on this work but instead follows

from the studies already performed here for an intermediate mass Higgs.



Chapter 2

Semiconductor particle detectors

Semiconductor particle detectors, primarily based on silicon technology, are an in-
tegral part of almost all modern collider experiments due to their excellent spatial
resolution which makes them ideal for tracking and vertexing applications. The
ATLAS experiment is no exception, with approximately 16000 individual silicon
microstrip detectors planned for the Semiconductor Tracker. Silicon detectors are
essentially solid-state ionisation chambers; a charged particle traversing the detector
creates electron-hole pairs which are then drifted in an electric field to give a signal.
The one major drawback of silicon detectors is that they suffer from radiation dam-
age. This is particularly so at the LHC, where a higher radiation level is expected

than previously seen in any other experiment.

In this chapter the basic properties of semiconductors and the p-n junctions on which
semiconductor particle detectors are based will be outlined. This will be followed
by a description of some features specific to silicon particle detectors, including
the energy loss through ionisation of incident particles and detector design issues.
Finally the radiation damage processes of silicon detectors will be discussed. Further
details on semiconductor physics and p-n junctions can be found in Ref. [20,21], and

topics specific to silicon particle detectors in Ref. [22].

16
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2.1 Semiconductor physics

In solid state physics materials can be divided into three different types; metals,
insulators and semiconductors. The differences between them can be explained
simply through the band theory of materials, and is shown diagrammatically in Fig.
2.1. In any material there are energies that atomic electrons are allowed to take, and
other energy values that are forbidden. The allowed energies tend to be grouped
together, forming energy bands. The forbidden values between energy bands are
called band gaps. The allowed energy states are filled with electrons starting from
the lowest values, and the last filled band is called the valence band. The band above
this is called the conduction band. In a metal the valence and conduction bands
overlap, with no forbidden region or band gap between them, and electrons can move
freely from the valence band to the conduction band. In an insulator the valence
and conduction bands are separated by a large band gap E;, which is too large for
the thermal excitation of electrons to the conduction band. In a semiconductor the
band gap between valence and conduction bands is small enough that electrons can
be thermally excited to the conduction band. The state from which the electron

was excited is now empty, has net positive charge, and is referred to as a hole.

A semiconductor with no added impurities is termed “intrinsic”. The thermal exci-

tation of electrons into the conduction band leaves an equal number of holes in the

Conduction E
Band ’
Eq
Valence
Band
Metal Semiconductor Insulator

Figure 2.1: Band structure of metals, insulators and semiconductors.
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valence band and

where n; is the electron density in the conduction band and p; is the hole density
in the valence band. As has already been noted the electrons are thermally excited
to the conduction band, therefore it is clear that the electron and hole densities are

temperature dependent:
n; = p; < T**exp(—E,/2kT) (2.2)

where T is the temperature and k is Boltzmann’s constant. It should also be noted
that the band gap is itself temperature dependent; for silicon at absolute zero £, =

1.17 eV whereas at room temperature £, = 1.12 eV.

The conductivity p of a semiconductor depends upon both the electrons and holes,

since both are charge carriers:

p = e(pnn + pipp) (2.3)

where e is the electron charge and /i, is the mobility of electrons (holes). The
mobility is dependent on both the material and the type of charge carrier; in silicon

the mobility is 1350 cm? V-1s! for electrons and 480 cm? V~'s™! for holes [22].

All charge carriers in an intrinsic semiconductor are thermally generated. To increase
the number of charge carriers the semiconductor can be doped. Considering silicon as
the semiconductor, each silicon atom has four valence electrons that form covalent
bonds with neighbouring atoms. To dope the silicon an impurity atom with a
different number of valence electrons is added into the silicon lattice. Adding an
atom with five valence electrons into a lattice site surrounded by silicon atoms, four
of the valence electrons form bonds leaving the fifth electron only lightly bound
to the atom. This is then easily thermally excited to the conduction band; these
impurity atoms are known as “donors”. Donor atoms introduce donor levels at the
top of the band gap; only a small amount of thermal energy is required to ionise

the donor levels. A typical donor atom with five valence electrons is Phosphorus.
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When the donor concentration Np, is large compared to the intrinsic carrier density
the doped silicon is referred to as n-type. Electrons are the majority carriers and
holes the minority carriers, and the electrons density n is approximately equal to
the donor concentration:

Alternatively if an impurity atom with only three valence electrons is introduced
into the silicon lattice the missing electron in the bond structure is effectively a
hole, and the impurity atoms are known as “acceptors”. Acceptor atoms introduce
acceptor levels at the bottom of the band-gap, which can be filled by thermally
excited electrons from the valence band, leaving free holes in the valence band. A
typical acceptor atom with three valence electrons is Boron. When the acceptor
concentration N4 is large then the doped silicon is referred to as p-type, holes are
the majority carriers and the hole density p is approximately equal to the acceptor
concentration:

pANy. (2.5)

In reality no intrinsic semiconductor is entirely pure as various impurities are always
present. The energy levels of these tend to be in the middle of the band gap and
they are referred to as deep impurities; donor and acceptor impurities create energy

levels at the edges of the band gap so are referred to as shallow impurities.

2.2 The p-n junction

The p-n junction is the basis of semiconductor particle detectors. It is formed simply
by a transition between a p-type semiconductor and an n-type semiconductor. If the
transition between n-type and p-type silicon is immediate then the junction is said
to be “abrupt”. In the n-type side of the junction there is a large electron density,
compared to the p-type side where the electron density is small. This results in a
diffusion of electrons from the n-type side to the p-type side, where recombination

with holes (the majority carrier in the p-type material) occurs. Likewise there is
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also a diffusion of holes from the p-type side to the n-type side. The diffusion
of electrons from the n-type side leaves behind ionised donor atoms which build
up a positive space-charge region on the n-type side of the junction. Similarly,
ionised acceptor atoms build up a negative space charge on the p-type side. This
creates an electric field across the junction which acts against the diffusion of carriers
across the junction. The junction is said to be in equilibrium when the diffusion
of carriers has produced an electric field across the junction that is sufficient to
prevent further diffusion. The region around the junction where there is positive
space charge (n-type side) or negative space charge (p-type side) is largely devoid of
charged carriers, and is referred to as the depletion region. The depletion region is
the key for semiconductor particle detectors. In non-depleted material any charge
created by an ionising particle is lost through recombination with free carriers. In the
depletion region there are no free carriers to permit recombination, and an electric
field across the junction will cause the drift of the created charge carriers to give a

signal.

2.2.1 Depletion region

The width of the depletion region can be calculated by solving Poisson’s equation

d*V dE. p

dx? dx €,€0

(2.6)

where V' is the potential a distance = from the junction, F is the electric field, p is the
charge density, €, is the relative permittivity of silicon and ¢, is the permittivity of
free space. Assuming that the junction is abrupt and that all donors and acceptors
in the depletion region are ionised then the charge density on the p-type side is
—eN4 and on the n-type side is eNp. Therefore on the p-type side Equ. (2.6)

becomes
dE o eN A

dz €€

(2.7)

This can be integrated to find E by applying the boundary condition that £ = 0 at
the edge of the depletion region on the p-type side of the junction, x = —z, (defining
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x = 0 at the junction and from the junction towards the n-type side as positive in

x), giving
GJVA

€r€o

FE =

(x +z,) . (2.8)

The electric field reaches a maximum at the junction, when z = 0, so

Emaw = _% . (29)
€r€o
Similarly on the n-type side of the junction,
dFE ePVD
b 2.10
dx €,-€0 ( )

which when integrated with the boundary condition that E = 0 at the edge of the

depletion region on the n-type side of the junction, z = z,, gives

GPJD
E = —z, 2.11
- (. —zn) (2.11)
and
Npz,
E, . = — D (2.12)
€€

The two expressions for the maximum electric field at the junction, Eqns. (2.9) and

(2.12) must clearly give the same value; equating these gives
Naz, = Npzxy, . (2.13)

This is an important relationship, since it shows that if one side of the junction
is lightly doped, has a small impurity concentration, whereas the other side of the
junction is heavily doped then the depletion region will extend further into the

lightly doped side than the heavily doped side.

To find the potential on either side of the junction Eqns. (2.8) and (2.11) must be
integrated once more with respect to x. The potential on the n-type side V,, and
the p-type side V, must be equal at the junction (z = 0), and the potential here is

defined as zero. Therefore on the p-type side of the junction

eNy [ 2
Vp(z) = P (5 —i—acpx) (2.14)
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and on the n-type side of the junction

Vi(z) = N2 (xnx - x—2> . (2.15)

€€ 2

By setting £ = —z, on the p-type side and x = z, on the n-type side then the

potentials at the extremities of the junction can be found:

eNy z,
_ - _ _Pr 2.1
V(=) = =47 (2.16)
and
eNp z2
(@) = 225 (217)

The potential difference across the junction is then simply the difference between

Eqns. (2.16) and (2.17),

V= €

2€,€9

(Npa2 + Nazl) . (2.18)

This is referred to as the built-in voltage Vj;. The total width of the depletion region
W is equal to the sum of the depleted widths on either side, W = z,, +z,, and using

Eqns. (2.13) and (2.18)
2¢,€9 1 1
= —+—. 2.1
W \/V . (NA+ND> (2.19)

If a positive voltage V4 is applied to the p-side of the junction it is said to be forward

biased. The external potential difference is in the opposite direction to that of the
built-in potential, and so the overall potential difference across the junction is now
V = Vi — V4. From Eqn. (2.19) it can be seen that the width of the depletion
region will decrease for a junction under forward-bias. On the other hand, applying
a positive voltage to the n-side of the junction, reverse biasing it, the total potential
across the junction is now V = Vj; + V4 and the width of the depletion region will
increase. For a particle detector a large depletion region is desired to maximise
the amount of collectable charge produced by the passage of an ionising particle,
therefore detectors are operated under reverse bias. The reverse bias also provides
an electric field across the detector that ensures the electrons and holes are separated

before they can annihilate, and then drifts the charge carriers to produce a signal.
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As mentioned previously if one side of the junction is heavily doped whereas the
other side is only lightly doped then the depletion region extends furthest into the
lightly doped side of the junction. Particle detectors are typically pT-n junctions,
where the p-type side is very heavily doped and the n-type side is only lightly doped.
Then the depletion region falls almost entirely in the n-type side of the junction and
the extent of the depletion region into the heavily doped p-type side is negligible.
The p't material can be extremely thin, since it is only required to deplete the

junction, and the bulk of the material is n-type silicon.

For a p™-n junction Eqn. (2.19) becomes

2€,€q
END ’

WV (2.20)

In practise it is almost impossible to produce p- or n-type silicon doped only with
acceptor or donor atoms respectively. Instead, doped silicon usually contains both
donor and acceptor impurities, and is said to be compensated. The effective doping

concentration Ny is defined as
Nepf=Np —Ny. (2.21)

For n-type material Np > Ny, so Ness & Np. Similarly for p-type material Ngsp ~
N4. Substituting N.ss for Np in Eqn. (2.20),

2¢,€9
W=,V . (2.22)
e[ Negy|

The reverse bias voltage required to create a depletion region that extends through-

out the whole of the material is called the full depletion voltage V4., and from Eqn.
(2.22) is given by
(2.23)

where d is the thickness of the junction. It should also be noted that the effective

doping concentration depends upon the resistivity of the silicon:

1

pm—— (2.24)
ept| Negy|
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where 1 is the mobility of the majority carriers, holes for p-type silicon and electrons
for n-type silicon. To minimise the full depletion voltage it is necessary to minimise
Neyy, therefore high-resistivity material is used for semiconductor particle detectors.
Additionally, compared to the full depletion voltage the built-in voltage is generally

negligible for these devices.

2.2.2 Capacitance of depletion region

The depletion region of a p-n junction is insulating, therefore the junction can be
considered to be equivalent to a parallel plate capacitor. The capacitance of the

junction Cj is given by

Ae,
C; = ;VEO (2.25)

where A is the area of the junction and W is the width of the depletion region. The
junction capacitance is inversely proportional to the width of the depletion region
therefore the minimum capacitance will be found when the junction is fully depleted.
This is a commonly used technique for finding the full depletion voltage of a detec-
tor; capacitance measurements are taken with increasing reverse bias voltages, and
the voltage at which the capacitance reaches a minimum is defined as the full deple-
tion voltage. This also allows the calculation of the effective doping concentration,

provided the thickness of the device is known.

2.2.3 Leakage current

In an ideal p-n junction under no external bias the diffusion of majority carriers and
drift of minority carriers across the junction cancel, and no current across the junc-
tion is observed. However when the junction is reverse biased a current is observed,
called the leakage current. This is caused by three different effects; minority carrier

current, surface current and generation current.

In a reverse biased p-n junction the electric field prevents the diffusion of majority
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carriers across it. Minority carriers, though, will be drifted in the electric field and
produce a current. In silicon, however, the minority carrier current is small and does

not contribute greatly to the overall leakage current.

Surface currents can occur due to high electric fields at the edge of the junction or
contamination of the surface. Surface currents are not easily quantifiable since they
are dependent on a number of factors such as humidity, the fabrication process and
irregularities and damage of the surface. However, surface currents normally only

contribute a small amount to the total leakage current.

The majority of the leakage current therefore arises from the generation current.
This is caused by the thermal generation of electron-hole pairs in the depletion
region, which are then drifted in the electric field to produce a current. It is enhanced
by the presence of deep impurity levels in the centre of the band-gap that increase
the probability of the thermal excitation of an electron from the valence band to the
conduction band. These are known as generation centres. The generation current
1, is given by

_en AW
I or

(2.26)

where 7 is the effective charge carrier lifetime. The effective charge carrier lifetime is
inversely proportional to the density of generation centres, therefore the generation
current is proportional to the density of generation centres. The generation current
is temperature dependent since it is proportional to the intrinsic carrier density n;
(see Eqn. (2.2)), and so can be minimised by cooling the devices. At constant
temperature the generation current is proportional to the depleted width of the
junction, and so from Eqn. (2.22) I, VV. Therefore when observing leakage
current with increasing reverse bias an increase in leakage current proportional to
vV should be seen, until V' = Viep Where, since the detector is fully depleted and
the depletion width cannot increase any more, the leakage current reaches a plateau
and remains constant with increasing reverse bias voltage. Any deviation from this
behaviour is a possible indication of the leakage current not being dominated by the

generation current.
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If too great a reverse bias is applied to a p-n junction then a rapid increase in cur-
rent can occur, termed as junction breakdown. There are two principle mechanisms
behind breakdown, Zener breakdown and avalanche breakdown. Zener breakdown
occurs by valence electrons tunnelling through the band-gap into the conduction
band. Zener breakdown can only occur in high electric fields, and therefore high
doping concentrations. The doping concentrations in material for particle detectors
are normally too small for Zener breakdown to occur. Avalanche breakdown occurs
when an electron in the depletion region is accelerated by the electric field and gains
sufficient energy to create electron-hole pairs through ionisation, which are then ac-
celerated themselves, more pairs are produced, until a cascade or avalanche is present
in the detector. The avalanche breakdown voltage is found to be greater for mate-
rial with lower doping, and is also found to increase with increasing temperature.
Another effect that should be mentioned is that of thermal runaway. This occurs
when there is sufficient leakage current in a device to cause self-heating, which in
turn causes an increase in the (temperature dependent) leakage current, increasing
the temperature further. Detectors should always be operated at bias voltages low

enough so that none of these effects can occur.

2.3 Detector operation

Now that the basic properties of semiconductors and p-n junctions have been out-
lined some features of particular interest to semiconductor particle detectors will
be described. As has been previously mentioned the most common type of junc-
tion used for particle detectors is the silicon p*-n one sided junction. The highly
doped pT silicon is present solely to deplete the junction and so only a thin layer is
required. The bulk of the detector comprises the lightly doped n-type silicon and
contains the depletion region. The junction is operated in reverse bias so that it
is fully depleted, and a traversing particle causes ionisation in the depleted region

creating electron-hole pairs which are drifted in the electric field and collected to
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give a signal.

2.3.1 Energy loss of particles in silicon

A heavy charged particle traversing a silicon detector loses energy in two ways; elastic
scattering from nuclei, which can be responsible for radiation damage of the detector
and will be discussed later, and inelastic interactions with atomic electrons, which
cause ionisation. Inelastic interactions account for the majority of the energy loss,
and are described by the Bethe-Bloch equation (see for example [23]). This gives
the differential energy loss dE/dzx for a particle traversing a material as a function
of the particle’s charge and momentum. For particle energies of 0.1 — 1.0GeV the
differential energy loss reaches a broad minimum before undergoing a slow relativistic
rise, and particles in this region are referred to as minimum ionising particles or
mips. It should be noted that for electrons additional radiative methods of energy
loss have to be considered, such as Bremsstrahlung, but the energy loss through

inelastic interactions is the same as that of mips to a good approximation.

The most probable energy loss for a mip traversing a 300 pm thick silicon detector
at normal incidence is 78 keV [22] and the energy required to create an electron-
hole pair is 3.6 eV [4], therefore approximately 22000 pairs will be produced. In a
reverse-biased detector electrons and holes are separated by the electric field, the
holes being drifted towards the junction and the electrons being drifted towards the
rear of the n-type silicon. The collection time for the created charge decreases with
increasing full depletion voltage, and can be decreased further by over-biasing the
detector, applying a reverse bias voltage greater than that required for full depletion.
In a typical 300 pm thick silicon detector electrons are collected in 10 ns and holes

in 25 ns, the longer collection time for holes being due to their smaller mobility.
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2.3.2 Detector design

The most common use for silicon detectors is tracking, which requires accurate
spatial measurements. This is achieved by dividing the p* layer into strips. A
typical design for a silicon strip detector is shown in Fig. 2.2. The bulk of the
detector is made from n-type silicon, with a back-plane of n* silicon to prevent the
depletion region from reaching the edge of the detector, and to provide an ohmic
contact. The p™ side is divided into strips, each of which is covered with a metal
such as aluminium to provide a contact to the readout electronics. In between the
p* strips the n silicon bulk is covered in a layer of passivation, an insulator such as
SiO,. The arrangement of the p™ side effectively divides the detector into a number
of sub-detectors, each with its own independent readout. The electrons and holes
created by an ionising particle drift in the electric field and the position where it

traversed can be calculated from the strips on which the charge is collected.

There are several other important design features of a typical silicon microstrip
detector. Firstly there is the manner in which the p* strips are coupled to the
aluminium readout strips. If the aluminium is laid directly on top of the p™ silicon
they are “dc-coupled”; the drawback of this is that leakage current from the detector

can flow directly into the readout electronics. If the aluminium and p* silicon are

Al Sio, To readout electronics

. p+ silicon
n silicon

n+ silicon
+V

Figure 2.2: Cross-section through a typical silicon microstrip detector.
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separated by a thin dielectric layer the strips are said to be “ac-coupled”. The
dielectric layer effectively introduces a capacitor into the circuit, preventing the flow
of leakage current to the electronics. Another important feature is the biasing of the
detector. A bias voltage has to be applied to every strip in the detector, which is
done by connecting them all to a common line by bias resistors. The bias resistors
ensure that the strips are insulated from each other and are typically made from
polysilicon, which can provide resistances of up to 50 M2. Finally there is the
question of electrically defining the edges of the detector. The electric field across
the depleted junction reaching the physical edge of the device can cause dangerously
high currents, due to generation from the damaged silicon lattice where the material
has been cut. This can be prevented through the use of guard rings. These are
successive rings of p* material surrounding the strips that are designed to reduce
the electric field to zero before it reaches the edge of the detector. The design of the
guard rings defines the active area of the detector, that which is depleted and used

for particle detection.

2.4 Radiation damage effects

Radiation damage of silicon detectors is an increasingly important topic due to
the need for high-rate experiments which consequently have higher radiation fields
associated with them. Radiation damage can be divided into two types; bulk damage
and surface damage. The first of these is generally the most important for the

operation of silicon detectors.

2.4.1 Bulk damage

Bulk damage in silicon is caused by the disruption of the lattice structure due
to the transfer of energy from incident particles to the silicon nuclei, termed the

Non-Ionising Energy Loss (NIEL). Whilst heavy charged particles can lose energy
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Figure 2.3: Non-Ionising Energy Loss in silicon. Data taken from Ref. [24].

through both inelastic interactions with atomic electrons (see Section 2.3.1) and
NIEL, neutrons only exhibit the latter, whilst light particles such as electrons, muons
and photons do not generally have sufficient energy to cause disruption of the lattice.
Therefore the amount of damage to the lattice depends upon both the type of particle
and its energy. The NIEL in silicon as a function of particle type and energy is shown
in Fig. 2.3 normalised to the displacement damage cross-section for 1 MeV neutrons.
For particle energies above &~ 100 MeV the NIEL for protons, pions and neutrons is
approximately equal, with that for electrons being more than an order of magnitude

lower.

The result of NIEL from an incident particle to a silicon atom is to dislodge it from
its site in the lattice; the dislodged atom is referred to as the Primary Knock-on
Atom (PKA). This creates an empty lattice site - a vacancy - and an atom not in
a lattice site - an interstitial. The vacancy and interstitial are point defects, and
together are termed a Frenkel pair. Both vacancies and interstitials are mobile in the
lattice at room temperature, and it is possible for the annihilation of a vacancy and

an interstitial, with no remaining damage. Alternatively point defects may migrate
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through the lattice and form stable defects. If the PKA has sufficient energy then
it can itself dislodge other atoms, and this can lead to a cascade of displacements

in a localised area - this is known as a cluster.

There are two main macroscopic changes of detector properties caused by bulk
radiation damage, a change in the effective doping concentration N.sr and a change

in the leakage current.

Changes in effective doping concentration

At room temperature, point defects created by radiation damage can migrate through
the lattice and form stable defect complexes with either impurity atoms or other
point defects. For example the vacancy-phosphorus (V-P) complex, which is stable
at room temperature, effectively removes the phosphorus donor level from the band
gap and reduces the number of donors. The rate of removal of donors is proportional
to the donor concentration, and so an exponential reduction is expected. A similar
process is responsible for the removal of acceptors. In addition, a negatively charged
di-vacancy complex has been identified which acts like an acceptor defect. This leads
to an increase in the number of acceptors, which has been found to be linear with
fluence. Therefore the change of effective doping concentration with fluence N,y s (o)

can be described by

Ness(¢) = Npoexp(—cpp) — Nagexp(—cap) — Bo (2.27)

where Np g is the original donor concentration, cp is the rate of donor removal, N4 o
is the original acceptor concentration, c4 is the rate of acceptor removal and [ is
the rate of acceptor creation. In the case of an n-type bulk where Npoy > Ny
then Npgo = Negyo, the original effective doping concentration, and N4 ~ 0. Eqn.

(2.27) then reduces to

Nesp(®) = Negroexp(—cpd) — B . (2.28)

With increasing fluence the effective doping concentration will initially decrease due

to the removal of donors, until a point where the number of donors is equal to the
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number of acceptors created by the radiation damage, and the detector is intrinsic.
This is referred to as the inversion point. As the acceptor concentration continues
to increase the bulk of the silicon becomes p-type, since the number of acceptors is
greater than the number of donors; the silicon bulk has undergone type-inversion. As
irradiation continues to higher fluences the number of donors decreases to zero and
the effective doping concentration is dominated by the radiation created acceptor

concentration.

After irradiation the effective doping concentration is not stable but changes with
time, a process known as annealing. Two effects have been found; firstly a short term
beneficial annealing process, causing the effective doping concentration to decrease
(in a device irradiated past the inversion point), and secondly a long-term reverse-
annealing process, causing N.ss to increase again. Therefore the effective doping
concentration as a function of annealing time ¢ after being exposed to a fluence ¢

can be described by

Neps(9,1) = Ge() + Ga(9, 1) + Gy(9, 1) (2.29)

where G.(¢) describes the stable component of the effective doping concentration,
Ga(¢,t) describes the short-term annealing of the unstable acceptor concentration
and G, (¢,t) describes long-term annealing. The stable component has been param-

eterised as a linear function [25,26]

Ge() = 9.9 (2.30)

where g, is the introduction rate for stable acceptors.

The short-term annealing of unstable acceptors has been parameterised by an ex-

ponential function [25,26]

Ga(¢a t) = gad)exp(_t/’ra) (231)

where g, is the introduction rate for unstable acceptors and 7, is the time constant of
short-term annealing. 7, is temperature dependent; at room temperature values of

7, = 1.8 days [25] and 7, = 55 hours [26] have been found. Reducing the temperature
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slows down the rate of annealing, and at 7' = —10°C values of 7, = 439.9 days [25]
and 7, = 306 days [26] have been found.

The reverse annealing process has been parameterised by [25]

Gy(6,1) = gy¢ [1 — exp(—t/7,)] (2.32)

where g, is the introduction rate for reverse annealing and 7, is the time constant
of reverse annealing. Values for 7, of 186 days at room temperature and 8650 days

at 0°C being found. An alternative parameterisation was presented in Ref. [26]:

60,0 =09 (1- 151 ) - (2.33)

Time constants for this reverse-annealing parameterisation of 475 days at room

temperature and 516 years at —10°C were found.

A sample annealing curve for a silicon detectors irradiated to a fluence of 1.0 x 10
1 MeV neutrons cm 2 then held at a temperature of 60°C is shown in Fig. 2.4. The
annealing is modelled using Eqns. 2.30, 2.31 and 2.33, with constants taken from

Ref. [26]. Initially the effective doping concentration decreases due to the short-term,

Neg (102 cm®)

0 1 1 1 1
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Annealing time at 60°C (minutes)

Figure 2.4: Annealing curve of a silicon detector held at 60°C.
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“beneficial”, annealing, until a minimum is reached, slightly higher than the stable
component g.¢. At longer timescales the effective doping concentration increases

again due to reverse annealing, which eventually saturates at the value g,¢.

Changes in leakage current

The creation of defects that introduce energy levels into the middle of the band
gap enhances the leakage current due to the increased probability of the thermal
excitation of valence electrons to the conduction band. The macroscopic effect on
the leakage current has been widely shown to be a linear increase in the volume
leakage current with increasing fluence [26,27]

AT

where AT is the increase in leakage current due to radiation damage, Vol is the
depleted volume of the detector, ¢ is the radiation fluence and « is the current-

related damage constant.

Thermal motion of these defects cause the radiation induced change in leakage cur-
rent to decrease with time after irradiation has finished, known as leakage current
annealing. This is temperature dependent, with more rapid annealing observed for
higher temperatures. Leakage current annealing after irradiation has been parame-

terised by the sum of several exponentials [28,29];

g(t) = il A exp (-Ti) (2.35)

so that the observed leakage current at a time ¢ after the end of a short term
irradiation is given by

I(¢,t) = g(t)ap.Vol (2.36)

where « is the current-related damage constant found immediately after irradiation.
The set of parameters shown in Table 2.1 for leakage current annealing at 20°C has

been taken as representative of those found by several different experiments [28].
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7; (min) A;
(1.78 £ 0.17) x 10" | 0.156 + 0.038
(1.19 £ 0.03) x 10? | 0.116 & 0.003
(1.09 £ 0.01) x 10® | 0.131 4 0.002
( )
( )

1.48 £ 0.01) x 10* | 0.201 4 0.002
8.92 +0.01) x 10* | 0.093 + 0.007
00 0.303 = 0.006

O Ul W N |

Table 2.1: Time constants and amplitudes for leakage current annealing after irra-
diation for a temperature of 20°C, taken from Ref. [29].

Temperature dependence of the leakage current annealing is introduced by scaling

the time axis with an Arrhenius relationship [28]

Erf1 1
O(Ty) = — = — = 2.37
( A) P ( k [TR TA]) ( )
where T4 is the annealing temperature, E; is the activation energy and Ty is the

reference temperature, 20°C. Therefore Eqn. (2.36) becomes

I(p,t,T4) = g(O(Ta)t)appVol . (2.38)

The leakage current annealing parameterisation given in Eqn. (2.35), though, as-
sumes that no annealing occurs during the irradiation period itself but only after the
end of irradiation. In practice this is not the case, especially for irradiations of an ex-
tended duration as leakage current annealing is a continual process. Leakage current

annealing both during and after irradiation has been parameterised by [30, 31]

- i Lir t'
i) = Yot 1o (=32 e (1) 239
i=1 r (2 (2

where t;, is the irradiation time and ¢’ is the annealing time (time after irradiation).
As t;; — 0 and annealing during irradiation becomes negligible then Eqn. (2.39)
reduces back to Eqn. (2.35). The set of parameters in Table 2.2 was found for the
irradiation of silicon diodes with 21 MeV protons [30] at room temperature, and has

also been shown to represent irradiations with 24 GeV protons [31].
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i 7; (min) A,

1| (1.2+0.2) x 10° | 0.424+0.11
2| (4.1+0.6) x 10* | 0.10 £ 0.01
3] (3.7+£0.3) x 10% | 0.23 4 0.02
4 124 + 25 0.21 £ 0.02
5 8+5 0.04 +0.03

Table 2.2: Time constants and amplitudes for leakage during and after irradiation
for a temperature of 20°C, taken from Ref [31].

2.4.2 Surface damage

As opposed to radiation damage effects in the bulk of the silicon, caused by disrup-
tion of the silicon lattice, surface damage is concerned with radiation effects in the
surface passivation layers, typically silicon dioxide SiOs, and the boundaries between
the silicon and the passivation. Surface damage effects are the result of the forma-
tion of electron-hole pairs in the oxide by ionising radiation. With no electric field
across the oxide electron-hole pairs have a very high probability of recombination.
However in the presence of an electric field the electron and hole can be separated,
increasing the number of free carriers in the oxide. Electrons have a higher mobility
than holes, and so are swept out of the oxide by the electric field, leaving the holes
behind. The holes are slowly drifted to the edges of the oxide where they become
trapped. This leads to two macroscopic surface damage effects. Firstly an increase
in the flat-band voltage, caused by an increase in the oxide charge; this effectively
raises the bias-voltage required for full-depletion [32]. Secondly there is a surface

current due to the introduction of surface generation centres.

Surface effects are extremely dependent on the exact design and manufacturing
process of the detector, and the quantitative effects on detector parameters are not
as well understood as those resulting from bulk damage effects. However, surface
damage effects have generally been found to be less important than bulk damage

effects for macroscopic changes of detector properties.



Chapter 3

Irradiation of ATLAS silicon

detectors

One of the major challenges facing the ATLAS Semiconductor Tracker is the intense
radiation environment within which it will have to operate. Exposure to radiation
damages silicon detectors causing their operational parameters to change. No plan
is foreseen to replace the detectors within the SCT, so it is essential that they are
able to operate effectively for the entire 10 year lifetime of the ATLAS experiment.
A great deal of effort by the ATLAS SCT community has gone into providing a de-
tector design that will withstand the predicted radiation levels, and then testing the
designs through detector irradiation. To facilitate the irradiation of a large number
of prototype silicon detectors a dedicated irradiation facility has been established in

the East Hall of the CERN Proton Synchrotron complex.

In this chapter the design of the silicon microstrip detectors for the ATLAS SCT,
the predicted radiation levels within the SCT and the layout and apparatus of the

irradiation facility will be described.

37
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3.1 ATLAS silicon microstrip detectors

The main influence on the design of the ATLAS silicon microstrip detectors has
been the radiation environment within which they will have to operate. Radiation
damage causes both the full depletion voltage and the bulk leakage current to in-
crease. During operation the detectors must be fully depleted to obtain 100% charge
collection efficiency (CCE). Therefore the full depletion voltage towards the end of
the lifetime of the experiment must remain low enough that the detectors may be
operated fully depleted without the fear of breakdown. Additionally, the power out-
put of the detector is governed by both the bias voltage and the leakage current;
this must be removed from the detectors by the cooling system to prevent thermal

runaway.

The first major design choice for the detectors was between highly doped n-type
strips on a lightly doped n-type bulk (n*-n, or n-in-n) and the more common highly
doped p-type strips on an n-type bulk (p™-n, or p-in-n). The original specifica-
tion [11] was for n-in-n devices, which were chosen because after type inversion the
junction remains at the strip side of the detector and thus 100% CCE can be ob-
tained with the detector operated under-depleted. This was thought necessary due
to the expected full depletion voltage being greater than 300 V for a 300 ym thick
detector after the predicted SCT radiation dose [33]. However, the fabrication of
n-in-n devices is more complicated than the more standard p-in-n devices commonly
used in HEP experiments, so the final design choice was for p-in-n detectors which
were shown to be operational with full depletion even after receiving the expected

fluence.

To populate both the barrel and forward regions of the SCT six different geometrical
designs of detector are required. The detectors in the barrel are rectangular in
shape whereas the forward regions consist of five different wedge shaped designs,
each with a similar area to the barrel detectors. The dimensions for all different

detector designs are shown in Table 3.1. All detectors are 285 4+ 15 um thick with
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Detector B W12 W21 W22 W3l W32
Length (mm) 64.000 61.060 65.085 54.435 65.540 57.515
Inner Width (mm) 63.360 45.735 55.734 66.152 56.475 64.653
Outer Width (mm) 63.360 55.488 66.130 74.847 64.636 71.810
Active Area (cm?) 38.13 31.59 4045 38.15 39.75 38.74

Table 3.1: Dimensions of the SCT silicon microstrip detectors.
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Figure 3.1: Corner detail of a wedge-shaped ATLAS silicon microstrip detector.

768 ac-coupled readout strips. For the barrel detectors the strips are parallel with
80 pm pitch, and for the wedge designs the strips are radial with pitch 70 — 90 pm.
The strips are connected to the bias ring by bias resistors, and outside of the bias
ring is the guard ring, the exact design of which is manufacturer dependent. A photo

of the corner detail of a wedge-shaped detector is shown in Fig. 3.1.

Whilst the above specifications represent the final design of the SCT detectors, it
should be noted that not all of the detectors considered in this thesis match these ex-
actly. This is because many of the devices irradiated were prototypes manufactured
before the final design specifications had been decided. All are, however, p-in-n

devices between 250 ym and 300 pum thick and of similar dimensions to those shown

in Table 3.1.
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3.2 Radiation levels in the SCT

To be able to test whether the silicon microstrip detectors for the SCT will still
operate towards the end of the expected 10 year lifetime of the ATLAS experiment
it is important to know the radiation dose that they will receive as accurately as
possible. To this end several studies of the radiation environment within ATLAS
have been performed. The most recent study of the ATLAS radiation environment
[34] used DTUJET [35, 36] to generate minimum bias events, and the particles
produced by this were transported and showered using FLUKA [37]. 900 individual
regions were used to define the geometry of the ATLAS detector. The results of this
study are shown in Table 3.2 [38]. Whilst a significant amount of the fluence for
the innermost barrel layer comes from protons and pions (which originate from the
primary interaction), the fluence for the far forward disk is dominated by neutrons.
This is due to back-splashing from the calorimeters, and causes the fluence for this
region to be greater than that for positions closer to the interaction point. The total
fluence for 10 years of ATLAS running is calculated assuming three years of low-
luminosity running (L = 103 ¢cm 2?s7!) and seven years of high-luminosity running
(L =10* ¢cm ?s7!). Taking the predicted dose for the far forward disk from Table
3.2 then the maximum expected fluence received by a silicon detector in the SCT

during 10 years of operation is 1.3 x 10'* 1 MeV equivalent neutrons cm=2.

SCT Region Neutrons Pions Protons Total
Innermost Barrel Layer 0.95 0.66 0.12 1.73
Outermost Barrel Layer 0.68  0.26 0.06 1.00
Far Forward Disk 142 0.32 0.09 1.83

Table 3.2: Predicted radiation dose for 1 year of high luminosity running for several

regions of the ATLAS SCT. Fluences quoted in 10'® 1 MeV equivalent neutrons

cm™2.
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3.3 The irradiation facility

To enable a large number of full-sized ATLAS silicon microstrip detectors to be
irradiated efficiently a dedicated facility has been established in the East Hall of
the CERN Proton Synchrotron. A proton beam is used to irradiate the detectors,
which are cooled to the ATLAS SCT design operating temperature and held under
bias during irradiation. An x-y stage is used to scan the detectors through the
proton beam to ensure that they receive a uniform fluence. The apparatus inside
the irradiation area is shown in Fig. 3.2. The temperature of the detectors and their
leakage currents are monitored throughout irradiation, the measurement apparatus

being situated in a barrack located approximately 15 m from the beam-line.

In the following sections the various components of the irradiation facility will be

described in more detail.

Camera
Insulated

Enclosure

X-Y Stage

Figure 3.2: Insulated enclosure and x-y stage inside the irradiation area.
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3.3.1 The proton beam

The proton beam used for the detector irradiations is the primary T7 beam [39]
which is extracted directly from the CERN PS. It provides 24 GeV /¢ protons with
a momentum resolution of approximately 1%. The PS operates on a “super-cycle”
of duration 14.4 s during which beam is extracted for various areas. Between one
and three spills of 300 — 400 ms duration and each containing 20 — 40 x 10'° protons
are received in the irradiation facility during each super-cycle. The beam is focused
by quadrupole magnets and the beam spot size is approximately 2 cm by 2 cm.
The target fluence for proton irradiation is 3.0 x 10'* pcm ™2, which is derived from
the estimated 1 MeV equivalent neutron fluence of 1.3 x 10** ¢cm~2 using a proton
hardness factor of 0.69 and a 50% overestimation [11]. Recent results suggest that
the proton hardness factor for the 24 GeV CERN PS may in fact be 0.61 [40],

2

implying a target fluence for proton irradiation of 3.4 x 10 pcm™2. However for

consistency across the series of irradiations the target fluence of 3.0 x 10'* pcm—2

has been retained.

The received proton fluence is measured by calibrating a Secondary Emission Moni-
tor (SEM) located in the beam upstream of the irradiation area through the activa-
tion of aluminium foils. The SEM operates by the collection of electrons liberated
from the surface of a metal plate by the passage of charged particles [41]. The col-
lected charge is proportional to the intensity of the beam, and is converted to a num-
ber of counts which is therefore proportional to the number of particles in the beam.
Aluminium foils placed in the beam are activated via the reaction ?’Na(p, 3pn)?*Na;
after irradiation the 2*Na decays to 2*Mg by 8 and vy emission with a half-life of 15
hours. The activity in the foil is found by measuring the intensity of the 1368 keV
peak from 7 emission with a Nal spectrometer. The number of counts in the peak
N, measured during time ¢, in a foil irradiated for time ¢;, a time ¢, since the end

of irradiation is given by [41]
Ny = €Agqur(1 — e /) (1 — e7te/)e e/ (3.1)

where 7 is the lifetime of 2*Na, € is the counting efficiency of the spectrometer,
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Asat = ¢opadNay/Aya is the saturation activity, corresponding to the activity
measured in a foil a time ¢, = 0 since the end of an irradiation for which ¢; — oo, ¢ is
the number of incident protons per second, o is the cross-section of 2’Na(p, 3pn)**Na
for high-energy protons, p4; is the density of Aluminium, N4y is Avagadro’s number,
Ay is the atomic weight of Aluminium and § is the thickness of the Aluminium foil.
The fluence calculated from the foils is then equivalent to the number of SEM counts

recorded during their irradiation.

3.3.2 Detector mounting

In order to be irradiated the detectors need to be held securely in position but
with minimum contact to the detector itself. This has been achieved by using thin
ceramic plates with hollow centres, to which the detectors are glued by their corners
with epoxy resin (see Fig. 3.3). Each strip metal on the detector is wire bonded to a

pitch adaptor used to connect the detector to readout electronics for post-irradiation
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Figure 3.3: Detector mounted on a ceramic plate.
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studies. For the irradiation each strip on the pitch adaptor is bonded to a common
rail. A patch piece is fixed to the ceramic as an intermediate connection between the
detector and wires to connect to the detector basket. The bias rail and the common
rail on the pitch adaptor are wire-bonded to one connection on the patch piece, and
the back plane of the detector to the other connection. A wire is soldered onto each
connection on the patch piece, and then both wires soldered onto either pin of a
two-way header. During irradiation the strip metals and bias rail are grounded and

the back plane biased at 100 V (unless stated otherwise).

The detector baskets are constructed from Formica-backed Styrofoam and Plexiglas
and use a comb structure to hold the ceramics by their edges. The header pins from
the patch piece plug into sockets in a loom attached to the detector basket. This is
connected to two 50-way sockets and a 40-way socket on top of the detector basket

for the bias cables and temperature monitoring cables respectively.

3.3.3 Cooling and temperature monitoring

The detectors are kept at low temperature by containing the detector baskets inside
an insulated enclosure cooled by the circulation of coolant fluid through heat ex-
changers (see Fig. 3.4). The insulated enclosure is constructed from Formica backed
Styrofoam which has excellent structural and insulating properties. The insulated
enclosure is divided into two completely independent halves, each capable of con-
taining a 48-detector basket and each cooled by its own circuit. At the base of each
half of the enclosure is a fan tray containing two flat pack blower fans, of entirely
plastic construction apart from the motors. Directly above these is situated the heat
exchanger which is a lightweight wire finned aluminium unit. When the detector
basket is placed in the enclosure the detectors are positioned directly above the heat
exchanger and surrounded by a chimney to promote air-flow through them. A liquid
coolant mixture of 70:30 water to ethylene glycol is continually circulated through
the heat exchangers by two Haake [42] chiller units, one for each cooling circuit.

The chillers are situated outside of the irradiation area and are connected to the
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Figure 3.4: Cross section through one half of the insulated enclosure, showing posi-
tion of fans, heat exchanger and detectors.

heat exchangers by 15 m runs of 10 mm diameter foam lagged nylon tubing, split
a metre from the insulated enclosure by quick release self-sealing fittings to enable
the replacement of the entire insulated enclosure in the event of equipment failure.
Each half of the insulated enclosure is also equipped with a dry nitrogen pipe to

maintain a constant dry atmosphere during irradiation.

The temperature inside the enclosure is monitored at several positions by pt100
thermistors. One pt100 is permanently attached to the heat exchanger and a further
seven can be attached to each detector basket in various positions, so that the
ambient temperature within the insulated enclosure can be measured as accurately
as possible. The pt100’s are connected through a Pickering [43] switching matrix to
a Keithley [44] 2001 multimeter via a 4-point connection. This enables temperature

measurements of all pt100’s to be taken by cycling through each one in turn.

3.3.4 Bias supply and current monitoring

Throughout irradiation each detector is held under bias. The bias voltages are sup-

plied by two CAEN [45] HV units, one for each detector basket, and each providing
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48 independent channels. The CAEN units are controlled by a dumb terminal which
enables the bias voltage for each detector to be set, monitored and altered easily.
Detector currents are measured using a Keithley 487 picoammeter. A switching ma-
trix is used to insert the picoammeter into the bias supply circuit of each detector
in turn, using a make-before-break method so that the bias supply to the detector
is not interrupted. A beam-veto signal is received from the PS control room which
is synchronised to the receipt of beam in the area. This allows the measurement
cycle to be paused for a short time so that the detector currents can stabilise after

the large deposition of charge caused by the beam passing through the detectors.

3.3.5 The motion system

Due to the beam spot size being considerably smaller than the area of the detectors it
is necessary to scan the detectors through the beam to obtain a uniform irradiation.
The insulated enclosure is placed on an x-y stage (where z is the beam direction)
with each axis controlled by a stepper motor providing 400 mm of travel. A motion

program is operated that is designed to ensure that the whole area of the detector
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Figure 3.5: Diagram of motion program used by x-y stage, showing motion of the
centre of the beam spot relative to the detector.
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receives a uniform fluence, a diagram of which is shown in Fig. 3.5. It should be
noted that a scanning area of 8 cm by 8 cm must be used for a uniform irradiation

of the detectors.

The position of the stage is monitored in two ways. A potentiometer on each axis
provides a measurement of the position of the stage relative to a fixed datum; this is
monitored by computer. Additionally two radiation hard video cameras are situated
inside the irradiation area. The first is placed below and to the front of the irradi-
ation apparatus and is focused on the front of the enclosure; the second is behind
and to the side of the apparatus and is focused on the front of the Irrad 1 shuttle.
The rear of the enclosure is observed using a mirror on a motor controlled arm that
can be swung into a position where the image of the enclosure is reflected into the
rear camera. On both ends of the enclosure is a diagram showing the position of the
detectors inside and this is covered by a sheet of transparent scintillating material
which emits light when the beam passes through it. This enables the position of
the beam relative to the detectors inside the enclosure to be observed on television
screens in the control barrack. Having the insulated enclosure on a movable plat-
form also allows irradiation of the detectors to be halted without actually stopping
the beam by moving it into a park position below and to the side of the beam-line.
This makes it possible to end the irradiation without disrupting other users of the

beam.

3.3.6 Computer monitoring and alarm system

The temperature monitoring, current monitoring, position monitoring and SEM
count are all interfaced to a PC running LabVIEW [46] software. This provides
a graphical display of the most recent current measurement for each detector and
the temperature measurements for each pt100 thermistor as a function of time.
The position information obtained from the axis potentiometers of the x-y stage is
displayed on an x-y graph and updated in real time, and the SEM count is displayed

numerically and updated after each current measurement cycle. The time, SEM
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count, thermistor temperatures and detector currents are also recorded in data-files

to allow post irradiation study.

An alarm system is operated whereby an SMS text message is sent to a mobile phone
if predefined limits for certain parameters are exceeded. This can include detector
currents or thermistor temperatures rising above a defined maximum, or motion of
the stage being halted for longer than a time specified. The control PC is connected
to an Uninterruptable Power Supply, and the alarm system is also triggered in the

event of a power failure.

3.3.7 Irradiation procedure

Detectors to be irradiated are brought to CERN several days before the start of the
irradiation period, already mounted on ceramics and wired as outlined in section
3.3.2. Aluminium foils are prepared for the SEM calibration; several small pieces of
aluminium are mounted onto card or perspex sheets in positions equivalent to each

corner, each side and the centre of a detector inside the thermal enclosure.

Several hours before installation into the irradiation area the detectors are mounted
in the detector baskets and transported to the irradiation control barrack. Dummy
cables are used to connect the detector baskets to the bias supply/current measure-
ment and temperature measurement circuits, and checks are made to ensure that all
detectors draw the expected current when under bias and that all of the temperature
sensors are operating. In the event of any detectors appearing to be unconnected

then they can be re-wired or their position in the detector basket changed.

When all of the systems are operating properly the detectors can be installed into
the irradiation area. This can only be done at pre-arranged times as all beam into
the irradiation area has to be shut off for several hours prior to an access to allow the
radiation level to drop. The PS control room is then contacted so that all beam into
the East Area is stopped. The detector baskets are taken into the irradiation area,

placed into the insulated enclosure and the bias and temperature measuring cables
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connected. A visual inspection is made for leaks from the radiators, any misplaced
apparatus that may jam the motion system and any cables that may snag. The
aluminium foil arrangements are installed into holders on the front and back of the
insulated enclosure for the SEM calibration. The irradiation area is then cleared;
the whole installation process should take no longer than five minutes. The bias
supply, current monitoring and temperature monitoring systems are immediately
powered up to check that they are still operating correctly. The chillers are set
to bring the temperature in the insulated enclosure down to that desired for the
irradiation and the dry nitrogen flow into the insulated enclosure is started. The
beam is turned on, with the enclosure in the park position, and the rear camera
is used to check the profile and position of the beam by viewing it on the front
of the Irrad 1 shuttle. When the beam profile is satisfactory and the temperature
inside the insulated enclosure is as desired then the x-y stage is moved into the
position expected to place the beam directly through the centre of the detectors.
The cameras focused on the front and rear of the insulated enclosure are used to
check the alignment of the beam. If the beam is out of position then adjustments
can be made by either altering the scanning program used by the x-y stage, moving

the position of the beam or in extreme cases moving the stage manually.

The irradiation can now begin; the x-y stage scanning program is started, the SEM
counter is set to zero and the alarm systems are switched on. After eight to twelve
hours of irradiation the x-y stage is sent to the park position and the beam to
the area is halted. This allows the radiation level inside the area to fall so that
a short access can be made to remove the aluminium foils. The beam and stage
scanning are then restarted and the foils taken for analysis, after which the SEM
count needed to reach the target fluence can be calculated. The foil calibration also
provides a second check on the alignment of the beam from the fluence calculated for
individual foils that were mounted at different positions. Irradiation now continues
24 hours a day (except for beam stops due to machine development, problems with
the PS or accesses by other groups) until the target fluence is reached. During this

time the alarm systems are always enabled and the equipment is checked manually
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at least three times a day. Once the target fluence is reached the stage is parked
and the beam halted to prepare for extraction of the detectors. In the event of
other users still using the beam-line or a high radiation level in the irradiation area
then the detectors may be left in the insulated enclosure parked out of the beam-
line for up to a week, during which time cooling and monitoring continues. When
ready for extraction the chillers are set to raise the temperature inside the insulated
enclosure to the ambient temperature of the irradiation area. The detectors can
then be removed from the irradiation area and their radiation level checked by TIS
Radiation Protection. Finally, the detectors are removed from the detector baskets

and placed in freezers to await post-irradiation testing.



Chapter 4

Study of current evolution in

irradiated detectors

During detector irradiations at the CERN PS leakage currents are monitored and
can be used to investigate radiation damage effects specifically for ATLAS silicon
microstrip detectors at temperatures similar to those envisaged for operation at AT-
LAS. In this section a model of how the leakage currents of detectors held under
bias during irradiation should change due to bulk radiation damage effects is de-
veloped. The predictions of this are then tested against leakage currents observed
during irradiation, and used to calculate the radiation damage parameters «, the
current-related damage constant, and 3, the rate of acceptor creation specifically for
ATLAS microstrip detectors at low temperature. Finally, detector characteristics
both during irradiation and for the ATLAS operational scenario are modelled using

the calculated damage parameters.

ol



Study of current evolution in irradiated detectors 52

4.1 Leakage current evolution from bulk effects

Whilst the radiation damage of silicon has been studied extensively by many groups,
the majority of work has involved the irradiation of simple silicon pad diodes at room
temperatures with measurements performed after irradiation. Very little study has
been performed with measurements taken during irradiation, or with devices cooled
to minimise annealing. The detector irradiations performed at the CERN PS with
the detectors held in a cold environment during irradiation allow a study of bulk
radiation damage effects to be undertaken specifically for ATLAS silicon microstrip
detectors with annealing effects minimised. Multiple measurements are taken during
irradiation, allowing the progression of radiation damage as the fluence increases to

be investigated.

The only measurements taken during irradiation are of detector leakage currents.
Capacitance measurements, commonly used to determine the full depletion voltage
and hence effective doping concentration, are not practical due to the operating
conditions of the irradiation facility. However, information can be obtained on the
changes to both the leakage current and the effective doping concentration due
to radiation damage from the characteristics of the leakage current of a device held
under constant bias throughout irradiation. This is done by considering two separate

regions, one at low fluence and the other at high fluence.

Considering the low-fluence region first, before irradiation the full depletion voltage
for a typical 300 pum thick detector is approximately 60 — 80 V. Therefore when held
under bias at 100 V the detector will be fully depleted. As irradiation commences
the donor removal term in Eqn. (2.28) causes the effective doping concentration,
and hence also the full depletion voltage, to decrease as the detector moves towards
the inversion point. As the acceptor creation term starts to dominate, the effective
carrier density then increases again as the inversion point is left. Providing that the
detector is held under bias throughout this region it will remain fully depleted and

the active volume is constant, equal to the bulk volume of the detector Ad where
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A is the detector area and d is the detector thickness. Therefore using Eqn. (2.34)
which parameterises the effect of radiation damage on the volume leakage current

then the leakage current I in this low fluence region should be described by
I = aAdg (4.1)

where « is the current-related damage constant and ¢ is the fluence. The initial
(unirradiated) leakage current I is assumed to be negligible compared with the
radiation induced change in leakage current; pre-irradiation leakage currents of [ ~

0.1 pA are observed for detectors inside the irradiation area and cooled to —10°C.

As irradiation progresses to higher fluences the donor removal term in Eqn. (2.28)
becomes negligible compared with the acceptor creation term, as all of the initial
concentration of donors is removed. The expression for the effective doping concen-

tration Eqn. (2.28) then reduces to

Neff((rb) = _ﬁ(b (42)

and the effective doping concentration increases linearly with fluence. This causes
an increase in the full depletion voltage, which consequently becomes greater than
the applied bias voltage. The detector is therefore no longer fully depleted, and the
active volume is no longer equal to the entire volume of the detector. Making the
assumption that an under-depleted detector of depleted width W is equivalent to a
fully depleted detector of thickness W then from Eqn. (2.22) the depleted width is

2 a8
W= | 260k Voias (4.3)
e |Nessl

By substituting for the effective doping concentration with Eqn. (4.2) the depleted

width can be given as a function of fluence,

26067“ %ias
= . 4.4
\ e B (4.4)

The active volume for the detector is Vol = AW, and so from Eqn. (2.34) the

leakage current of a detector during irradiation at high-fluence should be given by

I =caA

2e Vz'as
= b ¢0.5 ) (4.5)

B
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Therefore when considering the evolution of detector leakage currents through an
entire irradiation, two distinct regions should be observed. Initially the leakage
current should increase linearly with fluence, whilst the detector is fully depleted
and its active volume is constant. Then at higher fluences where the effective doping
concentration is dominated by acceptor creation and the full depletion voltage is
greater than the applied bias voltage the leakage current increases at a slower rate,
proportional to the square root of the fluence. At the point where the detector leaves
the low-fluence region and is no longer fully depleted a kink should be observed on a

current-fluence plot as the rate of increase of leakage current with fluence changes.

4.2 Preparation of data

To investigate the predictions for leakage current behaviour during irradiation given
in Section 4.1 analysis is performed on leakage current data from detectors irradi-
ated at the CERN PS whilst held under bias. As mentioned in Section 3.3.6 the
following data are recorded during irradiation; time of measurement, temperature
of thermistors inside the insulated enclosure, SEM count and detector leakage cur-
rents. A number of steps must be taken before these data are in a format suitable
for analysis and it should be noted that there are slight differences in this process
between irradiations carried out during 1999 and irradiations carried out in 2000

due to a software upgrade.

First the temperature and current data must be combined, since they have different
measurement, cycles and are stored in separate data-files. The two data-files are
synchronised by comparing the time of measurement for each set of readings and
matching temperature readings to the equivalent leakage current readings. This
procedure was rendered obsolete for irradiations taking place after January 2000 as
a software upgrade combined the temperature and leakage current readings into a

single measurement cycle and data-file.

Next, the time of measurement for each set of current readings is converted into
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the time since the start of irradiation and the SEM count is converted into a flu-
ence measurement using the calibration factor obtained from the foil calibration. A
representative detector temperature for each set of leakage current measurements
is calculated by taking the mean of the temperature readings from all thermistors
located in the detector basket. To eliminate detector current fluctuations due to
temperature changes during irradiation each leakage current measurement is nor-

malised to a reference temperature using [27]
I(T) (T’ E, (1 1

= | = — |7 — = 4.6
1(Ty) <T2> Ploks \T, ™ T (46)

where T} and 75, are the measurement and reference temperatures respectively, F, is

the effective energy gap (a value of 1.12 eV has been used [20]) and kp is Boltzmann’s

constant.

The data are now in a format ready for analysis. A naming convention is used
for all detectors, taking into account the irradiation period, the detector group and
the individual detector. The irradiation period is defined by a three letter and
2 number code for the month and year, for instance “apr99” for the April 1999
irradiation. Within each irradiation period the detectors are divided into groups
with similar properties, depending upon the manufacturer of the detector, detector
thickness and detector design. For example all 300 ym thick barrel detectors from
manufacturer x could be labelled as group “a”, which when combined with the
irradiation period becomes group “apr99-a”. Finally, individual detectors within
groups are identified by a number; the first detector in group “apr99-a” is denoted
as detector “apr99-a-1”. Additionally, in the following detector descriptions “B”

indicates barrel detectors and “W” wedge-shaped detectors for the forward regions.
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4.3 Irradiation conditions

Detectors were irradiated in four separate irradiation periods. Each of these con-
tained different detectors and was subject to slightly different conditions regarding
the duration of the irradiation, beam flux and temperature of the detectors during
irradiation. The specific conditions and detectors irradiated are described for each

irradiation period in the following sections.

4.3.1 April 1999 irradiation

The April 1999 irradiation took place between 26th April and 4th May 1999. Beam
conditions were favourable, with 2 spills per super-cycle each containing 30—40x 10'°
protons being received between 0800 and 1800 hrs and 3 spills per super-cycle of
a similar intensity received between 1800 and 0800 hrs. This allowed the target
fluence to be reached within 7 days and the fluence profile is shown in Fig. 4.1.
Apart from a beam stop of approximately 10 hours duration, 9 hours into the ir-

25~1. Unfortunately

radiation, the proton flux was fairly constant at ~ 6 x 10® cm™
automatic recording of the SEM count from which the fluence is calculated was not
active for the first 9 hours of irradiation due to technical problems. Instead the
fluence is calculated for this period by extrapolating between SEM count readings
recorded manually after approximately 30 minutes, 1 hour, 1 hour 10 minutes and
9 hours of irradiation assuming a constant flux between these points. Therefore
the fluence profile for this initial period may be subject to some uncertainty in the
event of a variable flux between the known points. The temperature profile for the
irradiation is also shown in Figure 4.1; the temperature was held between —10.1°C
and —10.0°C for the duration of the irradiation, apart from the initial hour when
the temperature of the chillers was raised by one degree. Before analysis all leakage

current measurements were normalised using this temperature profile to a reference

temperature of —10.0°C.

In total 17 detectors were irradiated in April 1999 and a summary of these is shown
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in Table 4.1. All of the detectors were manufactured on (111) orientation substrates
with resistivity 2 — 5 k{2cm. All detectors were biased at 100V for the duration of

the irradiation.
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Figure 4.1: Temperature inside the insulated enclosure and fluence profile for the
April 1999 irradiation.

Group Quantity Thickness (um) Design

apr99-a 2 300+ 15 W
apr99-b 5 300 + 15 B
apr99-c 4 250 + 15 W
apr99-d 6 300 & 15 1xB, 5xW

Table 4.1: Summary of detectors in the April 1999 irradiation.

4.3.2 June 1999 irradiation

The June 1999 irradiation took place between 22nd June and 4th July 1999. Two
beam spills per super-cycle were received for the duration of the irradiation, each
containing 30 — 40 x 10'® protons. The target fluence was reached after approx-
imately 250 hours and the fluence profile is shown in Figure 4.2. The flux was

reasonably constant for the first 100 hours of irradiation, at ~ 3.5 x 10® cm 257!,
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after which the irradiation was interrupted by several short beam stops of 5 — 10
hours duration (required to perform measurements on a module being irradiated at
the same time). The temperature profile of the irradiation is also shown in Figure
4.2. Due to technical problems temperature measurements inside the insulated en-
closure were not recorded automatically. Instead, the temperature profile is taken
from thermistor measurements recorded manually, typically three to four readings
per day. The temperature inside the insulated enclosure increased steadily through-
out the irradiation which necessitated lowering the temperature of the chillers by
1°C after 90 hours of irradiation. Before analysis all leakage current measurements

were normalised using the temperature data to a reference temperature of —9.0°C.

In total 25 detectors were irradiated and a summary of their characteristics is shown
in Table 4.2. All of the detectors were manufactured on (111) orientation substrates

with resistivity 2 — 5 k{2cm. All detectors were biased at 100V for the duration of

the irradiation.
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Figure 4.2: Temperature inside the insulated enclosure and fluence profile for the
June 1999 irradiation.
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Group  Quantity Thickness (um) Design

jun99-a 9 300 £ 15 B
jun99-b 2 300 £ 15 W
jun99-c 5 285+ 15 B
jun99-d 6 305 £ 15 B
jun99-e 3 300 £ 15 B

Table 4.2: Summary of detectors in the June 1999 irradiation.

4.3.3 October 1999 irradiation

The October 1999 irradiation took place between 27th October and 8th November
1999. One beam spill per super-cycle containing 30 — 40 x 10'° protons was received
between 0800 and 1800 hrs and two spills per super-cycle of a similar intensity were
received between 1800 and 0800 hrs. The target fluence was reached after approx-
imately 260 hours of irradiation and the fluence profile is shown in Figure 4.3. A
computer crash after approximately 240 hours of irradiation prevented data being
taken after this point. Apart from three short beam-stops in the first 75 hours of irra-
diation and one longer beam-stop of approximately 20 hours duration after 85 hours
of irradiation, the proton flux was reasonably constant at ~ 3.4 x 108 cm 2s~!. The
temperature profile of the irradiation is also shown in Figure 4.3. Again problems
with the automatic temperature recording meant that temperature measurements
recorded manually had to be used for the temperature profile. The temperature
inside the thermal enclosure was quite stable, with an increase of only 0.4°C for
the entire irradiation period. Before analysis all leakage current measurements were

normalised using the temperature data to a reference temperature of —9.5°C.

In total 19 detectors were irradiated and a summary of these is shown in Table
4.3. All of the detectors were manufactured on (111) orientation substrates with
resistivity 2 — 5 kQcm. Both oxygenated and standard (unoxygenated) detectors
were irradiated, groups oct99-a, oct99-c and oct99-e being oxygenated, and groups

oct99-b, 0ct99-d and oct99-f respectively acting as control samples of standard sili-
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con to these. The oxygenation process used the high-temperature diffusion method,
where silicon wafers have a layer of silicon oxide grown on each surface and are then
baked for several hours at temperatures of ~ 1150°C. This produces an oxygen con-
centration in the silicon bulk of ~ 10'" atoms cm™ [47]. All detectors were biased

at 100V for the duration of the irradiation.

Oxygenation has recently been shown to change the post-irradiation characteristics
of silicon detectors [40]. This is apparent in the behaviour of the effective doping
concentration after irradiation with protons (no difference between oxygenated and
standard silicon is seen after irradiation with neutrons). For oxygenated silicon
the rate of stable acceptor introduction g. is found to be significantly lower than
for standard silicon. Additionally the long term reverse annealing is found to be
suppressed for oxygenated silicon relative to standard silicon. The net result is for
a lower full depletion voltage after proton irradiation and subsequent annealing for

oxygenated silicon devices compared with those manufactured on standard silicon.
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Figure 4.3: Temperature inside the insulated enclosure and fluence profile for the
October 1999 irradiation.
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Group  Quantity Thickness (um) Design Comments

oct99-a 3 280 £ 15 W Oxygenated
oct99-b 3 280+ 15 W Standard
oct99-c 4 300 £ 15 B Oxygenated
oct99-d 1 300 £ 15 B Standard
oct99-e 5 300 £ 15 W Oxygenated
oct99-f 3 300 £ 15 W Standard

Table 4.3: Summary of detectors in the October 1999 irradiation.

4.3.4 May 2000 irradiation

The May 2000 irradiation took place between 21st May and 31st May 2000. Two
beam spills per super-cycle were received for the majority of the irradiation, each
containing 30 — 40 x 10'° protons. The target fluence was reached after approxi-
mately 200 hours of irradiation and the fluence profile is shown in Figure 4.4. For the
first 35 hours of irradiation the proton flux was relatively high, ~ 6.5 x 10® cm 257!,
until a beam stop of 15 hours duration. After this a reduced proton flux was received,
~ 4.0 x 10® cm~2s7!. The temperature profile of the irradiation is also shown in Fig-
ure 4.4. Several temperature fluctuations are evident, with the temperature varying
between —9.7 and —8.3°C during the irradiation. Before analysis, all detector cur-

rents were normalised using the temperature data to a reference temperature of

-9.0°C.

In total 36 detectors were irradiated and a summary of these is shown in Table 4.4.
All detectors were manufactured on material with resistivity 2 — 5 k{2 cm, and are
a mixture of (111) and (100) orientation substrates. Groups may00-b, may00-d and
may00-f were manufactured on (100) substrates, with groups may00-a, may00-c and
may00-e respectively acting as control samples manufactured on (111) substrates.
Groups may00-g and may00-h were standard devices manufactured on (111) sub-

strates. All detectors were biased at 100V for the duration of the irradiation.

The motivation for studying the different substrate orientations is that their silicon-
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oxide interfaces have different characteristics [48-50]. (111) orientation substrates
have a larger density of dangling bonds than (100) orientation substrates by approx-
imately a factor of 10, and the density of trapped charge at the interface, responsible
for surface damage effects, is proportional to the density of dangling bonds. There-

fore whilst the bulk properties of the two substrate orientations will be similar,

surface damage should affect them differently.
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Figure 4.4: Temperature inside the insulated enclosure and fluence profile for the

May 2000 irradiation.
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Group Quantity Thickness (um) Design Substrate
may00-a 7 285+ 15 W (111)
may00-b 3 285 + 15 W (100)
may00-c 2 260 + 15 W (111)
may00-d 2 260 + 15 W (100)
may00-e 3 285 + 15 B (111)
may00-f 5 285 + 15 B (100)
may00-g 5 285 + 15 B (111)
may00-h 9 285 4 15 B (111)

Table 4.4: Summary of detectors in the May 2000 irradiation.

Proton fluence (cm®)
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4.4 Leakage currents during irradiation

From the model presented in Section 4.1 bulk radiation damage effects are expected
to be manifested by a linear increase in leakage current with fluence at low fluences
and an increase proportional to the square root of the fluence at high fluences.
Before the model can be used to calculate the radiation damage parameters the
characteristics of the leakage current data in these regions must be investigated for
any significant deviations from this behaviour, which could indicate the presence of

additional effects. This is performed separately for the low and high fluence regions.

4.4.1 Low fluence behaviour

In the low fluence region a relationship between current and fluence of the form
I o< ¢%ew with a;,, = 1.00 is expected from bulk damage effects. This is investigated

by performing a least-squares fit on a function
log I = ajp logd+ b (4.7)

which is equivalent to

I =10°¢%w (4.8)

The value of a;,, given by the fit will indicate whether the bulk damage model is
sufficient to explain leakage current behaviour during irradiation, or if other effects
appear to be present. For this to be valid it is important that the data range for the
fit is chosen correctly so that only leakage current measurements taken when the de-
tector is fully depleted are used. The point where the detector leaves the low-fluence
region can be identified by a distinct change in gradient of the current-fluence plot,
and typically occurs at fluences of 2.0 — 3.0 x 10'® pcm~2. The low-fluence region
is therefore defined on a detector to detector basis so that the maximum amount of
data can be analysed without straying from the low-fluence region. Uncertainties
on the given values of a;,, are estimated from the spread of data-points, and it

should be noted that for clarity only a small subset of the data used to calculate
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Qo 1S shown in the following graphs. Typically 400 — 500 individual leakage current

measurements are taken for each detector in the low-fluence region.

April 1999 Data

A low-fluence data range of ¢ = 0.5 — 2.0 x 10'3 pecm™2 is used for all detectors
in the April 1999 irradiation; the lower limit was imposed due to erratic current
readings in the early stages of the irradiation. In addition, detector apr99-d-3 is
observed to have a large spike in leakage current at a fluence of 1.0 x 10'® pcm=2;
this detector is therefore excluded from further analysis. Eqn. (4.7) is fitted to the
leakage current data in the defined low-fluence region for all other detectors. Data
and the results of the fits are shown for detectors apr99-a-1 and apr99-b-1 in Fig. 4.5;
the vertical lines on these graphs indicate the region used to perform the fits. It is
clear that the fits are not a very good representation of the data. The most obvious
cause of this is a decrease in current by approximately 5 — 10 yA after a fluence
of 1.55 x 10'® pem~=2. This occurred during a period without beam of duration 10
hours. Additionally the rate of increase of leakage current with fluence appears to
increase after ¢ = 0.6 x 10'3 pecm=2. It should be remembered that until a fluence
of 1.55 x 10 pcm™2 the automatic recording of fluence was not operational, and

the fluence values had to be extrapolated from a small number of manual readings
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Figure 4.5: Low fluence leakage current data and fits for detectors (a) apr99-a-1 and
(b) apr99-b-1.
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Figure 4.6: Values of a;,,, for all detectors in the April 1999 irradiation.

assuming a constant flux between these points. Variations in proton flux between
the known fluence points could mean that the fluence values for leakage current

measurements in this region are not correct.

The values of a;,, found for all of the detectors in the April 1999 irradiation are
shown in Fig. 4.6. For almost all detectors values of a;,, = 1.02 — 1.04 are found,
with only detectors apr99-d-1 (with a;, = 0.95) and apr99-d-2 (., = 1.10) differ-
ing significantly from this. However, these results should be treated with care due to
the aforementioned decrease in current during a beam-stop and potential problems

with the fluence measurements.

June 1999 Data

A low-fluence data range of ¢ = 0.1 — 2.0 x 10*® pcm~2 is used for all detectors in
the June 1999 irradiation, except for detectors from the group jun99-e which appear
to leave the low fluence region at a fluence of approximately 1.7 x 10 pcm~2; a
low-fluence data range of ¢ = 0.1 — 1.5 x 103 pcm™2 is used for these detectors.
Several detectors exhibit leakage current irregularities at low fluences; this is seen

for detectors jun99-a-3, jun99-a-5, jun99-a-7 and jun99-b-1 (see Fig. 4.7), and these

four detectors are consequently excluded from further analysis.

For the remaining detectors Eqn. (4.7) is fitted to the data in the defined low-
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Figure 4.7: Low-fluence leakage current data for detectors (a) jun99-a-3, (b) jun99-
a-5, (¢) jun99-a-7, and (d) jun99-b-1.
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Figure 4.8: Low-fluence leakage current data and fits for detectors (a) jun99-a-1 and
(b) jun99-c-1.
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fluence region. Data and the results of the fits are shown for detectors jun99-

a-1 and jun99-c-1 in Fig. 4.8 and for detectors jun99-e-1 and jun99-e-3 in Fig.
4.9. The vertical lines on these graphs represent the data range used to perform
the fits. Considering detectors jun99-a-1 and jun99-c-1 first, the observed leakage
currents exhibit a smooth increase with fluence and are well represented by the
fits. The deviation of the data from the fit at a fluence of 2.2 — 2.4 x 10'3 pcm 2
indicates where the low-fluence region is left. For detectors jun99-e-1 and jun99-e-3
the observed leakage currents take slightly higher values than predicted by the fit for
fluences > 1.0 x 10'3 pecm 2. The low-fluence region is left for these two detectors

after a fluence of approximately 1.7 x 10*® pcm=2.
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Figure 4.9: Low fluence leakage current data and fits for detectors (a) jun99-e-1 and
(b) jun99-e-3.
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The values of a;,,, found from the fits for all of the detectors are shown in Fig. 4.10.
All detectors are found to have a;,, = 0.93 — 0.97 apart from detector jun99-e-2

which has a significantly lower value, a;,, = 0.85.

October 1999 data

A low-fluence data range of ¢ = 0.1 — 1.3 x 10" pcm~2 is used for all detectors in
the October 1999 irradiation. This relatively low upper limit is applied to avoid a
small decrease in leakage current seen after a fluence of 1.33 x 10** pcm™2, during a
beam-stop of duration 2.8 hours. Detector oct99-a-2 is observed to have an abnor-
mally large current until a fluence of 1.0 x 10'® pcm 2 and is consequently excluded

from further analysis.

For all other detectors Eqn. (4.7) is fitted to the leakage current data in the defined
low-fluence region. Data and the results of the fits are shown in Fig. 4.11 for
detectors oct99-a-1 and oct99-b-1. For detector oct99-a-1 there is a regular increase
in leakage current with fluence and the data are well represented by the fit. At
a fluence of 1.33 x 103 pcm~2 the leakage current falls by approximately 4 pA,
during the period without beam. Immediately irradiation is restarted the leakage
current appears to increase at a faster rate than observed before the beam-stop,
until a fluence of 1.5 x 10*® pcm ™2 where the data are again well represented by
the fit. After a fluence of 2.2 x 10'® p cm 2 the data deviate from the fit, indicating
where the low-fluence region is left. Almost identical behaviour is shown by detector

0oct99-b-1.

The values of a;,, found for all detectors are shown in Fig. 4.12. Whilst there is a
considerable spread in values, covering a range of @y, = 0.82 — 0.93, the majority
of detectors have a;p, = 0.87 — 0.91. Comparing the oxygenated detectors (oct99-
a, oct99-c and oct99-e) with the control detectors (oct99-b, oct99-d and oct99-f
respectively), whilst the detectors in the oxygenated groups oct99-c and oct99-e
all take slightly lower values of a;,, than their control detectors in groups oct99-d

and oct99-f, this is not seen between detectors in groups oct99-a and oct99-b. For
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Figure 4.11: Low-fluence leakage current data and fits for detectors (a) oct99-a-1

and (b) oct99-b-1.
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May 2000 data

A low-fluence data range of ¢ = 0.1 — 1.5 x 10" pcm~2 is used for all detectors in
the May 2000 irradiation since several of the detectors appear to leave the low-fluence
region at a fluence of approximately 1.8 — 1.9 x 10*® pcm™2. Detector may00-h-3 is
excluded from further analysis due to the presence of a large spike in current at a

fluence of 1.0 x 10*® pcm~2.

For all other detectors Eqn. (4.7) is fitted to the leakage current data in the de-
fined low-fluence region. Leakage current data and fits are shown for detectors
may00-b-1 and may00-c-1 in Fig. 4.13. Both of these detectors display a regular
increase in leakage current with fluence and are well represented by the fits both
during and after the defined low-fluence region. The data deviate from the fit at
a fluence of ~ 2.4 x 103 pcm™2, indicating the low-fluence region being left. For
detector may00-a-5 (see Fig. 4.14a) the low-fluence region is left at a lower fluence,
~ 1.8 x 10"* pcm™2. Additionally, several detectors are observed to have a slight
ripple in leakage current, shown for detector apr99-a-1 in Fig. 4.14b. The origin of

this is unclear, but it is not a large effect.

The values of a;,, found for all detectors are shown in Fig. 4.15. The majority
of detectors are found to have aj,, = 0.88 — 0.94, although four detectors are seen
to have significantly lower values; detectors may00-c-2, may00-e-3, may00-f-4 and
may00-g-5 have a;p, = 0.80 — 0.86. Comparing detectors manufactured on (100)
orientation substrates (groups may00-b, may00-d and may00-f) with their control
samples manufactured on (111) substrates (groups may00-a, may00-c¢ and may00-e

respectively) no systematic difference in values of a4, is evident.
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Figure 4.13: Low-fluence leakage current data and fits for detectors (a) may00-b-1

and (b) may00-c-1.
Figure 4.14: Low-fluence leakage current data for detectors (a) may00-a-5, and (b)

may00-a-1.
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Figure 4.15: Values of a,,, for all detectors in the May 2000 irradiation.
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Discussion

Considering the results found from all four irradiations together, there is a clear
tendency for detectors to take values of a;,, lower than the expected a;,, = 1.00.
This is the case for detectors in all irradiations apart from April 1999 where, as
explained earlier, the results must be treated with care due to problems in the low
fluence region. For the other irradiations the values found for a;,, are; June 1999
Qo = 0.93 — 0.97, October 1999 a4, = 0.87 — 0.91 and May 2000 a4y, = 0.88 — 0.94.
The distribution of a4, values from these three irradiations is shown in Fig. 4.16;
the peak of the distribution is for a;y, ~ 0.93. The fact that a;,, does consistently
differ from the expected a;,, = 1.00 hints at the possible presence of other effects
in addition to the linear increase in leakage current expected from bulk damage.
The current decreases seen during periods without beam also imply a more com-

plex situation than the simple model proposed in Section 4.1. Several possibilities
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Figure 4.16: Distribution of a;,, values for detectors in June 1999, October 1999
and May 2000 irradiations.
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for explaining the observed behaviour of leakage currents during irradiation in the

low-fluence region will now be considered.

The first possibility is leakage current annealing. As explained in Section 2.4.1 in
addition to a linear increase in leakage current with fluence during irradiation it has
been found that after irradiation annealing of defects causes a time dependent de-
crease in the leakage current. This could clearly explain the decrease in current seen
during beam-stops. Leakage current annealing occurring during irradiation, which
would be manifested by a time dependent decrease in the current-related damage
constant and hence a decreasing gradient of a current-fluence plot, could also explain
the observed non-linearity of the leakage current with fluence. Leakage current an-
nealing is temperature dependent, with a slower decrease in leakage current seen at
lower temperatures. Therefore at the irradiation temperatures considered here, —8
to —10°C, leakage current annealing effects are expected to be small. However, since
little study has previously been carried out on low temperature annealing it is im-
portant to investigate whether this could be responsible for the observed low-fluence

leakage current behaviour.

The most common way of parameterising leakage current annealing is with the sum
of several exponentials. For example the parameterisation given in Eqns. (2.35) to
(2.38) was used to perform a simulation of the evolution of ATLAS silicon detectors
over the lifetime of the experiment in Ref. [28]. This parameterisation allows tem-
perature dependence of the annealing process to be included through a scaling of
the time axis with Eqn. (2.37). For an annealing temperature of 74 = —10°C, the
temperature during the April 1999 irradiation, the scaling factor for the time axis

relative to a temperature of 20°C is
©(—10°C) = 0.00732. (4.9)

This indicates that the equivalent of one days annealing at 20°C is 137 days at
—10°C, implying that leakage current annealing should indeed be only a small effect
at the low temperatures considered here. This parameterisation can also be used

to calculate g(t), the ratio of leakage current a time ¢ after the end of irradiation



Study of current evolution in irradiated detectors

74

1.00 1.00
N 0.98 [ =
095 - *© Fo theory -
[ .. ] i ]
3 “a E 0.96 Sy B
= r Sy, 1 = [ fas, 1
5 0.90 ", 3pr99—a—1 5 5 i e, ]
3 ““‘«M E 0.94 S -
i % ] I *, 0ct99-c-1 ]
0 85 -— —_ 0 ) 9 2 :_ Am“mm‘m _:
R T —— oo bt
0 100 200 300 400 500 600 0 50 100 150 200
t (min) t (min)

Figure 4.17: Ratio of leakage current a time ¢ after the end of irradiation to leakage
current at ¢ = 0 for prediction of Eqn. (2.35) and data for low-fluence beam-stops
during (a) April 1999 and (b) October 1999 irradiation.

to the leakage current at time ¢t = 0. Eqn. (2.35) is used (with the parameters
given in Table 2.1) to calculate g(¢) for time periods and temperatures equivalent to
the beam-stops of the April 1999 (—10°C) and October 1999 (—9°C) irradiations,
shown along with data in Figs. 4.17a and 4.17b respectively. For both irradiation
periods the predicted values of g(¢) show a much smaller decrease than is observed
from the data. For example, in the April 1999 irradiation a time t = 350 minutes
after the end of irradiation Eqn. (2.35) predicts g(t) ~ 0.98, whereas the data for
detector apr99-a-1 give g(¢) ~ 0.87. Similarly, in the October 1999 irradiation a
time ¢ = 170 minutes after the end of irradiation the data give g(¢) ~ 0.91, whereas
the prediction is for g(t) &~ 0.99. Therefore it would appear that the leakage current
behaviour observed during beam-stops is not consistent with the leakage current

annealing parameterisation of Eqn. (2.35).

The above does not, however, reflect annealing that occurs during irradiation, as-
suming instead that annealing only occurs during periods without beam. Whilst this
may be sufficient for annealing periods that are much longer than the irradiation
period, in both the April 1999 and October 1999 irradiations the irradiation time is
of a duration similar to or longer than the beam-stop. Therefore annealing during
irradiation must be considered as well. This is included in the parameterisation

presented in Eqn. (2.39), which was found in Ref. [31] to be a good representation
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of the annealing behaviour of diodes irradiated in the PS with 24 GeV protons, and
was used to correct leakage current measurements for annealing that occurred dur-
ing irradiations performed at room temperature. Eqn. (2.39) can be used (with the
parameters given in Table 2.2) to calculate g(t;,t'), the ratio of observed leakage
current after time t;,. of irradiation and time ¢’ of annealing to the leakage current
had no annealing occurred either during or after irradiation. This is shown in Fig.
4.18a for a scenario equivalent to the April 1999 irradiation, where a 9.1 hour irra-
diation period is followed by a 10 hour period without beam, for temperatures of
both 20°C and —10°C. The temperature dependence is again introduced by scaling
the time axis with Eqn. (2.37). After 9.1 hours of irradiation g(t;,t') ~ 0.78 at
20°C, but at —10°C the annealing effect is much smaller with g(¢;.,t') ~ 0.98. After
9.1 hours of irradiation and 10 hours without beam g¢(¢;.,%') &~ 0.70 at 20°C and
g(ti,t') = 0.96 at —10°C. This again supports the assumption that leakage current

annealing is only a small effect at low temperature.

To compare this parameterisation of leakage current annealing during and after
irradiation with data taken during the beam-stop of the April 1999 irradiation the
ratio of leakage current a time ¢’ after the end of irradiation to leakage current at ¢’ =

0, I(t")/I(t' = 0), can be examined. This is shown in Fig. 4.18b for leakage current
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Figure 4.18: (a) Ratio of observed leakage current to leakage current with no an-
nealing during and after irradiation for scenario of April 1999 irradiation, calculated
using Eqn. (2.39). (b) Ratio of leakage current a time ¢’ after the end of irradiation
to leakage current at ¢’ = 0 for data and parameterisation of Eqn (2.39).
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data from detector apr99-a-1 and the prediction of Eqn. (2.39) for temperatures
of 20°C and —10°C. The data display a much greater decrease of I(t')/I(t' = 0)
over a 6 hour period than is predicted for irradiation and annealing at —10°C,
and a considerably greater decrease even than predicted for a temperature of 20°C.
Therefore, again, it appears that the observed leakage current behaviour is not

consistent with the parameterisation for leakage current annealing given in Eqn.

(2.39).

Whilst neither of the annealing parameterisations considered above appear to de-
scribe the observed leakage current behaviour it should be remembered that the
temperature dependence was introduced by a scaling of the time axis, not with an
independent parameter set calculated from the observed annealing behaviour of de-
vices maintained at low temperatures. Although most of the literature concentrates
on long-term annealing at room temperature or higher, in Ref. [51] the leakage cur-
rent annealing behaviour of silicon diodes at temperatures of +20°C to —20°C after
irradiation with 24 GeV protons to fluences of up to 1.1 x 10'* pcm~2 was studied.
Leakage currents were monitored over periods of several months after the end of
irradiation. The decrease in the damage constant «, and hence the leakage current
from Eqn. (2.34), as a function of time after irradiation ¢ was found to be described

by

a(t) = Ay exp(—t/6) + Asexp(—t/02) + As. (4.10)

The parameters found in Ref. [51] for this function for a range of temperatures are
shown in Table 4.5. As the temperature decreases the length of the time constants
increase, implying a slowing down of the rate of annealing. Eqn. (4.10) is found to
be a good representation of the leakage current data taken during the April 1999
beam-stop for all detectors, and the parameters found from fitting Eqn. (4.10) to the
data are shown in Table 4.6. Comparing the parameters found here with those from
Ref. [51], what is noticeable is that the time constants #; and 6, found here are much
smaller, being of order hours rather than days, and also the relative contribution of

the stable component Aj is much greater.
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T 91 92 Al AQ A3
(°C) (days) (days) | 107" Acem™! [ 107" A em™ | 10717 A em™!
20 - 5.3+ 1.1 0.0 1.9+0.2 2.63 £ 0.05

0 |070+£0.14 | 48+£11 0.53 = 0.06 0.21 £ 0.02 0.44 +0.01
-20 3.6 0.5 43+ 9 0.17£0.01 0.06 £ 0.05 | 0.070 £ 0.002

Table 4.5: Parameters of leakage current annealing function Eqn. (4.10) for a range
of temperatures, taken from Ref. [51].

0, 0, A A, As
(hours) (hours) (1A) (1A) (1A)
apr99-a-1 | 0.35+0.02 [ 470 +£0.12 | 1.46 £ 0.04 | 8.78 £0.07 | 47.5+0.1
apr99 av. | 0.33 +0.01 | 4.54 +0.04 | 1.16 + 0.02 | 8.72 + 0.03 | 46.530 + 0.004

Table 4.6: Parameters of leakage current annealing function Eqn. (4.10) found

from fits to the observed leakage currents during the beam-stop of the April 1999
irradiation.
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Figure 4.19: (a) Fit of Eqn. (4.10) to leakage current data for detector apr99-a-1
(solid line) and parameterisations from Ref. [51] for 7" = 0°C (dashed line) and
T = —20°C (dotted line). (b) As the previous plot but for a longer time-scale.
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Fig. 4.19a shows leakage current data for detector apr99-a-1 accompanied by the
fit to the data of Eqn. (4.10). Also shown are the parameterisations found in
Ref. [51] for temperatures of 0°C and —20°C, with the values of the amplitudes A,
Ay and Aj scaled to the observed leakage current for detector apr99-a-1 at ¢ = 0.
Whilst the shape of the data for detector apr99-a-1 is very different to that of the
two parameterisations from Ref. [51], having a much more pronounced decay curve,
the leakage currents predicted after 10 hours of annealing by the fit to the data
and the two other parameterisations are consistent. The fit to the data (with tem-
perature 7" = —10°C) predicts a higher leakage current (less annealing) than the
parameterisation for 77 = 0°C and a lower leakage current (more annealing) than
the parameterisation for T' = —20°C, consistent with the expectation for more an-
nealing at higher temperatures. However, if the parameterisations are extrapolated
to longer time-scales, shown in Fig. 4.19b, this consistency is lost as the decrease in
leakage current given by the parameterisation from Ref. [51] for annealing at —20°C
overtakes that found here for —10°C after &~ 35 hours. The parameterisation found
by fitting to the April 1999 data actually becomes constant &~ 25 hours after the
end of irradiation, whereas the two parameterisations from Ref. [51] still give a de-
creasing current even after 50 hours. These differences could be due to the different
measurement, time-scales. For the data collected in April 1999 measurements were
taken every few minutes for a duration of 6 hours (monitoring was stopped for the
last 4 hours of the beam-stop). However for the results presented in Ref. [51] the
measurement period was several months, and only two measurements were taken
during the first day. Therefore whilst the April 1999 data are sensitive only to
short time constants of order hours, the data from Ref. [51] are sensitive to longer
time constants. It is in any case difficult to conclude whether the leakage current

behaviour seen in the April 1999 beam-stop is consistent with the results of Ref. [51].

Another possibility that can be considered to explain the observed leakage cur-
rent behaviour is a radiation induced photocurrent in the detectors. The creation of
electron-hole pairs in the depleted bulk of the detector by the passage of charged par-

ticles from the ambient radioactivity in the irradiation area could cause an additional
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current in the detector. A radiation induced photocurrent should be proportional
to the dose rate inside the irradiation area, which will increase when irradiation
starts then decrease when the beam is halted. Adding an additional current with
this behaviour to a bulk leakage current that is linear with fluence may explain the

observed detector currents during irradiation.

The radioactivity induced by high-energy particle radiation as a function of irradi-

ation time 7" and decay time ¢ can be expressed by [4, 52]

T+t
D = Dyglog (TJF) (4.11)
where D is the dose rate, Dy is a constant and ¢ is the flux of irradiating hadrons.
The constant Dy was found in Ref. [52] for a position 1m away from a thick target,
such as a beam dump, which is almost exactly the situation of the detectors in the

irradiation area:
Dy = 3.6 x 107'® (rad hr ") /(particlecm™2s7") .

The dose rate in the irradiation area can now be calculated as a function of irradia-
tion time. Assuming a typical beam scenario of two spills per 14 second super-cycle
each containing 40 x 10'* protons, and a beam spot size of 2 x 2 cm? then the beam
flux is

¢ = 7.14 x 10° protonscm ?s "

Note that this beam flux is not the same as the irradiating flux received by the
detectors themselves, due to their being scanned through the beam-line. The dose
rate as a function of irradiation time 7" is modelled by Eqn. (4.11) using a constant
decay time of £ = 1 hour, and is shown in Fig. 4.20a. A sharp increase in dose
rate is predicted at the start of irradiation, with the rate of increase falling with
irradiation time, so that a plateau will eventually be reached. The dose rate can
also be modelled as a function of decay time ¢, shown in Fig. 4.20a for a scenario
similar to that of the April 1999 irradiation; 9.1 hours of irradiation followed by 10
hours of decay. As soon as the beam is halted (indicated by the solid vertical line

on the graph) there is a sharp decrease in the dose rate, with the rate of decrease
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Figure 4.20: (a) Predicted dose rate inside irradiation area as a function of irra-
diation time. Also shown is dose rate as a function of decay time after 9.1 hours
of irradiation time (dashed line). (b) Measured leakage currents before irradiation;
beam on but detectors parked out of beam.

falling with time. After 10 hours of decay time the dose rate is approximately a

third of the level it was immediately the beam was halted.

Therefore a radiation induced photocurrent proportional to the dose rate would
appear to exhibit characteristics consistent with the observed leakage current both
before and after irradiation. A non-linear increase in photocurrent with fluence
added to a linear bulk leakage current could explain the observed non-linearity of
current with fluence, and a decrease in photocurrent could explain the observed
decrease in current when the beam is halted. However the expected magnitude of
such an effect still needs to be determined. During a detector irradiation in July
2001 detectors were installed into the irradiation area, cooled and the beam started
(2 spills each containing 40 x 10'® protons being received every 14 seconds). Instead
of irradiation of the detectors commencing immediately they were left parked out
of the beam for four hours prior to the start of the irradiation. Detector currents
were measured during this period, when no increase in leakage current due to bulk
radiation damage should be observed; any increase in current can be attributed to
a radiation induced photocurrent. The variation of detector currents with time is
shown in Fig. 4.20b [53]. The increase in current with time appears to be described

better by a linear function, rather than the logarithmic function of Eqn. (4.11)
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that governs the increase in dose rate. In addition the magnitude of the increase
in current is small; the measured current after four hours is ~ 200 nA. Taking
Fig. 4.20a as representative of the dose rate in the irradiation area, and assuming
a radiation induced photocurrent proportional to this, then the photocurrent after
four hours of beam should be approximately 2/3 of the photocurrent after 9.1 hours
of beam, the point in the April 1999 irradiation when the beam was halted. Scaling
the observed current seen in July 2001 after 4 hours of beam time to 9.1 hours
of irradiation a photocurrent of ~ 300 nA would be expected. Then, during a 10
hour period without beam the dose rate in Fig. 4.20a falls to one third of the
dose rate immediately after the beam is halted; the July 2001 data would imply
a fall in photocurrent of &~ 200 nA during this time. However, in the April 1999
irradiation a decrease in current of ~ 9 uA is observed, a far greater effect. This
indicates that the magnitude of the observed decrease in leakage current is much
too large to be consistent with a decrease in radiation induced photocurrent after
the beam is halted. Additionally, given the reasonably linear nature of the observed
increase in current shown in Fig. 4.20b it is possible that this increase is not due to
a photocurrent, but is in fact caused by bulk radiation damage from, for instance,

a background of neutrons emitted from the beam-dump.

The final possibility considered to explain the observed leakage current behaviour
in the low-fluence region is that of surface damage. Additional current can be
produced by generation centres at the silicon-oxide interface. Surface generation only
occurs where there is a silicon-oxide interface, not where there is a junction between
different types of silicon. For simple diodes, where almost the entire surface area
consists of a p-n junction, surface effects are not important compared to bulk effects.
However for the highly segmented silicon microstrip detectors considered here where
a considerable proportion of the detector surface takes the form of a silicon-oxide
interface surface effects may be significant. Compared with the study of bulk damage
much less information is available on surface damage effects. However, experiments
have been performed by irradiating silicon devices with 20 keV electrons [32, 54];

these do not have enough energy to cause bulk damage, so only surface damage can
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2 was observed

occur. In Ref. [32] a surface generation current of 1.5 — 2.0 A cm™
in biased silicon diodes at room temperature after a dose of 5 kGray, equivalent to
a proton irradiation fluence of ~ 1.5 x 103 cm~2. The surface generation current
is dependent on the intrinsic carrier density [54] and therefore should be reduced
at low temperatures; a smaller surface generation current should be present during
the irradiations considered here. However, it could still be of sufficient magnitude
as to be significant compared to the bulk leakage current. Assuming a surface
generation current that increases non-linearly with fluence, then this added to a bulk
leakage current linear with fluence could explain the non-linearity of the observed
leakage current during irradiation. A decrease in surface generation current when
irradiation ends due to an annealing process of the surface damage could also explain
the observed decrease in leakage current during beam stops. However since surface
damage is highly dependent on the exact design and manufacturing process of the

detector it is impossible to quantitatively predict the surface generation current

without a systematic study, unfortunately beyond the scope of this thesis.

Having investigated the three most probable causes of the observed leakage current
behaviour during low-fluence irradiation it appears that the only one that can defi-
nitely be ruled out is a radiation-induced photocurrent, as the magnitude of this was
found to be far too small to explain the observed decrease in leakage current during
beam stops. Investigation of leakage current annealing proved inconclusive. Neither
of the parameterisations that rely upon scaling of the time axis to introduce temper-
ature dependence were found to be representative of the data, both predicting much
smaller decreases in current than observed. Previous data taken for low temperature
annealing appeared to give consistent results with those found here over short time-
scales, but when extrapolated to cover larger times the agreement was lost. Further
investigation of leakage current annealing for short time-scales at low temperature
is therefore required in order to decide whether this effect is responsible for the ob-
served leakage current behaviour. Finally, surface damage effects were considered.
Whilst previous studies have found a surface generation current of a non-negligible

magnitude compared to bulk damage effects surface damage is entirely material and
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manufacturing process dependent and so is impossible to quantify for the detectors
irradiated here without additional systematic study. However, even though a firm
conclusion about the origin of the observed leakage current behaviour cannot be
made, it should be remembered that only a small deviation from the prediction of
the bulk damage model is seen, and to a good approximation the increase in leakage

current with fluence is described by a linear function.

4.4.2 High fluence behaviour

In the high fluence region a relationship between current and fluence of the form
I o< ¢*ish with apign, = 0.50 is expected, since in this region both leakage current
and effective carrier density damage effects must be considered (see Section 4.1).
Analogous to the investigation of low-fluence leakage current behaviour in the pre-
vious section the observed leakage current behaviour at high-fluences is studied by

performing a least squares fit on a function
log I = apign logo + b (4.12)

which is equivalent to

I = 100 ¢isn (4.13)

The values of ap;gp, found will indicate whether the bulk damage model is sufficient to
explain high-fluence leakage current behaviour during irradiation, or if other effects

appear to be present.

A fluence range of ¢ = 1.0 — 2.5 x 10!* pecm~=? is used to perform high-fluence
analysis for all detectors, so as to ensure that analysis is performed only in the
region where the donor removal term of Eqn. (2.28) is negligible and the effective
doping concentration is dominated by acceptor creation. Uncertainties on the values
of apgn are estimated from the spread of the data points. It should be noted that
for clarity only a small subset of the data used to calculate apigy, is shown in the
following graphs; typically 2000 — 3000 individual leakage current measurements are

taken for each detector during the high-fluence region.
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April 1999 Data

High fluence analysis is carried out on all detectors in the April 1999 irradiation,
except for detector apr99-d-3 which was excluded during the low-fluence analysis.
Data and the results of the fits are shown for detectors apr99-a-1 and apr99-b-1
in Fig. 4.21. For detector apr99-a-1 a considerable spread of the data-points is
observed, and whilst the fit is a reasonable approximation of the data there is a
scatter of points to &~ 5uA either side of it. This is not the case for detector apr99-
c-1, where the fit is a much better representation of the data. It is also worth
noting that whilst there were several beam-stops in the high-fluence region there is

no evidence of any net decreases of leakage current from the current-fluence plot.

The values of a;g, found for all detectors analysed are shown in Fig. 4.22. There is a
considerable variation in values, with asig, = 0.38—0.58. What is also noticeable is a
consistency for detectors within individual groups, but differences between detectors
in different groups. The detectors in groups apr99-a and apr99-d are all found to have
values of ap;gpn in the range ap;gn = 0.38—0.43, whereas all detectors in group apr99-b

have apgn, = 0.49 — 0.50 and detectors in group apr99-c all have apig, = 0.53 — 0.58.
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Figure 4.21: High fluence leakage current data and fits for detectors (a) apr99-a-1
and (b) apr99-b-1.
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Figure 4.22: Values of apigp for all detectors in the April 1999 irradiation.

June 1999 Data

High fluence analysis is performed on all detectors in the June 1999 irradiation apart
from the four excluded during the low-fluence analysis, detectors jun99-a-3, jun99-a-
5, jun99-a-7 and jun99-b-1. Data and the results of the fits are shown for detectors
jun99-a-1 and jun99-c-1 in Fig. 4.23. For both of these detectors the fits are a good
representation of the data, although the spread of the data appears to increase as
higher fluences are reached. Again there is no indication of net decreases in leakage

current during beam-stops from the current-fluence plots.

The values of apg, found for all detectors analysed are shown in Fig. 4.24. Again,
a considerable variation in values is seen with ap;e, = 0.43 — 0.52, although more
than half of the detectors have ap;q, = 0.50 — 0.52. The consistency within detector
groups is again evident; all detectors in groups jun99-c and jun99-d have a;g, =

0.50 — 0.52, whereas all detectors in groups jun99-a and jun99-e take lower values,

Ohigh = 0.43 — 0.45.
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Figure 4.23: High fluence leakage current data and fits for detectors (a) jun99-a-1
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Figure 4.24: Values of apg for all detectors in the June 1999 irradiation.

October 1999 Data

High fluence analysis is performed on all detectors in the October 1999 irradiation

except for detector oct99-a-2 which was excluded during the low-fluence analysis.

-a-1 and

Data and the results of the fits are shown in Fig. 4.25 for detectors oct99

oct99-b-1. Considering detector oct99-a-1 first, there is a significant deviation of

the data from the fit until a fluence of approximately 1.5 x 10* pcm~=2, after which

the fit is a good representation of the data. This is also seen for detector oct99-

b-1. Once more there is no indication of net decreases in leakage current during

beam-stops from the current-fluence plots.
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The values of apig, found for all detectors analysed are shown in Fig. 4.26. A
considerable variation is found, with apig, = 0.42—0.58 across all detectors, although
again more than half of the detectors analysed have apig, = 0.48 — 0.51. Within
each detector group the values of aig, found for individual detectors are fairly
consistent; detectors in groups oct99-a and oct99-e all have ap;, = 0.56 — 0.59,
whereas all detectors in groups oct99-b, oct99-c¢ (apart from detector oct99-c-3),
oct99-d and oct99, have ap;g, = 0.48 — 0.51. Comparing the oxygenated detectors
(groups oct99-a, oct99-c and oct99-e) with the control detectors (groups oct99-
b, oct99-d and oct99-f respectively) the detectors in oxygenated groups oct99-a
and oct99-e all have considerably higher values of ay;g, than the detectors in their
respective control groups. However this is not observed for detectors in oxygenated
group oct99-c which take similar values of ap;g, to their control detectors in group

oct99-d, and indeed those of detectors in the other control groups.

030 Fr————T T 0.26 [
. 028 F _ [
E i T o024 f
E o2 £ .
C r c L
S 024 Ff g 022p
3 : 3 -
0.22 i
> - g 020
] . Q 018 [
- 018 | 3 :
0.16:“"""""'n|: 0.16-""""""""-
1.0 15 2.0 25 1.0 15 2.0 25

Proton Fluence (1 o™ cm'z) Proton Fluence (1 o™ cm'z)

Figure 4.25: High fluence leakage current data and fits for detectors (a) oct99-a-1
and (b) oct-99-b-1.
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Figure 4.26: Values of ay;g, for all detectors in the October 1999 irradiation.

May 2000 Data

High fluence analysis is performed on all detectors in the May 2000 irradiation
apart from detector may00-h-3 which was excluded during the low-fluence analysis.
Data and the results of the fits are shown in Fig. 4.27 for detectors may00-a-1 and
may00-b-1. For both detectors the fit is a good representation of the data. Again
there is no indication of net decreases in leakage current during beam-stops from

the current-fluence plots.

The values of apg, found for all detector analysed are shown in Fig. 4.28. The
majority of detectors have apign, = 0.47—0.54, apart from a cluster of detectors from
groups may00-a, may00-b, may00-c and may00-d with ap;e, = 0.56 — 0.59. Looking
at the different detector groups, whilst the individual detectors in groups may00-
¢, may00-d, may00-e and may00-f all display consistent values of a;gp, this is not
true for groups may(00-a, may00-b, may00-g and may00-h whose individual detec-
tors take a range of values. Comparing detectors manufactured on (100) orientation
substrates (groups may00-b, may00-d and may00-f) with their control groups man-
ufactured on (111) orientation substrates (groups may00-a, may00-c and may00-e
respectively), the (100) detectors from groups may00-d and may00-f all take slightly
higher values of ap;gp, than their control detectors. However, this is not the case for

(100) detectors from group may00-b compared with (111) detectors in group may00-
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Figure 4.27: High fluence leakage current data and fits for detectors (a) may00-a-1
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Figure 4.28: Values of apig for all detectors in the May 2000 irradiation.

1scussion

D

The distribution of ap;g, values found for detectors in all irradiations is shown in Fig.

4.29. Whilst there are a number of detectors that take values of ap;g, both higher

and lower than the expected a;g, = 0.50 from bulk radiation damage the majority

do agree favourably with this, with the peak of the distribution falling at around

0.51. There is also, though, a smaller subsidiary peak at ap;on, ~ 0.57, the

Qhigh

origin of which is not understood; either a statistical fluctuation or a systematic effect
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of the different detector groups could be responsible. Even taking this into account
there does not appear to be any overall systematic deviation from the expected
behaviour, with the numbers of detectors with lower and higher values of a4, being
approximately equal. Data for detectors in the April 1999, June 1999 and May 2000
irradiations were well represented by the high-fluence fits, but for the October 1999
irradiation some deviation of the fits from the data was seen at the low fluence end

of the fit region.

The lack of a systematic deviation from the expected leakage current behaviour indi-
cates that the bulk damage model developed in Section 4.1 is a good representation
of detector leakage currents at high-fluences. There is no evidence for any visible
annealing effect during irradiation, of either the leakage current or the effective dop-
ing concentration. It also implies that the assumptions made when developing the
bulk damage model in Section 4.1, particularly the equivalence of an under-depleted

detector with depleted width W to a fully depleted detector of thickness W, are
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Figure 4.29: Distribution of aig, values for detectors in all irradiations.
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justified. Recently it has been found that when irradiated past the inversion point
silicon detectors exhibit a double-junction effect [55-58]. In a p*-n junction with a
backplane of n* material the junction is initially (pre-irradiation) between the p™
and n silicon, and the depletion region grows from the p* side towards the backplane
as the reverse bias voltage is increased. After type-inversion the junction switches to
the n"-p transition at the backplane (the bulk now having inverted to p-type silicon)
and the depletion region grows from the backplane. However, measurements have
found an additional depleted region at the p* side of the detector, so the simple
model of the detector after type-inversion being described by a n™-p structure is
not sufficient. It is expected, though, that the leakage current from this additional
depleted region will not be significant compared with that from the main depleted
region [59], and the fact that no systematic deviation from the expected leakage

current behaviour is observed would appear to support this.

One noticeable feature of the calculated values of a;g, is the tendency for consistency
between values found for detectors within the same group, but differences between
detectors in different groups. This behaviour is shown particularly clearly for the
detectors in the April 1999 irradiation (see Fig. 4.22), and would imply the presence
of a group specific effect. Detector groups generally contain detectors produced by
the same manufacturer; different detector groups may therefore be from different
manufacturers. Each manufacturer has its own processing techniques and sources
of materials; this could be responsible for the observed differences between different

detector groups. It is, unfortunately, not possible to investigate this further.

A final feature worth pointing out is the behaviour of detector leakage currents dur-
ing beam stops in the high-fluence region. When the beam is halted the leakage
current decreases, rapidly at first with the rate of decrease slowing with time, sim-
ilar to that seen in beam-stops in the low-fluence region. However, immediately
irradiation restarts a rapid increase in leakage current is observed, taking it back to
the value seen before the beam-stop. Thereafter, the leakage current increases in a

similar manner to before the beam-stop. This is shown in Fig. 4.30 for detectors in
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both the April 1999 and October 1999 irradiations, and explains why no net decrease

in leakage current is observed on a current-fluence graph in the high-fluence region.

This behaviour is not consistent with an annealing effect, and a radiation induced

photocurrent has already been shown to be of far too small a magnitude to describe

current decreases during beam stops. The origin of this behaviour is therefore not

clear.
0.200 ———————————— 145
_ [ (a) ] o
Z i -
E [ S E
g 0.195 |- Fluence 1.40 o -
£ ° £
3 2 8 3
[} L ’y 4 [ (9]
g 0.190 2 Ji35 2 S
o 3 o N 2 5]
- - 9 |
L MAA“ “ J o
0185 Lot R, L 4350
70 72 74 76
Time (hrs)

Figure 4.30: Leakage currents during beam
detectors (a) apr99-c-3 and (b) oct99-a-1.
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4.5 Calculating the radiation damage parameters

Now that the bulk radiation damage model of detectors held under bias during ir-
radiation has been shown to adequately describe observed leakage currents during
irradiation it can be used to calculate the parameters governing the radiation dam-

age, namely the current-related damage constant o and the rate of acceptor creation
B.

To calculate the current-related damage constant « the low-fluence region is used.
Here, from Eqn. (4.1), a linear relationship between current and fluence is expected.

Fitting a function I = m,¢ to the low fluence current data then « is given by

_ Ma
"~ Ad

where A is the active area of the detector and d is the detector thickness.

a (4.14)

The uncertainty on the value of « is calculated by combining individual uncertainties
on the values of A, d and m,. The uncertainty on the active area of the detector A
has been included to take into account small variations in detector dimensions and
also the possibility of the active area of the detector not being precisely defined by
the guard rings. A value of AA = 41 c¢cm? is used for all detectors. In some cases
wedge detectors have been irradiated where the exact species of wedge is unknown.
For these a generic wedge has been defined, with an active area equal to the mean of
all five wedge designs (see Table 3.1); the uncertainty on this area is taken as AA =
+1.5 cm?. Detector thicknesses are dependent upon the manufacturing process, and
are generally quoted by the manufacturers with an uncertainty of Ad = +15um.

The uncertainty on the gradient m,, is calculated from the spread of the data points.

Additionally, a systematic uncertainty on the value of « is considered due to the
possibility of the fluence value for each current measurement being incorrect. The
fluence for each leakage current measurement is calculated from the fluence calibra-
tion of the SEM with aluminium foils (see Section 3.3.1), and the fluence given for
the aluminium foils comes with a quoted uncertainty. The fluence calibration being

incorrect would have the effect that the actual fluence ¢"** for each leakage current
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measurement in an irradiation is shifted by a factor f relative to the calculated

fluence @™,

¢real — f¢meas

real

thus altering the gradient m, of the current-fluence plot. The actual gradient m],

would then be

AI mmeas
miedt = =2 4.15
Ao~ f (4.15)

and the actual current-related damage constant o %

meas
«

f

real __

e (4.16)

The uncertainty on the current-related damage constant due to this is calculated
by assuming that the fluence calibration is correct, f = 1, and assigning it an un-
certainty equal to that found from the analysis of the aluminium foils. The fluence
values for individual foils are typically quoted with an uncertainty of 8 - 10%, but
for each irradiation several foils are analysed and the fluence taken as the mean of
these; the uncertainty on the foil calibration is taken as 5%. Therefore the fluence
calibration factor is taken as f = 1.00 4+ 0.05 for all irradiations, and is used to
calculate the systematic uncertainty on o. When comparing values of « for detec-
tors in the same irradiation this systematic uncertainty need not be considered since
it will affect all detectors equally. For comparisons between detectors in different

irradiations, though, it must be taken into account.

To calculate the rate of acceptor creation § the high-fluence region is used, where
the observed leakage current is dependent on both the change in leakage current
and the change in effective doping concentration. From Eqn. (4.5) a relationship
between current and fluence of I o< /@ is expected. Fitting a function I = mg\/¢
to the high-fluence data then f is given by
2 2
B = <%> %me = ( Mo ) @was (4.17)

mg

where €g¢, is the dielectric constant of silicon, e is the electron charge and Vj;,, is

the bias voltage applied to the detector.
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The uncertainty on [ is calculated by combining individual uncertainties on the
gradients m, and mg (both calculated from the spread of data-points), detector
thickness d and bias voltage Vj;,s. The uncertainty on the bias voltage is included
to take into account calibration errors on individual channels of the HV supplies,
and a value of AVj;,s = £1V is used. Again, a systematic error due to the possibility
of the fluence calibration being incorrect is also considered. It is applied in a similar

way to that described above for the current-related damage constant, and

real — (ma/f) >2 26067" o @
ﬂ ((mﬂ/\/?)d e %zas f . (418)

The values for o and 8 and associated errors are calculated as explained above for

all detectors apart from those that were excluded in Section 4.4.1 due to leakage
current irregularities in the low-fluence region. The results are shown in Figs. 4.31,
4.32, 4.33 and 4.34 for detectors in the April 1999, June 1999, October 1999 and May
2000 irradiations respectively. The error bars in these plots reflect only the random

errors; the systematic uncertainty due to the fluence calibration is not shown.

Considering the detectors in the April 1999 irradiation first the mean of all detectors
for the current-related damage constant is @ = (3.06 + 0.07) x 107 Acm™'. All
detectors from groups apr99-a, apr99-b and apr99-d (apart from detector apr99-d-1)
are consistent with the mean within the given uncertainties. What is also noticeable
is the tendency for detectors in the same group to have similar values of «;, whereas
there appear to be systematic differences between the different detector groups.
The mean value for the rate of acceptor creation is 8 = (0.0572 £ 0.0015) cm™!.
All detectors apart from apr99-a-1, apr99-a-2 and apr99-d-1 are consistent with the
mean within the given uncertainties. The tendency for detectors in the same group
to take similar values of 3 is again evident, although not so pronounced as for the

values of a.

Looking at detectors in the June 1999 irradiation next, the mean of all detectors
for the current-related damage constant is @ = (3.61 4 0.02) x 107" Acm™'. All
detectors are consistent with this mean within the given uncertainties apart from

jun99-b-2, jun99-e-2 and jun99-e-3. The mean value for the rate of acceptor creation
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Figure 4.31: Calculated a and S values for detectors in April 1999 irradiation. The

mean « and J are also shown (dotted line).
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is B = 0.0617 £ 0.0006 cm~'. All detectors are consistent with this within errors.
No systematic deviations between detectors in different groups for either o or 3 are

apparent.

The mean current-related damage constant for all detectors in the October 1999
irradiation is @ = (3.43 + 0.05) x 107!® Acm™!. The majority of the detectors are
consistent with the mean within uncertainties. Both oxygenated (groups oct99-a,
oct99-c and oct99-e) and unoxygenated control (groups oct99-b, oct99-d, oct99-
f respectively) detectors are present in this irradiation. No systematic difference
between the oxygenated detectors of groups oct99-a and oct99-c is seen when com-
pared with their control detectors in groups oct99-b and oct99-d. The mean value
for the rate of acceptor creation is 3 = 0.0786 £ 0.0016 cm™'. Again, the majority
of detectors have values of 3 consistent with the mean, and no systematic difference

between oxygenated and control detectors is evident.

Finally, in the May 2000 irradiation the mean value for the current-related damage
constant is @ = (3.33 £ 0.03) x 107*® Acm™!, and the majority of the detectors
are consistent with this within the given uncertainties. Comparing detector within
their groups, whilst the detectors in groups may00-c, may00-d, may00-e, may00-
f and may00-g generally have consistent values of «, this is not true for groups
may00-a, may00-b and may00-g where a range of o values are observed. In this
irradiation similar detectors manufactured on both (100) (groups may00-b, may00-
d and may00-f) and (111) (may00-a, may00-c and may00-e respectively) orientation
substrates were present. No systematic difference in values of the current-related
damage constant between detectors manufactured on (100) and (111) orientation
substrates is apparent. The mean value for the rate of acceptor creation is f =
0.0655 = 0.0006 cm~!, and again the majority of detectors are consistent with this.
Within detector groups the values for [ are generally similar, apart from group
may00-h where a large range of values is observed. No systematic difference in

values of § between (100) and (111) orientation substrates is seen.

Overall the values found for the current-related damage constant o and the rate of
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acceptor creation ( for detectors in the same irradiation show good agreement with
each other and only a small number of detectors have a significant deviation from
the mean. For values of a no systematic difference between standard, oxygenated
and (100) detectors is observed. This is in agreement with previous studies, which
have found the current-related damage constant to be independent of the detector
material [26,60]. Also, no systematic difference in values of 3 is seen for the dif-
ferent detector materials. This is certainly as expected when comparing between
standard (111) detectors and (100) detectors, since only the surface properties of
the silicon-oxide interface should show differences; the bulk radiation damage of
these two types of detector should be similar. As was mentioned in Section 4.3.3
oxygenated detectors have previously been found to have lower values for the rate
of stable acceptor concentration g. and the amount of reverse annealing. Reverse
annealing can be ignored for the temperatures and time-scales during the irradi-
ations performed here, but a difference in the rate of creation of stable acceptors
between oxygenated and standard silicon might have been expected to give different
values of 3. However, it should be remembered that the rate of acceptor creation
[ as calculated here contains both stable and unstable acceptor creation since little

annealing of the unstable fraction is expected during irradiation, and

6 =00t 9c (419)

where g, is the rate of unstable acceptor creation. The rate of stable acceptor
creation for proton irradiation of standard (unoxygenated) detectors has been found
as g. = 0.0115 + 0.0009 ¢cm~! [28]. This value of g, is much smaller than the
values of 8 found here, implying that the rate of acceptor creation is dominated
by the unstable component. Any change in the rate of stable acceptor creation for
oxygenated material is likely to be masked in the calculated value of 5 by the much
larger unstable acceptor creation, which has not as yet been found to be dependent

on oxygenation.

To compare results between different irradiation periods the irradiation tempera-

tures must be taken into account. The current-related damage constant exhibits
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temperature dependence through its direct relationship with the leakage current.
For the purposes of comparison it is standard practise to normalise values of a to a

reference temperature of 20°C using an analogous method to Eqn. (4.6),

@) G e

The rate of acceptor creation also exhibits temperature dependence, but only indi-

rectly through the amount of annealing that occurs during irradiation. At higher
temperatures a larger amount of the unstable acceptor creation will anneal out dur-
ing irradiation, leading to a smaller value of 5. All detectors considered here were
irradiated at temperatures between —10°C and —8°C; it is expected that at these
temperatures and over the irradiation time-scales considered here annealing will only
be a small effect, and the difference in annealing between the different irradiation

temperatures will be negligible. No temperature normalisation of 3 values is applied.

The weighted averages of o and ( are calculated for detectors in each irradiation
period, and the systematic and random uncertainties combined in quadrature to give
an overall uncertainty for each point. The average values of o are then normalised
to a reference temperature of 20°C using Eqn. (4.20). The weighted averages of
«(20°C) and S for detectors in each irradiation period are shown in Figs. 4.35a
and 4.35b respectively. The mean values of a(20°C) and f for all four irradiation
periods are also shown in these graphs, being @(20°C) = 4.87 x 107" Acm™! and
B =0.0645 cm™".

Considering the values for the current-related damage constant first, the «(20°C)
values for all four irradiation periods are consistent with the mean within the quoted
uncertainties, and all values fall within the range «(20°C) = 4.6—5.1x107'7 Acm™".
Previous studies have found values of «(20°C) for irradiation of silicon diodes at the

CERN PS of

@(20°C) = (5.0 0.4) x 107 Aem ™ [31]
@(20°C) = (5.4 4 0.5) x 10717 Aem™  [61].

These values were both calculated from diodes irradiated at room temperature and
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Figure 4.35: Weighted averages of (a) «(20°C) and (b) g values for detectors in each
irradiation period. The mean values of «(20°C) and § are also shown.

corrected for annealing that occurred during irradiation. The values of o found
here for irradiation at low temperatures compare favourably with these. This is
further evidence for the assumption that at the irradiation temperatures used here

the amount of leakage current annealing is small.

The weighted average of the current-related damage constant for detectors in all

four irradiation periods is

@(20°C) = (4.84+0.13) x 107" Aem™?. (4.21)

The average values for each irradiation of the rate of acceptor concentration 5 show
considerably more variation than those for the current-related damage constant.
Only the values from the June 1999 and May 2000 irradiations are consistent with
the mean within the given uncertainties and whilst the value for the April 1999
irradiation is only slightly lower than these, and agrees within uncertainties, that for
the October 1999 irradiation is significantly higher. The reason for this is unclear.
The discrepancy being due to a problem with the fluence calibration is unlikely
since this should also show in the value of «(20°C) found for the October 1999
irradiation, which is in agreement with the other irradiations. It does not appear
to be due to a temperature dependence of the rate of acceptor creation either. If
the irradiation temperature did cause a systematic difference in values of 5 between

the different irradiation periods due to annealing then it would be expected that
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B for the April 1999 irradiation would be the largest, since this had the lowest
temperature and shortest duration, hence the least amount of annealing. The June
1999 irradiation should have the smallest value of § since it was carried out at the
highest temperature and over the longest time-scale, so a greater amount of the
unstable acceptor concentration would be expected to anneal away. This ordering
of B values between different irradiations is not observed. It should be remembered,
though, that the data for detectors in the October 1999 irradiation appeared to
be less well represented by the high-fluence fits performed in Section 4.4.2 than

detectors in the other three irradiations.

Few comparisons of the £ values can be made with those from previous experiments,
since the vast majority feature irradiations performed at room temperatures where
annealing of the unstable component of acceptor creation cannot be ignored. The
standard way to compare results between these experiments is to anneal the devices
for 4 minutes at 80°C, thus taking them to the bottom of the annealing curve where
only the stable acceptor creation is seen. As mentioned earlier the values found
here will include both stable and unstable acceptor creation. Values of 3 for silicon
diodes irradiated with 24 GeV protons at the CERN PS at low temperatures were,

however, reported in Ref. [51], where it was found that

B(0°C) = 0.0470 %+ 0.0002 cm™!

B(=20°C) = 0.109 4 0.001 cm™".

The values found here of 3 = 0.056 — 0.078 cm ! for detectors irradiated at —9
to —10°C are consistent with these, lying as they do between the values found for

irradiation at 0°C and —20°C.

The weighted average of the rate of acceptor creation for detectors in all four irra-

diations periods is

B = 0.0630 4 0.0018 cm . (4.22)
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4.6 Bulk characteristics of detectors during

irradiation

The values of the current-related damage constant and the rate of acceptor creation
calculated in the previous section can now be used to model the evolution of the bulk
characteristics of detectors during irradiation. The effective doping concentration is

given as a function of fluence by Eqn. (2.28) as

Ness(®) = Nespoexp(—cpg) — Bo

where the first term represents the removal of donors and the second term represents
the creation of acceptors. No calculation of the rate of removal of donors c¢p is
available from the leakage current data taken during irradiation, therefore the value
of ¢p for proton irradiation given in Ref. [28] as representative of several experiments
is used,

cp = (0.96 £ 0.19) x 10 ** cm?.

The initial effective doping concentration N,y can be calculated using Eqn. (2.24).
Taking the electron mobility as u, = 1350 cm? V=!s™! [22] then for a resistivity of
2(5) k2 cm the effective doping concentration is 2.3(0.93)x10'? cm™3. An interme-
diate value of

Nesro=15x 10" ¢cm™®

for the initial effective doping concentration is used. The rate of acceptor creation
is taken as the weighted average of the detectors in all irradiations given in Eqn.

4.22.

The evolution of the effective doping concentration with fluence is shown in Fig.
4.36. The inversion point is reached after a proton fluence of ~ 0.9 x 10'3 cm=2.
After a fluence of ~ 5.0 x 10'® cm~2 the donor removal term has become negligible
and the effective doping concentration is entirely dominated by acceptor creation,

and thus increases linearly with fluence. The full depletion voltage is related to

the effective doping concentration via Eqn. (2.23), and is shown in Fig. 4.36 for a
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detector of thickness 300 pm. The full depletion voltage is greater than 100 V after
a proton fluence of ~ 2.5 x 10'* cm 2, and at fluences greater than this a detector
biased at 100 V will be under-depleted. After a proton fluence of 3.0 x 10'* cm=2,

equivalent to the end of irradiation, the full depletion voltage is ~ 1300 V.

For a detector irradiated when held at a fixed bias voltage of 100 V the change in
effective doping concentration, and hence full depletion voltage, causes the depleted
width to be a function of fluence, given by Eqn. (4.3). The evolution of depleted
width for a 300 um thick detector reverse biased at 100 V is shown in Fig. 4.37a. As
shown in Fig. 4.36 the full depletion voltage initially decreases and remains lower
than the applied bias voltage of 100 V. In this region the detector is fully depleted
and the depleted width is constant at the physical thickness of the detector. The
full depletion voltage rises above 100 V after a proton fluence of ~ 2.5 x 10'3 cm™2
and at this point in Fig. 4.37a the depleted width leaves the constant region and

decreases sharply. As the fluence increases the rate of decrease of the depleted width

slows. After a proton fluence of 3.0 x 10'* cm~2 only ~ 80 um of the bulk is depleted.

Finally the evolution of leakage current with fluence can be modelled using the
depleted width profile shown in Fig. 4.37a to calculate the active volume of the
detector. The leakage current is calculated using the expression for the radiation
induced increase in leakage current given in Eqn. (2.34). For the current-related
damage constant « the weighted average of «(20°C) for detectors in all irradiation
periods given in Eqn. 4.21 is used normalised to a temperature of —10°C with Eqn.
(4.20):

a(—10°C) = (3.11 £0.09) x 107*® Acm™". (4.23)

The predicted leakage current as a function of fluence is shown in Fig. 4.37b for
a 300 pm thick barrel detector biased at 100 V. As expected the leakage current
initially increases linearly with fluence whilst the detector is fully depleted. At the
fluence where the depleted width is no longer constant the linear region is left and the
leakage current increases at a slower rate with fluence. The current predicted after a

proton fluence of 3.0 x 10** ¢cm~2 is ~ 300 pA. This same model of leakage current is
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Figure 4.36: Change in effective doping concentration and full depletion voltage
with fluence. Inset shows detail for low fluence, including separate donor removal
and acceptor creation terms.
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compared with leakage current data for detectors from all irradiations (with currents
normalized to a temperature of —10°C) in Fig. 4.38. All detectors shown are barrel
designs of 300 um thickness, apart from detector may00-f-1 which is 285 pym thick.
Initially, in the linear region, the predicted leakage current is a good representation
of all four detectors shown. As higher fluences are reached the different detectors do
show some variation in leakage currents, but the value predicted by the model lies
between the observed currents for the different detectors. At the end of irradiation
the observed leakage currents for all detectors shown are within £20 uA of that
predicted, less than 10% of the actual leakage current. Therefore the observed

detector leakage currents during irradiation can be concluded to be in reasonable

agreement with the predictions of the bulk radiation damage model.
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Figure 4.38: Predicted leakage current at —10°C from bulk radiation damage model
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4.7 Implications for detectors at ATLAS

During operation of silicon detectors at the ATLAS experiment the two most impor-
tant detector parameters affected by radiation damage are the full depletion voltage
and the leakage current. In order to achieve 100% charge collection efficiency the
detector must be fully depleted, so the full depletion voltage must remain at a safe
operational level low enough to avoid breakdown for the whole 10 year lifetime of
the experiment. The power output of the detector is governed by both the leakage
current and the full depletion voltage. A high leakage current may lead to a power
output greater than can be removed by the cooling system, which could result in
thermal runaway. It is therefore important to model the leakage current and full
depletion voltages that will be expected for detectors through the whole 10 year
lifetime of the ATLAS experiment.

4.7.1 ATLAS operational scenario

Whilst the silicon detectors in ATLAS will be cooled for the majority of the time
in order to reduce leakage current and slow down annealing it is envisaged that the
detectors will have to be warmed up for a short period each year for maintenance
purposes. Therefore a standard access procedure (SAP) for the SCT has been
defined [12,62] detailing the time spent at different temperatures. This is shown in
Table 4.7. The operational scenario for the LHC is expected to be three years of low
luminosity running (L = 1033 cm™2?s7!) followed by seven years of high luminosity
running (L = 10** cm™2s7!)’ The predicted radiation doses for silicon detectors in
the SCT have already been shown in Table 3.2; to introduce a margin of error in the
following calculations the radiation dose for silicon detectors in the SCT is taken as
2 x 10'2 1 MeV equivalent neutrons per cm? for one year of low luminosity running
and 2 x 10'® 1 MeV equivalent neutrons per cm? for one year of high luminosity
running. The integrated dose as a function of time is shown in Fig. 4.39; the overall

dose after 10 years is /2 1.45 x 10'* 1 MeV equivalent neutrons per cm?.
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Days Temperature Status
100 —7°C operation
100 —7°C off
2 +20°C access
14 +17°C  maintenance
149 —7°C off

Table 4.7: Standard Access Procedure for the ATLAS SCT.
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Figure 4.39: Integrated 1 MeV equivalent neutron fluence received by ATLAS silicon

detectors over the lifetime of the experiment.
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4.7.2 Leakage current

To model the change in leakage current over the lifetime of the ATLAS experiment
both the increase in leakage current due to radiation damage during operational
periods and the decrease in leakage current due to annealing must be taken into
account. The familiar linear relationship between the volume leakage current and
fluence of Eqn. (2.34) is used for the increase in leakage current with irradiation,
adjusted for annealing as a function of beam-time ¢;. and annealing (beam-off)
time t' with Eqn. (2.39). Temperature dependence of the annealing is introduced
by scaling the time axis with an Arrhenius relationship taking into account the
annealing temperature 74 relative to a reference temperature 7. Therefore the
change in leakage current as a function of fluence ¢, beam-time %;., annealing time

t' and temperature T4 is given by
I(}, tir, t',Ta) = g(O(Ta)tir, O(Ta)t" ) Vol (4.24)

n

9(OTa)tir, O(T)Y) = ) {Aiﬁ [1 - (—@ﬂ

=1

e (-2 1 (4.25)

T;

E[1 1
O(Ty) = — |l=—-=1]- 4.26
e ) (4.26)
The value for the current-related damage constant « is taken as the weighted average
value of (20°C) for all detector irradiations, given in Eqn. (4.21), normalised to the
ATLAS operational temperature of —7°C with Eqn. (4.20) and scaled for radiation
damage by 1 MeV equivalent neutrons using a proton hardness factor of 0.61 [63].

The resulting current-related damage constant for 1 MeV neutrons at —7°C is
Qg (—7°C) = (6.90 = 0.20) x 107" Acm™!

and it should be noted that the quoted uncertainty does not include any contribution
from an uncertainty on the proton hardness factor. The values given in Table 2.2

are used for the parameters A; and 7; of the annealing function. The activation
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energy of the temperature scaling function Eqn. (4.26) E is taken as 1.09 eV [28]

and the reference temperature T = 20°C.

The predicted evolution of leakage current with time for a fully depleted barrel
detector of thickness 285 um over the lifetime of the ATLAS experiment is shown
in Fig. 4.40. During the 100 day periods when the experiment is in operation the
leakage current increases sharply, and during the periods when the experiment is
off but the temperature still maintained at —7°C the leakage current only decreases
very slowly as leakage current annealing is almost frozen out at this temperature.
During the maintenance periods at elevated temperatures significant decreases in
leakage current due to annealing are observed, and in each ATLAS operational year

the decrease in current is larger than in the preceding year.

After 10 years of operation the predicted leakage current is ~ 380 pA. This can
be compared with experimental results where detectors have been irradiated with

24 GeV protons at the CERN PS to a proton fluence of 3.0 x 10* pem™2 and
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Figure 4.40: Predicted leakage current for a fully depleted 285 pum thick barrel
detector over the lifetime of the ATLAS experiment.



Study of current evolution in irradiated detectors 111

subsequently annealed for 21 days at a temperature of 25°C, equivalent to the 10
year ATLAS access scenario [64]. Leakage currents for fully depleted 280 pm thick
detectors of I ~ 600 A and I = 400 uA were found for measurement temperatures
of —5.9°C and —8.1°C respectively [65]. The value of ~ 380 pA at a temperature
of —7.0°C predicted by the model is in reasonable agreement with these results,
which would be expected to give slightly higher leakage currents since a proton
fluence of 3.0 x 10 pcm~2 is equivalent to a 1 MeV equivalent neutron fluence of

1.8 x 10* cm~2, 20% larger than the 10 year integrated fluence used here.

4.7.3 Effective doping concentration

To model the evolution of the effective doping concentration during the lifetime of
the ATLAS experiment several different components must be considered; the re-
moval of donors, the stable creation of acceptors, the unstable creation of acceptors
and reverse annealing. For the removal of donors the exponential function given
in Eqn. (2.28) is used, the stable and unstable creation of acceptors are taken as
Eqns. (2.30) and (2.31) respectively, and the reverse annealing is taken as Eqn.
(2.33). Temperature dependence for both the unstable acceptor concentration and
the reverse annealing are included by scaling the time axis with Arrhenius relation-
ships [26]. Overall the effective doping concentration as a function of fluence ¢,

temperature 74 and annealing time ¢ is given by

Neff(¢’ 12 TA) = Neff,O eXp(_cD¢) — 9c® — Ga® eXp(_@(TA)a t/Ta)

00 (1 o) 420
O(T)a = exp (f—B [TiR - Ti]) , (4.28)
O(T}), = exp (kE—;f [TiR - TLAD | (4.29)

The parameters used in these functions are shown in Table 4.8. The rate of unstable

acceptor creation is calculated using the value for the rate of acceptor creation (3
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Parameter Value Source
Netro (1.5+£0.5) x 102 cm™  Sec. 4.6
cp (2.29 £0.63) x 10713 cm? Ref. [28]
Je 0.0149 £ 0.0004 cm ™! Ref. [26]
Ja 0.0884 4 0.0078 cm ™! —

s 2.3 days Ref. [26]
E, 1.09 £0.03 eV Ref. [26]
9y 0.0516 + 0.0009 cm~* Ref. [26]
Ty 475 days Ref. [26]
E, 1.33 £0.03 eV Ref. [26]

Table 4.8: Parameters used to model the change in effective doping concentration
over the lifetime of the ATLAS experiment.

found in Section 4.5. § includes both the stable and unstable contributions to accep-
tor creation, since at the low irradiation temperatures for which it was found little
annealing of the unstable acceptor is expected. Assuming only a small difference
in values of # between the irradiations performed here at temperatures of —8 to
—10°C and operation at ATLAS at a temperature of —7°C then the rate of unstable
acceptor creation is given by

9a=0B—9c- (4.30)

The rate of stable acceptor creation g. was found in Ref. [26] for irradiation of

standard silicon with 1 MeV equivalent neutrons as
ge = 0.0149 £ 0.0004 cm ™" .

Scaling the mean value of § from all detector irradiations given in Eqn. (4.22) for
irradiation with 1 MeV equivalent neutrons using a proton hardness factor of 0.61
gives

Beq = 0.1033 4 0.0030 cm ™"

and it should be noted that the uncertainty on this value does not include any
contribution from an uncertainty on the proton hardness factor. The rate of unstable

acceptor creation for 1 MeV equivalent neutrons is therefore

go = 0.0884 4+ 0.0034 cm ™" .
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Eqns. (4.27) to (4.29) are used to model the effective doping concentration over
10 years of ATLAS operation. The individual components of the effective doping
concentration are shown as a function of ATLAS operational time in Fig. 4.41.
The stable removal of donors (see Fig. 4.41a) is completed during the fourth year
of operation, and thereafter this term is zero. The stable acceptor creation (see
Fig. 4.41b) increases linearly with fluence during the operational periods, and
reaches ~ 2.2 x 102 ¢cm 2 by the end of the 10 years of operation. The unsta-
ble acceptor creation (see Fig. 4.41c) increases at a faster rate with fluence during
operational periods than the stable creation of acceptors (since g, ~ 6g.), so that
N ~ 1.8 x 10*? cm~2 after each year of high luminosity operation. However, an-
nealing causes this to decrease after the operational period, with a rapid decrease
to zero during the maintenance periods at elevated temperature. Therefore this

term is only of consequence during operation and does not cause a long-term in-
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Figure 4.41: Variation of (a) stable donor removal, (b) stable acceptor creation, (c)
unstable acceptor creation, and (d) reverse annealing of effective doping concentra-
tion during lifetime of ATLAS experiment.
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crease in the effective doping concentration. It should be noted that annealing of
the unstable acceptor creation is only applied during periods when the experiment is
not operational, with no annealing included during the 100 day operational periods.
Finally, the reverse annealing term (see Fig. 4.41d) builds up steadily over the 10
year operational period, and reaches a value of N ~ 0.7 x 102 cm™3, less than a
third of the contribution from stable acceptor creation. Overall, the stable acceptor
creation is dominant in the long term, but unstable acceptor creation is dominant

during operational periods.

The overall evolution of the effective doping concentration is shown in Fig. 4.42.
The unstable creation of acceptors causes large increases in N, ;s during operational
periods, taking N.¢; well above the long-term increase from, predominantly, the
stable creation of acceptors and, to a lesser extent, reverse annealing. During periods
when the experiment is not running the annealing of the unstable acceptor creation

causes a sharp decrease in N.ss. Also shown in Fig. 4.42 is the full depletion
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Figure 4.42: Effective doping concentration and full depletion voltage for a 285 pum
thick detector over the lifetime of the ATLAS experiment.
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voltage for a 285 um thick detector. An increase in Vy, of over 100 V is seen
during operational periods, mainly due to unstable acceptor creation, taking it to
a maximum of ~ 280 V in the final year, within the detector specifications for a
maximum operating voltage of 350 V. The long-term full depletion voltage over the

10 years after all annealing has been completed is significantly lower, &~ 175 V.

The model of effective doping concentration shown in Fig. 4.42 can be compared
with a similar study in Ref. [12] for which the unstable acceptor creation term was
not included. Whilst the final full depletion voltage found here is smaller, =~ 175 V
compared with ~ 220 V from Ref. [12], the maximum predicted full depletion volt-
age is significantly greater, ~ 280 V compared with, again, ~ 220 V from Ref. [12].
This discrepancy can be attributed to the unstable acceptor creation which has been
found here to give a large contribution during operational periods. Other studies
have included the unstable acceptor creation term; for instance the full depletion
voltage for a 300 pum thick detector after 10 years of operation was found to be
~ 240 V [62], also the maximum full depletion voltage, with no large increases in
Viep Observed during operational periods. This is because a significantly lower value
for the rate of unstable acceptor creation was used, g, = 0.0193 cm !. Other values
for g, found experimentally are also significantly lower than used here, for instance
go = 0.0181 cm ! [26]. These values were, however, found from devices irradiated
at room temperatures, therefore a large proportion of the unstable acceptor concen-
tration will have annealed out during irradiation, and will therefore not be reflected
in the calculated value of g,. The value of g, used here is, though, probably an
over-estimate when applied to operation at the ATLAS experiment. Whilst it was
calculated from irradiations performed at similar temperatures to that envisaged for
operation at ATLAS the time-scale of irradiation was extremely short, with over 10
years of ATLAS operational fluence received in 7 — 14 days. In the actual experi-
ment a larger proportion of the unstable acceptor concentration would be expected
to anneal out during operational periods, since a lower flux will be received over a
longer time. This will lead to a lower rate of unstable acceptor creation and hence

a smaller increase in the full depletion voltage during operational periods than is
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shown in Fig. 4.42.

The predicted final value for the full depletion voltage can also be compared with
experimental results of detectors irradiated then annealed to the equivalent of the 10
year ATLAS operational scenario. For instance, a standard 280 pym thick detector
irradiated to a proton fluence of 3 x 10** cm~2 and then annealed for 21 days at 25°C
was found to have a full depletion voltage of &~ 190 V [66], in reasonable agreement

with the ~ 175 V shown in Fig. 4.42.

Finally, now that both the expected leakage current and full depletion voltage for
silicon detectors after 10 years of ATLAS operation are known the power output can
be calculated. Taking the maximum leakage current as 400 yA and the maximum
full depletion voltage as 300 V (to allow for a small amount of over-bias) then the
power output for one detector is 0.12 W. This is well below what has been budgeted
for in the cooling system, which is 240 yW mm™2 of detector area [67], equivalent
to 0.98 W for a barrel detector. The results of the models of leakage current and
effective doping concentration presented here therefore do not have any adverse

implications for the cooling system.

4.8 Summary

A model to explain the evolution of silicon microstrip detector leakage currents for
detectors held under bias during proton irradiation at low temperature through bulk
radiation damage effects has been developed. Two distinct regions are predicted,
one for low fluences and the other for high fluences. At low fluence the leakage
current is expected to increase linearly with fluence. Investigation of observed leak-
age currents during irradiation at low-fluence revealed a small systematic deviation
from this. Several different mechanisms were investigated to explain the observed
behaviour; leakage current annealing, radiation induced photocurrent and surface
damage. Whilst it was found that radiation induced photocurrent could be ruled

out the evidence both for and against leakage current annealing was inconclusive,
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and a full study of surface damage was not possible. At high fluences the leakage
current is expected to be described by a function I o /¢. Investigation of observed
leakage currents at high-fluence did not reveal any systematic deviation from this

behaviour.

The leakage current data taken during irradiation are used to calculate the radiation
damage parameters «, the current-related damage constant, and 3, the rate of
acceptor creation, for irradiation with 24 GeV protons. A value for o normalised to

a temperature of 20°C of
a(20°C) = (4.8440.13) x 107" Acm™

is found, comparable with those of previous experiments. A value of 3 for irradiation

at temperatures of —8 to —10°C of
8 =0.0630 & 0.0018 cm ™'

is found, in general agreement with previous values of # found for proton irradiation

at low temperature.

The calculated values of a and S are used to model the evolution of the bulk char-
acteristics of a detector biased during irradiation. The predicted leakage current is
in agreement with observed leakage currents for detectors in all irradiations studied.
The evolution of leakage current and full depletion voltage for detectors during the
10 year lifetime of the ATLAS experiment is also modelled. The leakage current
after 10 years for a fully depleted 285 um thick barrel detector is predicted to be
~ 380 pA, comparable with experimental results from detectors irradiated to the
expected SCT fluence and then annealed to the equivalent of the ATLAS access
scenario. The full depletion voltage of a 285 pum thick detector after the full 10 year
scenario is Vg ~ 175 V, again comparable with experimental results. However,
the maximum full depletion voltage is found to be Vg, ~ 280 V. This is due to
a large contribution from unstable acceptor creation which causes an increase in
the effective doping concentration during each operational period, but anneals away

completely during the maintenance periods at elevated temperatures. The rate of
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unstable acceptor creation is calculated from the value found for 3, the overall rate
of acceptor creation, from proton irradiation at low temperature and is considerably
larger than previously published values. These have predominantly been calculated
from detectors irradiated at room temperature where a large proportion of the un-
stable acceptor concentration anneals out during irradiation and is consequently
not seen. However, the value for the rate of unstable acceptor creation used here
is expected to be an overestimation for operation at ATLAS since more annealing
of the unstable acceptor component should occur due to the much longer time-scale
during which fluence is received compared with high flux detector irradiation. The
predicted maximum values of the leakage current and full depletion voltage give a

power output per detector well below that budgeted for the cooling system.



Chapter 5

Higgs boson physics

The search for the Higgs boson is possibly the premier task for the ATLAS experi-
ment at the LHC, as a discovery will confirm the approach to electroweak symmetry
breaking formulated in the Standard Model. In this chapter the origin of the Higgs
boson and theoretical constraints on its mass will be described. A summary of ex-
perimental searches performed at LEP and the Tevatron will be presented, along
with the prospects for the discovery of the Higgs at both the Tevatron Run 2 and
ATLAS. Next, the weak boson fusion production mechanism will be discussed, and
in particular the H — WW® — [*][~pms decay channel, in the context of find-
ing a light or intermediate mass Higgs boson at ATLAS. The particular features
of this channel will be described, as will the major physics backgrounds. Finally,
the simulation tools used for the subsequent analysis are introduced and the events

generated for signal and background processes detailed.

119



Higgs boson physics 120

5.1 The Higgs boson

Only a brief description of the theory behind the origin of the Higgs boson will be

given here as this topic is covered in many textbooks, for instance [2].

In the Standard Model interactions between particles are closely connected with
gauge symmetries. Taking Quantum Electrodynamics as an example, in order for
the Lagrangian to be invariant under the U(1) group of local phase transformations
an additional gauge field must be introduced. The quantum of this field is a massless
gauge boson, the photon. The emergence of the photon in the theory is a direct

result of requiring local gauge invariance.

Applying this to the weak interaction, the Lagrangian is required to be invariant un-
der the SU(2)" group of local weak isospin rotations. This requires the addition of a
charge triplet of gauge bosons. However, the finite range of the weak force requires
that the gauge bosons be massive; introducing a mass term into the Lagrangian

destroys the gauge invariance and makes the theory non-renormalisable.

A way around this problem is provided by Spontaneous Symmetry Breaking. A
hypothetical complex scalar field is considered with a Lagrangian that has a non-
zero vacuum expectation value; the lowest energy state is asymmetric. By requiring
that the Lagrangian is invariant under a global gauge transformation and redefining
the Lagrangian in terms of the lowest energy state the global gauge symmetry is
spontaneously broken; the Lagrangian is no longer invariant under the original gauge
transformation. Additionally the redefined fields give rise to two particles; a massive
scalar particle and a massless scalar “Goldstone” boson. Therefore whilst mass has
been introduced this is at the cost of another massless particle, and both particles are
scalar whereas the W and Z bosons are spin-1. Instead, the Lagrangian is demanded
to be invariant under a local gauge transformation; as mentioned above this requires
the addition of a gauge particle. Now, when the Lagrangian is redefined in terms of
the lowest energy state there remains one massive spin-0 particle, as before, but the

massless spin-0 Goldstone boson is no longer present, having been “eaten” by the
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gauge boson, which in doing so acquires a mass. This is the Higgs Mechanism, first
proposed by Peter Higgs in 1964 [68,69], and the massive scalar particle is known

as a Higgs boson.

Such a process is applied during the formulation of the combined SU(2)V x U (1)
Glashow-Weinberg-Salam model of electroweak interactions [70,71] in the Standard
Model. A doublet of complex scalar Higgs fields is included in such a way that whilst
the photon remains massless and the U(1) gauge symmetry of QED is unbroken the
SU(2)V symmetry is broken and the W= and Z bosons each acquire a mass through
the absorption of a Goldstone boson. One massive neutral scalar Higgs boson is
left, but its mass is not predicted. Interactions with the Higgs fields also generate
quark and lepton masses; again the actual masses are not predicted and have to be
entered by hand, but the coupling of the Higgs boson to fermions is proportional to

the fermion mass.

Although the Higgs boson mass is not predicted by the Standard Model there are
still some theoretical constraints on it. Firstly, there is the unitarity bound, which
gives an upper limit of [72]

above which weak interactions exhibit features associated with strong interactions,
and perturbation theory breaks down. Secondly, there are lower limits placed on
the Higgs mass by requiring stability of the electroweak vacuum, and upper limits
through the “triviality” condition, which demands the validity of the theory up to
some energy scale A. By choosing A as the Planck mass, so that no new physics

emerges below this, strong constraints are placed on the Higgs mass [73, 74]
130 < mg <190 GeV

If instead A is set at a lower level, say 1 TeV, then the Higgs mass is less constrained,
50 S my < 800 GeV

This would also imply that the Standard Model is an effective theory only, and at

energies above this scale new physics beyond the Standard Model would be apparent.
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Further constraints can be placed on the Higgs boson mass through precision fits to
electroweak data. The Higgs boson is present in radiative corrections to electroweak
processes and measurements of, for instance, the Z mass and width and the W mass
allow limits to be placed on the Higgs mass, assuming the validity of the Standard
Model. The most recent calculations from data taken at LEP and the Stanford
Linear Collider (SLC) give [75]

my = 98758 GeV

with mg < 212 GeV at 95% C.L. These results strongly suggest that the Higgs is
relatively light, and is most likely to be found in the light and intermediate mass

region of 100 — 200 GeV.

5.2 Experimental searches for the Higgs boson

Since the discovery of the top quark at the Tevatron in 1995 the Higgs boson remains
the only particle in the Standard Model yet to be observed. Searches for it have
therefore been an important part of recent experiments. A brief summary of the
results of direct searches for a Standard Model Higgs boson performed by the LEP
experiments and at Tevatron Run 1, and the prospects for Tevatron Run 2 will now

be presented.

5.2.1 Searches at LEP

After several years study of the Z boson, the LEP collider was upgraded to increase
the centre of mass energy in order to search for new physics, including the Higgs
boson. By the end of the year 2000, when the machine was decommissioned, between
the four different LEP experiments 2465 pb~! of data had been taken at centre of
mass energies greater than 189 GeV, of which 542 pb~! was taken at centre of mass

energies greater than 206 GeV.
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Figure 5.1: Branching ratios for main decay modes of the Standard Model Higgs
boson, calculated with the HDECAY [76] package.

At LEP the main production mechanism for a Standard Model Higgs boson is
through Higgsstrahlung, ete™ — HZ, and the maximum Higgs boson mass that
can be produced at a centre-of-mass energy of 206 GeV is &~ 115 GeV. At this mass
the dominant decay channel is H — bb, other decay modes such as H — WW* and
H — 777~ having branching ratios an order of magnitude lower (see Fig. 5.1).
Therefore searches for the Higgs boson at LEP have concentrated on final states
with a bb pair from the decay of the Higgs and either ¢g, vv, 71~ (where [ = e or
w) or 777~ from the decay of the Z boson.

Up until the year 2000, as the centre of mass energy of LEP collisions was increased,
observations were consistent with the expected Standard Model background, and
the lower bound on the Higgs mass was increased due to the null results of the
experimental searches. However, in September 2000 as the centre of mass energy
was increased to above 206 GeV the ALEPH experiment reported an excess of

events above the expected SM background, consistent with a Higgs boson of mass
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~ 115 GeV, predominantly in the four jet final state [77]. Although this was not
supported by the other LEP experiments an extra month of LEP running was un-
dertaken to attempt to clarify this situation, after which the L3 experiment also
reported candidate Higgs events. After a review of all data the combined results of

all four LEP experiments now impose a lower bound at 95% C.L. of [5]
myg > 114.1 GeV

An excess of events consistent with a Standard Model Higgs boson with mass 115.6
GeV was observed, with the probability for this to be due to a fluctuation in the
Standard Model background of 3.4%, equivalent to 1.83 Gaussian standard devia-

tions.

These results therefore leave the particle physics community in a state of uncertainty;
although they appear to suggest a relatively light Higgs boson, the statistical sig-
nificance is not sufficient to claim a discovery. Now that LEP has been closed down
to make way for the construction of the LHC it is up to other experiments to either

confirm or refute these findings.

5.2.2 Searches and prospects at the Tevatron

Approximately 90 pb~! of data were collected in pp collisions at centre-of-mass
energy /s = 1.8 TeV during Tevatron Run 1 by both the CDF and D0 experiments.
SM Higgs searches were limited to masses below 140 GeV, where the H — bb decay
mode dominates. Although direct production through gluon fusion has the largest
cross-section this was not considered due to the large di-jet background; instead,
searches were performed for the associated production of the Higgs with a W or Z
boson. The channels WH — lvbb and (W/Z)H — qgbb [78], and ZH — vwbb and
ZH — I*17bb [79] were considered; the overall distribution of events was consistent

with the expected SM background.

Both the accelerators and the detectors at the Tevatron have recently undergone

upgrades; the accelerator will deliver a higher luminosity at a centre-of-mass energy
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of v/s = 2.0 TeV and the detectors have gained new vertex detectors and improved
triggering. The mass reach for a SM Higgs boson has been increased to 190 GeV
and several search modes have been investigated [80] which can be split into two
mass regions. Firstly, in the mass range 90 — 130 GeV, where the decay H — bb
dominates, the same channels have been studied as were used for Run 1. Secondly,
in the mass range 130 — 190 GeV the decay H — WW ) dominates. The associated
production of a Higgs boson with a W or Z boson leading to 2-lepton plus 2-jet or
3-lepton final states, and also direct production with decay to [T~ vv are considered.
As there is no single “golden” channel it is necessary to combine the results of all of
the SM Higgs search channels. Fig. 5.2 shows the integrated luminosity required by
each experiment to exclude a SM Higgs at 95% C.L., or make a 30 or 50 observation.
With the 2 fb~! expected by 2003 for Run 2a it is only possible to improve slightly
on the LEP results, with no discovery possible but exclusion at 95% C.L. up to
my ~ 115 GeV. However, for the proposed Run 2b where it is planned to take
15 fb=! of data by the year 2007 the situation is improved, with the possibility
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Figure 5.2: Integrated luminosity per experiment required to exclude a SM Higgs
at 95% C.L., observe it at 3o level or observe it at 50 level at the Tevatron as a
function of Higgs mass. Taken from Ref. [80].
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of exclusion over the mass range my = 100 — 180 GeV, a 30 observation for the
majority of this mass range (apart from a region around my ~ 140 GeV) and a 50

discovery for my < 115 GeV.

Therefore if the Higgs mass is &~ 115 GeV as suggested by LEP then there is a
possibility that it will be discovered at the Tevatron before the start of LHC running.
If the Higgs mass is in fact greater than this then the Tevatron will not be able to
make a 5o discovery without additional data. In either case it seems likely that by
the time the LHC experiments start taking data a clearer idea of the search region

for a SM Higgs boson will be available.

5.3 Higgs searches at ATLAS

In the absence of a discovery at the Tevatron it will be left to the ATLAS and
CMS experiments at the LHC to search for a SM Higgs boson. The whole of the
theoretically allowed mass range can be covered, therefore if the SM Higgs does exist

then it should be discovered.

The dominant production process for a SM Higgs boson at the LHC is that of
gluon fusion, which has a production cross-section several times greater than the
other production processes (see Fig. 5.3). The gluon fusion process proceeds almost
exclusively through a top-quark loop due to the strong coupling of the Higgs to the
heavy top-quark (see Fig. 5.4a). The next largest production cross-section is for
weak boson fusion, where each of the incoming quarks radiates a W or Z boson,
which then fuse into a Higgs boson (see Fig. 5.4b). Additional contributions come
from the associated production of the Higgs with a W or Z boson (see Fig. 5.4c).
Overall, the production cross-section for the SM Higgs boson is of order 10 — 30 pb
for the most likely Higgs mass range of 100 — 200 GeV. Therefore even during
the initial low luminosity period where a luminosity of 10?3 cm=2s! is expected

approximately 10° Higgs events will be produced each year in this mass range. The

challenge of finding a SM Higgs boson at the LHC is not a low event rate but of
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isolating the signal from the very large QCD backgrounds.

Many possible search channels for a SM Higgs boson have been investigated within
the context of the ATLAS experiment, covering the whole allowed mass range. A
summary of these will now be presented, concentrating on the most promising chan-

nels for the favoured intermediate mass range. Further details can be found in

Ref. [81, Ch. 19].
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Figure 5.3: Production cross-sections for the Standard Model Higgs boson at the

LHC, calculated with the PYTHIA Monte Carlo [82].
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Figure 5.4: Feynman diagrams for the dominant Higgs production mechanisms at
the LHC; (a) gluon fusion, (b) weak boson fusion and (c) associated production with

a W or Z boson.
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H — ~~

Although H — 7 is a rare decay mode with only a small branching ratio (see
Fig. 5.1) it has been considered for finding a relatively light Higgs boson, with mass
100 < my < 150 GeV. Direct production through gluon fusion and associated
production with a W or Z boson, a tt pair or QCD jets have all been studied, of
which the direct production mode is the most promising; a 50 signal can be observed
in the mass range 105 to 145 GeV with an integrated luminosity of 100 fb=!. A mass
peak can be reconstructed, although excellent performance of the EM Calorimeter
will be required. Whilst the discovery potential in the associated W or Z boson
or tt pair modes is less than for direct production they can provide an independent

confirmation of a discovery with a higher integrated luminosity.

H — bb

As can be seen from Fig. 5.1 the dominant decay channel for a Higgs boson of mass
< 140 GeV is H — bb. The direct production mode cannot be used because of
the huge QCD di-jet background. Therefore this decay channel is only considered
in the context of associated production. Associated production with a W boson,
giving a lepton and two b-quarks in the final state, has not been found to be very
promising. Associated production with a ¢ pair gives a complex final state, with
two b-quarks and two W bosons coming from the decay of the top-quarks, as well
as the two b-quarks from the Higgs decay. One W is required to decay leptonically
for triggering purposes, whereas the other is assumed to decay to jets. With the
combination of 30 fb~! of data taken during low luminosity operation and 70 fb~*
during high luminosity operation a 50 signal can be obtained for the mass range 80

to 120 GeV.
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H — Z7Z* — 4l

The H — ZZ* — 4l (with [ = e, ) final state can give a clean signature for Higgs
masses between 120 and 180 GeV. The branching ratio of H — ZZ* is large and
increases with my, except in the region 160 < myg < 180 GeV where this channel is
suppressed. This is due to the opening up of the decay of the Higgs boson to two on
mass shell W bosons for my > 2my,, which dominates the total width of the Higgs
until myg > 2m  where the decay to two on mass shell Z bosons becomes available.
All three possible final states have been considered; 4 electron, 4 muons, 2 electrons
and 2 muons. A mass peak can be reconstructed from the decay products, with the
best resolution being for the 4 muon final state. With an integrated luminosity of
30 fb~! a 50 signal can be obtained for 130 < my < 180 GeV with the combination
of all three final states, apart from the region around myg = 170 GeV. With 100

fb~! the whole of the mass range is covered.

H—> WW® = lvlv

To cover the region 150 < mpy < 180 GeV where the ZZ* channel is suppressed the
H — WW® — [vlv channel has been investigated [83]. The decay H — WW ™) has
a very large branching ratio, but unfortunately no mass peak can be reconstructed
due to the neutrinos in the final state. Therefore an excess of events above the
expected SM background must be observed for a discovery. It has been found that
a bo signal can be observed for the Higgs mass range 150 to 190 GeV with an
integrated luminosity of 30 fb~! [83], even taking into account a 5% systematic
uncertainty on the absolute knowledge of the background. Information on the Higgs

mass can be found from the transverse mass, and it is hoped that a resolution of

~ 5 GeV will be possible.
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WH; H—> WW®

The H — WW® channel has also been investigated in the context of associated
production of the Higgs boson with a W boson. Two different final states have been
investigated; firstly a three lepton final state where all three W’s decay via W — v,
secondly a two-lepton two-jet final state where one W from the Higgs decay and the
associated W decay through W — v and the other W from the decay of the Higgs
decays to a ¢q pair. This combination is chosen because it gives like-sign leptons in
the final state which eliminates many backgrounds. It has been found that the three
lepton final state can give a 50 signal for myg = 160 — 170 GeV, and the two-lepton
two-jet final state for my = 160 — 190 GeV [84], with an integrated luminosity of
100 fb~!. Again, no mass peak can be reconstructed so an excess of events above

the expected SM background must be observed.

Overall sensitivity

The overall sensitivity of the ATLAS detector for the discovery of a light and inter-
mediate mass Higgs boson is shown in Fig. 5.5 for integrated luminosities of both
30 fb~! and 100 fb~!. By combining all channels a 50 signal can be obtained for
the whole of this region, 80 < mg < 190 GeV, with an integrated luminosity of 30
fb~1, equivalent to three years of low luminosity LHC running. All Higgs masses
are covered by at least two different channels giving the possibility of independent
checks of any discovery. With the increased integrated luminosity of 100 fb~! a
discovery can be confirmed and consolidated. For all values of myg there is also a
channel for which a mass peak can be reconstructed; H — v for mg < 130 GeV

and H = ZZ* — 4l for 130 < my < 190 GeV.

For a heavier Higgs boson the H — ZZ — 4l decay provides a reliable channel for
the mass range 200 < mpy < 600 GeV, with a very low background. A 5o signal can
be observed after less than one year of low luminosity running. The H — ZZ — llvv

can provide a 5o signal for 400 < mgy < 900 GeV with an integrated luminosity
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Figure 5.5: Sensitivity of the ATLAS experiment for the discovery of an intermediate
mass SM Higgs boson for both 30 fb~! and 100 fb~lintegrated luminosity. Taken

from Ref. [81].

Signal significance

H — vy
m ttH(H — bb)
A H - 722" - 41

102 H — ZZ — llvwv

10

e H - WW — Ivjj

— Total significance

H - WW9 - v

AT

5o

ATLAS

SLdt=30b"
(no K-factors)

10°

10°

m,, (GeV)

Figure 5.6: Sensitivity of the ATLAS experiment for the discovery of a SM Higgs
boson over whole theoretically allowed mass range for 30 fb~! integrated luminosity.
Taken from Ref. [81].



Higgs boson physics 132

of 100 fb~!. Finally, the H — WW — lvjj decay channel from a Higgs boson
produced via weak boson fusion gives a 5o signal for 300 < my < 1000 GeV with
an integrated luminosity of 30 fb=!. The sensitivity of ATLAS for the discovery of
a SM Higgs boson for the whole theoretically allowed mass range is shown in Fig.

0.6.

5.4 Higgs via weak boson fusion at ATLAS

The weak boson fusion (WBF) process has the second largest production cross-
section for an intermediate mass Higgs boson at the LHC (see Fig. 5.3). In addition
the initial state quarks are scattered by the emission of W or Z bosons and give rise
to forward tagging jets in the detector, thus giving a distinctive characteristic to
the signal. Previously SM Higgs production via WBF has been studied mainly for
searches for a heavy Higgs boson with mass of order 1 TeV. The production cross

section for WBF is 25 — 30% of that for gluon fusion in this region.

More recently studies of the WBF production mechanism for an intermediate mass
Higgs boson have been performed through parton level simulations. Several different
decay channels have been investigated, including H — 777~ [85,86], H — 7y [87]
and H — WW®) [18,19]. The most promising of these was found to be the WW *)
channel, due to the large branching ratio of this decay in the intermediate mass
region. Both of the W’s were required to decay leptonically and a final state of
e* T piiss was selected. It was found that a 50 signal could be isolated with a signal
to background ratio greater than 1/1 for the mass range my = 140 — 190 GeV with

an integrated luminosity of only 5 fb~!, equivalent to six months low luminosity

running at the LHC.

To confirm these findings it is important that this channel is revisited using a particle
level simulation, where events are generated including hadronisation of partons into
physical hadrons and a detector simulation, since parton level analyses often give

optimistic results. In the following chapter the H — WW®) — e*,Fpmiss channel is
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re-analysed using a particle level simulation. The H — WW®) — (eTe™/ut ™) ppiss
channel is also investigated, which was neglected in Ref. [18]. Finally these channels
are considered in the context of the search for a light Higgs boson with mass as
suggested by the results from the LEP experiments. First, though, the distinctive
characteristics of the signal process shall be described, as will the physics back-

grounds which must be considered.

5.4.1 The WBF H — WW{®) — [t]~pmiss signal

The signal process considered is a Standard Model Higgs boson produced via weak
boson fusion, followed by the decay H — WW®) — [+]~pmiss. Therefore the basic
final state consists of two jets from the scattered quarks, and two charged leptons
and missing transverse momentum from the decay of the Higgs boson. Two different
lepton combinations can be considered; firstly a final state with one electron and
one muon, which has the advantage of not having to take into account lepton pair-
production backgrounds, and secondly the two electron or two muon final state. The
basic signal process has several distinctive features that enable it to be distinguished

from the physics backgrounds.

The quarks in the final state of the signal process are an important characteristic
that distinguishes it from production via gluon fusion. The incoming quarks have
relatively high energies and are then scattered by the emission of W or Z bosons,
which tend to take a small fraction of the quark energy. Their transverse momen-
tum, though, is of order My,. The final state quarks therefore have relatively large
energy and modest transverse momentum, so the scattering angle with respect to
the beam-line is small and the resulting jets will be found in the forward regions
of the detector [88]. In contrast, the dominant QCD background processes tend
to have centrally produced jets [89]. From similar arguments the QCD processes
also tend to have smaller invariant masses of the tagging jets compared with EW
processes such as the signal. Additionally, since in the signal process the two W or

Z bosons have relatively small longitudinal momentum the Higgs boson is produced
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centrally leading to central decay products between the two forward tagging jets.

The angular distribution of the charged leptons is also an important characteristic
of the signal. The decay of the scalar Higgs boson into two W bosons results in
the W’s having anti-correlated spins due to conservation of angular momentum. In
the rest frame of the Higgs boson the W’s are produced almost at threshold for
my < 2my and the lepton and neutrino from each W decay are emitted back-to-
back with equal energy. When the W decays into an anti-lepton and a neutrino the
(left-handed) neutrino is emitted in the opposite direction to the W™ spin, the anti-
lepton therefore being preferentially emitted in the same direction as the W spin.
Similarly the (right-handed) anti-neutrino from the decay of the W~ is emitted
in the same direction as the W~ spin, the lepton being preferentially emitted in
the opposite direction. Therefore since the W+ and W~ have opposite spins the
lepton and anti-lepton tend to be emitted in the same direction [90,91], and this
characteristic remains when boosted back to the lab frame. A substantial proportion
of the background does not have the same anti-correlation of the W spins, therefore
the angular distribution of the charged leptons will not show the same features as
the signal. A further consequence of the anti-correlated spins is that the invariant
masses of the charged lepton system and the neutrino system are approximately

equal, and must both be less than half of the Higgs boson mass.

Finally, the signal process has a lack of additional radiation emitted into the central
region of the detector. In the weak boson fusion process the interaction between
the initial state quarks proceeds through the exchange of weak bosons, which do
not carry colour. Any additional hadronic radiation from the signal process can
only come from gluons radiated from the initial or final state quarks; it is therefore
most likely to be found in the forward and backward regions of the detector. The
dominant QCD backgrounds, on the other hand, proceed by the exchange of colour
between the initial state partons and additional hadronic radiation is more likely to

be emitted into the central region.
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5.4.2 Physics Backgrounds

Given the signal process under investigation, any other process that can produce
two charged leptons and two or more jets in the final state must be considered as a
potential source of background events. Accurate determination of the background
is particularly important for the H — W*W ™~ — [T p** channel, since due to
the neutrinos in the final state no mass peak can be reconstructed and a discovery

relies upon observing an excess of events above the expected SM background.

The processes that will be used to calculate the background are outlined below,
divided into those necessary for both the ey and ee/pp channels and those that need
only be taken into account for the ee/uu channel. Potential sources of background

that have not been considered are also mentioned.

Background for ey and ee/pp channels

The dominant background process is ¢t + jets which has a large cross-section at the
LHC, of order 500 pb. The basic process is ¢t production, which is predominantly
gluon-gluon initiated (see Fig. 5.7a). The branching ratio B(t — Wb) is almost
100%, and leptonic decays of the W bosons then provide a similar final state to the

signal. The emission of extra jets from this basic process must also be considered.

Additional background comes from WW production in association with two or more
jets. This can happen via both QCD processes, where colour is exchanged by the
initial state partons (see Fig. 5.7b), and EW processes, where the initial state
quarks are scattered by electroweak boson exchange (see Fig. 5.7c). Whilst the
production cross-section for EW processes is considerably smaller than for QCD
processes it should be remembered that the EW WW background includes graphs
that are kinematically very similar to the signal, such as four point vertices (see Fig.

5.7d), and are thus hard to suppress with cuts.

Finally 777~ production, from Z/v* — 77, in association with two or more jets is
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considered; leptonic decays of the taus to electrons or muons can be misidentified
as leptonic W decays. Again, both QCD (see Fig. 5.7¢) and EW (see Fig. 5.7f)

processes are considered.

Background for ee/pup channel only

Backgrounds that need only be considered for the ee/up channel are those where
an eTe” or utp~ pair is produced in association with two or more jets. The dom-
inant process is Z/vy* — ete” /uTu~ in association with two or more jets (see Fig.
5.7g), which has a large cross-section at the LHC. Additionally ZZ processes are
considered, where one Z decays to an ete” /utu~ pair and the other hadronically
to give jets, or where one Z again decays to an ete™/u* ™ pair, and the other to

neutrinos, with two jets coming from additional radiation. Finally, a similar process
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Figure 5.7: Feynman diagrams for background processes; (a) ¢t production, (b)
QCD WW + jets (¢) EW WW + jets (d) EW WW + jets; 4 point vertex (e) QCD
77 + jets (f) EW 77 + jets (g) Z — ee/up (h) H — ZZ.



Higgs boson physics 137

to that above is included, but where the ZZ comes from the decay of a SM Higgs
boson H — ZZ produced by either gg fusion or weak boson fusion (see Fig. 5.7h).

Potential sources of background not considered

There are other processes that may contribute to the overall background but which
are not included in the analysis. Foremost, bb production has a huge cross-section
at the LHC, or order 500 pb, and the generation of many hundreds of millions
of events would be needed to investigate this background properly. Semi-leptonic
decays of b-quarks tend to produce very soft leptons that are almost collinear with
the final state quark. It is expected that since the leptons are required to be isolated
and a minimum transverse momentum cut is applied bb processes will not provide
a significant contribution to the total background. Furthermore, a statistical study
of the bb background found it to have a cross-section of order 1 fb for two isolated,
high-pr leptons before other cuts [84]. This is much smaller than the signal cross-

section.

Additionally, the decay of W bosons to electrons or muons via an intermediate tau
has not been considered, for example W+ — 7tv, — eTv, U, v,. This decay mode is
suppressed compared to W+ — e*v, by the additional branching ratio involved, and
also the final state electron is considerably softer due to the additional neutrinos in
the final state. Therefore by requiring leptons with reasonable transverse momentum

the additional contribution from this should be small.

5.5 Simulation Tools

For the analysis presented in the following chapter simulation of both signal and
background processes is performed using the parton shower based Monte Carlo
event generators PYTHIA [82] and HERWIG [92,93]. These differ from parton

level simulations (previously used to study weak boson fusion processes) in that the
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whole structure of the event is described, including the hadronisation of partons into
physical particles which can then be passed through a detector model. In this way
a better representation of the performance of the ATLAS detector can be obtained.
The combination of event generation with a parton shower Monte Carlo followed by

a fast detector simulation is henceforth referred to as “particle level simulation”.

A brief summary of the main features of parton level simulations, parton shower
Monte Carlo generators and the ATLFAST [94] fast detector model will now be

presented.

5.5.1 Parton level simulations

Parton level (or matrix element) simulations are typically used for studying multi-
parton final states. A process is calculated at a certain order, for example ¢ + 2
additional jets, by generating a phase space point and summing over all possible
Feynman graphs for the process. The final state partons are then assumed to lead
to observable jets in the detector and acceptance cuts can be applied directly to the
partons. The limitations of parton level simulation are that there is no hadronisation
of the final state partons therefore it is not possible to use a detector simulation.
There is also no treatment of additional physics in the event, for example the emis-

sion of soft radiation or the underlying event.

5.5.2 Parton shower Monte Carlo event generators

In a parton shower Monte Carlo event generation starts with the hardest interaction
at leading order, typically a 2 — 2 process. This gives the basic structure of the
event. Additional partons are then produced through the evolution of the initial and
final state partons from the hard process via parton showers. For parton showers

from the outgoing partons (final state radiation or FSR) the partons are evolved

2
mazx

downwards from the scale of the hard process @) with the branching of partons

via 1 — 2 splittings, such as ¢ — ¢g and ¢ — ¢gg. The evolution is halted at a
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lower scale ()y. Parton showers from the incoming partons (initial state radiation
or ISR) are treated in reverse, with the partons being evolved backwards from the

hard process to the interacting parton in the proton.

After parton shower evolution is halted the partons are hadronised into physical
hadrons. Different hadronisation models are used in PYTHIA and HERWIG. In
PYTHIA a string fragmentation model is used. A quark and anti-quark are con-
nected via a colour string and as they move further apart the energy stored in the
string increases until it is energetically favourable to split the string by the creation
of a ¢q pair. Further splits in the string are allowed until a cut-off where the ¢q pairs
are converted into physical hadrons. Unstable particles are then allowed to decay.
In HERWIG a cluster model is used. Outgoing gluons are converted into light ¢g
pairs, and each quark is then linked to an anti-quark via a colour line to form colour

singlet clusters. The clusters then decay into physical hadrons.

Parton shower Monte Carlos also take into account the partons in the proton that are
not involved in the hard process. These are known as beam remnants; for instance
if a u-quark from a proton is involved in an interaction with a parton from the other
proton it would leave behind a ud di-quark, colour connected to the hard interaction.
Again, different models are used in PYTHIA and HERWIG. In HERWIG the two
beam remnants are cut off from the main interaction and undergo a soft collision.
In PYTHIA, on the other hand, the beam remnants remain colour connected to the

hard interaction and are involved in the hadronisation process.

5.5.3 The ATLFAST fast detector simulation

The addition of a detector model is essential to account for the efficiency and accu-
racy with which the ATLAS detector will be able to find various types of particles
and reconstruct jets. Full simulation of the detector, where particles are individually
transported through all of the various subsystems, are extremely time consuming

and therefore impractical for performing rapid analyses of channels or generating
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large numbers of events. Therefore a fast detector simulation is used, which param-
eterises detector effects to reproduce the expected performance. This involves the
selection of isolated leptons and photons, the reconstruction and labelling of jets
and the calculation of missing transverse momentum. The ATLFAST fast detector
model used here will be briefly described below; further information can be found

in Ref. [94].

The first stage of the ATLFAST model is to find calorimetric clusters. The transverse
energies of all undecayed particles (except muons and neutrinos) are summed into
calorimeter cells with granularity n x ¢ of 0.1 x 0.1 for |n| < 3 and 0.2 x 0.2 for
3 < |n| < 5. The effect of a solenoidal magnetic field of 2 Tesla is parameterised
for charged particles with pr > 0.5 GeV. Any calorimeter cell with Ep > 1.5 GeV
is taken as a possible initiator, and all cells within a cone of radius AR = 0.4 from
the initiator are summed. This is then defined as a reconstructed cluster if the
summed transverse energy is greater than 10 GeV. The coordinates of the cluster

are determined from the weighted average of all calorimeter cells in the cluster.

Next, isolated photons, electrons and muons are identified. The event record is
scanned for these particles, which then have their momenta smeared to account for
expected detector performance. For electrons and photons with transverse momenta
and pseudorapidity within the coverage of the detector (|n| < 2.5; pr > 10 GeV for
photons, pr > 20 GeV for electrons) the associated calorimetric cluster is found,
and subjected to isolation criteria in terms of minimum distance from other clusters
and maximum energy deposition in a cone around the particle. For muons with
In| < 2.5 and pr > 6 GeV similar isolation criteria are applied. No efficiencies for
photon, electron or muon identification are applied by ATLFAST and therefore must
be added by the user if needed.

For jet reconstruction all clusters not identified with isolated electrons or photons
are smeared with a Gaussian energy resolution. The energies of non-isolated muons
which fall inside these clusters are added to the smeared cluster energy, and if the

resulting proto-jet has Er > 15 GeV it is labelled as a reconstructed jet. Jet
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reconstruction efficiencies are included in ATLFAST, and have been tested against
full simulation for both low pr jets, for a central jet veto, and forward jet tagging [17,
Ch. 9]. Comparisons between full simulation and ATLFAST for a central jet veto
were made for both a signal process of a weak boson fusion produced heavy Higgs
boson, and a background process of ¢t + jets. The probability of vetoing events
by finding a jet in the central region was tested as a function of the pr threshold
for veto candidates. At low luminosity the veto probability for the heavy Higgs
process was ~ 5% greater with ATLFAST than with full simulation, and for the
tt + jets process the agreement between full simulation and ATLFAST was very
good. Forward jet tagging was tested as a function of jet pseudorapidity for a weak
boson fusion produced heavy Higgs boson. A good agreement between ATLFAST
and full simulation was found for pseudorapidities up to || = 4.0. Beyond this
transverse development of the shower leads to energy losses in the full simulation
not fully accounted for by ATLFAST; the ATLFAST efficiency is 5 — 10% higher

than that from full simulation in this far-forward region.

Finally the missing transverse energy in the event is calculated. The transverse mo-
menta of all identified isolated photons, electron, and muons, all reconstructed jets,
all clusters not accepted as jets and all remaining non-isolated muons are summed,
along with cells not included into clusters, which are first smeared with a Gaussian
energy resolution. The missing transverse energy is then given by EM#* = F2 and

the components of this by pi*** = —p* and pj"s* = —pgP*.

5.5.4 Event generation

Samples of events have been generated for the signal and background processes
using both the PYTHIA and HERWIG event generators with ATLFAST to perform
fast detector simulation. PYTHIA events are generated with version 6.136, and
include the effects of ISR, FSR, hadronisation and multiple interactions. HERWIG
event are generated with version 6.201, and include ISR, FSR and hadronisation.

The CTEQSL [95] set of proton structure functions are used for both PYTHIA and
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HERWIG event generation.

All signal and QCD background processes were generated with the internal PYTHIA
or HERWIG functions. Signal events are generated with a leading order hard pro-
cess, qq — qqH, and additional hadronic radiation is provided by parton show-
ers. The decay of the Higgs boson is forced H — WW, and the W bosons are
forced to decay leptonically into electrons and muons. The tt + jets background
is generated with a hard process of a t¢ final state, additional hadronic radia-
tion being provided by parton showers. The decays t — Wb and W — e/u are
forced. The QCD WW + jets background is generated with a hard process of
qqg — WTW~=. Jets in the final state are generated through parton showers. The
QCD 77 + jets background is generated with a hard process of either gg — ¢(Z/~*)
or q¢ — g(Z/~*) with additional hadronic radiation provided by parton showers.
The decays Zv* — 77 and 7 — e/u are forced. The Z/v* — ee/uu background is
generated with a similar hard process. The ZZ background has a hard process of
qq — Z 7 with jets in the final state generated by parton showers. All decays of the
Z bosons are allowed. Finally, the H — ZZ background is generated with Higgs
produced by either gg — H or qq¢ — qqH, with the decay H — ZZ forced. All

decays of the Z bosons are allowed.

As the EW backgrounds are not presently included in either PYTHIA or HERWIG
these backgrounds are generated by an interface of matrix element generation code
to PYTHIA [96]. The matrix element code generated WW jj or 7754 hard processes
which were then transported to PYTHIA which performed ISR, FSR, hadronisation
and multiple interactions. PYTHIA unweights the events generated by the matrix
element code using a hit-or-miss method so that only hard processes with a high
weight relative to the maximum weight for the process are chosen. This was the
cause of some problems due to the weight distributions having long tails towards
high weights, particularly for the WW jj process, leading to impractically long event,
generation times. In order to speed up event generation the maximum weight used by

PYTHIA for unweighting was set to a value below the actual maximum of the weight
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distribution. Events with a weight greater than the maximum were treated as having
a weight equal to the maximum, thereby still being selected by PYTHIA. The total
cross-section for the process as calculated by PYTHIA does not include the tail of the
distribution and is consequently lower than the actual cross-section. There are two
ways that these events can then be used. First, all events with weight greater than
the maximum used for unweighting can be assigned a weighting factor equal to the
ratio of the event weight to the maximum. Then during analysis the contributions
of these events are multiplied by the weighting factor, so that an event with a
weighting factor of three is equivalent to three identical events of unit weighting
factor. Events with weight less than the maximum are assigned a unit weighting
factor. In this way the total cross-section provided by PYTHIA is corrected to the
actual cross-section due to the extra contribution of events with weighting factors
greater than one. However, problems are caused during analysis when events with
large weighting factors occur in kinematic regions near to acceptance cut values.
Small changes in the acceptance cuts can then lead to large changes in cross-section
thus skewing the results. The second way of treating these events is to calculate the
total cross-section of the process independently of PYTHIA, taking into account the
whole weight distribution including the tail. This therefore gives the correct total
cross-section. All PYTHIA events can then be treated equally with no need for
event weighting during analysis. It is this latter approach that is used for all event

generation of the EW background processes.

Summaries of all signal and background events generated are shown in Tables 5.1
and 5.2. For the background processes marked with * events were generated by
Markus Klute on behalf of the ATLAS Higgs Working Group. All other events
generated by the author.
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my PYTHIA HERWIG
(GeV) | Ny | o (fb) | N.y | o (fb)
110 10° 7.1 - -
115 10° | 13.0 - -
120 10° | 21.5 | 10° | 95.5
130 10° | 46.0 - -
140 106 | 75.9 | 10° | 69.5
150 10° | 104.1 - -
160 10% | 133.3 | 10° | 119.7
170 10° | 134.3 - -
180 10° | 121.1 | 10° | 109.1
190 10° | 21.5 - -
200 106 | 84.7 | 10° | 76.9

Table 5.1: Summary of all signal events generated.

process generator ‘ pr (GeV) ‘ o (pb) ‘ Nev

tt + jets PYTHIA 24.44 107

1 + jets HERWIG 17.91 | 2.10°
QCD WW + jets | PYTHIA 7.40 | 4.108 ¥
EW WW + jets | PYTHIA 0.078 | 5.10° *
QCD 77 + jets PYTHIA | 10— 30 171 | 4.108 *
QCD 77 + jets PYTHIA | > 30 44.8 | 4.108 *
EW 77 + jets PYTHIA 0.171 106 *
Z/v* — ee/un | PYTHIA |10 — 30 2763 | 12.10°
Z[v* — ee/ppu PYTHIA | > 30 725 | 2.107

27 PYTHIA 37.8 108
H— ZZ PYTHIA 0.26 — 2.5 | 10° each my

Table 5.2: Summary of all background events generated. pr is the cut on Z or ~*

transverse momentum applied during generation. Events marked * generated by

Markus Klute on behalf of the ATLAS Higgs Working Group.



Chapter 6

Analysis of WBF Higgs boson

discovery channel

In order to assess the discovery potential of the weak boson fusion H — WW® —
IT1=ps¢ channel for an intermediate mass Higgs boson particle level analysis of the
signal and main physics backgrounds is now performed. First, the H — WW®) —
e uTpmiss channel is investigated, starting from the analysis defined in Ref. [18] and
then improving the effectiveness of the acceptance cuts with different jet-tagging
algorithms and an optimisation of the cut values. Next, the H — WW® —
(ete™ /utp~)pss channel is studied, initially using the same analysis as for the
ey channel then developing extra acceptance cuts to reduce the additional back-
ground processes that must be considered. The combined discovery potential of
the two channels is calculated, including the effect of systematic uncertainties on
signal and background rates, comparison with other channels and determination
of the Higgs boson mass. Finally, the ey and ee/pp channels are investigated in

the context of a light Higgs boson with mass similar to that suggested by the LEP

results.
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6.1 The H — WW® — etpFpmiss channel

The H — WW® — e*,Tpm®* channel has the advantage of different flavour lep-
tons in the final state, so that backgrounds from pair production processes such as
7 — ete™ need not be considered. This channel was studied with a parton level
analysis in Ref. [18] and was found to be a promising discovery channel for an in-
termediate mass Higgs boson with only low luminosity. Therefore the first stage is
to repeat the analysis of Ref. [18] with events generated using the PYTHIA Monte
Carlo and the ATLFAST fast detector simulation so that direct comparisons can
be made between the results of particle level and parton level simulations. Op-
timisation of the acceptance cuts and jet tagging algorithm is then performed in
order to maximise the discovery potential before the final results for this channel

are presented.

6.1.1 Comparison with parton level study

In Ref. [18] the H — WW®) — et Fpmiss channel was studied via a parton level
analysis. Cross-sections were calculated for fixed orders of o, from the full tree level
matrix elements. The signal process was generated at leading order, Hjj, and the
EW and QCD WW3jj and 7755 background processes were both generated at the
two jet level. The ¢t + jets background was considered at tt, t¢j and t£j; levels.
Final state partons were assumed to represent physical jets in the detector. A basic
acceptance for the signal was applied, requiring the observation of one electron, one
muon and two (or more) jets in the detector. Forward jet tagging criteria were
then applied. For all but the ¢f + jets backgrounds the tagging jets were simply the
only two jets in the final state. For the tf + jets backgrounds different tagging jet
combinations were chosen to identify different regions of phase space. The ¢t process
had the tagging jets taken as the two b-jets from the decay of the t-quarks, the ttj
process had one of the b-jets and the other jet as the tags, and the t{jj process
had the two other (non-b) jets as the tags. Next, a b-jet veto was applied to the
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tt + jets backgrounds; the ¢£j and tfjj processes events were vetoed where a b-jet
not used as a tag was found between the two tags. A set of cuts on the angular
separation of the final state leptons was then applied to signal and background
processes, followed by reconstruction of the 77 system to reduce the contribution
from the 77 + jets backgrounds. A minijet veto for events to be rejected due to
the presence of additional hadronic radiation in the central region was applied by
multiplying the signal and background rates by a factor representing the probability
of events to survive the veto. This factor is dependent on the process; a value of 0.89
was used for the signal, 0.75 for the EW backgrounds and 0.29 for the QCD and
tt + jets background. Finally, an efficiency for reconstructing two forward tagging
jets was applied (0.86 per tag). It was found that a 50 signal could be observed for
the Higgs boson mass range my = 140 — 190 GeV with an integrated luminosity of
only 5 fb~ 1.

For the particle level study performed here both signal and background events are
generated with the PYTHIA Monte Carlo in conjunction with the ATLFAST fast
detector simulation. The use of initial and final state radiation means that these
events are generated with n jets in the final state, not to a fixed order like in the
parton level approach. In order to make a comparison with the original parton level
study an analysis is applied which is as similar to that used in Ref. [18] as is possible

considering the differences in the two different simulation techniques.

The first stage in the analysis is to define a basic acceptance for the signal. The final
state of the signal at leading order contains one electron and one muon from the de-
cay of the W bosons, plus two forward tagging jets from the scattered quarks. These
are required to be observed in the detector and trigger the experiment, therefore one
electron, one muon and two or more jets (since additional jets may be present in the

signal process due to additional hadronic radiation) must be found which satisfy

pr; > 20.0GeV ; n; <5.0

pry>20.0GeV ; 7, <25. (6.1)

Furthermore, the jets are required to be well separated in the lego plot, as are the



Analysis of WBF Higgs boson discovery channel 148

signal background
tt + jets | WW + jets | 77 + jets | Total
EW | QCD | EW | QCD
Basic Acceptance 18.7 3740 |1 9.00 | 16.2 | 2.85 198 | 3970
+ Forward Tagging 9.09 113|451 | 1.18 | 0.71 | 9.29 129
+ Central Jet Veto 7.98 20.0 [ 4.25| 091|068 | 6.92| 328
+ Lepton Angular 4.88 1.59 1032 | 0.04|037| 095| 3.27
+ Real 7 rejection 4.64 1.47 1028 | 0.03]0.05| 0.10| 1.94
+ Lepton ID efficiency 3.76 1.19 1023 | 0.03|0.04| 0.08| 1.57

Table 6.1: Signal (for my = 160 GeV) and background rates in fb for ey channel
with acceptance cuts outlined in Eqns. (6.1) to (6.6).

leptons from the jets. The jet-jet separation AR;; and jet-lepton separation AR}

requirements are (where ARy = /(1 — 1m2)2 + (1 — 62)?)
ARjj 2 0.7 5 Ale 2 0.7. (62)

Whilst these separation criteria are not strictly required for a particle level simu-
lation, since lepton and jet separation criteria are included in the detector model,
they are still applied for the purposes of comparison with the parton level results,
where they are used in lieu of a detector model. Equations (6.1) and (6.2) are de-
fined as the Basic Acceptance cuts, and the signal and background rates found after
their application are shown in the first line of Table 6.1. The dominant background
process by far is tf + jets production, which accounts for almost 95% of the total
background. The signal rate is negligible compared with that of the background at
this stage, the signal to background ratio for my = 160 GeV being &~ 1/212.

The next stage is to define the tagging jets. Here the particle level analysis must
differ from the parton level analysis since in the final state more than two jets
may be present in both signal and background processes due to additional hadronic
radiation. An algorithm must therefore be defined to select the tagging jets. As a
representative algorithm the tagging jets are chosen as the jet with highest py, which

will almost always be from the hard scattering process, and the jet furthest from this
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in pseudorapidity. It should be noted that whilst the selection of tagging jets does
affect the application of the following acceptance cuts for the background processes
the signal is largely independent of the tagging algorithm since in the majority of
events only two jets are found in the final state. The effect of different tagging
algorithms is investigated in Section 6.1.2. As explained in Section 5.4.1 the tagging
jets for the signal are expected to be further forward than those from the dominant
QCD background processes. Consequently the separation of the tagging jets in
pseudorapidity A7,gs should be greater for the signal than the QCD backgrounds.
This is shown in Fig. 6.1a; the signal shows a clear tendency for relatively widely
separated tags compared to the background, which at this stage is dominated by
the tt + jets process. A cut is therefore applied on the minimum separation of the
tagging jets. Additionally, the tags are required to be in opposite pseudorapidity
hemispheres, one backwards and one forwards, and the charged leptons are required
to be found in the central region, between and well separated from the two tags in

pseudorapidity. The Forward Tagging cuts are thus defined as
Antags = |77tagl - nta92| > 44,

Ntag1 -Mtag2 < OO)

Mine" + 0.7 < ey < mja® — 0.7. (6.3)

The signal and backgrounds rates after application of the Forward Tagging cuts are
shown in the second line of Table 6.1. Immediately apparent is the reduction of
the QCD backgrounds; more than 90% of tt + jets, QCD WW + jets and QCD
TT + jets events are rejected by these cuts. However, the signal is only reduced by
a factor of 2. The tf + jets process still dominates the background, and the signal
to background ratio is &~ 1/14 for my = 160 GeV.

A central jet veto is applied to all remaining events; as explained in Section 5.4.1
more hadronic radiation is expected in the central region for the QCD backgrounds
than for the signal. Here the particle level analysis must again differ from the parton

level analysis, where at this stage only an explicit veto for t¢ + jets events where one



Analysis of WBF Higgs boson discovery channel 150

©
o
~

RIS

Arbitrary units
Arbitrary units

©
=}
o

0.05 |

U e s e
0 1000 2000 3000 4000
D7 iags W; (GeV)

Figure 6.1: (a) Separation of tagging jets and (b) tagging jet invariant mass for signal
(mg = 160 GeV, solid line) and combined backgrounds (dashed line). Histograms
normalised to 1.

or more of the b-jets from the decay of the top quarks were found between the two
tagging jets was applied. A minijet veto on additional hadronic activity between
the tagging jets was applied at a later stage in the analysis. In the particle level
analysis these two vetos are combined into a single Central Jet Veto, where an event,

is rejected if one or more jets are found that satisfy the conditions

Mhag' = 1j > TMpag” 5 Pry > 20 GeV . (6.4)
The signal and background rates after application of the Central Jet Veto are shown
in the third line of Table 6.1. The rate from the ¢ + jets background has been
reduced by more than 80%, and the QCD WW + jets and QCD 77 + jets back-
grounds have both been reduced by approximately 25%. In contrast the signal rate
is reduced by little more than 10%. The ¢t + jets process no longer dominates the
background with significant contributions coming from the EW WW + jets and
QCD 77 + jets processes.

The relatively wide separation of the tagging jets in the signal also leads to a large
tagging jet invariant mass W;; compared with the QCD backgrounds (see Fig. 6.1b).

Therefore a cut on the minimum tagging jet invariant mass is applied. The dif-
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Figure 6.2: (a) Azimuthal opening angle of leptons and (b) cosine of polar opening
angle between leptons for signal (with my = 160 GeV, solid line) and combined
backgrounds (dashed line). Histograms normalised to 1.

() b (b)

0.1

Arbitrary units
Arbitrary units

0.05

5 oO 50 100 150
AR, Wy (Ge\/)

Figure 6.3: (a) Separation of leptons in the lego plot and (b) di-lepton invariant mass
for signal (with my = 160 GeV, solid line) and combined backgrounds (dashed line).

Histograms normalised to 1.
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ferences between the angular distributions of the charged leptons for signal and
background processes due to the anti-correlated W spins of the signal are exploited
through a series of cuts on the separation of the charged leptons. Distributions of
signal and background events for the azimuthal opening angle of the leptons ¢, the
cosine of the polar opening angle cos 6 and the separation of the leptons in the lego
plot ARy are shown in Figs. 6.2a, 6.2b and 6.3a respectively. The tendency for
leptons in background events to have a much wider separation than those in signal
events is evident from all three of these plots. Cuts are also applied on the minimum
invariant mass of the di-lepton system W), boson (see Fig. 6.3b) and the maximum

pr of the leptons. The Lepton Angular cuts are therefore defined as

Wjj Z 650 GeV 3 ¢ll S 105°
cosfy; >0.2 ; AR; <22

VVll S 110 GeV ;o Py S 120 GeV . (65)

The rates for signal and backgrounds after the application of the Lepton Angular
cuts are shown in the fourth line of Table 6.1. These cuts have reduced the rates
for all of the background processes by large amounts. Especially significant is the
reduction of the contribution from the EW WW + jets background process, which
had not been greatly affected by any of the preceding cuts due to its kinematic
similarity to the signal. Overall the background has been reduced to a rate lower
than that of the signal, with the signal to background ratio now being ~ 1.5/1 for
myg = 160 GeV.

At this stage of the analysis a significant proportion of the total background comes
from the two 77 + jets processes. A reconstruction of the 77 system from the ob-
served decay products allows their contribution to be reduced [18,85,86,97]. This
cannot be done exactly, since several neutrinos are involved in the final state. How-
ever, assuming the collinear approximation, where all decay products inherit the
same directional vector as that of the parent particle, the 7 momenta can be re-
constructed from the observed lepton momenta and the momentum vector of the

missing transverse momentum. The energy of the charged lepton from each 7 decay
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is given by Ey,, = z(ri2))E

2 Where Z(7i(z)) is the fraction of the energy of ()

taken by lepton /1(s). Equating the momentum vectors gives

mess
T

This can be solved for pJ**** and pj"** to find x(71) and z(7,) and hence reconstruct
the momentum of each 7. Where the two charged leptons in the final state come
from the decay of a real 77 system a physical solution should be obtained, with
0 < z(71),z(m2) < 1, shown in Fig. 6.4a. However for the signal (and the other
background processes) this reconstruction is not valid and the tendency is instead for
z(m) < 0 or z(12) < 0, shown in Fig. 6.4b. Therefore by vetoing events where both
s and x,, are greater than zero a large proportion of the 77 backgrounds should
be eliminated whilst leaving the signal relatively untouched. Additionally, once the
7 momenta have been reconstructed the invariant mass of the 77 system W, can
be calculated. Real 77 pairs are produced predominantly via Z — 77, therefore
the invariant mass of the 77 system should fall around the Z mass; applying a cut

rejecting events where W, is near the Z mass will further reduce the 77 + jets

backgrounds. The Real T rejection is therefore defined as vetoing any event where

Ty Tyy > 0.0 3 Mz —25>W,, > My + 25 GeV. (6.6)

The rates for the signal and backgrounds after the application of the Real T rejection
are shown in the fifth line of Table 6.1. The EW and QCD 77 + jets background
processes have both been reduced by a large amount, factors of 7 and 10 respectively,
so that their contribution to the total background is now only ~ 5%. In contrast
the signal rate is only reduced by = 5%. The signal to background ratio for mg =

160 GeV is now =~ 2.4/1.

The final stage of the parton level analysis in Ref. [18] was the application of the
minijet veto and the forward tagging efficiency. These are not applied for the particle
level simulation since the minijet veto is included in the central jet veto and the

tagging efficiency in the ATLFAST detector simulation.
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Figure 6.4: Fraction of tau 1 momentum taken by lepton 1 versus fraction of tau
2 momentum taken by lepton 2 for (a) 77 + jets background and (b) signal (with

A position has now been reached where the two different analyses can be compared.
Signal and background rates after the application of all acceptance cuts are shown in
Table 6.2 for the particle level analysis performed here and the parton level analysis
of Ref. [18, Table I]. Tt is clear that the particle level analysis presents a more
pessimistic view, with a smaller signal rate and a larger background rate. This
leads to a signal to background ratio of only = 2.4/1 for the particle level analysis,
compared with ~ 4.6/1 for the parton level analysis. Whilst this is not entirely
unexpected, since parton level analyses do tend to give optimistic results, it is still

a large difference and requires further examination.

signal background

tt + jets | WW + jets | 77 + jets | Total
EW | QCD | EW | QCD
This analysis 4.64 1.4710.28 | 0.03]0.05| 0.10| 1.94
Ref. [18, Table I 7.5 1.09|0.25| 0.11{0.05| 0.13| 1.63

Table 6.2: Comparison between particle level analysis and parton level analysis of
Ref. [18, Table I] for signal (with my = 160 GeV) and backgrounds. Rates in fb.
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Considering the background first, the dominant ¢t + jets process has a considerably
larger rate from the particle level simulation and is responsible for the majority
of the overall increase in background. There are several possible reasons for this.
Firstly, the approach of the actual event generation between the two analyses is
quite different. For the parton level simulation events were generated at fixed orders
of tt, ttj and ttjj , whereas for the particle level simulation the event generation
was started from the leading order ¢t process then relied upon parton showers to
generate additional jets in the final state. Secondly, in the parton level simulation
the final state partons from the hard process were assumed to result in physical
jets in the detector, with only a nominal jet reconstruction efficiency applied. In
the particle level simulation hadronisation and detector simulation is applied thus
giving a more realistic model of jet finding. Finally, an important cut for the ¢t + jets
background is the central jet veto. Here the parton and particle level simulations
differ considerably. In the particle level analysis a combined central jet veto on any
additional hadronic radiation in the central region was applied. For the parton level
analysis this was split into a b-jet veto and a minijet veto that was applied only
as a nominal survival probability factor. This difference could be expected to be

responsible for some of the variation in rate between the two analyses.

Of the other backgrounds, the two EW processes have very similar rates between
the two different analyses. This is to be expected since the hard processes in the
particle level simulation are generated with the same code as was used for the parton
level simulation. The QCD 77 + jets background is also comparable, but the QCD
WW + jets background rate for the particle level simulation is considerably lower
than for the parton level simulation. The hard process for the PYTHIA generation
of this process gives only WW in the final state, relying upon parton showers to
produce the two or more jets needed for the event to pass the basic acceptance
cuts. In this instance it is possible that the parton shower approach is not a good

approximation for generating the two hard jets required.

The most important difference between the particle level and parton level analyses,
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Cuts Ref. [18, Table I] | PYTHIA
Basic Acceptance 31.06
+ Forward Tagging 17.1 15.91
+ Central Jet Veto 17.1 15.91
+ Lepton Angular 11.8 10.82
+ Real 7 rejection 11.4 10.41

Table 6.3: Signal rates for parton level simulation of Ref. [18, Table I] and parton
level simulation generated with PYTHIA for successive levels of cuts. Rates in fb.

however, is for the signal, with the particle level simulation giving a considerably
smaller rate. There are two possibilities for the origin of this difference; either the
physics of the hard process is different between the PYTHIA simulation used here
and the parton level simulation of Ref. [18], or the additional physics and detector
model provided by the particle level simulation is responsible. To find out which of
these is the most probable cause of the discrepancy further simulation is carried out
using PYTHIA to generate the hard process only. No initial or final state radiation is
added and no hadronisation performed, with partons assumed to represent physical
jets in the detector. In this way PYTHIA can be used to produce a parton level
simulation analogous to that of Ref. [18]. Events generated in this way are subject to
the acceptance cuts outlined in Eqns. (6.1) to (6.6) and the results shown compared
to the parton level simulation of Ref. [18] in Table 6.3. The rates found with the
PYTHIA parton level analysis are comparable with those from Ref. [18] to within
10% at all stages of the analysis. Therefore it may be concluded that the majority
of the differences in signal rate are due to the additional physics and the detector

simulation of the particle level analysis.

Comparing the results for the PYTHIA particle level (Table 6.1) and parton level
(Table 6.3) analyses for the signal process the rate after application of the Real 7
rejection is more than twice as large for the parton level analysis. The majority of
this difference is already apparent at the Basic Acceptance level of cuts. Simply by

requiring one electron, one muon and two or more jets to be found in the detector
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the signal rate for the particle level analysis is ~ 40% lower than that for the parton
level analysis. This is predominantly due to problems with jet-finding, caused by
both the additional physics included in the particle level simulation and the effect
of the detector simulation. For instance, jets may be lost from the final state of
the particle level simulation due to development outside of the 0.4 radius cone used;
the loss of transverse momentum from the jet due to particles not being contained
within the cone can lead to it having transverse momentum below the threshold for
being observed [17,94]. Alternatively, branchings of the outgoing partons from the
hard process during parton showering can alter the properties of the jets in the final
state. Further reduction of the rate for the particle level analysis relative to the
parton level analysis occurs during the central jet veto, where particle level events
may be rejected due to the emission of additional hadronic radiation into the central

region.

To conclude this section the analysis presented in Eqns. (6.1) to (6.6) is applied
to signal events for Higgs boson masses in the range my = 120 — 200 GeV. As a
final stage of the analysis signal and background rates are multiplied by a Lepton ID
efficiency of 0.9 per lepton (0.81 for finding two leptons), shown in the final line of
Table 6.1. The signal and background rates and signal to background ratio after the

application of all acceptance cuts are shown in Table 6.4. A signal to background

myg (GeV) | 120 130 140 150 160 170 180 190 200
S (fb) 0.30 0.75 1.52 239 3.76 3.95 347 2.52 2.05
B (fb) 1.57 1.57 1.57 1.57 1.57 1.57 1.57 1.57 1.57
S/B 0.19 048 097 1.52 239 251 220 1.60 1.30

Table 6.4: Signal and background rates in fb and signal to background ratios for ey
channel with my = 120 — 200 GeV.
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ratio greater than 1/1 is achieved for the Higgs boson mass range my = 150 — 200

GeV.

The signal significance for integrated luminosities of 5, 10 and 30 fb~! is shown in
Fig. 6.5. For integrated luminosities of 5 and 10 fb~! the number of signal and
background events is relatively small so the signal significance is calculated using
Poisson statistics as the probability for the background to fluctuate up to the level
of the signal, expressed in the equivalent number of Gaussian standard deviations.
With 30 fb~! of data the number of signal and background events is sufficient that
the Gaussian approximation may be used, and the signal significance is calculated
as S/v/B. With an integrated luminosity of 5 fb~' a 50 discovery can be claimed
for the Higgs boson mass range my = 160 — 170 GeV. With 10 fb~! this is increased
to myg = 150 — 190 GeV, and ultimately with the 30 fb=! of data afforded by 3
years of low luminosity running the discovery range is myg = 140 — 200 GeV, with
the majority of this well above the 50 level. These significances do not include a

systematic uncertainty on the background rate, which will be discussed later.

Therefore compared with the parton level study in Ref. [18] the discovery potential
for an intermediate mass Higgs boson with an integrated luminosity of 5 fb~! is
considerably less, with a 50 discovery only available for my = 160 —170 GeV at this

low luminosity. However, with 30 fb~! of data almost all of the intermediate mass

>
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Figure 6.5: Signal significance as a function of Higgs mass for the ey channel with
5, 10 and 30 fb~! integrated luminosity.
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region can be covered, with a discovery at the 50 level available for my = 140 — 200

GeV.

6.1.2 Selection of tagging jets

Thus far the analysis has used tagging jets defined as the jet with the highest trans-
verse momentum and the jet furthest away from the highest pr jet in pseudorapidity
(henceforth referred to as the pr — n tagging algorithm). The motivation for this
combination is that the jet with highest pr almost always comes from the hard
scattering process, and the second tag is then chosen as the most separated jet so
as to maximise the chance of events passing the Forward Tagging cuts. An obvious
alternative to this tagging algorithm is to choose the two highest pr jets as the
tags (the pr — pr tagging algorithm). At this point it is worth noting that for the
signal process the choice of tagging jets is largely irrelevant; less than 20% of the
signal events that pass the Basic Acceptance cuts have more than two jets. There-
fore the best tagging jet algorithm may be freely chosen as that which reduces the

background by the greatest amount.

A comparison of the pr — n and pr — pr tagging algorithms is shown in Table 6.5;
all other elements of the analysis are identical apart from the tagging algorithm

used. For both the signal and background processes the rate after application of the

signal tt + jets EW WW + jets
Pr—n|Pr—Pr |Pr—N|Pr —Pr |Pr—N | PT —DPr
Basic Acceptance 18.7 18.7 3740 3740 9.00 9.00

+ Forward Tagging 9.09 8.73 113 44.3 4.51 4.39
+ Central Jet Veto 7.98 8.13 20.0 19.4 4.25 4.29
+ Lepton Angular 4.88 4.98 1.59 1.59 0.32 0.32
+ Real 7 rejection 4.63 4.74 1.47 1.46 0.28 0.28

Table 6.5: Comparison between signal (for my = 160 GeV) and tt + jets and EW
WW + jets background rates (in fb) for pr — pr and pr — 7 tagging algorithms.
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Forward Tagging cuts is lower for the p; — py analysis than for the pr — n analysis.
This can be understood by considering a three jet event where the hardest jet is
found in one pseudorapidity hemisphere and the two other jets are in the other
hemisphere. With the pr — n tagging algorithm the hardest jet is chosen as the first
tag, and then the furthest forward jet in the other hemisphere chosen as the second
tag. The separation of the tagging jets is therefore maximised, and the distribution
of Anyqgs shifted to higher values relative to that for the pr — pr tagging algorithm,
where the hardest of the other two jets is chosen as the second tag, not necessarily
the most separated from the first tag. This is illustrated in Fig. 6.6a which shows
the Anyqgs distribution for the ¢ + jets background with both tagging algorithms.
The cut applied on minimum tagging jet separation will reject more events with the

pr — pr tagging algorithm than the pr — n tagging algorithm.

In contrast, the Central Jet Veto rejects a smaller amount of events when the pr —pr
tagging algorithm is used. This can again be explained in terms of the three jet event
example used above. With the pr — n tagging algorithm the third jet will always be
found between the tags and the event will be vetoed. This is not the case for the

pr — pr tagging algorithm where the third jet may just as well lie forward of the

0,08*”{1,: (a) ®)

Arbitrary units
Arbitrary units

DMiags

Figure 6.6: (a) Separation of tagging jets in pseudorapidity and (b) multiplicity of
jets in the veto region for the ¢ + jets background with pr — 5 (solid) and pr — pr
(dashed) tagging algorithms. Histograms normalised to 1.
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second tag, outside of the veto region. Fig. 6.6b shows the jet multiplicity inside the
veto region for ¢t + jets events with both tagging algorithms; more jets are found

in the veto region when the pr — n tagging algorithm is used.

Therefore when choosing the tagging algorithm on the basis of eliminating the most
background there is a trade off between the effectiveness of the Forward Tagging
cuts and the Central Jet Veto. After all cuts have been applied (the fourth line of
Table 6.5) the pr — pr tagging algorithm retains the most signal whilst rejecting
the most background; it is therefore concluded that the pr — pr tagging algorithm
performs slightly better than the pr — n tagging algorithm, and will be used for the

remainder of this study.

6.1.3 Optimisation of acceptance cuts

Although Fig. 6.5 shows that a favourable signal significance can be achieved for
a range of Higgs boson mass with the acceptance cuts as stated in Eqns. (6.1)
to (6.6) it is possible that this may be improved by performing a multi-variate
optimisation of the cuts. The values of six different cuts are chosen as variables;
the separation of tagging jets Amn,gs, invariant mass of tagging jets W;;, the lepton
angular separation cuts on ¢y, cos 0 and ARy, and the di-lepton invariant mass Wj;.
This six-dimensional cut space is then scanned to find the optimum combination of
values for the cuts, taken as being that which maximises the signal significance S/v/B
for an integrated luminosity of 30 fb~!. The optimisation is performed independently
of the Higgs boson mass since some of the cuts are dependent on my, particularly
the angular separation of the charged leptons. This is achieved by summing the
results found for analyses of signal events with Higgs boson masses of 120, 140, 160,
180 and 200 GeV, with the initial cross-sections normalised to that of my = 160
GeV. For the background only the ¢t + jets and EW WW + jets processes are used

for performing the optimisation, since these account for the majority of the total
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signal background
tt + jets | WW + jets | 77 + jets | Total
EW | QCD | EW | QCD
Basic Acceptance 18.7 3740 | 9.00 | 16.2 | 2.85 198 | 3970
+ Forward Tagging 10.8 83.3 [4.64| 149|097 | 12.6 103
+ Central Jet Veto 10.1 41.2 | 453 | 135|096 | 11.2 | 59.2
+ Lepton Angular 4.25 1.00 | 0.25 | 0.03 | 0.44 | 0.63 | 2.35
+ Real 7 rejection 4.04 0.92 1 0.22| 0.02|0.06 | 0.08| 1.31
+ Lepton ID efficiency 3.27 0.75 1 0.18 | 0.02|0.05| 0.06 | 1.06

Table 6.6: Signal (for my = 160 GeV) and background rates in fb for ey channel
with optimised cuts outlined in Eqn. (6.7) and pr — pr tagging algorithm.

background. The optimum combination of acceptance cut values is found to be

A77tags Z 3.6 3 I/ij Z 800 GeV
éu <95° ; cosfy > 0.2

Compared with the original cuts shown in Eqns. (6.1) to (6.6) the optimised cuts
rely less on the separation of the forward tagging jets, with this cut considerably
loosened, but more on the angular separation of the charged leptons, with tighter

cuts applied on ¢y and ARy.

The results of applying the optimised acceptance cuts to signal and background
events (with jet tagging performed with the py — py algorithm) are shown in Table
6.6. Comparing with the original cuts shown in Table 6.1 the signal rate after
the application of all cuts is slightly lower, by just over 10%. However, the total
background is reduced by a greater amount, more than 30%, predominantly from a
reduced rate for the ¢f + jets background. The signal to background ratio after all
cuts for my = 160 GeV is now =~ 3.1/1, compared with ~ 2.4/1 with the original

acceptance cuts.
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6.1.4 Results for the ex channel

Now that the acceptance cuts have been studied in some detail a final set of results
for the ep channel is calculated. The analysis presented in Eqns. (6.1) to (6.6) is
applied with the optimised cuts shown in Eqn. 6.7 and the pr—pr tagging algorithm
to signal events for a range of Higgs boson masses and all background processes. The
lepton ID efficiency of 0.9 per lepton is then applied to signal and background rates.
The final signal and background rates and signal to background ratio are shown in
Table 6.7 for myg = 120 — 200 GeV. Compared with the cuts before optimisation
(Table 6.4) the signal to background ratios are improved for all values of mpy; a
signal to background ratio greater than 1/1 is found for the Higgs boson mass range

mpy = 140 — 200 GeV.

myg (GeV) | 120 130 140 150 160 170 180 190 200
S (fb) 0.26 0.67 132 2.06 3.27 342 292 2.06 1.64
B (fb) 1.06 1.06 1.06 1.06 1.06 1.06 1.06 1.06 1.06
S/B 0.24 0.63 1.25 1.94 3.09 3.23 2.76 1.94 1.55

Table 6.7: Signal and background rates in fb and signal to background ratios after
application of all cuts for ey channel with optimised cuts.

Signal significance

1
110 120 130 140 150 160 170 180 190 200 210

my (GeV)

Figure 6.7: Signal significance as a function of Higgs mass for ey channel with
optimised cuts for integrated luminosities of 5, 10 and 30 fb 1.
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The signal significance is shown as a function of Higgs boson mass for integrated
luminosities of 5, 10 and 30 fb~! in Fig. 6.7. With 5 fb~! a 50 discovery can
be claimed for my = 160 — 170 GeV, and the discovery range increases to myg =
150 — 190 GeV for an integrated luminosity of 10 fb~! and my = 140 — 200 GeV
for 30 fb~!. Comparing with the results obtained before optimisation, shown in
Fig. 6.5, the discovery range has not been widened, but the signal significances are

slightly increased.

6.2 The H - WW® — (ete™/utp=)pmris

channel

So far only the ey final state has been considered. However, not taking into account
ee and pp final states immediately reduces the signal rate by a factor of two before
any acceptance cuts have been applied. Although extra background processes must
be taken into account when considering the ee/uu channel for pair production pro-
cesses such as Z — ee, it may still be able to provide a useful contribution to the

overall sensitivity for discovery of an intermediate mass Higgs boson.

6.2.1 Initial analysis

To start the investigation of the ee/uu channel it is assumed that the basic signal
and background characteristics will be the same as for the ey channel. Therefore
the analysis defined in Section 6.1.1 is used, with the p; — pr tagging algorithm and
optimised acceptance cuts shown in Eqn. (6.7), except for the Basic Acceptance
where two electrons or two muons are required to be observed inside the detector,
instead of one electron and one muon. In addition to the five background processes
considered for the ey channel (henceforth referred to as the ey background) the
processes Z/v* — ee/up, Z7Z — ee/upu+ X and H — ZZ — ee/up+ X are also

considered as sources of background. The rates for the signal and backgrounds after
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Cuts signal || eubg | Z/v* | ZZ | H— ZZ | total bg
Basic Acceptance 21.0 || 4010 | 88900 | 562 11.0 92900
+ Forward Tagging 12.1 105 | 4570 | 14.8 1.82 4670
+ Central Jet Veto 11.3 || 59.6 | 3790 | 9.48 1.19 3850
+ Lepton Angular 4.88 2.45 | 42.8 | 0.00 0.14 45.4
+ Real 7 rejection 4.67 1.36 21.1 ] 0.00 0.09 22.5
+ ee/pp cuts 424 | 1.24| 0.76 | 0.00 0.05 2.06
+ lepton ID efficiency 3.43 1.01 | 0.62|0.00 0.04 1.67

Table 6.8: Signal and background rates for ee/pp channel in fb after application of
successive levels of cuts.

application of cuts up to and including Real 7 rejection are shown in the first five lines
of Table 6.8. Compared to the ey channel the signal and ey background rates are
slightly higher, but it is the additional background that is most noticeable. Whilst
the ZZ background is eliminated entirely by the lepton angular cuts, and H — ZZ2
only gives a small additional contribution, the Z/+* process now dominates the
background. After Real 7 rejection the rate for this process is approximately 15 times
greater than that for the ey background. Consequently the signal to background
ratio is only &~ 1/5 (for my = 160 GeV), compared with ~ 3.1/1 for the ey channel.

Therefore additional acceptance cuts need to be developed to reduce the rate of the
7 /v* background if the ee/uu channel is to give a significant contribution towards

observing an intermediate mass Higgs boson.

6.2.2 Additional acceptance cuts for ee/up channel

There are several features of the Z/v* background that may allow it to be distin-
guished from the signal. Firstly, for Z — ee/up events the di-lepton invariant mass
Wy, should cluster around the Z mass, whereas for v* — ee/uu events the di-lepton
invariant mass should be relatively small. The W}, distributions for the signal and
Z/v* background after the application of all acceptance cuts up to and including

Real 7 rejection are shown in Fig. 6.8a. Only a small peak at the Z mass from
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Figure 6.8: (a) Di-lepton invariant mass and (b) missing transverse momentum
for signal (with my = 160 GeV, solid) and Z/v* — ee/uu background (dashed).
Histograms normalised to 1.

7 — ee/pp events is observed, since the majority of these events have already been
rejected by the cut of W), < 90 GeV applied during the Lepton Angular cuts. An
additional cut requiring W < 85 GeV will eliminate the rest of the background
events with W, around the Z mass with a negligible effect on the signal. The ma-
jority of the W), distribution for the Z/v* background, though, takes lower values
consistent with being from v* — ee/uu events. However, the signal has a very

similar distribution and there is no opportunity for further background reduction.

Secondly, since there are no neutrinos involved in the final state for the Z/+* process
a smaller amount of missing transverse momentum is expected compared to the
signal process, which has two neutrinos in the final state. The p7**¢ distributions
for the signal and Z/v* background are shown in Fig. 6.8b. The tendency for much
lower missing transverse momentum in Z/~v* events is clearly illustrated, therefore
applying a cut on the minimum p7*** should eliminate a large proportion of this
background whilst leaving the signal largely untouched. The ee/uu cuts are therefore
defined as

Wy < 85 GeV ; pitss > 25 GeV . (6.8)

The application of the ee/upu cuts to signal and background processes is shown in
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the sixth line of Table 6.8. Whilst the signal rate has been reduced by only ~ 10%
the rate for the Z/~v* background is drastically cut so that it is considerably less
than that for the ey background; the signal to background ratio is now ~ 2.1/1
for my = 160 GeV. Finally the lepton identification efficiency of 0.9 per lepton is
applied to signal and backgrounds, shown in the last line of Table 6.8.

6.2.3 Results for the ee/ppu channel

The acceptance cuts outlined above are applied to signal events for Higgs boson
masses in the range my = 120 — 200 GeV and all background processes. The signal
and background rates and signal to background ratios after all cuts are shown in
Table 6.9. Comparing with the results for the ey channel shown in Table 6.7 the
ee/pp channel has an inferior signal to background ratio for all values of the Higgs
boson mass, to be expected due to the additional background processes that have
been considered. A signal to background ratio greater than 1/1 is still found for a

mass range of my = 150 — 190 GeV, however.

The signal significance of the ee/pup channel for integrated luminosities of 5, 10 and
30 fb~! is shown as a function of Higgs boson mass in Fig. 6.9. With 5 fb~! of
data it is not possible to obtain a 5o signal for any value of the Higgs boson mass,

but with 10 fb~! a 50 discovery may be claimed for myz = 160 — 180 GeV. After

my (GeV) | 120 130 140 150 160 170 180 190 200
S (fb) 0.27 0.69 133 221 343 358 299 2.05 1.60
B (fb) 1.64 167 1.69 168 1.67 1.66 1.66 1.65 1.65
S/B 0.16 041 0.79 1.31 2.06 215 1.80 1.24 0.97

Table 6.9: Signal and background rates in fb and signal to background ratios after
application of all cuts for the ee/uu channel.
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3 years of low luminosity running (30 fb™!) the discovery range is my = 140 — 200
GeV. Compared to the ey channel the discovery potential of the ee/uu channel for
a SM Higgs boson is less with the lower luminosities of 5 and 10 fb~! | but with 30
fb~! of data it is still possible to claim a 5o discovery for my = 140 — 200 GeV,
albeit with a lower signal significance. Therefore the ee/up channel does provide
additional discovery potential for an intermediate mass Higgs boson even with the

extra background processes considered.

20 T T T T T T T T I
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Figure 6.9: Signal significance as a function of Higgs mass for ee/upu channel with
integrated luminosities of 5, 10 and 30 fb™*.

6.3 Combined ey and ee/up channels

To maximise the discovery potential for an intermediate mass Higgs boson pro-
duced via weak boson fusion the results from H — WW®) — e*pFpmiss and
H— WW® — (e*e”/utu~)p** channels described in Sections 6.1 and 6.2 should
be combined. In this section the combined eu and ee/uu results will be presented,
the effect of systematic uncertainties on signal and background rates discussed and
the results compared with those found for other Higgs boson discovery channels.
Finally, a method for determining the Higgs boson mass using the transverse mass

will be presented.
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Figure 6.10: Signal significance as a function of Higgs boson mass for combined ey
and ee/pp channels with integrated luminosities of 5, 10 and 30 fb—1.

6.3.1 Combined results of ep and ee/up channels

The combined signal significance of the ey and ee/upu channels oy, is calculated by

adding the individual signal significances o, and o,./,, in quadrature,

Gtot = \/ O-g[,t + O-ze/uu * (6'9)

The combined signal significance is shown as a function of Higgs boson mass for
integrated luminosities of 5, 10 and 30 fb~! in Fig. 6.10. With 5 fb~! of data a 50
signal can now be obtained for the mass range mg = 160—180 GeV, an improvement
over either the ey or ee/up channels alone. With 10 fb~! the discovery range has
been increased to my = 150 — 200 GeV, but with 30 fb~! there is no improvement
over either channel alone in terms of discovery range, still mg = 140 — 200 GeV,
although the actual signal significance has been increased and is now well above the

50 level for all of this mass range.

Therefore the combined WBF H — WW®) — etpFpmss and H — WW® —

Niss

(e*e™ /" p7)py
intermediate mass Higgs boson with my = 140 — 200 GeV. However, the effect of

channels appear to provide excellent discovery potential for an

systematic uncertainties on the expected signal and background rates have not yet

been considered. These are especially important for the channels considered here
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since the lack of a mass peak means that a signal can only be observed through an

excess of events above the expected SM background.

6.3.2 Systematic uncertainties on signal and backgrounds

There are two ways in which systematic uncertainties can affect the discovery po-
tential of the channels studied in Sections 6.1 and 6.2. Firstly systematic uncer-
tainties may be defined on signal and backgrounds due to limited knowledge at
present, which should be improved before data taking at ATLAS begins. Examples
of this could include Monte Carlo predictions, which are undergoing continual im-
provement, and calibration of detector efficiencies for lepton identification and jet
reconstruction, which will not be known definitively until construction of the detec-
tor is completed. Therefore the signal and background rates quoted here may be
adjusted by the time that ATLAS running starts, and the effect of this on the signal
significance can be addressed by considering worst case scenarios of a reduction in
signal rate and an increase in background rate. Secondly, the observation of a signal
in these channels relies purely upon an excess of events above the expected Stan-
dard Model background. Even after Monte Carlo modelling of the background and
tuning to data some systematic uncertainty on the number of background events
will remain. The effect of this is that an increased excess of signal events over the
expected background is required to claim a discovery relative to the background

being known exactly.

Potential sources of systematic uncertainties

All events used for the analyses of the ey and ee/uu channels presented in Sections
6.1 and 6.2 were generated with the internal processes of the PYTHIA Monte Carlo
(apart from the EW backgrounds which will be mentioned later). It should be
remembered that Monte Carlo event generators are only models and must be treated

with an inherent degree of uncertainty. To provide an independent cross check on
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the results obtained from events generated with PYTHIA signal and background
events have also been generated with the HERWIG Monte Carlo, with ATLFAST

again providing the detector model.

Considering the signal first, a comparison between identical analyses of PYTHIA and
HERWIG generated events for the ey channel (using the optimised cuts) is shown
in Table 6.10. After all cuts have been applied the rates from the two different
analyses agree to within ~ 5%, with the rate from the HERWIG analysis being
slightly higher for my = 140 and my = 160 GeV, but slightly lower for my = 180
GeV. However, different stages of the analysis affect the signal rate quite differently
for the two event generators. For instance, the forward tagging cuts reject more
events in the PYTHIA analysis for all values of my. The separation of tagging
jets for both analyses is shown in Fig. 6.11a; the HERWIG generated signal events
tend towards slightly larger tagging jet separations and the cut applied on minimum
tagging jet separation therefore rejects fewer events with HERWIG. The central jet
veto also rejects more events for the signal for PYTHIA generated events. However,
the lepton angular cuts reject more events when HERWIG is used; the charged
leptons in HERWIG generated signal events tend to have slightly wider separations
than in PYTHIA generated signal events, illustrated in Fig. 6.11b for the azimuthal

opening angle of the leptons.

myg = 140 GeV || mg = 160 GeV | mg = 180 GeV

Pythia | Herwig || Pythia | Herwig || Pythia | Herwig
Basic Acceptance 8.41 9.00 18.7 20.1 19.1 20.6
+ Forward Tagging 471 539 108| 126 114 132
+ Central Jet Veto 4.39 5.31 10.1 12.4 10.6 12.9
+ Lepton Angular 1.77 1.98 4.25 4.56 3.84 3.88
+ Real 7 rejection 1.64 1.71 4.04 4.12 3.61 3.49
+ Lepton ID efficiency 1.32 1.39 3.27 3.33 2.92 2.82

Table 6.10: Comparison between PYTHIA and HERWIG generated signal events.
Rates are in fb.
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Figure 6.11: (a) Separation of tagging jets and (b) azimuthal opening angle of
leptons for signal (mg = 160 GeV) events generated with PYTHIA (solid line) and
HERWIG (dashed line). Histograms normalised to 1.

For the background only ¢t + jets events have been generated with HERWIG, since
this process accounts for the majority of the background for the ey channel. A
comparison of identical analyses performed on PYTHIA and HERWIG generated
tt + jets events is shown in Table 6.11. After all cuts have been applied the rates for
the two different analyses are almost identical. In common with the signal events,

though, different stages of the analysis affect the ¢t + jets rate in different ways.

For the PYTHIA generated events the forward tagging cuts reject a greater pro-

portion of events, a consequence of HERWIG generated events having a tendency

Pythia | Herwig
Basic Acceptance 3740 3220
+ Forward Tagging 83.3 97.1
+ Central Jet Veto 41.2 38.2
+ Lepton Angular 1.00 1.02
+ Real 7 rejection 0.92 0.90
+ Lepton ID efficiency 0.75 0.73

Table 6.11: Comparison between PYTHIA and HERWIG generated ¢t + jets back-
ground events. Rates are in fb.
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Figure 6.12: (a) Separation of tagging jets and (b) jet multiplicity in the veto region
for tt + jets background events generated with PYTHIA (solid line) and HERWIG
(dashed line). Histograms normalised to 1.

for slightly wider tagging jet separations (see Fig. 6.12a), whereas the central jet
veto rejects more of the HERWIG generated events, due to a greater jet multiplicity
in the veto region (see Fig. 6.12b). Therefore although some differences are seen
between the PYTHIA and HERWIG analyses for both signal and ¢t + jets back-
ground events, the final rates predicted are in reasonable agreement and so a degree

of confidence about these results may be taken.

Of the other background processes the two EW backgrounds could only be generated
by interfacing the original matrix element code used in Ref. [18] to PYTHIA, which
then added initial and final state radiation and hadronisation. These results should
therefore be treated with some caution until an independent generation of the EW
processes is available. For the total background rate of the ee/uu channel the
Z/v* — ee/uu process is very important. However, due to its large initial cross-
section even with the 32 million generated events used here the statistics are very
low after all cuts have been applied; the predicted rate for this process therefore
carries some amount of uncertainty. Finally, the background processes that have not
been considered, such as bb production, could also lead to an increased background

rate.
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Another potential source of systematic uncertainties on both the signal and back-
ground rates come from the proton structure functions. The CTEQSL set of proton
structure functions have been used for all event generation in this thesis. However,
the initial cross-sections for both signal and background processes can vary by as
much as 10% when different sets of structure functions are used, and this may con-
sequently cause differences in the signal and background rates after all acceptance

cuts have been applied.

As well as the uncertainties intrinsic to the Monte Carlo event generation detector
effects should also be taken into account. For instance, in the analysis performed
here a lepton identification efficiency of 0.9 per lepton has been applied to the signal
and background rates after all cuts. This is only a nominal figure and the actual
situation will almost certainly be more complicated with some degree of spatial
variation due to the construction of the detector, and also different efficiencies for
electrons and muons due to the different detector subsystems used. Another feature
essential to this study is forward jet tagging. As was mentioned in Section 5.5.3
whilst comparisons of forward jet tagging efficiencies between the ATLFAST fast
detector simulation and full detector simulation are favourable for |n| < 4, at larger
pseudorapidities it was found that ATLFAST gave a higher efficiency. Whilst this
should not affect the rates for the QCD backgrounds, where the jets are generally
in the central regions of the detector, the signal and EW background processes have
characteristic forward jets. An over-estimation of the jet-finding efficiency in this
region by ATLFAST will imply that the signal rates given here may be slightly
optimistic, although similarly the EW background rates would also be too large.

Signal significance for worst case scenario

In the event of the signal and background rates given here are in fact changed due
to systematic uncertainties such as those mentioned above it is important that the
potential effect on the signal significance is investigated. This is done by consider-

ing worst case scenarios where the calculated signal and background rates after all
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cuts are decreased and increased respectively to take into account systematic uncer-
tainties. Two different scenarios of nominal systematic uncertainties are applied; a
moderate scenario of a 10% decrease in the signal rate and a 50% increase in the
background rate, and a more severe scenario where a 20% decrease in the signal rate

is accompanied by a 100% increase in the background rate.

Signal significances for the combined ey and ee/up channels with no systematic
uncertainties, the moderate scenario and the severe scenario are shown for integrated
luminosities of 5, 10 and 30 fb~! in Figs. 6.13a, 6.13b and 6.13c respectively. With
an integrated luminosity of 5 fb=! and no systematic uncertainties applied to the
signal or background rates a 50 signal can be obtained for mg = 160 — 180 GeV. By
imposing the moderate scenario of systematic uncertainties the Higgs boson mass
range for which a 5o signal can be observed is limited to my = 160 — 170 GeV, and
with the severe scenario it is not possible to claim a 50 discovery for any value of
my. With 10 fb~! of data the discovery range of my = 150 — 200 GeV without the
application of any systematic uncertainties is reduced to myg = 150 — 190 GeV with
the moderate scenario and myg = 160 — 180 GeV with the severe scenario. Finally,
with 30 fb~! of data the discovery range of my = 140 — 200 GeV with no systematic
uncertainties is not changed by either the moderate scenario or severe scenarios,

although the actual signal significance is considerably reduced.

Therefore whilst the Higgs mass range for which a 50 discovery can be claimed
is reduced considerably by a reduction in signal rate and increase in background
rate at lower luminosities, with the full 30 fb=! of data provided by 3 years of low
luminosity running a 50 signal can still be observed for my = 140 — 200 GeV even
when a doubling of the background rate is considered. It may be concluded that the
discovery potential of these channels for an intermediate mass Higgs boson is robust

against changes in signal and background rate at the levels investigated here.
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Figure 6.13: Signal significance for combined e and ee/uu channels with systematic

uncertainties on signal and background rates for integrated luminosities of (a) 5 fb™?,
(b) 10 fb~! and (c) 30 fb~1.
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Systematic uncertainty on absolute background rate

As no mass peak can be reconstructed for either of the channels considered here due
to the neutrinos in the final state a signal can only be observed as an excess of events
above the expected Standard Model background. An excellent knowledge of the
background is therefore required. Whilst it is expected that by tuning Monte Carlo
simulation of the background to experimental data it will be possible to calculate the
number of expected background events with a reasonable degree of accuracy some
amount of systematic uncertainty on the absolute background rate will remain. This
will affect the ability to claim a discovery, with a greater excess of events needing

to be observed relative to a situation where the background is known exactly.

The presence of a systematic uncertainty on the background can be incorporated
by smearing the distribution of the expected number of background effects due
to statistical uncertainties with a distribution representing the systematic uncer-
tainty. This can be done pragmatically by combining the standard deviation v/B
of a Gaussian distribution of background events centred at B in quadrature with
the systematic uncertainty AB on the number of background events to give a new

effective background distribution with standard deviation \/Esys:
VB, = VB + AB?. (6.10)

The signal significance is now quoted in terms of S/ \/Esys. The effect on the signal
significance for the combined ey and ee/pp channels of both a 5% and 10% sys-
tematic uncertainty on the absolute knowledge of the background rate is shown for
an integrated luminosity of 30 fb~! in Fig. 6.14. Due to the favourable signal to
background ratio only a small decrease in signal significance is seen even with a 10%
systematic uncertainty on the background, and the discovery range is not affected.
The signal significance is still well above the 50 level for the Higgs boson mass range

mpy = 140 — 200 GeV.

Therefore whilst a more rigorous statistical treatment of a systematic uncertainty

on the knowledge of the background rate will ultimately be needed it is not expected
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Figure 6.14: Signal significance for combined ey and ee/ppu channels with a system-
atic uncertainty on the absolute knowledge of the background rate, for an integrated
luminosity of 30 fb~!.

that an uncertainty at the 10% level will adversely affect the discovery potential.

6.3.3 Comparison with other channels

Now that the signal and backgrounds for the WBF H — WW®) — [+]~pmss chan-
nel have been studied in some detail, as have the effect of systematic uncertainties,
the results obtained can be compared against those for other channels investigated
for the ATLAS experiment. In the intermediate mass region the two other impor-
tant channels are direct (Higgs produced by gluon fusion) H — ZZ®*) — 4] [81] and
direct H — WW®) — [*]~pmiss [83]. The signal significances for these channels are
shown as a function of Higgs mass in Fig. 6.15, accompanied by the results found
here for WBF H — WW®) — [+]~pmss. The significances for both the direct and
WBF H — WW® — [T]~pm#s channels include a 5% systematic uncertainty on

the absolute knowledge of the background rate.

The WBF H — WW® — [*]~p7¥* channel gives the most favourable signal
significance for the mass range my = 160 — 180 GeV by a considerable margin.
This is the most important region to cover as H — ZZ*) — 4l is suppressed. For

lower and higher values of my the H — ZZ®) — 4] channel has a larger signal
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Figure 6.15: Signal significance with 30 fb~! Iuminosity for WBF H — WW®) —
I ppiss direct H — WW®) — [+[~p7#ss (from Ref. [83]) and direct H — ZZ(*) —
4] channels (from Ref. [81]).

significance, but the WBF H — WW®) — [+][~pms channel will still be able to

provide an independent confirmation of any discovery.

Another benefit of the WBF H — WW® — [*][~pm5 channel over its direct
counterpart is that it appears to be less susceptible to systematic uncertainties due
to its superior signal to background ratio. For the direct H — WIW®) — [+]-pmiss
channel the signal to background ratio is less than 1/1, and increasing the systematic
uncertainty on the background rate from 5 to 10% reduces the signal significance
from 14.1 to 8.6 for my = 170 GeV. For WBF H — WW®) — [T]~pmss the
effect is much smaller, with a decrease in signal significance from 22.6 to 20.1. It
is also interesting to note that in the mass range my = 160 — 180 GeV where the
H — ZZ® — 4] channel is suppressed a discovery can be made with the WBF
H — WW® — [T]-pms channel with an integrated luminosity of only 5 fb~!,

equivalent to just 6 months of low luminosity running (see Fig. 6.10).

6.3.4 Determination of the Higgs boson mass

As previously mentioned, no mass peak can be reconstructed for the channels con-

sidered in this study due to the neutrinos in the final state. However information on
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the Higgs boson mass can be extracted from the transverse mass. Assuming that the
two charged leptons are emitted in the same direction, and in the opposite direction

to the two neutrinos (see Section 5.4.1) then the transverse mass my is given by [83]

my = /2P (1 — cos Ag) (6.11)

where p% is the transverse momentum of the charged lepton system, pm%* is the
missing transverse momentum (equivalent to the neutrino system) and A¢ is the
azimuthal opening angle between the charged lepton system and the missing trans-

verse momentum.

The transverse mass distributions for the ey signal with myz = 140, 160 and 200
GeV are shown in Fig. 6.16. The hard upper edge of the distribution lies very close
to the actual Higgs mass for both my = 140 and my = 160 GeV. The upper edge of
the distribution is not so well defined for my = 200 GeV, since for higher values of
my the assumption that the W’s are produced at threshold in the rest frame of the
Higgs boson starts to break down and the lepton and neutrino from each W decay
are not necessarily produced back-to-back. The same distributions are shown added
to the background in Fig. 6.17. Although the shape of the background distribution
is quite similar to that of the signal the upper edges of the distributions can still
just be seen. Even a crude subtraction of the background, for instance subtracting
one event from each my bin (a rough average value for the background), should
allow the Higgs boson mass to be determined to within ~ 5 — 10 GeV. However, it
should be remembered that in reality it will obviously only be possible to have unit
numbers of events in each my bin. Since the number of expected signal events is
relatively small it would be expected that wider bins would be needed to eliminate
statistical fluctuations, thereby reducing the accuracy with which the Higgs boson
mass could be calculated from the transverse mass. Even if a signal for a SM Higgs
boson is seen through an excess of events in the H — WW®) — [*]~pms channel
an accurate determination of its mass will probably have to be left to a channel

where a mass peak can be reconstructed, for instance the H — ZZ®*) — 4] channel
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Figure 6.16: Transverse mass distribution of signal for ey channel with my = 140,
160 and 200 GeV, shown as number of events per 5 GeV mq bin for an integrated
luminosity of 30 fb1.
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for the intermediate mass region investigated here.

6.4 H — WWU® — [T]-pmiss for a light Higgs

boson

Given that the final LEP results appeared to be consistent with a Higgs boson of
mass myg ~ 115 GeV the search for a light Higgs at the LHC is very important.
Whilst several channels have been investigated by the ATLAS Collaboration for
observing a light Higgs boson, such as H — vy and H — bb (see Section 5.3), the
weak boson fusion H — WW®) — [+]~pmss channel has recently been investigated
in the context of a light Higgs boson via a parton level study, and it was found
that a 50 signal could be isolated with an integrated luminosity of 35 fb~! for

my = 115 GeV [19).

In this section the acceptance cuts developed in Sections 6.1 and 6.2 for an interme-
diate mass Higgs boson are optimised specifically for the case of a light Higgs boson
with 110 < mpy < 120 GeV, and additional cuts investigated to maximise the signal

significance.

6.4.1 Optimisation of acceptance cuts for a light Higgs

boson

The first stage of the analysis is to perform an optimisation of the acceptance cuts
specifically for a light Higgs boson. This is done in a similar manner as was described

in Section 6.1.3, but for signal events with my = 110, 115 and 120 GeV. The

optimum combination of acceptance cuts for a light Higgs boson is

A77tags Z 3.7 3 I/ij Z 600 GeV
éduy <40° ; cosfy > —1.0
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signal background
tt + jets | WW + jets 77 + jets | Total
EW | QCD | EW | QCD

Basic Acceptance 0.843 3740 | 9.00 | 16.2| 2.85 198 | 3970
+ Forward Tagging 0.433 775 462 | 14410935 | 11.9| 964
+ Central Jet Veto 0.403 376 | 451 | 1.30]0.929 | 10.5| 54.8
+ Lepton Angular 0.137 0.420 | 0.066 | 0.007 | 0.158 | 0.179 | 0.830
+ Real 7 rejection 0.133 0.408 | 0.063 | 0.007 | 0.027 | 0.056 | 0.561
+ Light cuts 0.132 0.240 | 0.042 | 0.004 | 0.027 | 0.056 | 0.367
+ Lepton ID efficiency || 0.107 0.194 | 0.034 | 0.003 | 0.022 | 0.045 | 0.298

Table 6.12: Signal (for my = 115 GeV) and background rates in fb for the ey
channel using cuts optimised for a light Higgs boson.

The cuts on ¢, and ARy are both made much tighter to exploit the relatively small
separation of the leptons; for lower values of mpy the assumption that the W bosons
are produced at rest in the rest frame of the Higgs boson is increasingly valid.
Conversely, the cut on cosf is eliminated altogether. The cut on the di-lepton
invariant mass is also tightened, to be expected for lower mpy since Wy can be no

greater than half the Higgs boson mass.

These cuts are applied to the signal and backgrounds for the ey channel, and the
results are shown in Table 6.12. Compared to the analysis for an intermediate mass
Higgs boson shown in Table 6.6 the background rate after the Real 7 rejection cuts
have been applied is more than a factor of two smaller with the acceptance cuts
optimised for a light Higgs boson. However, this is offset by a much smaller signal
rate. The signal rate for a 115 GeV Higgs boson is a factor of 30 smaller after the
Real 7 rejection cuts than was found for a 160 GeV Higgs boson in Section 6.1.3.

The signal to background ratio for a Higgs boson with my = 115 GeV is only & 1/5.

Therefore as it stands this channel does not look very promising for a light Higgs
boson, and additional cuts are necessary to reduce the background further if it is to

prove at all useful for the discovery of a light Higgs boson.
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6.4.2 Additional acceptance cuts for a light Higgs boson

The first additional acceptance cut that can be considered for a light Higgs boson
is on the transverse mass my. Fig. 6.17 shows that the my distribution for the
background tends towards relatively high values, whereas the signal will have the
transverse mass constrained to less than the Higgs boson mass. A cut on the max-
imum allowed transverse mass should reduce the background rate whilst having a
negligible effect on the signal rate. Another cut exploiting the relative closeness of
the charged leptons is also applied, on the separation of the leptons in pseudorapidity
Any. The Light cuts are therefore defined as

My >125GeV ; Any > 1.0. (6.13)

The result of the application of these cuts is shown in the sixth line of Table 6.12.
Whilst the signal rate is not significantly reduced the dominant background pro-
cesses tt + jets and EW WW + jets are both cut by a third or more; the signal to
background ratio is now & 1/3. Finally the lepton ID efficiency of 0.9 per lepton is
applied to all signal and background rates, shown in the final line of Table 6.12.

The expected number of signal and background events for both the ey and ee/ppu
channels are shown in Table 6.13 for an integrated luminosity of 30 fb~!. The ee/upu
channel also includes the additional backgrounds used in Section 6.2 and the use of
the ee/pp cuts defined in Eqn. (6.8). For all values of my and for both channels the
signal to background ratio is less than 1/1, and the expected number of signal events
is small. The signal significances are also shown, calculated using Poisson statistics
due to the relatively low number of events. The signal significances are very low; even
with both channels combined for the most promising mass, my = 120 GeV the signal
significance is only 1.9. Even increasing the luminosity to 100 fb~! (and ignoring
the additional problems associated with high luminosity running, for instance pile-
up affecting the central jet veto) it is still not possible to obtain a 50 signal for

mpy =110 — 120 GeV.

Therefore it may be concluded that the WBF H — WW®) — [+[~pms channel does
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not appear to be favourable for the discovery of a light Higgs boson with my ~ 115
GeV. This is primarily due to a very low signal rate even before acceptance cuts
are applied; in this mass region the branching ratio for H — WW is less than 10%,
whereas in the favourable intermediate mass region it is the dominant decay mode

for a SM Higgs boson.

ey channel ee/up channel

my (GeV) 10| 115| 120 110 115] 120
no. S events 1.68 | 3.22| b7 | 1.77| 3.41 | 6.50
no. B events 893 | 893 | 893 | 225 | 225 | 225
S/B 1/5.3 | 1/2.8 | 1/1.6 | 1/13 | 1/6.6 | 1/3.5
Opoiss 0.24 | 087 | 147 0.27| 047| 1.25

Table 6.13: Number of signal and background events, signal to background ratio
and signal significances calculated using Poisson statistics (0,0iss) Of ep and ee/ppu
channels for a light Higgs boson, with an integrated luminosity of 30 fb—*.

6.5 Summary

The potential for the discovery of a light or intermediate mass Standard Model
Higgs boson through production by weak boson fusion and subsequent decay via
H — WW® — [*]~prss has been investigated with particle level analysis. First,
the H — WW®) — et Fpmiss channel is studied. This was originally suggested in
Ref. [18] where a parton level analysis found that a signal could be observed with an
integrated luminosity of only 5 fb~! for the intermediate mass range my = 140 —190
GeV. Whilst the particle level study gives a slightly more pessimistic view, with a
lower signal rate and higher background rate, after optimisation of the acceptance
cuts and forward jet tagging methods discovery ranges at the 50 level of my =
160 — 170 GeV with an integrated luminosity of 5 fb~!, my = 150 — 190 GeV with
10 fb~! and mpy = 140 — 200 GeV with 30 fb~! of data are found.

The H — WW® — (efe”/utuT)pi** channel is also investigated. Additional
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backgrounds must be included for lepton pair-production processes which lead to a
large increase in the total background rate when an identical analysis as for the eu
channel is used. The development of extra cuts taking advantage of, predominantly,
the difference in the missing transverse momentum distributions between the signal
and the Z/v* — ee/uu background enable the total background to be reduced to a
level only slightly greater than for the ey channel. The signal significance is below
the 50 level for an integrated luminosity of 5 fb~!, but with 10 fb~! of data the
discovery range is my = 160 — 180 GeV and with 30 fb~! of data is the same as for
the ey channel, my = 140 — 200 GeV, albeit at lower signal significance.

The results found for the individual ey and ee/up channels are combined to give
the overall discovery potential for the WBF H — WW®) — [+]~pm5 channel. For
both channels combined the discovery range for a SM Higgs boson is increased to
mpy = 160 — 180 GeV with an integrated luminosity of 5 fb=! and my = 150 — 200
GeV with 10 fb='. With 30 fb~! of data the discovery range of both channels
combined is not improved over either separately, but the significance is increased
and is well above the 50 level for the mass range mg = 140 — 200 GeV. The effect
of systematic uncertainties causing a decrease in the signal rate and an increase
in the background rate are also investigated. Although the discovery potential at
the lower luminosities of 5 and 10 fb~! are restricted by this, with the full 30 fb!
of data afforded by three years of low luminosity running even a 20% decrease in
signal and 100% increase in background does not reduce the 50 discovery range. The
inclusion of a systematic uncertainty on the absolute knowledge of the background
rate also does not appear to adversely affect the discovery potential. The methods
presented here are therefore concluded to be reasonably robust against systematic

uncertainties.

The results obtained for the WBF H — WW®) — "1~ ps channel are compared
against previously proposed methods for the discovery of an intermediate mass SM
Higgs boson, namely the direct-produced H — ZZ®) — 4l and H — WW® —

[~ piss channels. For the Higgs boson mass range my = 160—180 GeV the channel
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studied here is found to be the most promising, and even though for a lighter or
heavier Higgs the H — ZZ®*) — 4l channel gives a larger signal significance WBF
H — WW® — [+]~pmss will be able to provide independent confirmation of any
discovery. The ability to extract information on the Higgs boson mass for the WBF
H — WW® — [+]~pmiss channel using the transverse mass is also studied. Whilst
the transverse mass distributions do give an indication of myg it is expected that an
accurate determination will have to be left to a channel where a mass peak can be

reconstructed, for instance H — ZZ®) — 4.

Finally, the WBF H — WW®) — [+]=pmss channel is investigated in the context
of a search for a light Higgs boson with mass myg ~ 115 GeV. Even with the
development of additional acceptance cuts only very low signal significances are
found, predominantly due to a low signal rate before the application of cuts. No

discovery potential for mpy = 110 — 120 GeV with this channel is found.



Chapter 7

Conclusions

The Large Hadron Collider at CERN is currently under construction and when com-
pleted will provide new capabilities for particle physics. At the energies that it will
be able to provide it is almost certain that new physics will emerge to improve our
current understanding of the elementary particles. To be able to make these discov-
eries it is essential that the detectors at the LHC are able to work effectively, both
initially and after being subject to several years in a radiation environment harsher
than found in any previous experiment. In this thesis elements of both detector
performance and searches for new physics have been presented for the ATLAS ex-
periment, and the important findings will be summarised below. In addition, areas

where future work could prove fruitful will be highlighted.

The irradiation of silicon microstrip detectors for the ATLAS SCT at a dedicated
proton irradiation facility has allowed the effect of radiation damage to be stud-
ied through measurements of their leakage currents performed during irradiation.
Throughout irradiation the detectors are held under bias and cooled to the expected
operating temperature of the SCT. A model of leakage current evolution with pro-
ton fluence is developed from parameterisations of bulk radiation damage effects
on both leakage current and the effective doping concentration. Two regions are

predicted. At low fluences a linear increase in current with fluence is expected;

188
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analysis of measured leakage currents showed a small systematic shift from this, but
no phenomenon could be conclusively identified to explain the observed behaviour.
At high fluences an increase in leakage current proportional to the square root of
the fluence is expected; no systematic deviation from this behaviour is observed.
The radiation damage parameters «, the current-related damage constant, and £,
the rate of acceptor creation, are calculated from leakage currents measured during

irradiation at temperatures of —8 to —10°C and found to be

@(20°C) = (4.8440.13) x 107" Acm™*

B = 0.0630+0.0018 cm™"

in good agreement with those previously published for proton irradiation. The evolu-
tion of bulk detector characteristics both during proton irradiation and for a scenario
representing operation in the ATLAS detector are modelled. The observed change
in leakage currents during proton irradiation is well represented by the model, and
the changes in leakage current and full depletion voltage predicted for operation
at ATLAS are in agreement with previous experimental studies. However, signifi-
cant increases in full depletion voltage during operational periods of the LHC are
predicted, due to the creation of unstable acceptors that subsequently anneal away
completely during maintenance periods. Even taking this into account, though, the
detectors are still predicted to remain within safe operational parameters for the

whole lifetime of the ATLAS experiment.

Therefore whilst the techniques developed here for studying the radiation damage
of ATLAS detectors have enabled important parameters to be calculated it should
be remembered that some discrepancies were seen in the low-fluence behaviour that
would warrant further study. Two possibilities remain to explain the observations,
leakage current annealing and surface damage effects. The former could be investi-
gated with a dedicated experiment for low temperature, short time-scale annealing
in a controlled environment. The latter could be investigated by comparing the
behaviour during irradiation of simple diodes, where the lack of a significant area of

silicon-oxide interface implies that surface effects should be negligible, with that for
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segmented microstrip detectors. Measurements of this kind would help to confirm

the findings of this thesis.

One of the most important areas of particle physics that will be investigated at
ATLAS is the origin of electroweak symmetry breaking. In the Standard Model one
Higgs boson is predicted; theoretical constraints limit its mass to less than 1 TeV,
and experimental searches at LEP have ruled out my < 114.1 GeV. The whole of
this mass range can be covered at the LHC, but the light and intermediate mass
region of my = 115 — 200 GeV is favoured by precision fits to electroweak data.
A Higgs boson produced by weak boson fusion then decaying via H — WW®*) —
[T~ p7ss gives a distinctive signature due to the two forward tagging jets from the
scattered quarks, and has been investigated as a possible discovery channel for an
intermediate mass Higgs. Acceptance cuts allow the signal to be isolated from the
main Standard Model backgrounds with a signal to background ratio greater than
one for the majority of the intermediate mass range. It has been found that a 5o
discovery can be made for the mass range my = 160 — 180 GeV with just 5 fb~!
of data, extended to my = 150 — 200 GeV with 10 fb! and myz = 140 — 200
GeV with with 30 fb~'. This complements the H — ZZ®*) — 4] channel, which
is suppressed in the region my = 160 — 180 GeV. Furthermore, the WBF H —
WW® — [+]~prss channel is found to be robust against systematic uncertainties,
either as a decrease in signal rate and increase in background rate or an uncertainty
on the absolute knowledge of the background rate. However, determination of the
Higgs boson mass is limited to information that can be derived from the transverse
mass and the use of this channel for the discovery of a light Higgs boson with

mp ~ 115 GeV does not appear to be possible.

Overall the WBF H — WW — [T~ p?s% channel appears to be very promising for
the discovery of an intermediate mass Higgs boson at ATLAS within a relatively
short time-scale. Several features remain, though, that should be studied in more
detail. Firstly this channel relies upon the ability to tag jets effectively in the far
forward regions of the detector. It is not certain whether the ATLFAST fast detector
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model used here treats jet finding efficiencies correctly in this region, which could
imply that the signal rates quoted here are slightly optimistic. A full investigation
of forward jet tagging is therefore of great importance, and is currently under way in
the context of searches for Higgs production via weak boson fusion. Secondly, given
that the channel studied here looks likely to be the first to provide a discovery for
an intermediate mass Higgs boson it is important that the ability to determine the
Higgs boson mass from the transverse mass be investigated in greater depth than

was performed here.

With the construction of both the Large Hadron Collider and the ATLAS experiment
now in progress and the first data expected to be taken by the middle of this decade
the future for particle physics is very exciting. With the discovery of new phenomena
almost certain, whether it be the Standard Model Higgs boson considered here or one
of its alternatives, we can look forward to an increased knowledge of the microscopic

world around us.
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