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Abstract

In this thesis, I present the results from three experiments studying the
structure of 10Li through neutron transfer reactions at different beam ener-
gies. All three experiments were performed at the ISOLDE facility at CERN
with a radioactive 9Li beam impinging on deuterated plastic. The results of
the elastic channels are compared with OM and CDCC calculations. The
result of the neutron transfer reactions is compared with CDCC calculations
using a novel structure model of 10Li.

The first experiment was carried out at 2.68 MeV/A in 2005 and give
evidence for the existence of a virtual s1/2 state in 10Li. Furthermore, it
confirms the position of a p1/2 resonance close to 0.5 MeV. Coincidences
between protons and 9Li, from the break up of 9Li, provides evidence for a
sequential reaction model, however, the applied model can not account for
the magnitude of the measured cross sections.

In the second and third experiment at 6.72 MeV/A and 8.0 MeV/A,
respectively, there are indications for a higher-lying d5/2 resonance, however,
this result is more speculative. The model also struggles to reproduce the
absolute cross sections at these energies.

Besides the results from the experiments, I present some of the technical
methods that have been used and developed during the experiments and data
analysis. This includes the data acquisition system and a general-purpose
library for experiments with silicon detectors, AUSAlib.

Moreover, the kinematic considerations that go into both the design
and the analysis phase are discussed. Two techniques to determine beam
properties are discussed. One is based on coincidences and mainly discussed
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through simulations whereas the other is based on only the ejectile of a
two-body reaction. A Monte Carlo method for transforming measurements
into absolute cross sections presented as well.



Resumé

I denne afhandling, præsenterer jeg resultaterne fra tre eksperimenter,
med formål at studere strukturen af 10Li gennem neutron-transfer reak-
tioner ved forskellige energier. Alle tre eksperimenter blev gennemført
ved ISOLDE-faciliteten på CERN, ved at kollidere radioaktive 9Li-kerner
med et deutereret plastikfolie. Resultaterne fra de elastiske stød er efter-
følgende sammenlignet med OM og CDCC beregninger. Resultatet fra
neutron-transfer-reaktionerne bliver sammenlignet med CDCC-beregninger,
der inlkuderer en model for 10Li.

Det første eksperiment blev gennemført ved 2.68 MeV/A i 2005 og gav
evidens for en virtuel s1/2-tilstand i 10Li. Desuden bekræftede det positionen
af en p1/2-resonans tæt på 0.5 MeV. Koincidenser mellem protoner og 9Li
fra opbruddet af 10Li giver ydermere evidens for en sekventiel reaktions-
mekanisme. Den anvendte model kan dog ikke forklare størrelsen af det
målte tværsnit.

I det andet og tredje eksperiment ved henholdsvis 6.72 MeV/A og
8.0 MeV/A, er der indikationer for en højtliggende d5/2-resonans. Dette
resultat er dog mere spekulativt. Modellen har også problemer med at
reproducere tværsnittets størrelsesorden ved disse energier.

Ud over de tre eksperimenter, præsenterer jeg de tekniske metoder der
blev brugt og udviklet i og under både eksperimenterne og dataanalysen.
Dette indkluderer bl.a. dataopsamling og analysesoftware.

Desuden bliver de kinematiske overvejelser, der er vigtige for både design
af eksperimenterne samt den efterfølgende analyse, diskuteret. To teknikker
til at beregne egenskaberne ved den indkommende fordeling af 9Li bliver

vii
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desuden præsenteret. Den ene er baseret på koincidenser, hvorimod den
anden er baseret på detektionen af enkelte lette reaktionsprodukter. Sidst
præsenteres en Monte-Carlo-metode til at transformere de eksperimentielle
data til absolutte tværsnit.
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Chapter 1
Introduction

The field of nuclear physics has researched the atomic nucleus for more
than a century. The current understanding is a deceptively simple model,
where the atomic nucleus consists of neutrons and protons, which in turn are
made up of three fundamental quarks. After a century of research, we can
describe a large number of different nuclei, that is different configurations of
neutrons and protons, with remarkable accuracy. This does, however, not
mean that we have established a simple set of equations that describes all
aspects of every atomic nucleus we may stumble upon. At least not at the
level of practical usage.

The discovery of the Higgs boson[1, 2] completed the very successful
Standard Model, which describes the fundamental particles and their in-
teractions, including the quarks. Since the nucleus is made up of multiple
quarks (we need three quarks for each nucleon) and the interaction is gov-
erned by three out of the four natural forces, a direct application of the
Standard Model is simply to difficult for most nuclei. Instead, we must rely
on different models to describe different aspects of the nuclear structure.

Nuclear physics is in that sense still a field in motion. New aspects keep
appearing as we study more and more nuclei and our current models can
not always account for these. Whether we one day will crack the code and
develop a set of equations to describe the nucleus as elegantly as Maxwell’s
equations describe electromagnetism is hard to say.

The knowledge of atomic nuclei has nonetheless important ramifications.
Medicine and energy production have in particular benefitted from our
understanding of radioactivity and nuclear reactions. A lot of nuclear

1



2 CHAPTER 1. INTRODUCTION

research is, however, basic science and does not have direct applications.
Instead, it leads us to a deeper understanding of nature, which both have
an inherent value and may very well be applicable in the future.

This thesis will investigate a particular set of nuclei, namely neutron-rich
Li isotopes. They serve as a proxy system for the behavior of nuclei that
has an extreme ratio between neutron and protons. If we can describe these
systems, it paves the way of understanding a large number of atomic nuclei
which is currently a challenge for state-of-the-art theoretical models.

1.1 Nuclear structure

When E. Rutherford fired α particles on a gold foil in 1911 he observed some
of the α particles being reflected backwards[3]. He concluded that the atom
must have a compact core, thereby discovering the atomic nucleus. This
led to the further discovery of the two building blocks of the nucleus, firstly
the proton and finally the neutron (collectively referred to as nucleons) by
James Chadwick in 1932[4]. Later it was discovered that the nucleons were
in fact not fundamental, and they consisted the fundamental quarks, as
described in the Standard Model. The internal structure of the nucleons is,
however, rarely necessary to consider to describe nuclear phenomena.

The nucleus is made up of a number of protons, Z and a number of
neutrons, N . The total number of nucleons is often denoted A. The protons
carry an electric charge whereas the neutrons are neutral. The protons
thus give the atom its chemical properties, and a particular number of
protons defines the element. A single proton is known as hydrogen, whereas
79 protons are known as gold. An element can have different numbers of
neutrons, and this is referred to as isotopes. A famous example is 12C,
which is an essential element for organic material. It has an isotope with
two extra neutrons, 14C, which is used for dating organic material due to
its radioactivity.

The different combinations of protons and neutrons make up all the
atomic nuclei we know. This is conveniently compiled into the nuclear chart
shown in Figure 1.1. There are currently over 3000 known isotopes and



1.1. NUCLEAR STRUCTURE 3

Figure 1.1: The nuclear chart. The number of neutrons is on the x-axis and
the number of protons is on the y-axis. The stable isotopes are marked with
black. The magic numbers are indicated for both neutrons and protons.
Illustration taken from https://www.meta-synthesis.com/webbook/33_
segre/segre.html.

elements up to Z = 118 has been synthesized in laboratories even though
there are less than 350 naturally occurring isotopes.

The isotopes marked with black are stable isotopes. These configurations
are favored by nature and will not decay. They have roughly the same
number of protons and neutron, with a slight overweight of neutrons at the
heavier systems. The black line in the nuclear chart is often referred to as
the valley of stability.

If the balance gets skewed the isotopes become radioactive and will

https://www.meta-synthesis.com/webbook/33_segre/segre.html
https://www.meta-synthesis.com/webbook/33_segre/segre.html
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Figure 1.2: Binding energy per nucleon. Notice the areas where the data-
points have higher binding energy than SEMF. They correspond to isotopes
where either the number of protons, neutrons or both are magic.

eventually decay. This phenomenon was discovered by H. Becquerel in
1896 before the nucleus itself was discovered. There are several decaying
mechanisms with α, β and γ being the most famous. With the development
of quantum theory, these mechanisms were understood theoretically. The α
decay was described by Gamow in 1928 as quantum-mechanically tunneling
and the β decay was first described by Fermi in 1934[5] and has since been
understood in terms of the weak interaction.

When the ratio between neutron and protons becomes too extreme the
nuclei begin to decay by emitting either a proton or a neutron. This is the
so-called drip lines and marks the edge of the nuclear chart.

1.2 Models

The large domain of nucleon compositions poses a great challenge for a
combined description of all nuclei. It has not been achieved yet, and we use
multiple models to describe different aspects of the nucleus.
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One very successful model is the liquid drop model. It was observed that
the strong nuclear force was short-ranged and a nucleon would only interact
with its nearest neighbors. This is analogous to a drop of molecules in a
regular fluid. The liquid drop model, therefore, treats the atomic nucleus as
a drop of an incompressible fluid. This model succesfully described collective
features such as deformations and was the basis for the first detailed fission
calculations in 1939. This semi-classical picture also led to the development
of the Semi-Empirical Mass Formula (SEMF), which accurately describes
the masses and binding energies of many isotopes as shown in Figure 1.2.

1.2.1 Shell model

Some isotopes have a significantly higher binding energy, much like the noble
gasses are very inert. This was noticed by Mayer and Jensen[6, 7]. They
found that this occurs at certain numbers of nucleons and these numbers were
denoted magic numbers. Experimentally it was N = 8, 20, 28, 50, 82, 126.

This apparent problem was solved with the shell model. The idea is
inspired by the way the electrons occupy different orbitals in the central
Coulomb potential from the nucleus. Inside the nucleus, however, there is
no central potential. The potential that keeps the nucleons together arises
from the nucleon-nucleon interaction. Instead, the nucleus is thought to
make up an effective mean-field potential. The nucleons fill the orbitals
arising from this effective central potential, much like the electrons in the
atom.

It turns out that the magic numbers correspond to large energy gaps
between certain orbitals. The shape of the central potential, is, however,
essential to reproduce these energy gaps at the correct numbers. Remember
that this effective potential is phenomenological by nature. It turns out
that the magic numbers can be described by a Woods-Saxon-potential with
a spin-orbit term

V (r) = −V
1 + e(r−R)/a + Vls(r)~l · ~s, (1.1)
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and the spin-orbit term turned out to be crucial to predict the correct
numbers as compared to the electronic shells.

During the last 50 years, the study of isotopes far away from stability
has shown, however, that these magic numbers break down. As the compo-
sition becomes more extreme the core potentials change accordingly. The
imbalance between neutrons and protons shifts the core potential as well as
introduce deformations. This leads to the closing of existing magic numbers
and opening of new ones, often referred to as shell evolution. The neutron-
rich 24O has for instance a new shell gap at N = 16[8]. On the contrary is
the gap at N = 20 closed in the region around 32Mg, the so-called Island
of Inversion[9]. Krücken provides a nice overview of the existence of new
magic numbers in [10].

1.3 Reactions

The nucleus was discovered through a reaction experiment, and this tech-
nique remains one of our key tools to study the interior of the atom, even
a century later. The detections systems, data acquisition systems, and
accelerator technology have, of course, improved immensely and we can
study a much wider range of isotopes at many different energies.

Reaction studies remain important due to several reasons. With a beam,
we can introduce more energy into the system, largely limited by the size of
our accelerator. By tuning the energy correctly we can study many aspects
of the nucleus. Different types of reactions are sketched in Figure 1.3.

Peripheral reactions that merely touches the surface is an excellent tool
to study the behavior of the single-particle states in the shell model. Single
nucleons can be transferred or knocked out, probing the individual levels in
the nuclei. These are often referred to as direct reactions.

In a more head-on collision, the target and projectile fuse to form a
compound nucleus, where the energy is is shared among all the nucleons,
eventually sending out a single nucleon or even a cluster. This happens
on a much longer time scale as the newly formed nucleus first settles in an
equilibrium.
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Elastic scattering

Compound nucleus

Compound elastic

Evaporation
Inelastic scattering
Charge exchange
Transfer, knock-out, etc

Figure 1.3: Different reaction mechanisms in a nuclear experiment.

An important breakthrough was the development of radioactive ion
beams (RIB), and the ISOLDE facility at CERN is one of the facilities that
can provide such radioactive beams. An excellent review of the state-of-
the-art RIB facilities is given in [11]. Before this, only naturally occurring
isotopes was known and studied. With this new technology, radioactive
isotopes could suddenly be studied and many new isotopes were discovered
leading to the nuclear chart as we know it today.

1.4 Exotic nuclei

When we move away from the valley of stability, the isotopes start to exhibit
structures that are very unlike the stable ones. This gave rise to the notion
of exotic nuclei.

One important feature is weakly bound valence nucleons. In particular,
when moving close to the driplines, the binding energy of the valence nucleons
can get very close to the threshold. This gives rise to the phenomena called
halo nuclei. They are characterized by one or two nucleons which are loosely
bound to a more compact core. This leads to a large spatial distribution and
the halo nucleons spends a significant amount of time outside the classically
allowed region. An excellent discussion of halos is given in [12].
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These structural differences lead to shell evolution. The large spatial
distributions, in particular, leads to large spin-orbit effects. This results in
a change in the ordering of the energy levels from the standard shell model.
This is not limited to halo nuclei, but the halos turn out to be a good proxy
for studying such effects.

Both proton and neutron halos have been observed. A famous example,
which is also part of the motivation for this thesis, is the two neutron
halo 11Li, which was among the first to be discovered. Another example is
6He[13], which can be considered two neutrons orbiting an α core. With only
a single valence neutron 11Be[13] constitutes one of the most studied one
neutron halos, both due to its particular first excited state, but also because
of the β-decay from 11Li. Another one neutron halo which is interesting,
not only for its halo structure but also its involvement in the astrophysical
CNO cycles is 15C[14]. The one proton halo in 8B has also caught a lot of
attention due to its astrophysical implications [15].

1.5 10Li and 11Li

The motivation for this thesis is the investigation of 11Li and its subsystem
10Li. The study of 11Li was unfortunately unsuccessful due to experimental
issues. We will, however, briefly touch upon it in this section, as a part of
the motivation for studying 10Li.

The first evidence for 11Li being a two neutron halo was presented in
1985 by Tanihata et al. [16]. They had measured the rms radii of several
light nuclei and discovered a major increase in the spatial distribution of
11Li compared to other Li isotopes. The result is shown in Figure 1.4. The
halo nature of 6,8He is also clearly seen, compared to stable 4He.

The interpretation is two loosely bound neutrons orbiting a compact
9Li core with S2n = 369.15(65) keV [17] as illustrated on the right in Figure
1.4. This picture fits nicely into the shell model picture with its compact
core. Simply filling up the shells, the two neutrons should occupy the 1p1/2
state, see the left side of Figure 1.5. The experimental evidence, however,
suggests that the ground state is, in fact, an almost equal mixing of the
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n

n

Figure 1.4: Left The mass distributions as measured by Tanihata et al.
[16]. Notice, in particular, the large increase from 9Li to 11Li. Right The
interpretation of 11Li as two neutrons orbiting 9Li.

1p1/2 and 2s1/2 states[18, 19].
The mixture of states has been observed in both β-decay experiments[20],

fragmentations experiments[21] and a low energy transfer reaction experi-
ment[22]. The discrepancy from the simple shell model can be explained
as a shift in the 2s1/2 state, as shown in Figure 1.5. This shift effectively
closes the shell gap among light N = 7 and N = 8 isotones[13, 23].

The breakdown is further supported by neighboring isotopes, in particu-
lar, the parity of the 11Be ground state[19, 24, 25]. The simple shell model
predicts the valence neutron to occupy a p-state, but the measured spin
and parity are 1

2
+, corresponding to a s-state. Also the ground state of 15C

is 1
2

+, suggesting that the 2s1/2 has moved below the 1d5/2 orbital. A good
discussion of this is found in [23].

Another feature of 11Li is its borromean nature. The Borromean rings
consist of three rings, where no pair is connected if you remove the third
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1s1/2 1s1/2

1p3/2 1p3/2

1p1/2

1p1/2N = 8

1d5/2 1d5/2

2s1/2

2s1/2

N = 16

1d3/2 1d3/2

N = 20

Figure 1.5: Energy levels in the shell model. On the left is the simple shell
model shown. On the right is the closing of the N = 8 shell shown as a shift
in the 2s1/2 orbital.

ring. Similarly, every pair in 11Li is unbound, both nn and n9Li = 10Li. The
study of 10Li is, however, of great importance to theoretically understand
11Li. Furthermore, it sheds light on the s1/2 intruder state among the N = 7
isotones. Such a virtual state should cause a parity inversion for 10Li, since
the last neutron would occupy an s1/2-orbital instead of a p1/2-wave. If
the neutron occupy the s1/2 it gives rise to two negative parity resonances,
whereas the coupling to p1/2 gives rise to two positive parity resonances

(l ⊗ sn ; jn)⊗ Jp9Li =Jp10Li
(0⊗ 1/2;s1/2)⊗ 3/2−=1−, 2−

(1⊗ 1/2;p1/2)⊗ 3/2−=1+, 2+
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where l is the orbital angular momentum between 9Li and the neutron, sn
is the spin of the neutron and jn is the total angular momentum.

Numerous experiments have been performed, to piece together the
current consensus which is as follows[23, 26]. The ground state is the
coupling of a low-lying virtual neutron s-wave to the 9Li ground state, with
one being resonant below 50 keV as well as a p resonance close to 0.5 MeV.
It is not clear if there are one or two resonant p states.

This is an experimental result since there are theoretical predictions
for both an s1/2-wave coupling and a p1/2-wave coupling to the 9Li ground
state being lowest in energy [27, 28]. The p1/2 would couple to two states
as well, a 1+ and a 2+, however, the current experimental data can not
distinguish two p states, leaving no consensus about the ordering.

The existence of a virtual s-wave was crucial to explain the results from
two reaction experiments at GSI[21, 29] both studying 10Li as a subsystem of
11Li, see Figure 1.6 (A) and (B) respectively. In particular, the momentum
distribution is too narrow to be purely p.

A different reaction experiment interpreted their measurement as a low-
lying s-wave and a p-wave at E = 0.566± 0.014 MeV[33]. These results are
in good agreement with both another neutron knockout experiment[34] as
well as a neutron transfer experiment[35], see Figure 1.6 (C), the predecessor
to the experiments in this thesis.

A more recent experiment from TRIUMF reports a large contribution
from the p-wave but no substantial s-wave contribution [30], see Figure
1.6 (D). It should, however, be noted that this experiment only covers a
small angular range at very forward angles, where the contribution from an
s-wave is expected to be small.

There have been several theoretical approaches to describe the 10Li
system. A Faddev approach was carried out by Garrido et al., finding the
current picture consistent with experimental data[36]. They could, however,
not give determine any ordering of the resonances.

Moro et al. has attempted to reconcile the results from the two mentioned
(d,p) experiments, [35] and [30] (C and D in Figure 1.6) in a recent paper [32]
with a transfer-to-continuum framework. Both experiments were analyzed
with the same structure model and the same reaction framework and they
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(A)
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(B)

(C)

ExθCM
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Figure 1.6: Previous experimental results for 10Li. (A) Excitations spectrum
from [29]. (B) The transverse momentum distribution of 10Li from [21].
(C) The results from [30]. (D) The results from [31] with the theoretical
work from [32].
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conclude that the two data sets are in fact consistent. Notice that an s-wave
contribution is consistent with both data sets. I will adapt this theoretical
approach to describe the results of our experiments.

Another theoretical approach came to the same conclusion based on a
renormalized field theory [37].

A more controversial contribution is that of a d5/2 orbital from l = 2.
Such a state was reported in [34] at ≈ 1.5 MeV and supported by theoretical
work by [38]. A contribution at ≈ 2.9 MeV in [30] is also interpreted as a
significant d5/2 constribution.

Despite the theoretical advancements, more experiment data is still
required to confirm the s-wave constribution with better statistics, to
settle the number of resonant p-states and lastly to shed more light on the
controversial d-wave contribution.

1.6 Experimental approach

To study the structure and in particular the shell inversion in 10Li and
11Li, we need to probe the single-particle states. An excellent and well-
proven technique is transfer reactions. In particular, the (d,p) reaction is a
common technique[39], where a neutron is transferred from a deuteron to
9Li. Similarily, we can use tritons and transfer two neutrons to produce 11Li,
a (t,p) reaction. A nice discussion of the advantages of transfer reactions is
given by W. Catford in [40].

It is not trivial to make reactions with 9Li due to its half-life of 172 ms[26].
If used as the target, it will decay much faster than the experiment can be
performed. Instead, the experiments must be performed with a 9Li beam
and a target containing deuterons or triton.

11Li has been studied in many experiments[34, 41–43] but always start-
ing from the 11Li ground state. This has sparked a debate whether the
indications for a resonance at 1.3 MeV was actually due to the reaction
mechanism or not[44]. To contribute to this debate, the goal was to start
from 9Li and reach the resonance via a two neutron transfer.
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IS367A
2002

9Li on CDx

2.37MeV/A

IS367B
2005

9Li on CDx

2.68MeV/A

IS561A
2016

9Li on CDx

6.72MeV/A

IS561B
2017

9Li on 3H(Ti)
8.0MeV/A

IS561C
2018

9Li on 3H(Ti)
8.0MeV/A

Figure 1.7: An illustration of the timeline of the experiments. The two
experiments that are greyed out (IS367A and IS561B) are not included in
this thesis.

ISOLDE has a history of providing good 9Li beams, and we can con-
tribute with experiments with better statistics and in a slightly different
kinematical region than earlier experiments. Compared to previous ener-
gies ISOLDE provides lower beam energies, but with the newly upgraded
HIE-ISOLDE facility can we reach up to 8 MeV/A.

1.7 The timeline and structure of thesis

The experimental campaign for this thesis started before I joined. An outline
is presented in Figure 1.7.

The first (d,p) experiment, IS367A, was carried out in 2002 at REX-
ISOLDE, the predecessor of HIE-ISOLDE, and was followed up in 2005
with an improved setup, IS367B. The ISXXX nomenclature stems from the
catalog number of a given experiment from ISOLDE. The ABC-suffix is
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used to differentiate different parts of the same experiment. I will continue
with this naming throughout the thesis. The results from IS367A were
published in a series of papers by Jeppesen and collaborators [31, 35, 45],
but the majority of the data from IS367B was never published. I started
my project by analyzing this data. Since I did not take part in IS367A or
have worked with the data, I will refer to IS367B simply as IS367.

In 2016 we got beam time as the first experiment at HIE-ISOLDE
and carried out another (d,p) experiment at 6.72 MeV/A and with a newly
designed setup. In 2017 this experiment was followed by an attempt to
perform a two neutron transfer to 11Li. We did, however, have multiple
issues with the beam and setup and I have chosen not to include this
experiment in this thesis. In the fall of 2018, we were lucky enough to
get another attempt. The triton target was, unfortunately, faulty in this
experiment and we reverted to a deuterated target instead. I have therefore
focused my analysis of 9Li(d,p)10Li at three different energies.

I will begin the remaining of the thesis with a discussion of the kinematic
considerations that goes into these types of experiments, followed by several
chapters about the technical aspects of the experiments and the data
analysis, which were common for all three experiments. This includes
ISOLDE, detectors, calibration, beam diagnostics, data acquisition, and
analysis software. I will then describe the three experiments in detail, and
present some initial analysis for each.

To evaluate the results, I will present a method to correct for acceptance
of the kinematics of the experiment and the geometry of the setup, which
in turn produces absolute differential cross sections. This is followed by a
description of the scattering theory I will use to interpret the results, as
well as a description of the 10Li model I will use. After this, I will compare
the data to theoretical calculations.

Finally, I will summarize and discuss some future improvements to our
methods.

In accordance with GSST rules, parts of this thesis were also used in
the progress report for the qualifying examination.





Chapter 2
Kinematics

We can say a lot about the outcome of a reaction experiment before actually
performing the experiment with simple considerations about energy and
momentum conservation – the kinematics of the reactions. The kinematics
reveals many important features of a reaction experiment, even when the
aim is to study an unknown aspect of one or more reaction products. Some
angular regions may be completely unfeasible and detector coverage is
wasted, whereas other regions might require increased resolution.

The final analysis also depends on kinematical calculations. The exci-
tation of a fragment can usually be deduced by the missing energy in the
system and therefore the kinematics.

Typically experiments are designed to be as simple as possible and two-
body reactions are an excellent choice. If the reaction populates unbound
states the two-body description is not sufficient due to breaking up into
multiple constituents. We are, however, still able to learn something from a
simple two-body picture, especially close to the threshold for the breakup.

In this chapter, I will discuss the main features of the two-body reaction
and discuss the challenges of using a beam of particles that are heavier than
the target, so-called inverse kinematics. Treatments of basic kinematics
can be found in most text books on nuclear physics such as [46, 47]. I
will therefore not go into all the details, but highlight the results that are
important for this thesis.

Since our experiments are carried out a relatively low energies, the
treatment of the kinematics will be purely classical.

17
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2.1 Two-body kinematics

Consider a beam particle A impinging on a target particle a with kinetic
energy TA in the laboratory frame. The target is assumed at rest and has
no kinetic energy, Ta = 0. They interact in some way and produce a recoil
B and an ejectile b

A+ a→ B + b. (2.1)

If both the projectile and the target are initially in the ground state,
conservation of energy dictates

TA = TB + Tb + E∗B + E∗b −Q, (2.2)

where E∗b is the excitation energy of the ejectile, E∗B is the excitation energy
of the recoil and

Q = (mA +ma −mB −mb)c2. (2.3)

The available energy for the reaction, the channel energy, is

Ech = ma

ma +mA
TA (2.4)

Linear momentum conservation gives

~pA = ~pB + ~pb, (2.5)

where ~pi =
√

2Timin̂i and n̂i is the unit vector in the direction of motion.
With the initial conditions of A and a Eq. (2.2) and Eq. (2.5) can be

rearranged to calculate the relationship between the energy of the ejectile
angle θb and its kinetic energy Tb, called the kinematic curve [46]

T
1/2
b =

√
mAmbTA cos θb ±

√
mAmbTA cos2 θb + (mB +mb)[mBQ̃+ (mB −mA)TA]

mB +mb
,

(2.6)
where Q̃ = Q− E∗B − E∗b .
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The naming of the particles is in principle arbitrary, and Eq. (2.8) can
calculate the kinematic curve for both the projectile and recoil by simply
changing the labels B ↔ b.

If the beam energy is below a certain threshold there are no solutions,
and the reaction can not occur due to energy conservation. Above the
threshold, however, it is quadratic and can have one or two solutions

Examples of both single valued and double valued kinematic curves can
be seen in Figure 2.1 (B) for elastic scattering of 9Li(d,d)9Li.

Due to energy and momentum conservation, a measurement of the
ejectile can uniquely infer the kinematics of the recoil and vice versa. If
the ejectile stays in the ground state (which is reasonable in the case of
deuterons and tritons since they would be unbound otherwise) the excitation
energy of the recoiling nucleus is given by Eq. (2.2) and Eq. (2.5)

E∗B = TA − TB − Tb +Q

= TA − Tb −
(~pA − ~pb)2

2mB
+Q, (2.7)

where TA, ~pA and Q are known and Tb and ~pb are measured.

2.2 Kinematic compression

If the mass of the beam is heavier than the target, the kinematics changes
accordingly. There is, as such, no new physics involved, but our intuition
may need a slight adjustment. A heavy beam leads a kinematic compression.
There is a nice discussion in [40] to gain a better intuition about how to
think about transformations between LAB and CM in inverse kinematics.
We will, however, calculate the kinematic curves for different reactions to
get a better understanding. The concrete reactions from the experiments
will guide this discussion, that is 9Li(d,t)8Li, 9Li(d,d)9Li and 9Li(d,p)10Li.

Consider elastic scattering 9Li(d,d)9Li. In this case, the projectile and
the heavy recoil have the same mass, mB = mR, and Q̃ = 0. The kinematic
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Figure 2.1: Kinematic curves of ejectile and recoil from the reactions
9Li(d,t)8Li, 9Li(d,d)9Li and 9Li(d,p)10Li at 8.0 MeV/A shown in (A), (B)
and (C) respectively.

curve reduces to

T
1/2
b =

√
mAmbTA cos θb ±

√
mAmbTA cos2 θb

mB +mb
, (2.8)

which vanishes when θ ≥ 90◦. The resulting kinematic curves for the ejectile
and the recoil is shown in Figure 2.1 (B).

All the deuterons are scattered in the first 90◦ in LAB, effectively
compressing the full angular range in CM to only 90◦ in LAB.

The heavy recoil is focused at small LAB angles since it eventually bends
back toward 0◦. This has two important implications. First, it requires
the setup to cover the angles close to the beam axis. Secondly, the angular
resolution suffers close to the turning points, since a lot of CM-angles are
compressed into a small angular range of the LAB frame.

If a nucleon is transferred, the Q-value of the reaction changes and the
reaction mechanism determines the resulting kinematics. A neutron transfer
to the target behaves differently than a neutron transfer to the beam.

Figure 2.1 (B) shows the kinematic curves for 9Li(d,p)10Li. The ejectile
is single-valued all the way to 180◦. The energy at backward angles is,
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however, much lower. The proton energy can be increased by increasing
the beam energy. An experimental setup will have some threshold that
determines how low energy protons it can detect. It is thus necessary to
increase the beam energy enough to be able to actually measure the protons
in the backward directions if desired. This asymmetric energy distribution
is important to consider when designing the setup.

The recoil is scattered even closer to the beam axis, and coincidence
measurements requires coverage even closer to the beam axis than in the
case of elastic scattering. Moreover, the angular resolution will be even
worse, especially at the region around the maximally scattered recoils.

The kinematic curves for 9Li(d,t)8Li are shown in Figure 2.1 (A). In this
case even light ejectile, the triton, bends back. Notice, however, that the
recoil scatters further from the beam axis, making this situation better for
coincidence measurements.

2.2.1 Detector coverage

When designing an experiment it is important to consider which angles the
detectors should cover, for instance, the ones favored by the reaction.

In the previous section, we discussed how inverse kinematics compresses
the angular resolution at the forward LAB angles. This means that the an-
gular resolution will be different across the angular range if similar detectors
are used. Take for instance the case of 9Li(d,p)10Li. The angular resolution,
dθCM/dθLAB, at 2.68 MeV/A is shown in Figure 2.2 (B). A better angular
resolution is required at forward angles compared to backward angles to
obtain comparable CM resolution in both regions. The required resolution,
however, also depends on how fast the angular distributions are expected to
vary. If the distribution is rather flat, there is no need for a high resolution.

This dependence on the angles is even more significant in terms of the
solid angle transformation. If the LAB angles are focused in the forward
angles, they are stretched in the backward angles. To cover a comparable
CM solid angle the setup should thus cover a larger area at the backward
LAB angles compared to the forward LAB angles. We can quantify this with
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the Jacobian that transforms angular cross sections from CM to LAB[48]

dσ
dΩLAB

= J(θCM) dσ
dΩCM

, (2.9)

where
J(θCM) = (1 + γ2 + 2γ cos θCM)3/2

|1 + γ cos θCM|
, (2.10)

and

γ = mAma

mBmb

√
Ech

Ech +Q
. (2.11)

The Jacobian transformation is shown in Figure 2.2 (C). It exhibits a
strong enhancement in the forward angles and equally strong suppression in
the backward LAB angles. More coverage at backward LAB angles is thus
required to get a reasonable integrated cross section.

A real experiment requires a certain amount of statistics to extract the
physics. The so-called sin θ effect must thus also be taken into account.
This effect is the due to the fact that a differential solid angle is given as
dΩ = sin θdθdφ. Going away from θ = 90◦ there is thus a further suppression
due to the sin θ factor. Considering J(θ) sin θ instead the transformation is
shown in panel (D).

When designing an experiment, it is important to keep in mind that the
number of measured particles is heavily suppressed in backward directions
when working in inverse kinematics. As shown in panel (D), there is a
suppression of several orderes of magnitude between the maximum close to
50◦ and a backward angle such as 150◦.
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Figure 2.2: Kinematic effect on angular resolution and solid angle coverage.
All the plots correspond to a proton from 9Li(d,p)10Li at 2.68 MeV/A.
(A) The relation between the scattering angle in LAB and CM. (B) The
differential, which gives a measure of the angular resolution in LAB needed to
recover a given angular resolution in CM. (C) The Jacobian that transforms
from CM to LAB plotted. Since there is a 1-1 correspondence between θCM
and θLAB it is plotted as a function of both. (D) The Jacobian times sin θ
plotted as a function of θLAB.





Chapter 3
Experimental technique

In this chapter, I will discuss some technical topics that are common for all
three experiments. There has been a variety of upgrades to the techniques
and equipment between the experiments, but the main concepts remained
the same.

Performing experiments with highly unstable isotopes is no trivial task
due to their very short lifetime. In the case of 9Li there is just t1/2 =
178.3(4) ms[26] to perform the experiment before half the nuclei has decayed.
This can not be done in with 9Li as the target. Instead, it can be reversed
and use a radioactive ion beam (RIB) of 9Li impinging on hydrogen isotopes.
Deuterons can easily be implanted in a plastic foil, taking the place of
protons. A small percentage of the protons will remain, giving rise to a
contamination that must be assessed in the analysis. Tritium can, on the
other hand, be absorbed in titanium. Several RIB-facilities across the world
exists but the experiments of this thesis were all performed at the ISOLDE
facility at CERN, in Switzerland. Between IS367 and IS561A there was a
major upgrade of the facility, the HIE-ISOLDE upgrade, which increased
the available beam energies.

The charged particles were detected with standard silicon detectors. The
data acquisition system will be described in Chapter 6. As I did not take
part in the IS367 experiment I will not discuss the data acquisition system
from this experiment.

25
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Figure 3.1: Schematic overview of ISOLDE. The PS Booster delivers 1.4
1.4 GeV protons (A) impinging on a heavy primary target. This produces
fragments which are separated in either the GPS (B) or the HRS (C).
The resulting beam is 69 keV (D). To further accelerate this, it is trapped
and further ionized with an electron beam in the EBIS (E). After another
separation stage, it is accelerated though the super conducting cavities of
the HIE-upgrade (F) and finally delivered at the experiment station, the
SEC (G). See the main text for more details. Images from [49].
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3.1 ISOLDE
The radioactive beams at ISOLDE are produced using the isotope separation
on-line (ISOL) method[50]. An overview of the ISOLDE facility is shown in
Figure 3.1. A pulse of 1.4 GeV protons from the PS Booster impinges on
a primary target of a heavy element (A), for instance, UCx or Tantalum.
This produces a wide array of different isotopes through fragmentation,
spallation, and fission. The target is heated to temperatures between 700◦
to 2000◦ which makes the products evaporate and diffuse into the ion source.
Inside the ion source, they are laser ionized by either RILIS or a plasma ion
source and subsequently accelerated to ≈ 60 keV. They are sent to one of
the two mass separators GPS (B) or HRS (C). The GPS (General purpose
separator) have a single bending magnet and the HRS (High resolution
seperator) have two bending magnets. The mass separators separate the
particles according to their masses and the isotope of interest can be sent
to one of the experiments.

The beam has an energy of 60 keV after the separators (D). This is not
enough to do reaction studies and a post-acceleration stage is required. The
first installation to perform post-acceleration of the beam was REX-ISOLDE
and it was installed between 2001 and 2005. The beam particles are trapped,
cooled down and bunched in a Penning trap, the REXTRAP (E). A buffer
gas is used in the cooling process. These bunches are continued into an
electron beam ion source (EBIS). Inside the EBIS the beam is highly ionized
before it is sent through another separator, which separates according to
A/q to get rid of the buffer gas residues. In our experiments, 9Li was fully
ionized to 9Li3+. Since it is separated according to A/q, we had to be aware
of contaminations such as 12C4+ and 18O6+. After the separator, the beam
is sent into a linear accelerator which can accelerate them up to ≈ 3 MeV/A.

The REX-ISOLDE was used for post acceleration in IS367. In the decade
following this experiment, a series of superconducting cavity modules were
installed to increase the post acceleration capabilities. This was part of the
HIE-ISOLDE upgrade, which aims to provide High Intensity and Energy[51,
52]. The superconducting cavities were parts of the energy upgrade and
were completed with the seventh module in August 2018 (F). In 2016 only
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two of the modules were installed, and 6.72 MeV/A was the highest energy
that was reached until then. After the post-acceleration stage, the beam is
delivered to our experimental setup at the Scattering Experiments Chamber
(SEC) (G).

3.1.1 TEBIS and TPROTON

The protons from the PS Booster are delivered across the CERN facility.
Since multiple facilities are running simultaneously only a fraction of these
protons reach ISOLDE. They are delivered in bunches with a period of 1.2 s,
the so-called super cycle. Typically the average beam current is 1 µA-2 µA.
The delivery time for each proton pulse on the primary target is, however,
timestamped and recorded in the data stream. This provides the time since
proton impact for the measured events in the setup. We refer to this time
as the TPROTON.

Due to the large timescale of the supercycle, it clearly shows the decay
characteristics of the beam. This provides good evidence on the beam
composition and thus whether the beam is indeed 9Li. Figure 3.2 (A)
shows the TPROTON-spectrum for 9Li induced reactions. The clear steps
in increments of 1.2 s correspond to the supercycle. The fast rise, in the
beginning, is the production, extraction and acceleration time, before they
end up in the chamber. This is followed by an exponential slope, which
corresponds to the decay of 9Li, the key indication of the 9Li component in
the beam.
TPROTON can also be used to limit background contributions. Back-

grounds from the buffer gases would be uncorrelated with TPROTON and give
a flat contribution. By restricting the TPROTON to the first 3-4 lifetimes,
we can omit a considerable amount of background, however, we will also
discard some false negatives. This will, however, be a small fraction since
most of the 9Li arrives in the first second or so.

A better constraint can be achieved from the EBIS release. The trap
releases a bunch with a well-defined repetition frequency (typically around
30 Hz) and each of these "spills" have a well-defined length. The beginning
of each spill is timestamped when the trap is opened, providing with the
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Figure 3.2: (A) A TPROTON spectrum for 9Li impinging on deuterated
plastic from IS561A. (B) A TEBIS spectrum for 9Li impinging on deuterated
plastic from IS561A.

time between the beginning of the spill and a given event. We refer to this
time as TEBIS, and a spectrum is shown in Figure 3.2 (B). The events are
nicely constained to a region of ≈ 700 µs, corresponding to the release time.
We can thus exclude background components by gating on this window.
Background sources such as noise are in general uniformly distributed and
can be suppressed significantly.

Since the EBIS release is relatively short and the release curve is con-
centrated in the first 100 µs, the instantaneous rate is effectively very high.
With a repetition rate of 30 Hz and a release of ≈ 600 µs the beam arrives
in only 700 µs · 30 Hz = 21 ms of each second. This means that the average
intensity during a release will be two orders of magnitude larger than the
reported intensity. It will be even larger at the beginning of the release.
This put extra requirements on the data acquisition system in order to keep
up.
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3.2 Detectors

The main workhorse for charged particle spectroscopy is silicon detectors.
The silicon detectors work as a pn-junction in reverse bias. When a charged
particle traverses the detector an electron-hole pair is created[53]. By
applying a bias across the detector, we can collect and digitize these charges.
We generally use two types of silicon detectors.

To get position information we use double sided silicon strip detectors
(DSSD). An example is shown in Figure 3.3. The electrodes that read out
the charges are segmented into a number of strips. On one side of the
detector, these strips are oriented horizontally and on the other side, they
are oriented vertically. When a particle hit the detector, ideally the charge
is split evenly between a strip on each side (electrons goes to one side, holes
to the other side) and we get a signal in two orthogonal strips. This lets us
determine which pixel, i.e. which small area that overlaps with both strips
that were hit.

The second kind of detectors are the simpler unsegmented detectors.
They consist of is a single silicon wafer, and we do not have any positional
information from these. We will refer to these as a pad.

DSSDs comes in many different sizes and geometries, and I will shortly
describe the kinds we use. I will refer to their unique product names.

W1 Square DSSD with 16 strips on each side. This gives 256 pixels. Each
strip has a width of 3 mm and an interstrip region of 100 µm. They come in
different thicknesses, but during these experiments, we used 60 µm.

BB7 Another square DSSD but with 32 strips on each side. This gives us
a greater angular resolution compared to the W1. The strip width is 2 mm
and the interstrip region is 100 µm.

S3 A round DSSD with a hole in the middle. The front side consists of 32
radially oriented strips (spokes) and the backside consists of 24 rings. Each
ring is 886 µm wide and each radial spoke covers 11.25◦. The radius of the
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Figure 3.3: Picture of a W1 detector. The segmentation of the silicon is
orthogonal on the two sides, effectively creating a number of pixels.

inner hole is 11 mm. This detector was used in two of the experiments, and
was 1 mm thick.

3.3 ∆E − E telescope

We can use a combination of two silicon detectors to distinguish between
different particle types. If a particle has enough energy it will penetrate the
detector and only deposit a part of its energy in the detector. If there is a
thick pad detector behind the DSSD which stops the particle, the correlation
between the energy deposited in the front detector and the back detector
uniquely identifies the particle while still measuring the full energy. We call
such a setup for a ∆E − E telescope.

An example of the correlation is shown in Figure 3.5 (A). The energy
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θ

teff tDSSD

Particle

Figure 3.4: The angle, θ, between the normal of the detector and the particle
determines the actual length teff the particles travel in the detector.

in the front DSSD is shown as a function of the energy in the backing pad.
The upper feature corresponds to α and the lower feature corresponds to
hydrogen isotopes. The hyperbolic shape is described by the Bethe-Bloch
formula.

The energy deposited in the front detector, however, depends on the
distance traveled and thus on the incoming angle,

teff = t

cos θ , (3.1)

where teff is the distance traveled, t is the thickness of the detector and θ is
the angle shown in Figure 3.4. Each particle, depending on the angle, will
thus deposit a different amount of energy even if they are identical. This
smears out the features, effectively making the hydrogen isotopes hard to
distinguish. This can, however, be corrected for.

Assume that the energy loss is constant through the front detector. The
energy deposited in the front detector will then be proportional to the
thickness,

∆E = dE

dx
· t. (3.2)

For a particle incident at θ, this translates to a larger energy loss

∆E = dE

dx
· teff = dE

dx
· t

cos θ = ∆E′
cos θ , (3.3)
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Figure 3.5: Energy correlation plots for a silicon telescope. Panel (A) shows
the energy deposited in the thin detector versus the energy in the back
detector. Panel (B) shows have made the geometrical correction described
in Eq. (3.4) to obtain a better resolution.

where ∆E′ is the corresponding energy loss if the particle had entered
the front detector orthogonally. With this correction, we get an improved
∆E − E spectrum.

The remaining energy is deposited in the back detector, and the total
correction is

dE′ = dE · cos θ
E′ = E + dE · (1− cos θ), (3.4)

where E is the measured energy in the back detector and dE is the energy
measured in the front detector and θ is the angle between the particle and
the normal of the detector. Figure 3.5(B) shows the corrected spectrum.
Notice how the three particles types in the lower regions are much better
resolved.





Chapter 4
Beam diagnostics

It is often assumed that ion beams are point-like and incident in the target
at a well-known position. This is, however, rarely the case. Minimizing the
emittance of the beam is a major challenge in the design and operations of
accelerator facilities.

In the analysis of the experimental data, and in particular single event
measurement, the energy is deduced based on the assumption that we know
the geometrical profile and energy distribution of the beam. When this is
not the case we introduce a bias in the analysis leading to an unnecessary
decrease in resolution of excitation spectra and angular distributions.

In this chapter, I will propose a method to deduce the beam’s properties
from coincidence measurements of two-body reactions. The method is partly
based on [54] and is developed in collaboration with Jacob. G. Johansen
and K. Riisager. It has the advantage that it can be applied directly on the
primary experiment of scientific interest if their coincidences are measured.

Firstly, I will present a short review of the method described in [54]
followed by a describtion of the new method. Both are based on the same
kinematical conditions as described in Section 2.1 with a beam, A, impinging
on a target a, producing a beam-like recoil, B and a target-like ejectile b

A+ a→ B + b.

Lastly I will demonstrate with simulations of the reaction 9Li(d,t)8Li
using a 5 MeV/A beam.

35
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4.1 Old method

The azimuthal angle of the two outgoing particles is given as

tan(φ) = y

x
. (4.1)

In the center-of-mass frame, the two particles will move back to back,
due to momentum conservation, i.e.

|φb − φB| = π. (4.2)

The azimuthal angle is invariant under the transformation along the
z-axis. Combining Eq. (4.1) and Eq. (4.2) yields

yb
xb

= yB
xB

, (4.3)

which holds as long as the beam is incident in (0,0). If it is displaced and
hits in (xA, yA) instead, Eq. (4.3) changes to

yb − yA
xb − xA

= yB − yA
xB − xA

.

The offset is expected to be as small as possible, that is the minimum
value of x2

A + y2
A. This results in the following two relations (note that there

is a sign error in the last parenthesis in [54])

xA = xbyB − xByb
(yb − yB)2 + (xb − xB)2 (yB − yy)

yA = xbyB − xByb
(yb − yB)2 + (xb − xB)2 (xb − xB)

4.2 New method

The new method calculates the momentum of the beam particles from
momentum conservation in the LAB frame (the target is at rest)
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p̄A = p̄B + p̄b

= mB

√
2TB
mB

v̂B +mb

√
2Tb
mb

v̂b

=
√

2TBmB v̂B +
√

2Tbmbv̂b,

where mi is the mass of the particles, Ti is the measured energy of the
particle in the detector and v̂i is the direction of the movement of the
particles given as

v̂i = (xi − xA, yi − yA, zi − zA)√
(xi − xA)2 + (zi − zA)2 + (zi − zA)2

The energy of the incoming beam is given as

TA = p2
A

2mA
(4.4)

=
1

2mA
(2TBmB+2Tbmb

+2
√

4TBmBTbmbv̂B · v̂b).
(4.5)

Due to energy conservation, the measured energies of the two outgoing
particles should be equal to TA +Q, i.e.

TA = TB + Tb −Q. (4.6)

Subtracting (4.6) from (4.5) should thus equal zero. The position can
be found by numerical minimization of the difference.

4.3 Angle determination
With the estimated displacement of the beam, using either method, we can
estimate the angle. The azimuthal and polar angles are given as
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tan(θA) =

√
p2
A,x + p2

A,y

pA,z
(4.7)

tan(φA) =
p2
A,y

pA,x
, (4.8)

with projections onto the x an y-axes

θx = θAcos(φA) (4.9)
θy = θAsin(φA). (4.10)

4.4 Setup and simulation

The methods are investigated by applying them to Monte Carlo simulations
done with the simX package[55]. To be comparable to the experiments, the
simulated reactions is 9Li(d,t)8Li at 5 MeV/A. The target is modelled as
deuterons in a 1 mg/cm2 polyethylene target (CD2).

The setup is shown in Figure 4.1. The symmetry in the azimuthal angle
φ allows a showcase of some important features of the method which will
become clear in the later sections. The DSSDs are all W1s in a telescope
configuration with a pad detector.

We will refer the axis that connects the center of the two detectors for
the primary axis of the detector pair. The reason for this will also become
clear in the discussion of the results. The axis orthogonal to this axis will
be called the secondary axis. In this setup, there are four primary axes (of
interest), each pairing the central DSSD with one of the peripheral DSSD’s.

As discussed in Section 2.2, the kinematic compression means that the
8Li is emitted at mostly θ ≈ 20◦. The central detector is thus mainly to
measure the heavy fragments.
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Det1
Det2

Det4 Det3

Figure 4.1: The setup used in the simulations. The four pheripherical
detectors are W1 types and are facing (0,0).

4.5 Analysis

With the new method, the offset is found for each identified coincidence by
minimizing

0 = EB + Eb −Q−
p2
A

2mA
. (4.11)

From the offset, the corresponding angles are calculated using Eq. (4.9)
and Eq. (4.10).
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We start with an ideal beam and restrict us to the position estimate.
After this, we continue to look at an angled beam. In real situations, the
beam is both displaced and angled beams, so we will finally investigate a
combination of both displacement and angling. To assess the geometrical
dependencies we will then look at some of the factors that determine the
accuracy. Finally, we will discuss energy distribution.

4.5.1 Beam position

This position estimate for an ideal beam is shown in Figure 4.2 (A). Notice
that the setup structure is really pronounced. Moreover, the distribution is
rather broad, it extends to approximately 15 mm in both directions, even
though our target is only 10 mm in both directions. This can, however, be
enhanced by noticing that Eq. (4.11) is quadratic in pA. There may thus be
one, two or zero solutions. One solution is ideal. If there is no solution it is
ignored since it can not reproduce our conditions. If there are two solutions,
we choose the one closest to the z-axis, assuming the displacement is as
close to the z-axis as possible.

Disregarding the coincidences with no solution to Eq. (4.11) confine
the estimates within approximately 10 mm, see Figure 4.2 (B). Figure
4.2 (C) shows the projections on the x-axis and y-axis, respectively. The
distributions are centered around (0 mm, 0 mm) but they are so broad that
it is hard to tell whether the centers of the distributions are shifted slightly.

Let us consider what is actually happening in the reaction. Each reaction
spans a reaction plane, defined by three points: the reaction position (i.e.
the beam position) and the two detected particle positions. The method
estimates one of these points, namely the reaction position, based on a
measurement of the two others. Ideally, the solution is the intersection
of all these planes coming from all detector pairs. This is, however, not
feasible since it would require an infinite resolution. Instead, we average
over ensembles of measurements. We do this by defining specific planes
of interest, namely the primary axes of the detector pairs, and make an
averaged estimate from each of these. The intersection in the target plane
will then be our estimate of the beam position.
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Figure 4.2: The total position distribution for all coincidence measurements
is shown in (A). The total position distribution for all coincidence mea-
surements with a solution to Eq. (4.11) is shown in (B). The projection of
position distribution for all coincidence measurements with a solution to
Eq. (4.11) is shown in (C).
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Figure 4.3: The position distributions for coincidence measurements in the
central W1 and each of the surrounding W1’s. The primary and secondary
axes are indicated on top of the spectra.

More specifically, we plot the position estimates from the method for
each detector pair separately. This is shown in Figure 4.3. Notice that the
best estimate is given along the secondary axis of the two detectors. The
reason for this is twofold. It is partly because of the geometry of the detector.
There is "more detector" along the primary axis than perpendicular to it.
The second reason is the method itself. There is much more freedom to
match momenta in the reaction plane than its perpendicular plane. This is
due to the minimization criterion. A projection onto the primary axis and
the secondary axis shows this effect, see Figure 4.4.

To make an averaged estimate over the ensemble, we fit a straight line
with a fixed slope (the primary axis) for each of the pairs. This gives an
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Figure 4.4: Projections of the position distributions for coincidence measure-
ments in the central W1 and each of the surrounding W1’s. The projection
is on to the primary and secondary axis.

estimate of the displacement along the secondary axis and constitutes the
first estimate; the reaction took place somewhere on that line in the targets
xy-plane. Repeating this for each detector pair, it is evident that their
intersection is very close to the origin, see Figure 4.5 (A). The intersection
thus estimates the position of the beam can is found by minimizing the sum
of the square of the distances to each line, yielding (0.02 mm,0.01 mm).

The result of a displaced beam, (1 mm, 1 mm), is shown in Figure 4.5
(B). The displacement is estimated to be (0.99 mm,0.98 mm). The method
thus gives a good estimate of the displacement.
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Figure 4.5: The position estimate for a beam incident in (0,0) and (1,1) is
shown in (A) and (B) respectively. The angle estimate of a point beam
incident in (0mm,0mm) but angled (θx = 35.3 mrad, θy = 35.3 mrad) is
shown in (C).
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Figure 4.6: The angle distributions from the new method. There are many
counts in (0,0), meaning the method is rather insensitive to coincidences
angled in the reaction plane. This means we should use the angle relative
to the inferred reaction plane, i.e. θx.
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Figure 4.7: Projection of the angle distributions from the new method on
an angled beam. The x-projection shifts, and can thus be used to estimate
the angle of the beam.

4.5.2 Angled beam

As described, the angle of the beam can be calculated from from the
estimated beam position and conservation of momentum. For this analysis
we also isolate each detector pair. Figure 4.6 shows the angle spectrum
from the detector pairs of a beam angled θ = 50 mrad and φ = 45◦, i.e.
θx = 50 mrad·cos(45◦) = 35.3 mrad and θy = 50 mrad·sin(45◦) = 35.3 mrad.
Notice that many counts are located in (0,0). The method is thus insensitive
to coincidences angled in the inferred reaction plane, essentially the same
effect from the position estimate. This means we must look at the angle
relative to the reaction plane, i.e. the angle with the local x-axis, θx.

In Figure 4.7, the projections onto the primary and secondary axes are
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Figure 4.8: The projection of the angle distributions using the old method.
We see that the x-projection shifts and we can thus use that for our angle
estimate.

shown. Notice that the y-projections are mainly peaked in zero, whereas
the x-projections show the same behavior as with the displacement analysis.
That is, they are shifted and we can once again fit a line. This time it is,
however, the axis orthogonal to the primary axis. We also note that the
distributions are very broad. Gaussian fits to the x-axis give a σ in the
order of ≈ 45 mrad. This is, however, expected due to the resolution of the
detectors, and will be discussed in more detail later.

The old method, however, gives improved angular distributions, see the
projections showed in Figure 4.8. In this case, was the displacement found
using the old method, and the angles were subsequently calculated.

The x-projections are, in particular, more well defined. Fitting a straight



4.5. ANALYSIS 47

-4 -3 -2 -1 0 1 2 3 4
x [mm]

-4

-3

-2

-1

0

1

2

3

4

y
[m

m
]

(A)

-80 -40 0 40 80
θx [mrad]

-80

-40

0

40

80

θ y
[m

ra
d]

(B)

Figure 4.9: Position estimate (A) and angle estimate (B) of a beam which
was both displaced and angled. We do not recreate the correct values. The
method is thus biased when both effects are present.

line to these spectra instead gives an estimated intersection at (32.8 mrad,
33.0 mrad), see Figure 4.5 (C), which a slight underestimation of the simu-
lated value 35.3 mrad.

4.5.3 Combined displacement and angling

In a real experiment the beam is most likely both angled and displaced. The
beam is therefore now angled with θ = 25 mrad and φ = 45◦, resulting in
θx = cos(45◦)·25 mrad ≈ 17.6 mrad and θy = sin(45◦)·25 mrad ≈ 17.6 mrad.
The beam origins from (0,0,−100 mm) and thus hits the target at x =
tan(17.6 mrad) · 100 mm ≈ 1.77 mm and y = tan(17.6 mrad) · 100 mm ≈
1.77 mm.

Repeating the described analysis, using the new method to estimate the
position and the old method to estimate the angle and gives the result shown
in Figure 4.9. The estimates are for position and angle are respectively
(2.49 mm, 2.53 mm) and (40.6 mrad, 40.3 mrad).

The method can thus not distinguish between the two effects completely.
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We clearly see that the beam is off, but we can not quantify it directly with
good accuracy. There is thus bias in the method. In order to correct for
this bias, one has to do simulations of the particular setup. By simulating
different beam configurations it should be possible to converge towards the
results of the analysis of the actual experiment. The beam configuration
from the simulations is thus the best estimate.

4.5.4 Broad beam

Typically a beam is also spatially distributed. The exact shape is due to
various accelerator effects and therefore very complex. We will, however,
simulate a simple spatial distribution to see how our method responds.
Figure 4.10 shows the distribution of one detector pair using a beam with
a radius of 2.5 mm. The position distributions get slightly broader on
the secondary axis, and the angle distribution is slightly elongated on the
primary axis and the methods are thus not sensitive to the beams spatial
distribution. It does, however, not affect the results of the position and
angle estimates. This may, however, also be due to the detector resolution.

4.5.5 Resolution and spread in ensembles

As mentioned earlier, the method, in reality, analyzes possible reaction
planes for each coincidence. This is what leads to the conclusion that it is
most sensitive in the secondary axis when estimating position and angles.
We can thus try to make the analyzed pairs "thinner". This can be done by
looking at slices of the segmented detectors. That could, for instance, be
only looking at the center strips of the surrounding DSSD’s in the setup. In
this way, we should narrow the spread in the estimates from the coincidences.

Another limiting factor is the resolution of the detectors. They can only
detector particles within one pixel. This gives a positional resolution in the
order of the pitch and an angular resolution in the order of 2 · tan−1(p/2d ),
where p is the pitch and d is the distance from the target. For the DSSD’s in
our setup the positional resolution is ≈ 3.1 mm and the angular resolution
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Figure 4.10: The top panel shows the position estimate for an ideal beam
(left) and a broad beam (right). The corresponding angular estimates are
shown in the lower panel.
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Figure 4.11: We can look narrower slices by only considering the center half
(the red and green area) or the center fourth (the green area).

is ≈ 100 mrad. Detectors with a better resolution should give a lower the
spread in the estimates.

To investigate the effect of looking at narrower slices, we perform the
analysis only using the center half and the center quarter of the back strips
of the surrounding detectors as sketched in Figure 4.11.

To investigate the effect or better resolution, the simulation and analysis
is repeated with a setup with DSSDs detector with 2 mm pitch and 32x32
strips. The results are given in Table 4.1.

An increased resolution is in particular preferred since it decreased the
spread in both position and angle. Looking narrower slices decreases the
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σθ,new σθ,old σxy
Full 42.9 mrad 15.8 mrad 1.38 mm

W1 Half 46.7 mrad 16.0 mrad 1.15 mm
Fourth 49.9 mrad 15.5 mrad 1.10 mm
Full 28.6 mrad 9.96 mrad 1.01 mm

BB7 Half 31.2 mrad 10.5 mrad 0.79 mm
Fourth 32.9 mrad 10.6 mrad 0.70 mm

Table 4.1: The sample deviation of a coincidence measurement, using either
the whole outer detector, only the center half or only the center fourth.
The first column shows the results for angle estimates based on the new
method. Second column shows the angle estimates with the old method.
The third columns shows the result from the position esimates using the new
method. Furthermore, this is tested with to types of detectors with different
resolution. The main improvement is due to higher resolution detector.

position, but not as much. We do, however, see that the spread in angle
increases. This means we need to do slices in the other direction if we want
it to narrow the angle interval.

4.5.6 Energy distribution

The energy distribution of the beam can be calculated from the position and
angle estimate. For each coincidence, the energy is calculated using Eq. (4.5).
Figure 4.12 shows the results for a point beam, a gaussian shaped energy
distribution with σ = 250 keV and a gaussian shaped energy distribution
σ = 1 MeV, respectively. Applying a Gaussian fit get the results in Table
4.2. They are very close to the simulated values. We can thus accurately
determine the beam energy distribution from coincidence measurements.
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Figure 4.12: Energy resolution for an ideal beam (A), a beam with σ =
250 keV (B) and σ = 1 MeV (C).

µ σ

Point 44.9 MeV 0.06 MeV
σ = 250 keV 44.9 MeV 0.26 MeV
σ = 1 MeV 44.9 MeV 0.98 MeV

Table 4.2: The deduced energy distributions of three beams with different
energy distributions.

4.6 Conclusion

The proposed method can estimate a beam’s properties and in particular
estimate a displacement and angling of a beam using coincidence measure-
ments in segmented detectors. The method can not, however, distinguish
between the effects. One can, however, use simulations of the setup to
find the beam that yields the same results as the analysis of the actual
experiment. In order to get the best intersection estimates, we need multiple
different primary axes. The setup should thus cover multiple directions in
the azimuthal angle. Four detectors are for instance sufficient.
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In IS367 the detector coverage was not sufficiently good to use the
methods. The methods was, however, important to guide the design for
IS561A and IS561C, but due to low statistics it was ultimately not applied.





Chapter 5
AUSAlib

The Aarhus subatomic group is involved in many experiments, both in house
and at various international facilities such as ISOLDE, MSU, and Jyväskylä.
The experimental setups are typically similar with multiple DSSDs, pads
and telescope configurations. The initial steps of an analysis are therefore
also similar.

Firstly, the raw data files are unpacked into a more suitable data format,
with ADC and TDC values mapped to the corresponding detectors. An
energy calibration is then applied and a matching step is performed for
the double-sided detectors that pair hits in the front and backside of the
detector. The geometry of the detectors in a global coordinate system must
be laid out, in order to calculate positions and angles for the individual hits.

These are some of the tasks that every analysis starts with. To streamline
this process and make it less error-prone, a common analysis library has been
developed to perform some of these tasks, the Aarhus University Subatomic
library (AUSAlib). It is written in C++ and is built on top of ROOT [56]. The
development began before I started working in the group by M. Munch, O.
Kirsebom and A. Howard. During my PhD I contributed substantially to
the development of this project.

5.1 Geometry

A core feature of AUSAlib is the generalization of geometrical properties
of the detectors. When a particle hits a double-sided detector, the front
strip and the back strip is recorded in the data stream. This translate to a
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Figure 5.1: Geometry for a round DSSD and a square DSSD. Each type
have orthogonal front and back strips. Figure curtesy by M. Munch[57].

position in space, but the transformation depends on the specific geometry
and position of the DSSD.

Figure 5.1 shows two very different geometries that can still be described
with orthogonal front and back strips. The interface in the analysis is thus
the same - given a front strip and a back strip, calculate a position. A
single superclass can thus expose the interface for many types of DSSDs,
and concrete implementations, such as the round DSSD, can specify the
exact transformation. For the experiments in this thesis, we can use the
square DSSD class to describe both the W1 and the BB7, whereas we can
describe the S3 with the round DSSD class.

Even more general is the position and orientation in space. This is
required for all types of detectors, segmented or unsegmented, in order to
place them in a global coordinate system and rotate them correctly. This
leads to a class hierarchy as shown in Figure 5.2.

This approach has two main advantages. Firstly the data is decoupled
from the geometry in the sense that a hit only specify the segments that were
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WedgePadDetectorSquareSSSD

Figure 5.2: Detector hierachy in AUSAlib. Figure curtesy by M. Munch[57].

hit, i.e. the strips. Then it is up to the concrete detector implementation to
calculate what position this corresponds to. Secondly is it easy to add new
detectors. It just a matter of implementing the correct transformation, and
then it can be used in an existing analysis through the common interface.
This favors code reuse and modifications are done by addition, keeping the
codebase backward compatible.

5.1.1 Setup file

For a given experiment the position and type of the different detectors must
be specified to the analysis. To ease this process, AUSAlib uses a setup file.
This file contains all the geometry specific details for each detector, as well
as which detectors are included in a telescope configuration. It is written in
a human-readable format JSON and is therefore easy to modify. An example
of the description of a detector is shown in Figure 5.3. Each detector
has a name. The "file" contains details such as detector type (from
the detector hierarchy), number of strips, dead layer thickness, etc. The
"calibration" file contains calibrations for each strip. The "position",
"normal" and "orientation" specify the position and orientation in the
global coordinate system. The data mapping to the unpacked files are
described in "frontmapping" and "backmapping".

Once such a file is written, typically during the setup of an experiment, it
can be used throughout the analysis and even in the online analysis. AUSAlib
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1 {
2 "name": "Det1",
3 "file": "DSSD1.json",
4 "calibration": "Det1.cal",
5 "position": {"x": "-4mm", "y": "-42.0mm", "z": "39.0mm"},
6 "normal": {"x": "0.0mm", "y": "1.0mm", "z": "0.0mm"},
7 "orientation": {"x": "0.0mm", "y": "0.0mm", "z": "1.0mm"},
8 "frontMapping": {
9 "multiplicity": "DET1F",

10 "segment": "DET1FI",
11 "adc": "DET1F_E",
12 "tdc": "DET1F_T"
13 },
14 "backMapping": {
15 "multiplicity": "DET1B",
16 "segment": "DET1BI",
17 "adc": "DET1B_E",
18 "tdc": "DET1B_T"
19 }
20 }

Figure 5.3: An example of a detector description in an AUSAlib setup file.
It describes properties such as the global position and orientation, the data
mapping as well as the location of the calibration file.

simply loads this file making it easy to make changes without having to
recompile a large analysis codebase. Moreover, the full geometrical details
are contained in a few files that can easily be shared with collaborators.

5.2 Energy loss

From the reaction site to the detection site, a particle may lose energy in
inactive material such as dead layers or target components. These energies
are not measured, so they must be corrected for. Such energy losses have
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Figure 5.4: The analysis pipeline for AUSAlib. The data are unpacked from
the readout and are sent through several steps of increased sophistication.
Between each step, it is possible to perform custom analysis.

been tabulated for a large number of charged particles in different materials
and AUSAlib includes tables from GEANT[58], ICRU[59] and SRIM[60].

5.3 Analysis pipeline

A key operating principle in AUSAlib is the idea of an analysis pipeline.
The data starts out as raw data and the is piped through a series of steps
which increases the level of abstraction. The data is thus transformed from
ADC and TDC values to observables quantifying physical events.

The pipeline is shown in Figure 5.4 and the steps will be described
in more detail in the following. Each step outputs ROOT files with TTree
objects that can be investigated directly in ROOT or via custom written
analysis program using the AUSAlib infrastructure. This is useful to make
consistency checks along the way. The setup-file is used in every step of
the pipeline. This keeps the geometry and detector specifications consistent
throughout the pipeline.
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5.3.1 Unpacking

The data acquisition (DAQ) saves the files in a GSI list mode format (.lmd).
The first step is to convert these files to ROOT files that can be read into
the rest of the AUSAlib pipeline. This is done with ucesb [61]. The user
is required to make a precise specification of which modules are used, how
the data is laid out in the data stream as well as the mapping from the
individual ADC channels to the detector segments. Typically this is done
during the setup of the DAQ, such that it can be used during the experiment
and in the subsequent analysis. One major strength of ucesb is that it
checks that every single bit in the data is consistent with the data layout of
the modules. If the file unpacks, the data is not corrupt.

5.3.2 Energy calibration

The first task after the unpacking is to energy calibrate the detectors. In
the ISOLDE experiments we used an α-source with 244Cm, 241Am, 239Pu
and 148Gd which all give well defined nearly monoenergetic peaks. The
source is placed in a well-known position. The energy response in a silicon
detector is highly linear. The relationship can be found by fitting a linear
relationship between the ADC channel corresponding to the centroid of the
peak and the well known tabulated energy. There are, however, a few small
corrections required to get a better calibration.

Deadlayer

There is a small dead layer on both sides of a silicon detector. This is a
small layer of inactive material. The α-particle loses energy, but the created
electron-hole pairs are not collected. This means the measured energy is
slightly lower than the actual energy

E′ = Eα −
dE

dx

∆t
|cos θ| , (5.1)

where ∆t is the thickness of the dead layer, θ is the angle shown in Figure
3.4 and Eα is the tabulated α energy. The dead layer is assumed to be



5.3. ANALYSIS PIPELINE 61

so small that the energy loss is constant. It is thus important that the
geometry of the detector as well as the source position is known, so θ is
calculated properly.

Shift calculation

Each segment is calibrated individually but extends over many angles. The
measured energies should, therefore, be averaged over the full surface of the
segment. Since the positional resolution is limited by the pixels the average
can be approximated with a weighted average weighted by the solid angle
of each pixel

E′ = Eα −
∑
pixel

dE

dx

∆t
|cos θpixel|

Ωpixel
Ωstrip

, (5.2)

where θpixel is the angle at the center of the pixel.
Since there are many strips that have to be calibrated, AUSAlib provides a

calibration tool, the Calibrator[62]. It implements a peak-finding algorithm
to find peaks, perform the correction from (5.2), perform a linear fit and
display the result to the user. The user can then quickly browse through
and check the calibrations. If the algorithm misidentified a peak, the user
can easily specify which peaks correspond to the different energies for that
specific segment and redo the calibration. This significantly reduces the
time to calibrate several hundred segments.

5.3.3 Sorting

The sorting step has two main jobs and is performed by a general-purpose
tool, the Sorter[63]. Firstly it applies energy calibrations. These can come
from the Calibrator as described above, or other means of calibration.
However, only linear calibrations are implemented.

Secondly, it performs matching to determine which pixels were hit by
a particle. When a particle hits a DSSD a signal is detected in both sides.
If there is only one hit in the backside and one hit in the front side they
must match. If, however, there are more than one hit in one or both sides
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it must be decided which pairs that match. There might also be noise that
only shows up on one side.

The Sorter implement a greedy algorithm that computes the difference
between all pairs. The pair with the smallest difference is selected as the
first pair and those hits are excluded from the pool of candidates. The next
pair is now the pair with the smallest energy difference from the remaining
hits. This continues until there are no more pairs with an energy difference
below a certain threshold.

The majority of hits will hit a strip in both the front and the back, but
a minor part will hit in an interstrip region. This results in a sharing of the
energy between two strips. It is also possible that multiple particles hit the
same front strip but different backstrip and we see a summing of the energies.
Neither of these situations can be handled by the basic greedy algorithm,
but they can mostly be recovered by a more sophisticated algorithm that
considers all pairs and tries to reconstruct both normal hits, sharing and
summing.

5.3.4 Identification

After the sorting, the energy and the position of the hits are determined.
This enables the next step, which is trying to identify what particle a
given hit corresponds to. There are different techniques to perform this
identification. When the detectors are organized as telescopes the ∆E −E
method is very useful to separate the different isotopes. If the energy is
too low to penetrate the ∆E detector, it may be possible to exclude some
particle types simply based on how much energy they lost in the detector.
This is, however, not unambiguous, and a hit can have several candidate
identifications. Based on each of these identifications, the energy is corrected
for energy loss in dead layers and the target.

The identification and energy loss is performed by another tool, the
Identifier[64]. It requires details on the target and the particles to look
for, which are supplied either as a command-line argument or through simple
text files.
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5.3.5 Eventbuilding

From the files with identified particles, the event building stage attempts
to reconstruct physical events from the detected hits. It requires one or
more final states to look for or reconstruct. Consider elastic scattering of
deuterons on 9Li. If an event contains an identified deuteron as well as a
hit that is consistent with a 9Li, the four-momentum for both is computed
based on the position of the hit and the energy in the detector. If only a
deuteron is detected it can try to reconstruct the four-momentum of the
9Li based on the initial four-momentum of the beam and the target.

A user-supplied analysis can subsequently perform the final analysis
based on the four-momentum and particle identifications. This includes
extraction of excitation energies, CM angles, particle correlations, etc.





Chapter 6
Data acquisition

The data acquisition system (DAQ) is an essential part of any experiment.
The DAQ is loosely speaking the set of electronic modules and software that
converts the incoming signals from the detectors to files on a computer that
can be analyzed. We will divide the description into two main parts, the
backend, and the frontend. A schematic overview of the essential parts in
the DAQ is shown in Figure 6.1.

The frontend handles amplification and digitizing of the analog signals
from the detectors as well as for deciding which signals are worth saving
(discrimination).

The backend receives the digitized data and is first and foremost responsi-
ble for storing the data. Moreover, the software should give the operators of
the experiment some degree of control and monitoring such as a preliminary
online analysis.

The bridge between the two is the readout that extracts the data from
the modules and transfers it to the backend. The different components will
be described in more detail in the following sections.

During my Ph.D. I took part in the setup of the DAQ in IS561A and
set up the majority of the DAQ for IS561B and IS561C. With guidance and
help from M.Munch and H.T Johannson, I designed and implemented a
two-crate system for IS561C. During the development of such a system, I
contributed proportionally to the paper "VME Readout at the conversion
limit" [65]. In this chapter, I will discuss the main principles of the data
acquisition system. For more details and a quantitative description of the
performance, the reader is referred to the paper.

65



66 CHAPTER 6. DATA ACQUISITION
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Figure 6.1: A schematic overview of the components in the DAQ. The
frontend consists of the hardware and electronics which is partly inside the
chamber or close by. The backend consists of the components that handle
the file taking and the interface to the operators. Figure curtesy by M.
Munch[66].

6.1 Triggers and acquisition control

In a nuclear physics experiment, the reactions happen randomly and we
do not know precisely when to look to capture the result. Instead, the
decision must happen as the reaction happens, i.e. the detection system
should trigger on signals of interest. This is typically implemented based
on the amplitude of incoming signals. For now, will we limit our discussion
to the simplest mode of operation, the single cycle mode. We will discuss
more sophisticated readout modes in.

When a trigger arrives, the acquisitions must digitize the signal and
transport it to storage. Our DAQ runs in a synchronized mode, meaning
that when a trigger arrives, no matter which module generated it, the whole
DAQ starts digitizing, and are subsequently emptied to storage. During this
time, the system is busy. This means that it can not accept new triggers.
We will refer to the time period where it is busy as the dead time (DT) and
the time where it can accept new triggers the live time (LT).

With an experimental setup that easily has ≥ 200 channels, it is impor-
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Figure 6.2: A schematic overview of the AcqC. It receives trigger requests
from the input sources and generates a MS, GATE and TDC trigger. When
the system is busy or the readout is in DT it rejects new trigger requests.
Finally, does it periodically issue a readout trigger to the readout. Figure
adapted from M. Munch[66].

tant to keep track of which state the DAQ is in, so it does not accept new
triggers while busy. The digitization process must only be started when
it is ready, otherwise, it must reject the trigger. This acqusition control
(AcqC) is implemented with a VULOM 4b module[67] running the TRLO
II firmware[68]. A schematic overview of the AcqC is shown in Figure 6.2.

The AcqC gets trigger requests from all input sources, i.e. the detectors.
If the DAQ is ready, the AcqC generates a MASTER START (MS) that is sent
to the digitizing modules. This is a logical signal that tells the digitizing
module to start digitization. During this process, they assert a logic BUSY
signal which is monitored by the AcqC.

As long as any module has asserted BUSY, the AcqC will not accept new
triggers. The readout software also requires time periods to check that all
modules agree on the number of events they have digitized. If they disagree,
there is a fatal flaw somewhere that needs to be addressed immediately.
During these times, the DAQ can also not accept new triggers.

After the digitization process has finished, the event is stored in the
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modules. Before the DAQ is ready for the next trigger, the readout reads
the event from the module and transfer it to storage.

Notice that emptying the module after every event is only done in single
cycle mode. Most modules have an internal buffer and can store multiple
events before the readout needs to empty the module. This saves some
overhead time and thus reduce the DT. An even more sophisticated method
is gradually emptying the modules while the readout is otherwise idle. These
different modes, are described in Section 6.5.

6.2 Analogue chain
The ionization from a charged particle creates a small signal in a silicon
detector. A 9 MeV particle will, for instance, give rise to a charge of 0.3 pC.
This charge production is converted into a voltage signal in a pre-amplifier
which, as the name suggests, amplifies the signal. This amplification is
done close to the detector to minimize noise pickup. The amplified signal
has a fast rise time with a long exponential tail and is sent into a second
combined amplifier and signal discriminator. The signal is further amplified
and bandwidth limited, producing an approximately gaussian signal with
FWHM=1 µs− 2 µs. The discriminator produces a logic signal if the signal
passes a certain condition. We use both constant fraction and simple leading
edge modules. For each channel, a shaped energy signal is produced and sent
to an ADC. The logical discriminator signal from each channel is sent to the
TDC. Furthermore, the logical OR from blocks of 16 channels is produced,
and this is used by the trigger logic.

6.2.1 ADC

To measure the energy we use peak sensing Analog-to-Digital converters.
They charge a capacitor internally to capture the maximum peak. This
integration period is, however, decided externally. In our experiments, this
is done by the AcqC that sends a logical GATE signal. After this period the
module converts the capacitor value and stores it in a buffer. During this
time it asserts its BUSY to tell the AcqC to wait. If the buffer gets full it can
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not accept new events and will assert its BUSY while waiting to be emptied.
The GATE should be wide enough to capture the peak of the signal. For
charged particles in a silicon detector, the width of the shaped signals is a
few µs, and the GATE is adjusted accordingly.

Both IS561A and IS561B was implemented with CAEN 785[69]. They
have a 7 µs conversion time and 32 event buffer. In the IS561C they were
exchanged with MESYTEC MADC32[70] from two different revisions. Both
have a faster conversion time of 1.2 µs. The newer revision has a significantly
deeper buffer with a worst-case capacity of 170 events whereas the older
version could only store 21 events.

6.2.2 TDC

The leading edge from the discriminators is sent to a Time-to-Digital
converter which timestamps the arrival time. For each channel, it keeps
the timestamp from all leading edges it received within some time period.
When it receives a TDC trigger from the AcqC it saves all channels that
fired within some predefined time window.

6.3 Readout
The readout is responsible for reading the data from the modules, move them
over the network and save to it a physical disk. The DAQ is VME-based
in all cases meaning that all the modules that acquired data are housed
in a VME crate [71] and the communication with the modules was via
the VME bus. To empty the modules in an orderly fashion, the readout
must communicate with the AcqC. When a readout is required, a readout
trigger is sent to the readout and the readout reports DT while emptying
the modules. The transport of the data, as well as the communication with
AcqC, is handled by available DAQ frameworks and we used MBS[72] for
IS561A and drasi[73] for IS561B and IS561C. The user has the following
responsibilities

• Configure the modules at startup.
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• Empty the module buffers when the AcqC requests it

• Verify the integrity of the data. If the data is corrupt, something is
most likely very wrong.

• Check module synchronizity by comparing the module event counters
with the AcqC.

These tasks are handled by the Nustar Readout Library [74] and the readout
code runs on Single Board Computer (SBC), located in the VME-crate,
more specifically a CES RIO4-8072 [75].

6.4 Multicrate

As the number of detectors increases, so does the required number of ADC
channels. At one point a single VME-crate can not house enough modules
and we have to use one more. This introduces the complexity of having two
crates, two SBC and two AcqC to communicate. The single crate design,
however, scales nicely and it is rather easy to extend to two crates running
in a master/slave configuration.

Both the master and the slave crate is more or less identical to the single
crate setup. Figure 6.3 shows an illustration of such a system. The trigger
logic is only handled by the master. The master propagates the generated
MASTER START to the slave crate, much like if the slave was just a module.
The readout trigger is also propagated. The slave adheres to this, however,
the master must respect the busy and DT from the slave. If the master
crate generates a MASTER START while the slave crate is busy, the modules
would get out of sync.

By design, the readout in each crate does not know about the other,
and an event builder collects the events and merge them. The events are
tagged with a crate number.

This multicrate design was used in IS561C.
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Figure 6.3: Schematic implementation of a two-crate system. One crate
acts a slave and one acts as the master. Each crate is almost identical to
a single crate. The master generates a MS and sends it to the slave. The
slave reports its BUSY and DT back to the master. The data is merged in
an event builder. Figure curtesy by M.Munch[66].

6.5 Dead time ratio

To normalize the results of an experiment, it is necessary to know the
fraction of rejected events. The life time ratio L is the ratio of accepted
triggers to the total number of incoming trigger and the dead time ratio is
the ratio of rejected triggers to the total number of incoming triggers

L = Nacc
Ntot

, (6.1)

where Nacc is the accepted number of triggers and Ntot is the total incoming
number of triggers. These numbers are recorded by the AcqC for each
trigger input which in all three experiments corresponded to one detector.
Throughout the analysis, this is used to correct for dead time, by dividing
the actual count number in a given detector by L.

If a stream of Poisson distributed trigger the life time ratio can also be
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evaluated analytically [76]

L = 1
1 + fr∆t

, (6.2)

where fr is the request frequency and ∆t is the dead time per event.
Depending on the operational mode of the readout, ∆t can be estimated

and we will briefly discuss the basics of three such modes. The first mode
is the one outlined in Section 6.1 and the two latter were used during
the experiments in this thesis. The reader is referred to [65] for detailed
calculations.

Single cycle mode When the DAQ receives a trigger it issues a MS. After
the GATE, the ADC’s converts the data and the readout empties the buffer
and checks synchronicity. The main contributions to the total dead times
are the sum of the gate, conversion time and readout time. On top of this,
there is some readout overhead that adds up to a significant amount.

Multi event mode The readout overhead can be reduced by using the
internal buffers in the modules. If we wait until the buffers are full we can
effectively split the readout overhead across many events. The deeper the
buffers, the bigger the advantage. The DAQ ran in this mode in IS561A
and IS561B.

Shadow readout mode Depending on the experiment and the setup,
there may be times where the readout is completely idle. Instead of sitting
idle the readout could continuously request data from the modules to keep
the buffers as empty as possible. If the events come in at a slower pace than
the readout can empty the buffers, a continuous readout effectively removes
the dead time associated with readout, including the overhead. This was
implemented by M. Munch after the idea of H. T. Johansson [77] and was
used in IS561C.
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Figure 6.4: Live time ratios shown for three different readout modes. The
shadow readout mode can handle much larger accept frequencies than the
two others, resulting in more data. This is a simplified version of Figure 9
from [65].

In particular, the last scheme gives large improvements of L, and in
particular for large trigger frequencies. A simplified figure from [65] is shown
in Figure 6.4. The three different schemes are calculated with Eq. (6.2) for
a crate with six CAEN V785s and a RIO4 SCB. The reader is referred to
the paper for the technical details. The data points are generated with a
Poisson distributed pulser. The shadow readout mode performs significantly
better, especially for large request frequencies. Close to 55 kHz the curve
drops - this is the data bandwidth limit. The DAQ can simply not move
data faster over the VME bus. For a typical ISOLDE reaction experiment,
the rate is much lower. At 20 kHz the accepted trigger rate is increased by
roughly 30 %, which is not an unrealistic rate in a down stream detector
where Rutherford scattering dominates.
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Figure 6.5: TEBIS spectrum from a downstream detector in IS561B. The
time period between the peaks corresponds to the effective DT of the DAQ.
The main contribution is the GATE and conversion time.

6.6 Pulsed beam

The major source of DT in IS561A and IS561B was the combined GATE and
conversion time. With CAEN ADC’s this adds up to ≈ 12 µs. The challenge
with a pulsed beam is, however, that the majority of our events comes in
a rather short timespan. As discussed in Section 3.1.1 the EBIS releases
the majority of its events in the first 100 µs. The GATE and conversion thus
take 10% of the time. This leads to a significant ∆t. At high rates, the
DT increases due to conversion. Figure 6.5 shows an EBIS time spectrum
from a measurement with a high rate 12C beam, and it has very clear dips
with a spacing corresponding to the effective conversion time. During the
experiment, we monitored L regularly.

For IS561C the CAEN ADC’s were exchanged with MESYTEC ADC’s
to reduce the conversion time from 7 µs to 1.6 µs. The deeper buffers also
made sure the DAQ could accept a full EBIS release without having to be
emptied. To be sure that the modules were mostly empty at the beginning
of an EBIS release, a readout trigger was produced at a fixed time interval
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before the EBIS pulse. With a 30 Hz release cycle there is approximately
30 ms between each release which is plenty of time to empty the buffers.

With the lower intensity 9Li beam we experienced no major issues with
the dead time. In the detectors of interest we had a dead time ratio in the
order of 5 %-10 % in IS561A and it was reduced to 1 %-2 % in IS561C.

6.7 Backend

When the data has been extracted from the modules, it is sent across the
network to be stored on a physical disk (file taking) as well as online analysis.
The file taking is naturally the most essential feature. The online analysis
is, however, very important to continuously monitor the different detectors,
but it is not essential to be up at all times. There might also be other
services that monitor the data in real-time which are not essential.

The majority of the backend services runs on a desktop computer that
is connected to the same network as the readout node. To decouple these
services, there is a relay service between the readout and the consumption
of the data.

6.7.1 Relay

The relay is implemented as an ucesb [61] instance that connects to the
readout data stream from and fans the data out to two streams. One data
stream is in "weak-hold" mode, which means that if a client can not keep up
with the data it blocks the acquisition. However, if no client is connected it
will not hold. This is used by the file taking.

The second stream is in "no-hold"-mode and does not require the clients
to consume all data. This is used for the online analysis.

The relay has the additional feature that it validates the data on the fly.
This means we do not have to save data and unpack it to detect corrupt
data.
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6.7.2 File taking

The file taking is another ucesb instance that connects to the relay and
writes the data to a file. It saves the data in the GSI list mode (.lmd) format
[72]. It is furthermore compressed with gzip which also adds checksums
making it easy to check a file for bit rot.

To ease the subsequent analysis, the files are written in chunks of typically
100 MB. In case of a failure, it also makes recovery easier, since all the data
from a measurement are not in the possibly corrupted file.

6.7.3 Online analysis

The online analysis presents the incoming data to the people on shift. This
is handled by the go4cesb project, which combines ucesb, GO4 [78] and
AUSAlib. GO4 provides an advanced user interface that lets the operator
interact with different spectra produced by the analysis routines. The data
is piped from the relay to a ucesb process which performs the unpacking of
the data. This process is spawned by go4cesb and the unpacked data is
subsequently piped back into GO4 as an event stream.

This design has two main advantages. The unpacker only has to be
written once for both offline analysis and online analysis. Secondly, the
unpacked data have the same AUSAlib-friendly format, so it is trivial to
apply AUSAlib analysis routines in the online analysis.

The simplest analysis includes mapping the ADC channels to detector
strips, applying calibrations and matching. Since this is built into AUSAlib,
this can automatically be applied to the unpacked data. More sophisticated
analysis such as ∆E −E spectra and kinematic curves can be implemented
by the user, but since everything is in the AUSAlib format, it is easy to reuse
analysis components across different experiments. Such analysis components
can be turned on and off in a simple configuration file.

Most of the work combining the three services was done by M. Munch,
and when I started preparing for the experiments I refactored and extended
the online analysis significantly, in particular with analysis plots that were
for the three ISOLDE experiments.
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6.8 DaqC

To have a fully functional DAQ all the described components must be
running and continuously monitored. Since a typical experiment spans
several days, non-experts should also be able to start, operate and even
recover the DAQ. To ease this, we developed DaqC.

Internally it consists of an interface to start, stop and monitor all the
different services. It implements the correct startup order and keeps track
of dependencies between the different services. When started the startup
sequence is executed. When all services are up and running, the internal
watchdog monitors each service to check that is up and healthy. If a service
crashes it tries to revive it.

When running, a user can interact via a simple web interface, as shown
in Figure 6.6. It provides controls to all services managed by DaqC as
well as a simple status report. Panel (A) shows the status shown for the
different components. In panel (B) is a control panel for the trigger logic.
The user can quickly include or exclude detectors in the global trigger
between measurements. Panel (C) shows a simple overview of previous
measurements.

Panel (D) provides a button to start measurements, i.e. start the file
taking. When a new measurement is started, the user is prompted with a
form to fill in a run sheet with information about the target, beam, people
on shift, etc. This is saved in log file and effectively compiles a detailed
measurement log. Furthermore, when a measurement is started and stopped,
DaqC dumps the configuration of all the ADCs, TDCs, amplifiers as well as
other available metadata. This is saved together with the data files. Both
the data and the log files are continuously backed up to a remote storage
facility in case of hardware failure.

I developmed DaqC together with M. Munch after IS561A. It has been
used for IS561B, IS561C and multiple other ISOLDE experiments and it
is the current control program for the DAQ at the 5 MeV accelerator at
Aarhus University.
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Figure 6.6: The graphical interface of DaqC. Panel (A) shows the status
of the different running services. Panel (B) shows the current trigger logic.
Panel (C) shows a log of previous runs. Panel (D) gives the user control of
the file taking process.
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6.9 RunDB

The information from the run sheet is essential for the subsequent analysis of
the data, both during the experiment and after the experiment. Traditionally
this has been written by hand in a paper log by the people on shift when
a measurement has been started and stopped. With the implementation
of DaqC, it was natural to automatically log and compile this data in a
database. This led to the development of RunDB, which stores the meta
data and file location of the data in a SQL database.

RunDB thus provides an easy way of browsing through the different
measurement configuration and in particular the time spent. The automated
upload of the run sheet has moreover reduced the number of errors in the
log such as wrong time stamps or target configurations.

A web interface makes it easy to search for specific targets, time periods,
etc. The interface is shown in Figure 6.7.

6.10 Real time monitoring

During an experiment, the running conditions will change. The beam
intensity will fluctuate, a detector may pick up some electronic noise or
the accelerator may experience a short failure, resulting in no beam at all.
While the online analysis is essential to monitor the physics going on in the
detector, it does not provide a good overview of such conditions.

The typical way of dealing with this has been to allocate one or two
shift people to continuously perform yield estimates on the incoming data,
however, this process can largely be automated.

We have implemented this using two open-source projects called InfluxDB[79]
and Grafana[80]. InfluxDB is a time-series database and is thus excellent
at storing data with a timestamp. During an experiment, we feed all kinds
of data to this database, such as trigger rates, dead time ratio, leakage
current from the detectors, pressure in the vacuum chamber, status from
the accelerator and even results from simple automated analysis-scripts.
This can be done on a second-timescale.



80 CHAPTER 6. DATA ACQUISITION

Figure 6.7: Graphical user interface from RunDB. The user can search for
specific conditions in the left panel. In central the table are all the different
runs are shown.

Figure 6.8: Two panels from the Grafana graphical interface. The left shows
the trigger rate in two downstream detectors over a period of 5 hours. The
right shows the trigger rate in two backward detectors in the same period.
The left panel shows an increase in trigger rates, corresponding to a noise
problem in the setup.
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In particular, the trigger rates can be useful to detect trends in the
overall yield. If the beam drops for some reason, the trigger rates will
also drop to zero, and this can easily be used for automated alerts for the
operator.

Grafana is a simple web frontend that can display the content of the
InfluxDB and provide the users with all the data in a structured and
interactive way. An example is shown in Figure 6.8. On the left panel is the
rate of two detectors at small angles and in the right panel is the trigger
rate of two detectors at large angles. Notice how the trigger rate of only one
detector rose over the course of several hours. It turned out it was picking
up noise and we could ground it properly before it became a problem.

6.11 Future upgrades
The trend among many nuclear experiments is to move towards digital DAQ
systems. Digital modules are often implemented as a digitizer coupled to
a FPGA for waveform processing. Such systems have several advantages.
They can analyze the full signal trace and even save it in the data stream.
This can potentially allow particle identification based on the waveform
and recovery of pile-up events. The digital modules typically operate in a
free-running mode, meaning that each channel is self-triggering. This allows
for a larger degree of software-based decision making, which generally makes
the DAQ more flexible. It is, however, possible to define a global trigger to
reduce the data amount[81].

In the group, we have tested two candidates of digital modules. We have
a small test setup with two GSI FEBEX[82] cards. Another candidate is
the MESYTECH MDPP-16[83], which is a 16-channel VME-based digitizer,
and therefore integrates nicely into our existing systems. Currently, we have
successfully installed and tested one module. Since it integrates more or less
seamlessly into our existing DAQ, the plan is to gradually convert to these
modules. Our group is also involved in the installation of PIXIE-16[84] as
part of the current upgrade to the ISOLDE Decay Station (IDS).





Chapter 7
IS367

The first experiment was carried out in 2004 and the results were published
in a series of papers by Jeppesen and collaborators [31, 35, 45]. Based on
the experiences, it was followed up by another experiment in 2005 with an
improved setup, mainly manifested as twice the detector coverage.

In this chapter, I will present the analysis of the data from IS367, the
extracted cross sections are, however, presented Chapter 13 together with
the results from the other experiments. I did not take part in the actual
experiment but have analyzed the data based on the logbook and the data
from the experiment.

7.1 Experimental conditions

The experiment was carried out at ISOLDE, using the REX post accelerator,
the predecessor to HIE-ISOLDE with a beam energy of 2.68 MeV/A. The
primary target was a deuterated polyethylene (CD2) target. The background
contributions were measured with a pure carbon (C) target and a regular
polyethylene target (CH2).

To estimate the intensity we cannot rely on direct current measurements.
This is mainly due to the low intensities of the beam and the short release
time of the EBIS. Instead, the intensity is estimated from Rutherford
scattering on a heavy silver target using the methods described in 10.3.

An overview of the specifications of the targets and their purpose can
be seen in Table 7.1.
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Table 7.1: The different target used in IS367.

Target Thickness Usage
CD2 15 µm The main target.
CD2 7.5 µm A thinner main target.
CH2 15 µm Background.
12C 2 mg/cm2 Background.
9Be 1.95 mg/cm2 Not considered.
107Ag 1.1 mg/cm2 Yield estimates.

The experimental setup is shown in Figure 7.1. It consists of two BB7s
with a thickness of 60 µm. Each DSSD was in a telescope configuration with
a 1.5 mm pad detector for particle identification. They were thick enough to
stop the light particles and the telescope could thus measure the full energy.

Both detectors are facing the target but only covered the LAB angles
below 90◦. Due to the kinematic compression discussed in Section 2.2, the
energy of the ejectiles in the backward angles are too low to detect properly.

7.2 Data analysis

The first task in the data analysis is a calibration of the detectors. From
the calibrated energy signals the different particles can be identified. A
background subtraction is required before an investigation of the physics in
the different reaction channels can be carried out.

7.2.1 Energy calibration

The calibration of the detectors was done with a standard α source, as
described in Section 5.3.2. Each segment was calibrated individually and
the pads were calibrated with a source from the backside.

Since the energy of the particles that stop in the pad, are up to 4 times
larger than the highest calibration point, the calibrations were carefully
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Figure 7.1: Left Schematic representation of the setup from IS367. The
setup consists of two telescope configurations covering the forward direction
in the laboratory. Right ∆E-E plot for both detectors. The three lower
lines corresponds to protons, deuterons and tritons. The two upper lines
corresponds to α and 6He.

consistency checked at higher energies.

7.2.2 Particle identification

The different particles are identified using the methods described in 3.3.
The scattered 9Li from both the heavy Ag target and the main CD2 target
does not have enough energy to penetrate the ∆E-detector. They must,
therefore, be identified based on their kinematics, which we will discuss as
part of the kinematical analysis.

The right panel in Figure 7.1 shows the ∆E−E plot for the measurements
with CD2. We can identify protons, deuterons, tritons, and α. There is also
a small contribution of 6He.
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Figure 7.2: Kinematic curves (left column) and excitations spectra (right
column) for identified protons, deuterons and tritons from IS367. The excita-
tion spectra is calculated assuming 9Li(d,p)10Li, 9Li(d,d)9Li and 9Li(d,t)8Li
respectively. The upper, middle and bottom row shows the results for
protons, deuterons and tritons, respectively.
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7.2.3 Kinematics

The kinematic curves for protons, deuterons and tritons are shown in the left
column in Figure 7.2. The corresponding excitation spectra, calculated with
Eq. (2.7) are shown in the right column assuming the two-body reactions
9Li(d,p)10Li, 9Li(d,d)9Li, and 9Li(d,t)8Li, respectively.

The protons (top row) have a clear elastic component from 9Li(p,p)9Li.
This is expected since the target has ≈ 1 % protons. To correct for
this, a measurement with CH2 was performed. The elastic peak from
the 9Li(p,p)9Li can then be subtracted from the measurement with CD2.
Notice that it is well separated from the feature expected from 9Li(d,p)10Li
reactions, and it is located a negative excitation energies.

The deuterons (middle row) have two well-defined components, corre-
sponding to the ground state and first excited state at 2.7 MeV[26]. The
width of the 9Li ground state peak can be used to estimate the resolution
of our setup. A Gaussian fit gives a resolution of FWHM= 551(4) keV.

The tritons (bottom row) have clear components from the ground state
(2+) and the first two excited states at 0.98 MeV (1+) and 2.26 MeV (3+).
There is a known broad resonance at 3.21 MeV(1+)[26], however, it is above
the neutron separation threshold. It is therefore embedded in the continuum.

Evidence for a 0+ state at 1.9 MeV has been observed in the mirror
nuclei 8B[85], and is therefore also expected in 8Li. The spectrum does,
however, not reveal any unknown states below the continuum. A proper
search for a 0+ state requires a more careful analysis, which I have not
pursued.

All the channels have two or more particles in the final state, and
coincidences were also detected. An example of 9Li(d,d)9Li is shown in
Figure 7.3 (A). The kinematic lines fit nicely. Notice also, how clean the
spectrum is with the coincidence requirement.

Heavy target The scattered 9Li does not penetrate the DSSD and thus
cannot be identified with the ∆E − E technique. Instead, they are gated
based on kinematics. Figure 7.3 (B) shows the kinematic curve for 9Li
scattering off of silver. The data follows the kinematics nicely and the 9Li
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Figure 7.3: (A) Coincident deuterons and 9Li with the kinematic curves
corresponding to the ground state of 9Li. (B) Kinematic curve of 9Li
scattering off of silver.

can be isolated. Notice the feature below the main curve. This is an artifact
of a faulty strip in one of the detectors.

7.2.4 Background subtraction

The 10Li spectrum has a peak just below 0 MeV followed by a large tail at
negative excitation energies. These events are unphysical in the sense, that
they cannot originate from a 9Li(d,p)10Li reaction, there is simply not enough
energy. The events must instead come from various background contributions
from reactions with protons and carbon in the target. The peak below 0 MeV
for instance, corresponds to 9Li(p,p)9Li. Background contributions from
both carbon and protons were measured with a C target and a CH2 target
respectively. The results are piped through the same analysis and provide
an estimate of the background. The different components are shown Figure
7.4 (A). The background in the CD2 data can be evaluated by fitting a
superposition of the two background components to the negative excitation
energies. This can subsequently be subtracted from the spectrum. The fit
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Figure 7.4: (A) Excitation spectra for protons from CD2 target and the
two background targets, CH2 and C. (B) The combined background on top
of the signal. (C) The resulting background subtracted spectrum.

provides two coefficients

BG = 0.25(4) · CH2 + 0.35(1) · C. (7.1)

The coefficients are the same for deuterons and tritons since the experi-
mental conditions were the same.

7.3 Intensity

The final important ingredient to normalize the data to absolute cross
sections is the total number of incoming beam particles which in turn relates
to the intensity. This was measured with a heavy target.

In the following discussion we will refer to measurements with such a
heavy target as an intensity measurement and we will refer to a measurement
with the deuterated target as a physics measurement.

During the experiment, several intensity measurements were made, sand-
wiched between two physics measurements. From the intensity measurement,
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Figure 7.5: Intensity measurements throughout the experiment. The increase
in intensity after measurement 180 is due to a reoptimization of the beam
by the operators.

we obtain the intensity, which is related to the number of scattered particles
in the adjacent physics measurements. If we know how the number of scat-
tered deuterons relates to the intensity, we can extrapolate to the remaining
physics measurements, which were not part of a sandwich.

Let us denote the beam intensity in the intensity measurement by I,
which is calculated with the methods in Section 10.3. The intensity across
all intensity measurements in the experiment can be seen in Figure 7.5.

Notice that the intensity fluctuates. If it is only the intensity that
changes, the number of scattered particles in any given reaction channel
should scale accordingly. For instance, the number of scattered deuterons
will scale with the number of incoming beam particles. This means that if
we can calculate the number of deuterons per incoming beam particle

Nd = Nd

N9Li
, (7.2)

we can in principle count deuterons in a given measurement and calculate
the corresponding time-integrated intensity
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The ratio Nd between incoming can be calculated with the sandwiched
measurements under the assumption that the intensity is constant across
the three measurements. The intensity measurement provides I, and the
adjacent physics measurements provide the rate of scattered deuterons, Rd.
The ratio is thus

Nd = Nd

N9Li
= Rd · tP

I · tI
, (7.3)

where tP is the length of the physics run and tI is the length of the intensity
run. The assumption that the intensity does not change during two adjacent
measurements, which is generally not correct. In particular, the super cycle
at CERN will determine how many proton bunches that reaches ISOLDE.
This changes on a timescale that is comparable to the length of the runs.
However, by looking at the distribution across all intensity measurements,
it is possible to treat this systematic error as a statistical error.

Figure 7.6 shows N as a function of measurement number. The upper
panel is the deuterons and the lower panel is for α. The median, as well as
the 1σ interquartile range, is shown. We use the median since it is more
robust to outliers. In practice, however, the median turned out to be very
close to the weighted average.

The distribution does not seem to have a clear systematic trend. We
can make a χ2 test, to check if the individual N estimates are consistent
with being from the same normal distribution. For deuterons we get a
pval = 0.048. This is on the edge of being consistent with coming from the
same mean, but due to the expected systematic errors, we accept it, with a
correspondingly larger uncertainty on the integrated intensity.

The medians for the two particle types are respectively

Nd = 8.50 · 10−6 ± 6.67%
Nα = 3.08 · 10−5 ± 7.90%

The time-integrated beam intensity across all the physics measurements
can now be calculated, by simply counting scattered particles and scale
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Figure 7.6: Particle per incident 9Li for d and α respectively. The blue
band corresponds to the median with 1σ interquartile range.

them with N

N9Li = 1
Nk

∑
i

Nk
i , (7.4)

where k can be either protons, deuterons, tritons or α. For deuterons and α
we get

Nd
9Li = 3.97 · 109 ± 6.7%

Nα
9Li = 4.07 · 109 ± 7.9%,

which is consistent within the statistical uncertainties. We can do the
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same for both tritons and protons, and they are all consistent within the
uncertainties, so we do a weighted average of all four

Navg
9Li = 4.04 · 109 ± 1.2%,

which will be used to normalize cross sections.

7.3.1 Angular distributions

Angular distributions for the individual channels can now be extracted by
gating the excitation spectra, projecting on the angular axis and acceptance
correct as described in Chapter 10. Since the calculations are often done in
the CM frame, a transformation is first applied and the projection is done
onto the θCMaxis. The result of this will be presented in Chapter 13 as it is
more meaningful to discuss alongside the results from IS561A and IS561C
as well as theoretical calculations.





Chapter 8
IS561A

The second experiment was carried out in 2016, and it was the first I
participated in. The goal was to study the 9Li(d,p)10Li at a higher beam
energy compared to IS367. It was the first experiment at ISOLDE with
the HIE-ISOLDE upgrade. The upgrade was only partially complete at the
time, but we were still able to get a significantly higher beam energy, namely
6.72 MeV/A. This was requested to be able to measure the protons from the
9Li(d,p)10Li reaction in the backward directions, where the energy would
only be 0.5 MeV-1.0 MeV due to the kinematic compression, as discussed
in Section 2.2. The setup was redesigned and in particular, included a
telescope to cover backward angles.

During the experiment, we encountered problems both with beam align-
ment and low yields from the ISOLDE part. This resulted in significantly
lower statistics than expected. The beam alignment problems also led us to
steer the beam around during the experiment, which in turn has required a
more careful analysis.

The experimental program for this experiment was very similar to the
older IS367. We used a deuterated polyethylene target (CD2) as the main
target. For background measurements, we used a pure carbon target and a
normal polyethylene target (CH2). For intensity measurements, we used a
gold target. A table of the targets is shown in Table 8.1.

The operators used 12C as a pilot beam to steer the beam into the
chamber. We made some measurements with this beam, which turned out
to be very useful. The pilot beam is more intense, and a measurement could
quickly acquire a significant amount of statistics. Reactions with this beam
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provided good constraints on the geometry and beam properties, which will
be discussed later.

Table 8.1: The different target used in IS561A.

Target Thickness Usage
CD2 8 µm The main target.
CH2 6 µm Background.
12C 2 mg/cm2 Background.
197Au 0.1 µm Yield estimates. Backed by 3.5 µm mylar

8.1 Setup

The experimental setup was updated compared to IS367. A picture is
shown in Figure 8.1. The setup has detector coverage in both forward and
backward directions. In the forward direction (1) there are five telescopes
placed symmetrically around the beam axis in a pentagon structure. Each
of these is 60 µm W1s backed by a 1.5 mm pad. Perpendicular on the beam
axis was a round DSSD with a thickness of 1 mm, an S3. The idea with
this design is inspired by the method discussed in Chapter 4. The thick
DSSD captures the recoils and the 5 pentagon detectors capture the light
ejectiles. The high degree of symmetry provides good constraints on the
beam spot and beam direction. The detectors were mounted in a 3D-printed
plastic structure, which ensured good geometrical constraints on the detector
positions.

A single telescope (3) with a 60 µm BB7 backed by a 1 mm pad is placed
in the backward direction. The purpose of this detector is measuring the
ejectiles in the backward LAB direction, which corresponds to the forward
CM angles due to the inverse kinematics. The kinematic compression
poses two main challenges. First, even though the backward region has
larger cross sections for the protons, the CM solid angle is suppressed as
discussed in Section 2.2. The energy of the protons from 9Li(d,p)10Li are
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Figure 8.1: The experimental setup used in IS561A. A pentagon structure
of W1 detectors with an S3 at the end covers the forward directions(1). A
motorized wheel held the targets (2). In the backward direction were a
single BB7 placed (3).

500 keV-1000 keV, and will thus not penetrate the DSSD in the backward
telescope. This makes particle identification challenging and requires low
trigger thresholds.

The targets are placed on a motorized wheel (2) which could be controlled
from outside of the vacuum chamber. This enabled easy target change
without having to open up the vacuum chamber.
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Figure 8.2: Sketch of the scattering of a particle relative to the beam axis
and detector. The reaction happens at the beam spot ~pbs. The kinematic
angle θ must be in respect with the direction of the beam, ~d. The relative
angle between the particle and the normal detector, φ does not depend on
the beam axis, but on the beam spot.

8.2 Calibration and beam properties

The calibration of the five DSSDs in the pentagon and the backward DSSD
is done with an α source as described in Section 5.3.2. An initial calibration
for the pads is done in the same way. It became clear, however, that these
were not precise enough at higher energies. One pad, in particular, had
undergone a change between the calibration and the measurements, and the
calibration could thus not be trusted. Besides the calibrations, it became
clear that the beam axis was angled significantly with respect to the setup.
There were too few coincidences to use the method described in Chapter 4.

Instead, the kinematic curves of well know reactions can be used to
determine the beam spot and the beam direction. The beam is described
by five parameters as illustrated in Figure 8.2
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~pbs = (x, y, z)
d̂ = (θ, φ),

where ~p is the position where the beam hits the target in a global coordinate
system and d̂ is the unit vector in the direction of motion of the beam. The
kinematics of any reaction is given by the angle relative to the incoming
momentum and therefore the beam axis,

cos θ = (~pd − ~pbs) · d̂
||~pd − ~pbs||

, (8.1)

where ~p is the vector to the detection position.
An initial guess of ~pbs = (0, 0, 0) and d̂ = ẑ is good enough to identify

the elastic scattered deuterons from the 12C(d,d)12C. We use the 12C beam
since the intensity was several orders of magnitude larger than 9Li. Figure
8.3 (A) shows the initial guess and a kinematic curve. The fit of the curve
is not particularly good, but the elastic component is easily identified. The
kinematic curve is now fitted to the ensemble by minimizing a χ2 with the
beam parameters as the free parameters

χ2 =
∑
i

(Ei − Td(θi))2

σ2 , (8.2)

where Ei is the total measured energy in the telescope (corrected for dead
layers), θi is the angle calculated with Eq. (8.1, Td(θi) is the kinematic
curve from Eq. (2.8) and σ is the resolution. Notice that this method does
not account for divergence, spatial distribution or energy distribution. It
turned out, however, that the detector resolution sets the limit unless the
beam is unphysically large. The uncertainties on the parameters are also
mainly due to the detector resolution.

A crucial part of this method is the symmetrical coverage from the
pentagon. With just one telescope, the orthogonal direction to that detector
is too unconstraint, but having five telescopes covering most of the polar
angle, φ, constraints the parameters sufficiently.
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Figure 8.3: Kinematic curves for the 12C(d,d)12C reaction are shown before
and after a fit of the beam parameters, in (A) and (B) respectively. (C)
The linear relationship between expected and measured energy in the pad.

The result is shown in Figure 8.3 (B), with one important extension.
The pad calibrations were also adjusted since they did not extrapolate nicely
to large energies. This imposes an extra challenge since Ei depends on the
pad energy.

Consider again the elastic scattering of deuterons from 12C. The scat-
tered deuterons penetrate the DSSD, and the energy deposited depends on
the distance traveled in the DSSD, which in turn depends on the geometry
of the detector and the angle of the deuteron, φ.

The initial energy of a deuteron can be determined from the energy
deposited in the DSSD with the help of energy loss tabulations. The effective
distance it travels in the detector, teff(φ), depends on φ as described in Eq.
(3.1) from Section 3.3. We can find the initial energy (before the particle
hits the telescope) Einit numerically, that corresponds to a certain measured
energy in the DSSD

∆E(φ) =
∫ teff(φ)

0

dE

dx
(x)
∣∣∣∣
Einit

dx, (8.3)
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where dE
dx (x) is the tabulated energy loss.

The expected energy in the pad is the remaining energy

Eexp = Einit(φ)−∆E(φ)−∆Edeadlayer, (8.4)

where ∆Edeadlayer is the sum of the various energy loses in dead layers.
The relationship between the ADC channel and E is linear which in

turn means that the relationship between the actual energy E and Eexp is
linear. A fit thus provides an improved calibration. Note that this works for
all the different particle types. Figure 8.3 (C) shows the linear relationship
and a corresponding fit.

There is one issue with these two procedures, that unfortunately make
them dependent on each other. The pad calibration requires φ which depends
on ~pbs. The determination of ~pbs requires the kinematic fit, which relies on
the pad calibrations. We are caught in a vicious cycle. By iterating the
two methods, however, it was possible to converge, even though it required
some hand-tuning.

The result is

~pbs =


x = 6.0(4) mm
y = −3.1(4) mm
z = 4.3(2) mm

d̂ =
{
θ = 3.2(6)◦
φ = −135(1)◦

8.2.1 Intensity

We only performed a single measurement on a heavy gold target to estimate
the intensity due to the issues with the beam. The scattered 9Li particles
are very forward-focused, so they only hit the downstream DSSD. The
spectrum is shown in Figure 8.4 (A). Notice that the beam energy has been
reduced to account for energy loss in the target of the kinematic curve. The
intensity is estimated with the same analysis as in Section 10.3, but only
for a single measurement. The intensity during the measurement was

I = 4.6 kHz± 6.4 %,
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Figure 8.4: (A) Kinematic spectrum for elastic scattered 9Li off of a gold
target. The kinematic curve has been corrected for energy loss in the target.
(B) ∆E −E spectrum from the pentagon detectors. The spectrum shows
protons, deuterons and tritons as well as alpha.

with a ratio

Nd = 1.53 · 10−6 ± 11.2 %,

and a total number of 9Li

Nd
9Li = 2.87 · 108 ± 8.7 %.

8.3 Data analysis

We can evaluate the data with calibrations, beam spot and beam direction
determined. The ∆E − E spectrum is shown in Figure 8.4 (B), for the
pentagon detectors. As in IS367 there are protons, deuterons, tritons, and
α. The corresponding kinematic curves and excitation spectra are shown in
Figure 8.5.
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Figure 8.5: Kinematic curves (left column) and excitations spectra (right
column) for identified protons, deuterons, and tritons from IS561A. The
excitation spectra are calculated assuming 9Li(d,p)10Li, 9Li(d,d)9Li and
9Li(d,t)8Li respectively and the background components are superimposed
on the excitation spectra. The upper, middle and bottom row show the
results for protons, deuterons, and tritons, respectively.
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8.3.1 Forward telescopes

The background contributions are shown in all three plots in Figure 8.5.
The background of deuterons and the tritons due to the protons in CH2 is
negligible, and the C background is sufficient. For the protons, however,
there is a significant contribution. Moreover, due to the larger beam energy,
the background from elastic protons is now in the middle of the excitations
spectrum for 10Li.

The proton spectrum has a rather large feature without a lot of structure.
The elastic proton peak is, however, visible around 3 MeV as a peak on top
of a broader structure beneath.

The deuteron spectrum shows the ground state around 0 MeV and a
broader structure at higher energies. The first excited state at 2.7 MeV is
easily embedded in this region. The neutron separation energy for 9Li is
4.06 MeV[26], so we start to get into the continuum, and thus expect little
structure, even if there are 9Li resonances up to 6.43 MeV. The resolution
is clearly worse than in IS367, but this is expected from the higher beam
energy.

The triton spectrum has less structure than at 2.68 MeV/A. It is currious
that the ground state is so weak, but this is left for further analysis.

8.3.2 Backward telescope

The backward telescopes should capture the protons from the 9Li(d,p)10Li
reaction. Figure 8.6 (A) shows the ∆E − E plot for the telescope to the
left. There are some high energy particles that penetrate the DSSD, likely
originating from fusion reactions. The interesting protons, however, have too
little energy to penetrate and stop in the DSSD. The penetrating particles
can be suppressed by vetoing on the pad. The resulting kinematic plot is
shown in Figure 8.6 (B). The kinematic curve for 9Li(d,p)10Li is drawn on
top, to show where the protons are expected.

There is not much structure in the kinematic plot. The features down in
the right corner are, unfortunately, a noise peak. This effectively renders half
of the detector incapable of detecting the protons from 10Li. The other half
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Figure 8.6: Results from the backward telescope. (A) The ∆E−E spectrum.
(B) The kinematic spectrum for events that stop in the DSSD.

has very few events and in particular not enough to extract any structure
in terms of angular distributions. This could be a DAQ related problem.
Since there is noise in half a detector, which corresponds to one shaper, the
trigger-thresholds may have been too high in an attempt to suppress the
noise. This may, however, have been such that interesting physics events
are ignored.





Chapter 9
IS561C

The last experiment was carried out in the fall of 2018. The main goal of this
experiment was the two neutron transfer with a tritium target to study 11Li.
The tritium was embedded in a titanium foil and we, therefore, used a pure
titanium target to estimate the background. For this experiment the energy
upgrade of HIE-ISOLDE was complete, so it could deliver 8.0 MeV/A. This
energy would give an extra boost to the low energy ejectiles in the backward
directions as compared to IS561A.

As a secondary target, we used a deuterated plastic (CD2) target in the
chamber. A normal plastic target (CH2) was also present for background
measurements. This, unfortunately, turned out to be necessary. The main
target was damaged from an earlier experiment, and the repair made it
more or less unusable for our purpose. I will discuss this in more detail
in Section 9.3. For the stable pilot beam, a heavy lead target was in the
chamber but ended up not being used. It was, however, not in the chamber
during the radioactive beam. A table of all the targets can be seen in Table
9.1.

The beam properties are determined from elastic deuterons from reac-
tions with the stable pilot beam, as described for IS561A. The beam spot
(~pbs) and beam direction (~d) are estimated to be

~pbs =


x = −0.1(3) mm
y = 0.4(3) mm
z = −3.7(2) mm

d̂ =
{
θ = 0.4(5)◦
φ = −23(1)◦

107
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Table 9.1: The different targets used in IS561C.

Target Thickness Usage
3H(48Ti) 450 µg/cm2 Primary target
48Ti 900 µg/cm2 Background for primary target
CD2 15 µm Secondary target.
CH2 15 µm Background for secondary target.
208Pb 1 mg/cm2 Heavy target. Only used with the stable 12C beam.

9.1 Setup

The setup for this experiment was very similar to the one used in IS561A.
The only major difference was an addition of another backward telescope,
placed symmetrically to the previous one and thereby effectively doubling
the coverage in the backward directions. We will refer to the two backward
telescopes as BB7L for the left and BB7R for the right one. An illustration
of the setup is shown on the left in Figure 9.1.

A small silicon telescope was installed at the beam dump. The mo-
tivation was to identify different beam contaminants such as 12C or 18O.
The large instantaneous intensities meant that it could not be used for
intensity measurements due to severe pileup effects during the experiment.
Moreover, the detectors in the telescope deteriorated significantly during
the experiment. It was thus useful as a qualitative diagnostics tool during
the experiment, but not for quantitative analysis.

A Faraday Cup could alternatively be moved into the beam dump, which
also served as a diagnostics tool during the experiment. It was, however,
not sensitive enough to give a reliable estimate of the beam intensities.

9.2 Deuteron target

The secondary target was deuterated plastic (CD2). Due to the limited
space on the target holder, we only mounted a CH2 target for background
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Figure 9.1: Left: Rendering of the setup used in IS561C. It is very similar
to the one used in IS561B, but with an additional telescope in the backwards
direction. Right: ∆E − E plot from the pentagon detectors.

measurements and no pure carbon target. The ∆E−E plot for the forward
detectors is shown on the right in Figure 9.1, and shows protons, deuterons,
tritons, and α. The resulting excitation spectra are shown in Figure 9.2.

The proton spectrum (Figure 9.2 (A)) shows largely the same features
as at 6.72 MeV/A, where the background again is dominated by the elastic
peak. Since there was no measurement with pure carbon we cannot explicitly
subtract the carbon component. It was instead estimated by looking at the
continuous contributions from the CH2 in regions far from the proton peaks.

The deuteron spectrum (Figure 9.2 (B)) have a large ground state peak
and the first excited state at 2.7 MeV. The neutron separation threshold at
4.06 MeV is clearly visible. Above this threshold, there are several known
resonances at 4.2 MeV, 5.4 MeV and 6.4 MeV[26]. The 6.4 MeV resonance
has a reported width of 40(20) keV. The S2n = 6.09 MeV causes a continuum
spectrum in this region, however, the peak close to 6.4 MeV is too narrow to
be only a continuum, and we thus interpret it as evidence for the resonance.
There could be an indication for the resonance at 4.2 MeV, however, it
coincides with the neutron threshold Sn = 4.06 MeV. The resonance at
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Figure 9.2: Kinematic curves (left column) and excitations spectra (right col-
umn) for identified protons, deuterons and tritons from IS561C. The excita-
tion spectra is calculated assuming 9Li(d,p)10Li, 9Li(d,d)9Li and 9Li(d,t)8Li
respectively and the background component from CH2 is superimposed on
the excitation spectra. The upper, middle and bottom row show the results
for protons, deuterons, and tritons, respectively.
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5.4 MeV is not seen. The excitation spectrum of 9Li requires a more careful
analysis, which is left for the future analysis.

In the triton spectrum, there is a prominent ground-state and second
excited state at 2.26 MeV. The first excited state at 0.98 MeV is not resolved
with the resolution of this setup.

The backward detectors did, unfortunately, not provide proper measure-
ments in the interesting region of (d,p) reactions, due to trigger thresholds
issues, which I will return in Section 9.3.3.

9.3 Tritium target

During the, run we noticed a significant contribution from an unknown
component in the tritium target. Due to a remount of the target in a
previous experiment, we suspected that it was due to glue that was used
to attach the target. To sort this out and potentially get a background
subtraction we steered the beam too, what we believed was the outer regions
of the target. The target was thus divided into three regions. One that was
mainly the steel used for the mount (Steel), one that was the central (good)
region of the target (H3) and lastly a part dominated by glue (Glue). A
picture of the target is shown in Figure 9.3.

9.3.1 Pentagon detectors

If the target only contained the expected 3H and 48Ti components, all
the protons would come from a variety of reactions with 9Li. If there is
a contaminant with a lot of protons (such as glue), a major component
of elastically scattered protons will show up in a kinematic plot. Let us
limit the analysis to the forward pentagon detectors for now. Kinematic
curves for the three regions are shown in Figure 9.4 together with the
expected kinematic curve for elastically scattered protons. We observe a big
contaminant in both the H3 region and the Glue region. Notice the energy
offset to the kinematic curves. This indicates that the glue component is
rather thick, but we will return to this in Section 9.3.3.
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Figure 9.3: The target ladder slot with the 3H foil. The three regions were
investigated is indicated by colored boxes.
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Figure 9.4: Kinematic curves for 9Li beam on the main target. The red
curves corresponds to elastically scattered protons.
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Figure 9.5: Excitations spectra for 11Li from measured protons in the three
target regions, Steel, H3 and Glue.

The excitation spectra for the two neutron transfer to 11Li based on
the protons are shown in Figure 9.5. Unfortunately, the different spectra
are too similar between −1 MeV-6 MeV and we can not do a background
subtraction.

9.3.2 S3

The S3 detector gives a clearer picture of the situation. It is not possible
to identify protons in this detector, but the elastically scattered 9Li stops
as opposed to the light hydrogen isotopes. To simplify the analysis we
restrict us to a single ring (a single strip, symmetric in θ). The uncalibrated
energy spectra from the three regions as well as an energy spectrum from
a measurement on the pure 48Ti are shown in Figure 9.6. Notice that the
pure 48Ti target was not modified in preparations to this experiment, and
therefore free of glue.

The spectrum for 3H has a clear peak at channel 2800, corresponding to
scattered 9Li. At lower energies (channels), a feature appears, that resembles
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Figure 9.6: Spectra from a single ring (strip) in the S3 detector for different
target configurations. Steel, H3, and glue all correspond, to the main
target with contamination. The Ti-spectrum was measured with the clean
background titanium target.

the feature around channel 2000 in the Glue spectrum. This is consistent
with a smeared out elastic peak due to a large energy loss, which could very
well result from a thick layer of glue. For channels below 1000, the spectrum
has a feature that resembles the same region in the Steel spectrum. This
feature falls off to quickly to also be present in the Glue spectrum.

Neither of these two features is present in the pure 48Ti spectrum. The
three regions of the target (3H, Glue and Steel) thus all seem to be largely
dominated by reactions with the glue and steel.

Notice, how clean the pure Ti spectrum is. There is not much background
from reactions with titanium.
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9.3.3 Backward detectors

The elastic protons will not scatter beyond 90◦, and they will therefore not
contaminate the backward detectors. Reactions from 9Li with steel, the
unknown components of glue and 48Ti may, however, give a sizeable but
unknown contribution in the backward direction.

Without particle identification for such low-energetic protons, we must
rely on energy cuts. The kinematics of the two neutron transfer reaction
corresponds to proton-energies of 800 keV-1000 keV in the angular range of
that detector for the ground state of 11Li. Since the protons do not penetrate
the DSSD, a veto on the pad is included. The excitation spectrum for each
detector in the range 450 keV-1500 keV is shown in Figure 9.7. The situation
here is more or less the same, and we cannot distinguish the background
components from the signal.

Trigger thresholds

Another issue with the backward detectors limited the effective coverage
region. The trigger thresholds were, due to noise issues during the setup
phase, simply set too high for the backward detectors. The trigger effiency,
that is the fraction of hits that produces a trigger at a certain energy, can
be calculated from the TDC and ADC values. The TDC fires only when a
given channel had a signal to trigger on. The ADC can, however, digitize
non-zero values if the DAQ was triggered by another source. In a physics
measurement, this could be a coincident particle or random noise.

The trigger efficiency can be measured more precisely with a pulser. The
DAQ is configured to issue a global trigger on all pulses. At a given energy,
i.e. pulse height, the shaper will generate a logic trigger signal and send it
to the TDC if the signal passes the threshold for that channel. Different
energies are thus simulated by varying the pulse height. If a particular
channel produces a trigger as well as an energy signal it has 100 % efficiency.
This is now repeated many times and the trigger efficiency for a given
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Figure 9.7: Excitation spectra for BB7L, (A), and BB7R, (B), from events
that stopped in the DSSD assuming the reaction 9Li(t,p)11Li.

channel is

Rch = N(TDC > 0 and ADC > 0)
N(ADC > 0) . (9.1)

The result of such a pulser measurement is shown in Figure 9.8 together
with the efficiency measured from physics. Unfortunately, the efficiency
vanishes below 1 MeV, which is the interesting region for protons. These
detectors are thus not able to detect the protons of interest. When the
efficiency is so close to zero, attempts to put an upper limit had huge
uncertainties, and was therefore effectively useless.
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Figure 9.8: Trigger efficiency for BB7L, (A), and BB7R, (B). Both a pulser
measurement as well as a physics measurement was performed.

Thickness of contaminant

The thickness of the glue component can be estimated based on energy loss
considerations of the identified particles in the pentagon. Ignoring any glue
component, we obtain the kinematic curves shown in Figure 9.9 (A) and (B)
for 9Li and 12C respectively. The curves correspond to the elastic scattering
of protons in each case. The energy is clearly too low, i.e. there is missing
some energy in the analysis.

Since the exact composition of glue is unknown, we model it as plastic.
The target thus consists of a thin titanium foil and a 90µm thick layer of
plastic and the reaction is assumed to happen in the middle of the thick
plastic layer, and the corresponding energy loss corrections are applied.
The kinematic curves for the protons are shown in Figure 9.9 (C) and (D).
The thickness was varied to make (C) and (D) consistent (considering that
plastic is not the real material).
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Figure 9.9: Kinematic curves for elastic protons. In (A) and (B) only a thin
titanium target is assumed. In (C) and (D) a thick plastic layer was added
and the energy corrections were done accordingly.

9.3.4 Intensity

There was no heavy target, in this experiment, due to target ladder limita-
tions. This means no precise measurement of the intensity. The titanium
target is too light for the 9Li beam to scatter according to the Rutherford
distribution in our coverage region. The grazing angle, which is the transi-
tion angle from Coulomb interaction to nuclear interactions, for 9Li, is only
9.1◦ in LAB which is outside our coverage.

We can attempt a crude estimate of the intensity by extrapolating the
scattering of 9Li on titanium into the Rutherford region. Beyond the grazing
angle, the scattering shows Fresnel and Fraunhofer diffraction patterns. We
can not resolve these patterns, but they do follow an exponential trend
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Figure 9.10: (A) Elastic scattering of 13C on 40Co [86]. Notice the ex-
ponential trend after the grazing angle around 25◦. (B) The calculated
intensity based on 9Li scattered off of 48Ti. The data is fitted to Eq. (9.2)
and extrapolated to the grazing angle at 9.1◦. The orange points are the
intensity value of the fit at the grazing angle, and the error estimate is
described in the main text.

[47]. For angles up to the grazing angle, scattering follows the Rutherford
distribution. Above the grazing angle the ratio between a Rutherford
distribution and the measured distribution scales as

dσ/dΩ
dσR/dΩ ∝ e

−λ(θ−θgz),

for angles θ ≥ θgz. See Figure 9.10 (A) for an example of this behaviour
taken from elastic scattering of 13C on 40Co [86].

The intensity can now be calculated by the method in 10.3, with one
important difference. Since the angles are above the grazing angle, the
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exponential factor will be be carried on and the intensity estimate is instead

I ′ = I · e−λ(θ−θgz), (9.2)

where I is the actual intensity.
We can now measure in a number of different angles and fit to Eq. (9.2)

to determine λ and in particular the real intensity I, which corresponds to
the value at θ = θgz.

There were a variety of problems with the S3 detector and in particular
the calibrations. This meant that the matching algorithm discarded most of
the elastic events. This analysis was therefore performed with the rings which
are mostly symmetric in θ. This omits the matching step and lets us identify
the scattered particles by energy. Assuming that each ring corresponds to a
single angle, we can plot the deduced intensity as a function of the central
angle in each ring. See Figure 9.10 (B) for the data and the subsequent fit
to Eq. (9.2). The fitted value is

Ifit = 41(3) kHz, (9.3)

where the error is derived from the fit. The orange dot indicates the value
of the fit at the grazing angle, with the error estimate from the end of this
section. There are several systematic errors, which must also be accounted
for. First of all, the rings are not fully symmetrical, and using a single
angle for a given ring does not reflect this. Secondly, we are averaging
over the ring, which becomes more problematics as we approach 0◦. Most
importantly, however, is the gross simplification in the model. Many details
about the diffraction pattern are left out. Lastly, the fit is not including
many angles. Due to these systematics we take a slightly conservative
approach and report an uncertainty of 25 %.

I = 41(10) kHz, (9.4)

We did have a Faraday cup in, but it was not very accurate due to the
low current, but the readings were consistent with this order of magnitude.



Chapter 10
Acceptance

Before the experimental results can be compared to theoretical predictions,
they need to be transformed into absolute cross sections. In this chapter, I
will discuss a transformation method based on Monte Carlo simulations to
produce differential cross sections. To perform the simulations, I used the
simulation package simX[55].

Most nuclear physics experiments count reactions. The counting num-
bers do, however, not only reflect the reaction probability, but also the
target properties, the geometric coverage of our detectors, kinematics and
more. This makes it difficult to compare results to other experiments with
different setups and in particular to theoretical calculations that do not
deal with geometrical particularities. Instead, the counting numbers are
transformed to cross sections. This transformation depends, therefore, on
all the geometrical properties of the setup and the beam, and it is called
acceptance.

In principle, cross section can depend on many variables, but some are
more interesting than others. We will thus limit this discussion to differential
angular cross sections and differential energy cross section, or more generally
the double differential cross section.

10.1 Differential cross section
For a given reaction the number of reactions is given by

NR = NIntσ, (10.1)

121
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where NR is the number of reactions, NI is the number of incident beam
particles, nt is the number of target particles per cm2 and σ is the integrated
cross section for the reaction in units of cm2. This can also be expressed as
a differential cross section

d2Nr(θ, φ,E)
dΩdE = NInt

d2σ(θ, φ,E)
dΩdE . (10.2)

The total number of detected particles can be calculated by integrating
over the solid angle covered by the detectors, ΩS , and the length of the
kinematically allowed energy interval, Er.

To get the cross section from counting numbers, Eq. (10.2) can be
re-arranged

d2σ(θ, φ,E)
dΩdE = 1

NInt

d2Nr(θ, φ,E)
dΩdE . (10.3)

It is not possible to measure infinitesimal counting numbers, angles or
energies in an actual experiment. The data is instead binned using a suitable
bin size, usually depending on the amount of statistics. Too small bins
result in large uncertainties. Too big bins average out possibly interesting
features. Either way, the cross section at each point in a given bin can be
approximated with the average of the bin

d2σ(θ, φ,E)
dΩdE ≈ 1

NInt

Nr(θi, φi, Ei)
∆Ω∆E , (10.4)

where Nr is the number of reactions in a given bin, ∆Ω is the solid angle
corresponding to the bin and ∆E is the length of the energy interval covered
by the bin. The subscript i on the RHS indicates that it is a bin, uniquely
identified by one set of coordinates, for instance, the center of the bin. The
corresponding coordinates on the LHS can now be any set of coordinates
within the bin.

In reality, some bins will be outside of detector range and some will be
suppressed due to kinematics. This can be thought of as if the effective size
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of the bin is reduced. The ratio of detected particles to the effective size of
the bin is, however, unchanged (within the resolution of the bin)

Nr(θi, φi, Ei)
∆Ω∆E = Nd

r (θi, φi, Ei)
∆Ω′∆E′ , (10.5)

where Nd
r (θi, φi, Ei) is the number of detected particles in the bin and

∆Ω′∆E′ is the effective size of the bin. Substituting Eq. (10.5) back into
Eq. (10.4) gives the estimated differential cross section,

d2σ(θ, φ,E)
dΩdE ≈ 1

NInt

Nd
r (θi, φi, Ei)
∆Ω′∆E′ . (10.6)

10.2 Monte Carlo

To get a reliable estimate of the cross section, each of the values on the right
side of Eq. (10.6) must be evaluated. NI and nt does not depend on the
geometric setup of the detectors or the reference frame. Nd

r is simply what
is measured in the experiment. ∆Ω′ and ∆E′ are, however, more difficult.
As mentioned earlier, they depend on the geometry of the setup as well as
the kinematics. Furthermore, the effects of a broad divergent beam, finite
angular resolution in the detectors and the like, also affect the effective bin
size. It is not easy to incorporate all these effects in an analytical way, but
it can be solved with a Monte Carlo simulation.

Consider a simulation of a uniform distribution. A fraction of the
simulated particles end up in each bin, proportional to the size of the bin

Ns(θi, φi, Ei)
NS

= ∆Ω∆E
4πEr

, (10.7)

where Ns(θ, E) is the number of simulated particle in a specific bin, NS is
the total number of simulated particles and Er is the length of the energy
interval we sample uniformly from.

The simulation can now be extended to include beam properties and the
geometrical outline of the detector. By keeping track of how many particles
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that are detected, we get a measure of the effective bin size

Nd
s (θi, φi, Ei)

NS
= ∆Ω′∆E′

4πEr
, (10.8)

where Nd
s (θi, φi, Ei) is the detected amount of a the simulated reactions and

∆Ω′∆E′ is the effective bin size. It is, however, the same ∆Ω′∆E′ as in Eq.
10.6. The effective bin size ∆Ω′∆E′ can now be isolated and substituted
into Eq. (10.6)

d2σ(θ, φ,E)
dΩdE ≈ 1

nt

NS
NI

Nd
r (θi, φi, Ei)

Nd
s (θi, φi, Ei)

1
4πEr

. (10.9)

We may define the acceptance as the transformation from double differ-
ential cross sections to counting number in a given bin, given by

A(θi, φi, Ei) = NintN
d
s (θi, φi, Ei)4πEr

NS
, (10.10)

under the assumption that we can assign an average differential cross section
to the whole bin.

The single differential cross sections can now be obtained by integration.
The angular cross section reads

dσ(θ, φ)
dΩ ≈

∫
E

1
nt

NS
NI

Nd
r (θi, φi, Ei)

Nd
s (θi, φi, Ei)

1
4πEr

dE′

= 1
nt

NS
NI

∑
i

(
Nd
r (θi, φi, Ei)

Nd
s (θi, φi, Ei)

)
∆E

4πEr
, (10.11)

where the sum is over all energy bins and each bin are assumed to have the
same width ∆E.

Similarily for the differential energy cross section

dσ(E)
dE

≈ 1
nt

NS
NI

∑
i

(
Nd
r (θi, φi, Ei)

Nd
s (θi, φi, Ei)

∆Ω
)

1
4πEr

, (10.12)

where ∆Ω is the solid angle of the bin.
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Notice an important difference here. For the angular distribution, we
could sum up all energies at a given angle, because each bin has the same
weight (∆E) and pull it outside the sum. For the energy distribution,
however, we need to apply the weight (∆Ω), which consequently also scales
the uncertainties.

10.2.1 Bound states

A similar analysis yields the single differential angular cross section of bound
states. The simulation is thus only with a single energy, corresponding to
the resonance energy, and the energy dependence ∆E/Er in Eq. (10.8)
vanishes

dσ(θ, φ)
dΩ ≈ 1

nt

NS
NI

Nd
r (θi, φi)

Nd
s (θi, φi)

1
4π . (10.13)

10.3 Rutherford estimation

The same ideas can be used to estimate the intensity in an experiment based
on Rutherford scattering.

Consider an experiment with a beam impinging on a heavy target with
subsequent measurement of the scattered beam particles. Not all particles
will interact with a target particle, and the distribution follows the well
known Rutherford cross section in the center-of-mass frame [47]

dσR
dΩ (θ, φ) =

(
e2

4πε0
zZ

E

1
sin2(θ/2)

)2

=
(
α~czZ

4E
1

sin2(θ/2)

)2

=
(1.44MeV · fm

4E
zZ

sin2(θ/2)

)2
, (10.14)
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where z is the charge of the beam particles, Z is the charge of the target
and E is the available energy in the CM system

E = ELAB
mtarget

mtarget +mbeam
. (10.15)

The measured number of beam particles is

NR = NInt

∫
Ωsetup

dσR
dΩ (θ, φ)dΩ′ (10.16)

where NI is the total number of the incoming beam, nt is the target density.
Notice the integration of the Rutherford cross section over Ωsetup which

is the solid angle covered by the setup. A re-arrangement of Eq. (10.16)
gives the number of incoming beam particles

NI = NR

nt
∫

Ωsetup
dσR
dΩ (θ, φ)dΩ′

. (10.17)

We can now use two different strategies to determine Ωsetup. The first
method is a Monte Carlo method like the one we used in the previous section.
This method makes it easy to incorporate imperfect beams, etc. The second
is a simpler geometrical method, which is good to consistency check, but
lacks the sophistication that a simulation can provide.

10.3.1 Monte Carlo

In the Monte Carlo method, NS reactions are simulated and distributed
according to the Rutherford formula. The number of detected particles are
also counted, Nd

s . Notice that the simulation does not need to cover the
full angular range. In particular, the Rutherford distribution diverges when
θ → 0, and there should be a cutoff θmin.

The ratio of detected scattered beam particles (analogous to Eq. (10.8))
to simulated particles is

Nd
s

NS
=
∫

Ωsetup
dσR
dΩ (θ, φ)dΩ′∫

θ>θmin
dσR
dΩ (θ, φ)dΩ′

=
∫

Ωsetup
dσR
dΩ (θ, φ)dΩ′

2π
∫ θmin

180
dσR
dΩ (θ, φ)sinθdθ′

, (10.18)
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which can be rearranged to∫
Ωsetup

dσR
dΩ (θ, φ)dΩ′ = Nd

s

NS
2π
∫ θmin

180

dσR
dΩ (θ, φ)sinθdθ′ (10.19)

and plugged back into Eq. (10.17) to get

NI = NrNS
2πntNd

s

1∫ θmin
180

dσR
dΩ (θ, φ)sinθdθ′

(10.20)

10.3.2 Geometric

The solid angle of the individual pixels can also be calculated with a simple
geometric approximation where each pixel is projected onto the tangent
plane of the unit sphere. The solid angle is thus the area on this plane. If
the pixels are small enough, this is a sufficiently good approximation.

The Rutherford cross section in LAB is given as

dσLAB
R

dΩ (θ, φ) =
(
zZα~c

2E

)2
·

(
cos θ +

√
1−

(
m1
m2

sin θ
)2
)2

sin4 θ

√
1−

(
m1
m2

sin θ
)2

,

and multiplying with the solid angle of the pixel yields∫
Ωsetup

dσR
dΩ (θ, φ)dΩ′ ≈

∑
pixels

dσLAB
R

dΩ (θpixel)Ωpixel. (10.21)

Plugging back into Eq. (10.17) gives

NI = Nr

nt
∑

pixels
dσLAB
R
dΩ (θpixel)Ωpixel

(10.22)





Chapter 11
Scattering theory

To extract physics from the experimental results, we need to compare with
theoretical models. These models should be able to describe the reaction
mechanism as well as the internal structure of the reaction constituents and
it is thus important that a description can include both in a consistent way.

In this chapter I will present the main results of the scattering theory
used to compare the data in Chapter 13. The sections are based on notes
by A. Moro[87], but it is described in multiple textbooks and notes such as
[47, 88–90].

I have used the fresco software [91] to carry out calculations. I have
used the publicly available version as well as a slightly modified version by
A. M. Moro [92].

11.1 General scattering

The problem of scattering is generally well understood. Consider the
situation with a beam particle a impinging on a target A resulting in two
outgoing fragments b and B

a+A→ b+B

The scattering is described by the total wavefunction of the system
which is governed by the interaction between the projectile and the target
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via the time-independent Schrödinger equation

[T̂~R +Ha(ξa) +HA(ξA) + V (~R, ξa, ξA)− E]Ψ(~R, ξa, ξA) = 0 (11.1)

where T̂~R is the kinetic operator, Ha(ξa) and HA(ξA) are the internal
Hamiltonians of the projectile and target with corresponding solutions
Φa(ξa) and ΦA(ξA). The interaction is V (~R, ξa, ξA) and Ψ(~R, ξa, ξA) is the
total wavefunction. The internal coordinates of the projectile and the target
are denoted ξa and ξA. The total energy of the system is the sum of kinetic
and internal energies.

To keep track of rearrangement processes and to simplify the notation,
a particular set of nuclei are denoted a mass partition. This could, for
instance, be the incoming mass partition, a+A. Inelastic scattering, the
initial and final mass partition are identical, whereas a transfer reaction will
have a different final mass partition. The projectile-target mass partition
will be denoted α. The internal coordinates of the the mass partition is
combined into ξα and the wavefunction of the incoming mass partition is
Φα(ξα) = Φa(ξa)ΦA(ξA)

The solution to Eq. (11.1), Ψ(~R, ξa, ξA), contains the full description
of the scattering process. During the reaction, the wavefunction is highly
distorted due to the interaction, but asymptotically the solution will be an
eigenstate of the projectile and target, as the interaction becomes negligible.

The incident projectile can be represented as a plane wave approaching
the target. During the collision the wave will be distorted which generates
spherically outgoing waves. If there is no rearrangement of nucleons the
asymtotic solution include three main contributions.

A plane wave corresponding to incoming particles that did not react,
elastic scattering and inelastic scattering, where the excited state of the
mass partition α is denoted α′.

Ψ(+) → Φα(ξα)ei ~K·~R + Φα(ξα)fαα(θ)e
iKR

R
+
∑
α′ 6=α

Φα′(ξα)fα′α(θ)e
iKR

R
,

(11.2)
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where (+) refers to outgoing boundary conditions. ffi(θ) is the socalled
scattering amplitude from initial state i to final state f . If the final state is
a different mass partition, β the plane wave vanishes and asymtotically

Ψ(+) →
∑
β 6=α

Φβ(ξβ)fβα(θ)e
iKR

R
. (11.3)

The differential angular cross section can be calculated from the scatter-
ing amplitude [93]

dσ

dΩα→β
= vβ
vα
|fβα(θ)|2 , (11.4)

where vα and vβ are the asymtotic velocities. This can also be expressed in
terms of the transition matrix

Tβα = −2π~2

µβ
fβα(θ). (11.5)

It can be shown that by introducing an auxiliary potential Uβ, which
in principle can be arbitrary, there exists an integral form of the transition
matrix [93]

Tβα = T (0)
βα δβα +

〈
χ

(−)∗
β ( ~K, ~R)φβ(ξβ)

∣∣∣V − Uβ ∣∣∣Ψ(+)
α

〉
, (11.6)

where the first term is the elastic scattering due to Uβ and vanishes if β 6= α.
Notice that this is in a post-form, meaning the interaction V should be
appropriate for the β partition. Furthermore is χ(−)

β the time-reversed of
χ

(+)
β which is the solution to

[~Tβ + Uβ + εβ − E]χ(+)
β ( ~K, ~R) = 0. (11.7)

Notice that this can also be written in a prior form and by omitting the
elastic part it reads

Tβα =
〈

Ψ(−)
β

∣∣∣V − Uα ∣∣∣χ(+)
α ( ~K, ~R)φα(ξα)

〉
, (11.8)
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It is the aim to find the scattering amplitude in order to subsequently
calculate the cross section. Until now, the results are still exact. The
challenge is that they require the full wavefunction for either the initial
or final mass partition. This can in general not be solved and suitable
approximations are required.

11.2 Optical potential

The simplest approximation is to only consider the elastic scattering. This
is called the Optical Model (OM). In this approximation, only the elastic
channel is calculated, and all other channels are treated as loss of flux from
the elastic channel. The effective Hamiltonian for this system is

Heff = Hα + Uα(R), (11.9)

where Uα(R) is a complex effective potential. The real part of the interaction
accounts for the elastic scattering whereas the complex part accounts for
the couplings to all other states by removing flux.

The optical potential, Uα(R), is usually determined phenomenologically
by fitting some parametrization to experimental data. The shape of the
parametrization is generally the same but the parameters depend on the
reaction and the energy. There exist many different parametrizations of the
optical potential parameters across the literature which are fitted to data
within different energy and isotope ranges. See RIPL [94] for a comprehensive
collection.

The analytical form of the optical potential is usually a sum of a Coulomb
and a central nuclear interaction. If one of the particles is a neutron, the
Coulomb part naturally vanishes. The Coulomb part corresponds to a
uniform distribution of charges with radius Rc

UC(R) =


ZpZte2

2Rc

(
3− R2

R2
c

)
ifR ≤ Rc

ZpZte2

R ifR > Rc
(11.10)
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The nuclear part is very similar to the shell model, and the Woods-Saxon
form is thus used

f(r,R, a) = 1
1 + e

r−R
a

(11.11)

The idea is the same, namely that the interaction can be described as a
mean-field of nucleons, and the Woods-Saxon give a realistic shape defined
through three parameters, the depth, Vr, the radius, rr, and the diffuseness,
ar

UN (r) = −Vrf(r, rr, ar) (11.12)

The nucleon states at the surface of the nuclei are typically easier to
interact with. In a shell model picture, these correspond to lastly occupied
nucleon states. They can, in the shell model picture, easily be excited into
higher energy states. They can even be knocked out or the projectile may
transfer one or more nucleons to empty states. An imaginary surface term
is therefore normally included and is a derivative of a Woods-Saxon

US(r) = 4i d
dr
Wif(r, ri, ai). (11.13)

The last part, which was also the key ingredient in the shell model to
reproduce the magic numbers, is the spin-orbit coupling. Similarily to the
shell model it has the form

Uls(r) = Vsl

( ~
mπc

)2 1
r

d

dr
f(r, rls, als)(2~l · ~s), (11.14)

where the imaginary part is usually zero and thus omitted.

11.3 Coupled-channels method

A more difficult task is to include inelastic reactions. In this case, the
coupling to one or more excited states needs to be taken into account. This
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problem can be formally treated with the coupled-channels method (CC).
The Hamintonian is again given as

H = Tα(~R) +Hα(ξα) + Vα(ξα, ~R), (11.15)
where ~R is the relative coordinate between a and A. For simplicity, it is
only the projectile that can be excited.

The total wavefunction can now be expanded in the complete set of
eigenstates for the projectile φn(ξa)

Ψ(R, ξa) = φ0(ξa)χ0(~R) +
∑
n>0

φn(ξa)χn(~R), (11.16)

where the coefficients χn(~R) describes the relative probability at a given ~R
for the projectile to be in state n.

The Hamiltonian in Eq. (11.15) and the expansion in Eq. (11.16) can
now be inserted into the Schrödinger equation

[E −H]Ψ(~R, ξa) = 0. (11.17)
Multiplying φ∗n on each side and integrating over ξa yields a set of

differential equations of the form

[
E − εn − ~T~R − Vn,n(~R)

]
χn(~R) =

∑
n′ 6=n

Vn,n′(~R)χn′(~R), (11.18)

where Vn,n′(~R) are coupling potentials defined by

Vn,n′(~R) =
∫
dξaφ

∗
n(ξa)V (ξa, ~R), φn′(ξa). (11.19)

Each of these potentials gives rise to the excitation from one state to
another. The potentials must, however, be constructed within some model
V (ξa, ~R). This could, for instance, be a rotor model or Coulomb excitation.

The solution to the coupled equations can be difficult if there are many
states available. Often, however, the excited states can be treated pertur-
batively because they interact rather weakly with the ground state. The



11.4. CDCC 135

total interaction is thus mainly governed by an average potential accounting
for elastic scattering, V0(~R). Notice it does not depend on the internal
coordinates. A small perturbation to this potential accounts for the excita-
tions ∆(~R,xa). The assumption in the Distorted Wave Born Approximation
(DWBA) is that this perturbation is small, such that V0(~R) describes the
elastic scattering well.

11.4 CDCC
If the excitation crosses the breakup threshold of the final state, the model
space must be extended to encompass these breakup states. This is also
the case for unbound systems such as 10Li. In principle, the CC methods
can handle this but there are a few challenges. Firstly the breakup leads to
states that are continuous in energy and thus an infinite number of states.
If it is a weakly bound nucleus, the DWBA assumption does not hold, since
the reaction probability is substantial. Secondly, such unbound states do
not vanish at large distances. Asymptotically they keep oscillating making
it unfeasible to calculate the coupling potential integrals.

One approach to solve this is by discretizing the continuum into energy
bins and treat these bins as states which can be coupled. This leads to
the continuum-discretized coupled-channels (CDCC) method, developed by
Rawitscher[95] and later refined[96, 97].

Consider again a reaction with mass partition a + A. However, this
time a consists of a valence nucleon x and a core c, a = c+ x. In the case
of deuteron breakup, a could be the deuteron with x being the neutron
and c being the proton. In the case of 10Li the core would now be 9Li
with a valence neutron. The idea in the CDCC method is to discretize the
continuum of a into bins and assume an effective three-body Hamiltonian
on the form

H = Ha + T~R + UcA(ξcA) + UxA(ξxA), (11.20)

whereHa is the internal Hamiltonian of the composite system a (the deuteron
for instance) and UcA(ξcA)+UxA(ξxA) are optical potentials describing elastic
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scattering of the core-target and valence-target systems.
For a spinless core (assumed for simplicity), the bins are denoted

φi(~r) = ui(~r)
r

[Yli(r̂)⊗ χs]jimi , (11.21)

where each bin, i, is characterized by the wave number interval [ki, ki+1], the
orbital angular momentum between the valence and the core ~l, the valence
spin ~s and the coupling between the two ~j = ~l + ~s. The radial part is a
linear combination of scattering states

ui(~r) =
√

2
πNi

∫ ki+1

ki

wi(k)uklisji(~r)dk, (11.22)

where wi(k) is a weight function, which is usually unity in case of a non-
resonant continuum and Ni is a normalization constant. The average damps
the oscillations at large distances, making the wave function in the bin
normalizable.

The wavefunction can now be expanded in terms of the eigenstates of
the a system including the discretized continuum. If there were only a single
bound state, φ0, and the discretized continuum, φi, the CDCC function is

ΨCDCC(~R,~r) = χ+
0 (~R)φ0(~r) +

N∑
i=1

χ+
i (~R)φi(~r), (11.23)

which give rise to a set of coupling potentials, just like in the CC method

Uij(~R) =
∫
φ∗i [UcA + UxA]φj(~r). (11.24)

The task is now to solve this set of coupling potentials, which in turn
yields the coefficients χi(~R), as described in Eq. (11.18). With ΨCDCC the
transition matrix can readily be calculated. This procedure is performed by
fresco.
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Once the wavefunction has been established, the differential cross section
can be calculated by combining Eq. (11.4) and Eq. (11.5). This can be
extended to double differential cross sections by considering the energy bins

d2σ

dEdΩ

∣∣∣∣∣
E∈Ei

≈ 1
∆Ei

dσ

dΩ , (11.25)

where Ei defines an energy bin and ∆Ei is the width of the bin.





Chapter 12
Population of 10Li

In this chapter, I present the structure model of 10Li and discuss the one
neutron transfer reaction. Due to the system being unbound, it is important
to consider what the theoretical framework actually describes both in terms
of the structure and the reaction mechanism. In the end, I will discuss some
kinematic considerations which can help us assess whether the theoretical
framework is appropriate.

12.1 Structure of 10Li

The structure of 10Li is in principle a matter of understanding the continuum
behavior of a neutron and 9Li. As mentioned in the introduction, it is a key
ingredient to understand 11Li. The structural model ties into the CDCC
scattering framework, which is used to describe the transfer reaction. The
reaction will be discussed further in the next section.

The structure of 10Li is essentially given by the full wavefunction of
the n9Li system, which can be in a superposition of eigenstates of the 10Li
Hamiltonian.

H = ~T +H9Li +Hn + Vn9Li, (12.1)

where Vn9Li describes the n9Li interaction that constitutes 10Li. In this
thesis, I have adopted the model developed in [98] and applied to (d,p)
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vlc vlso−v vlso−c vlss
l=0 -5.4 - - -4.5
l=1 260.75 300.0 1.0 1.0
l=2 229.5 -300.0 -1.0 -7.5

Table 12.1: Parameters used in the structure for 10Li. All values are in MeV.
Notice the signs of the spin terms are tuned to reproduce a specific ordering
of the resonances.

reactions with 9Li in [32], which employs the following l-dependent structure

V l
n9Li = V l

c (r) + V l
so−v(r)~l · ~sn + V l

so−c(r)~l · ~I + V l
ss(r) ~sn · ~I, (12.2)

where ~sn is the spin of the neutron, ~I is the spin of the 9Li core and l is the
angular momentum between 9Li and the neutron.

This model includes a central radial term as well as spin-orbit and
spin-spin terms. The radial functions are Gaussian

V l
i (r) = vlie

−(r/R)2
,

with R = 2.55 fm. The vli values are chosen to reproduce several key features,
and the full set of parameters can be seen in Table 12.1

• A virtual s-wave character of the 2− state [98].

• A splitting of the two p-states with a centroid close to 0.5 MeV. The
sequence of the two states is arbitrary but was chosen to be consistent
with [99]. It turns out, however, that the shape of the combined
p-centroid was not sensitive to the ordering.

• A d-wave resonance around 4 MeV.
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Figure 12.1: Schematic representation of the three-body configuration in a
prior description and in a post description. In the prior (left) the internal
coordinates ~r is the relative coordinate between the proton and neutron in
the deuteron. In the post (right) ~r is the relative coordinate between the
neutron and 9Li.

12.2 Transfer reaction
Consider a one neutron transfer from a deuteron to 9Li. Schematically it
can be represented as shown in Figure 12.1. The transition matrix can be
written in both a post or a prior form

T prior =
〈

Ψ(−)
f (~R,~r)

∣∣∣Vn9Li + Up9Li − Ud9Li

∣∣∣φd(~r)χ(+)
d9Li(

~R)
〉

(12.3)

T post =
〈
φ10Li(~r)χ

(−)
p10Li(

~R)
∣∣∣Vpn + Up9Li − Un10Li

∣∣∣Ψ(+)
i (~R,~r)

〉
(12.4)

Using the method of the CDCC, one of the two representations must be
chosen, and the approximate CDCC-wavefunction can be generated. It turns
out that the prior representation is the only one that is numerically stable.
The CDCC-wavefunction is generated by expanding the exact wavefunction
in the continuum bins of the core-valence system. In the post representation,
the Vpn interaction dominates at small pn distances, but the coordinates
that are integrated are the n9Li and p10Li. Given the fact that the n9Li
is a continuum, there is no physical cutoff of the interaction, and thus the
numerical integration becomes ill-defined. In the prior representation, on the
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other hand, the p9Li interaction vanishes rather quickly, and a well-defined
integration region in ~Rprior is required.

The CDCC wavefunction in the prior form can now be generated from
the 10Li = n+ 9Li continuum. The 10Li states are denoted as

ψi,J,M10Li (ξ9Li, ~r) =
[
φI(ξ9Li)⊗ ϕi,l,j(~r)

]
J,M

where φI(ξ9Li) is the internal wavefunction of 9Li and ϕi,l,j(~r) is the relative
n9Li wavefunctions

Ψ(−)
f (~R,~r) ≈

∑
i,Jπ

χi,Jπ( ~Ki, ~Ri)ψi,J,M10Li (ξ9Li, ~r),

where ~Ki is the final momentum of the outgoing proton. This expansion
gives rise to a number of coupled equations for the unknowns χi,Jπ( ~Ki, ~Ri),
which can be solved. This task is performed by fresco.

12.3 Alternative reaction mechanisms

There might be other reaction mechanisms than the one outlined in the
previous section that contributes with a proton in the final state. In
principle, these different reactions mechanisms are all different classical ways
of thinking about the three-body system with a neutron, a proton, and a
9Li. The full wavefunction should in principle contain all information about
the reaction. However, different approximations, favor different "parts" of
the wavefunction and subsequent overlaps, what we refer to as the reaction
mechanisms.

The model we use favors the sequential reaction where the neutron
is firstly transferred to the 9Li core due to the n9Li interaction which
subsequently breaks up. We will refer to this as our main reaction channel
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A) 9Li + d→ p+ 10Li

�

n+ 9Li

The deuteron impact may also create a compound nucleus that eventually
breaks up. This is not the only channel that can eject a proton, but if
we measure a coindicent 9Li as well, this is the only reaction that has the
correct final state.

B) 9Li + d→ 11Be∗

�9Li + n+ p

The simple breakup of the deuteron, without any core interaction with 9Li
also ejects a proton

C) 9Li + d→ 9Li + d∗

�

n+ p

It may in fact not be a neutron transfer, but rather a proton transfer. In
this case, the resulting 10Be may be unstable to proton emission and we
end up in the same final state as previous.

D) 9Li + d→ n+ 10Be

�9Li + p

In a semi-classical picture, the kinematics is different in each of these
cases. In A) the proton and 10Li will part, moving away from each other.
When 10Li breaks up, the neutron and 10Li will be closer to each other,
following their center of mass. This is in stark contrast with situation C)
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where the break up of the deuteron will let the proton and the neutron off
in the same direction, opposite to 9Li.

In situation B) the breakup will not be governed by two sequential stages
with different kinematics, but rather populate the phase-space. Lastly in
D), a proton transfer will have very different kinematics for the proton than
a neutron transfer since the proton will now share center-of-mass with 9Li
in the first stage.

These considerations are worth testing experimentally by measuring the
correlation between the particles. This, however, requires the detection of
at least two of the constituents. As we will see later, this was only achieved
in the first experiment at IS367. We will return to the interpretation of
these results in Chapter 13.



Chapter 13
Results

In this chapter, we will attempt to piece together the structure of 10Li
based on the experimental results from IS367, IS561A and IS561C, guided
theoretically by the scattering framework presented in Section 11.

The CDCC calculation requires optical potentials for several interactions
such as Ud9Li and Up9Li. These reactions were measured in the experiments,
and the first step is extracting these potentials from the data. Besides
the optical model, we will also attempt a CDCC calculation for the elastic
scattering of deuterons off of 9Li.

Based on these optical potentials we can perform the CDCC calculation
for the neutron transfer reaction and compare with the experimental results.

The experimental excitation spectrum and angular distribution for 10Li
are firstly based on measurements of the ejected proton, inferring the
excitation spectrum from the missing energy. The neutron transfer process
is, however, not the only reaction mechanism that could eject a proton. It
turns out, however, that a small set of p9Li coincidences measured in IS367
gives insight into this issue and it indicates that the neutron transfer is
indeed the dominant contribution. The following discussion will refer to
singles as measurement where only the light ejectile was used.

13.1 Elastic scattering

The optical potentials can be extracted from elastic scattering and during
the experiments, the elastic scattering of both d9Li and p9Li were measured.
They can be fitted to the parametrization presented in Section 11.2.

145
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13.1.1 Optical model

The first approach to determine the optical potential parameters is a fit
of the parametrization describes in Section 11.2 to the experimental data.
Since there are many parameters, some are kept fixed to keep the parameters
space as small as possible. This approach is in principle the best since it is
the same optical potentials required in the CDCC calculation of 9Li.

Another approach is to use one of the several systematic parametrizations
of the optical potential parameters, conveniently compiled in the RIPL
database[94]. Many of these are, however, mostly valid at higher beam
energies and for heavier systems, but it is worth to try some of these to see
how they perform in this energy range.

Since the run conditions at 2.68 MeV/A were similar to the experiment
in IS367A[31], the cross sections should, therefore, be comparable.

13.1.2 Elastic deuterons

Figure 13.1(A) shows the fit, the two fits, P1 and P2, from [31] as well as a
set of parameters from the parametrization DA1p[100]. Table 13.1 contains
the corresponding parameters. The agreement seems reasonable with P1.
The fitted parameters are close to P1, with a slightly lower Wi, meaning
slightly less strength in the inelastic channels. It is not surprising that they
agree rather well due to the relative close beam energies. The DA1p, on
the other hand, is far of and can in particular not reproduce the correct
position of the minimum.

When the beam energy increases, the structure of 9Li should not change.
In the optical model, this is mainly reflected by the real part of the potential,
which dictates the mean-field of the nuclear potential. The loss of flux to
other channels should, however, change due to more open channels, which
is mainly described by the imaginary surface terms. A simple approximate
extrapolation from 2.68 MeV/A to 6.72 MeV/A is thus to free the W param-
eter in a fit. The result, M1, is shown in Figure 13.1(B), with Wi = 59.05.
Freeing more parameters give a very similar result. In M1 was Wi the only
free parameter. In M2 was both Vr and Wi free, and in M3 were Vr, ar,
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Figure 13.1: The angular cross section for elastic deuterons at three different
energies. (A) Data for 2.68 MeV/A is shown with different parametrizations
of the optical potentials as well as two fits from [31]. The last curve
corresponds to a fit to the data. (B) The data for 6.72 MeV/A with three
fits to the optical potentials. (C) The data for 8.0 MeV/A with two fits. H1
is fitted to the full dataset whereas H2 is fitted to the first feature below
60◦. The parameters used in the calculations are listed in 13.1.
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Figure 13.2: Kinematics curve, (A), and excitation spectrum, (B), for
9Li(p,p)9Li at 8.0 MeV/A.

Wi and ai free.

The same excercise for 8.0 Mev/A gives H1 shown in Figure 13.1(C),
with Wi = 53.4. The position of the maximum is nicely reproduced. The
amplitude is also nicely reproduced below ≈ 70◦.

Above 70◦ there seems to be extra strength which the optical model
can not account for. It was not possible to fit the potential to reproduce
this feature by freeing more parameters, and only keeping Wi free resulted
in H2. This could indicate that there is another component in the data.
Looking at the kinematics curve, however, it does not seem to be the case,
see Figure 13.2 (A). The kinematic curve, only has contributions from the
ground state and the first excited. The corresponding excitation spectrum is
shown in (B), and the gate for the angular distribution is −1 MeV-1 MeV. It
is thus clear from the elastic reaction. It is not clear why the optical model
should perform worse here than at 6.72 MeV/A, and a deeper investigation
is left for further analysis.
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13.1.3 Elastic protons

The same analysis can be carried out for elastic protons, remember they are
required for our CDCC calculations. The elastic protons were measured as
part of our background measurement. The result is shown in Figure 13.3(A),
(B) and (C) for 2.68 MeV/A, 6.72 MeV/A and 8.0 MeV/A respectively.

Three parametrizations has been attempted for 2.68 MeV/A, Powell[101],
Watson[102] and Koning/Delaroche (KD)[103]. Neither can, however, repro-
duce the correct form. The magnitude is not too far off. A fit to the data
provides a better reproduction of the data, which can be used in the CDCC
calculations.

For 6.72 MeV/A the KD performs rather well and so Watson also provides
a rather nice fit. Since KD performs so well, a fit was not pursued.

When the energy is raised to 8.0 MeV/A, however, the two parametriza-
tions underestimates the magnitude significantly. There is, however, a
systematic uncertainty from the intensity estimate of 25 %, and the calcula-
tions are both within such a large error.

13.1.4 CDCC for elastic deuterons

The d9Li scattering can also be performed as a CDCC calculation. This
requires, however, both the n9Li and the p9Li interaction. The p9Li optical
potential was measured, but the n9Li must be taken from a parametrization.
Once again we use the KD and Watson parametrizations, and the parameters
are listed in Table 13.2.

The pn continuum should furthermore be divided into bins and truncated
at a suitable maximum energy. To reach convergence, the continuum was
truncated at 6 MeV for 2.68 MeV/A and at 10 MeV for 6.72 MeV/A and
8.0 MeV/A. The calculation should also include enough partial waves to
converge and up to l = 3 was included.

The 9Li groundstate is included with a Reid-Soft-Core[104] implemented
in fresco by A. M. Moro[92]. It is coupled to each of the bins in the pn
continuum.
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Figure 13.3: The angular differential cross section for elastic protons at
three different energies. (A) Data for 2.68 MeV/A is shown with different
parametrizations of the optical potentials. The last curve corresponds to
a fit to the data. (B) and (C) The data for 6.72 MeV/A and 8.0 MeV/A
respectively together with two parametrizations of the optical potentials.
The parameters used in the calculations are listed in Table 13.1.
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The result of the CDCC calculations with different optical potentials
is shown in Figure 13.4 for the three different energies. In the 2.68 MeV/A
case, the Watson parametrization is far off. From the elastic protons
calculation, Watson was the parametrization furthest from reproducing the
shape. If the n9Li interaction have a similar discrepancy, it is not surprising
that the CDCC calculation using these optical models are worse. It is,
however, noteworthy that it overestimates the magnitude by a large factor.
The KD parametrization, on the other hand, does a good job reproducing
the shape and magnitude of the data. The first minimum is particularly
underestimated.

The fit for the p9Li interaction performs better in this region but at the
expense of agreement in the larger angles. Since there are no measurements
of the n9Li interaction, it is taken from parametrizations.

For 6.72 MeV/A the Watson parametrizations performs much better,
and the KD underestimates by a factor of ≈ 2. It is not clear why this
performs worse at higher energies, since it in principle is closer to the proper
energy range. The elastic protons seem, however, to be well reproduced by
both, which could indicate that the n9Li interaction is not well described.

The same trend continues as we go to 8.0 MeV/A for KD. Watson is now
also down by the same factor. In both cases, the p9Li cross sections are un-
derestimated, which may explain why the CDCC calculation underestimates
both.

It is worth noting that the shape seems to be reproduced correctly,
which could indicate that we are missing some reaction channels such as
CN-reactions, that would contribute with a relatively flat background level,
and thus an offset to the calculations. This can, however, not be the case
a 6.72 MeV/A, since there are almost no cross section at 100◦. Moreover,
since the background level was low, this would mean that the majority of
the CN-contribution should be kinematically similar to elastic scattering,
which seems unlikely.

It would in principle be possible to "measure" the n9Li interaction by
means of measuring the p9Li and fitting the n9Li part of the potential via a
CDCC calculation. The computation time for each iteration of the CDCC
calculation is, however, relatively long, making a fit unfeasible for this thesis.
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Figure 13.4: The angular cross section for elastic deuterons calculated with
CDCC. (A) Data for 2.68 MeV/A is shown with two parametrizations of
the optical potentials for n9Li and p9Li. The KD+Fit uses the p9Li that
was fitted to elastic protons. (B) and (C) Two parametrizations of the
n9Li and p9Li optical potentials.
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Table 13.1: Parameters for optical potentials for elastic scattering. Parame-
ters in bold were fitted otherwise they were fixed.

Vr rr ar Wi ri ai Vls rls als
9Li (d,d)9Li
2.68 MeV/A
P1 104.6 1.2 0.65 12.4 1.2 0.65 6 1.4 0.7
P2 134.6 1.0 0.64 12.2 1.0 0.72 6 1.4 0.7
FIT 104.3 1.2 0.62 10.5 1.2 0.68 6 1.4 0.7

6.72 MeV/A
M1 104.3 1.2 0.65 59.05 1.2 0.65 6 1.4 0.7
M2 93.04 1.2 0.65 61.85 1.2 0.65 6 1.4 0.7
M3 103.23 1.2 0.61 57.88 1.2 0.63 6 1.4 0.7

8.0 MeV/A
H1 104.3 1.2 0.62 53.4 1.2 0.68 6 1.4 0.7
H2 104.3 1.2 0.62 58.2 1.2 0.68 6 1.4 0.7
9Li (p,p)9Li
2.68 MeV/A
Watson 68.86 1.15 0.57 4.86 1.15 0.5 5.5 1.5 0.57
Powell 49 1.25 0.65 7 1.25 0.47 6 1.4 0.7
KD 61.74 1.11 0.68 7.98 1.31 0.52 5.69 0.87 0.59
Fit 62.9 1.2 0.65 13.6 1.2 0.65 6 1.4 0.7

6.72 MeV/A
Watson 67.77 1.14 0.57 7.19 1.14 0.5 5.5 1.14 0.6
KD 59.95 1.11 0.68 9.68 1.31 0.5 5.6 0.87 0.6

8.0 MeV/A
Watson 67.42 1.14 0.57 7.94 1.14 0.5 5.5 1.14 0.6
KD 59.38 1.11 0.68 9.98 1.31 0.5 5.6 0.87 0.6
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13.2 Neutron transfer to 10Li
The analysis of the one-neutron transfer is more difficult, since the resulting
10Li is unbound. Experimentally it is also more challenging. In the exper-
iments it is primarily the ejected proton that was measured. This gives,
however, little information about the actual reaction mechanism, as will be
discussed later on. Moreover, the acceptance correction is more challenging
since it now spans a finite energy range and not a bound state.

13.2.1 Acceptance

The correction of the acceptance requires the treatment of the double
differential acceptance Eq. (10.9) as described in Section 10.9

d2σ(θ, φ,E)
dΩdE ≈ 1

nt

NS
NI

Nd
r (θi, φi, Ei)

Nd
s (θi, φi, Ei)

1
4πEr

. (13.1)

One challenge with the double differential acceptance is the amount
of statistics. Nd

r (θi, φi, Ei) and in particular Nd
s (θi, φi, Ei) can get quite

small, which can lead to large uncertainties. Especially the regions at
the edge of the acceptance will have low count numbers. It is, however,
enlightening to investigate the acceptance region by plotting the number of
detected particles given a uniform distribution, where Er is the corresponding
available energy in CM. Figure 13.5 shows Nd

s (θi, φi, Ei) as a function of
CM angle and excitation energy and the result for 2.68 MeV/A, 6.72 MeV/A
and 8.0 MeV/A respectively.

The first striking feature is the non-trivial shapes. Traditionally theorist
is aware and will report the integrated cross section in some region, for
instance, angular distributions between 0 MeV-2 MeV. There are, however,
a complicated correlation between angle and energy in terms of acceptance.

One way to approach this is to simply gate on a "simple" region. In this
case, we would have sufficient coverage and the theoretical calculations can
be integrated over some regular regions.

An alternative approach is to use the acceptance to calculate the expected
number of counts and then compare this the experimental result. In this
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Table 13.2: Parameters for optical potentials for elastic scattering of neutrons.
Notice that Wi is 0.0 in some cases. This reflects the fact that we are
extrapolating beyond the parametriztion.

Vr rr ar Wi ri ai Vls rls als

2.68 MeV/A
Watson 50.86 1.15 0.57 0.0 1.15 0.5 5.5 1.5 0.57
KD 47.13 1.11 0.68 4.64 1.31 0.54 5.63 0.87 0.59

6.72 MeV/A
Watson 49.77 1.14 0.57 0.53 1.14 0.5 5.5 1.4 0.57
KD 45.74 1.11 0.68 5.1 1.31 0.54 5.54 0.87 0.59

8.0 MeV/A
Watson 49.42 1.14 0.57 1.28 1.14 0.5 5.5 1.4 0.57
KD 45.30 1.11 0.68 5.16 1.31 0.54 5.51 0.87 0.59
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Figure 13.5: Acceptance for 9Li(d,p)10Li at 2.68 MeV/A 6.72 MeV/A and
8.0 MeV/A respectively. Notice lines in the two first panels. They corre-
sponds to dead strips of the detectors.
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way the full dataset is used, however, it makes it difficult to compare to
other experimental datasets and models that have not been folded with our
acceptance.

Consider the case of 2.68 MeV/A, shown in Figure 13.5 (A). The upper
left area in the acceptance plot makes it impossible to define a "simple"
region that includes all the data. The dataset can be reduced by choosing
θCM = 90◦−150◦ and E = 0 MeV−1.5 MeV where there is full coverage, and
the theoretical projections can be integrated over either θCM = 90◦ − 150◦
or E = 0 MeV− 1.5 MeV. This would, however, be at the expense of some
data. Extending the region down to θCM = 70◦ and project onto the angle
axis, there will be missing quite a lot of cross section at low angles due to
the vanishing acceptance.

The next step is choosing the bin size. The simplest binning is simply
one energy bin to increase the statistics in each of the angular bins. This
effectively changes Eq. (10.11) to

dσ(θ, φ)
dΩ ≈ 1

nt

NS
NI

Nd
r (θi)

Nd
s (θi)

∆E
4πEr

, (13.2)

where ∆E is now the length of the energy interval chosen from the acceptance
plot. Nd

r (θi) is the number of detected particles detected in a given angular
bin, summed over all energies in the range. Nd

s (θi) is the corresponding
number of detected simulated particles summed over the energy range.

In the same way, Eq. (10.12) becomes

dσ(E)
dE

≈ 1
nt

NS
NI

Nd
r (Ei)

Nd
s (Ei)

∆Ω
4πEr

, (13.3)

where Ω is the solid angle covered in region.
This approximation treats the acceptance across an energy bin as an

average. If there is a large variation in acceptance as well as in cross section
across the energy bin, this is not a valid approximation. In this case, the
more complex version should be used with the statistics problems it may
give.

We can now benchmark the two approaches with the data from 2.68 MeV/A
given different regions. We consider two angular ranges, a conservative
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Figure 13.6: (A) Differential angular cross sections at 2.68 MeV/A. (B)
Differential energy cross sections at 2.68 MeV/A. They are corrected for
acceptance, but not normalized, hence the arbitray units.

θCM = 90◦ − 150◦ and a opportunistic θCM = 70◦ − 150◦. In both cases are
E = 0 MeV − 1 MeV. In the simple (S) case we will use 1 bin whereas we
will use 15 bins in the complex case (C). The result for differential energy
cross sections as well as differential angular cross sections are shown in
Figure 13.6.

In the conservative case (S90 and C90), both are very similar. When
the range increases to the opportunistic case, it starts to include areas
that are not covered by the acceptance (S70 and C70) which leads to an
overestimation of the cross section. Qualitatively, the angular distributions
of S70 and C70 are widely different at low angles. This underlines the
importance of having a good understanding of the acceptance region.

The exact behaviour depends on the specific acceptance, but we can
conclude that if we stay within a safe region we can safely use either method.

13.2.2 Calculation

The calculation for the neutron transfer uses the CDCC method and the
structure model of 10Li presented in Chapter 12. To carry out the calculation,
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we need the optical potentials for the p9Li interaction. The different sets
of parameters presented in the previous calculations have been tried, and I
finally ended using the fit for 2.68 MeV/A, and the KD parametrization for
6.72 MeV/A and 8.0 MeV/A. The results are shown together with the data
in Figure 13.7, and will be discussed in the following sections.

13.2.3 Singles

Based on the acceptance discussion the analysis is limited to θCM = 90◦ −
150◦ and E = 0 MeV− 1 MeV for 2.68 MeV/A. The final result is shown in
Figure 13.7 (A). There are three observations in the excitation spectrum.

Evidence of virtual state Firstly, there is significant strength at the
threshold in the excitation plot (right panel). Only a significant contribution
form a virtual state can give rise to this. Such a virtual state is one of the
major debated questions about the structure of 10Li. It is clear that these
data require a significant contribution from a s1/2 state to reproduce the
data. The overall shape of the calculations seems to fit the data nicely,
however, the magnitude is off by a factor of ≈ 2. Remember that this
spectrum is based on measured protons. There could therefore also be other
reaction mechanisms with proton final states, such as deuteron breakup or
compound nucleus reactions. We will return to this point when discussing
coincidences.

Splitting of the p-wave The second main observation is the shape of the
peak. Even though the data give a clear peak just below 0.5 MeV, we can not
directly conclude that we need two resonant p1/2 contributions to reproduce
it. The resolution of the setup is not good enough to distinguish two close
resonant states. This will instead require a more detailed investigation of
the model.

Indications of d-wave The energy region of the previous indications
for a d-wave contribution can not be achieved at 2.68 MeV/A, but can
at 6.72 MeV/A and 8.0 MeV/A. These two experiments have a few more
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Figure 13.7: (A), (B), and (C) Differential cross for 2.68 MeV/A,
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limitations. At 6.72 MeV/A the statistics were limited and at 8.0 MeV/A
the intensity estimate remains very uncertain. In both cases, the energy
resolution is worse than 2.68 MeV/A, which is mainly an effect of the higher
beam energy, giving a larger kinematic compression. This means we can
not conclude much about the low energy region (0 MeV-2 MeV).

For 6.72 MeV/A AND 8.0 MeV/A we investigate θCM = 65◦ − 100◦ and
E = 0 MeV − 6 MeV to stay within acceptance. The results are shown in
Figure 13.7 (B) and (C), respectively. The data shows a broad feature above
2 MeV in both cases. For 6.72 MeV/A the shape of the angular distribution
seems to match well, but the magnitude is too low. The missing cross section
in the model comes mainly from the high energy region, and in particular
in the area where we could expect to see the d-wave resonance. This could
indicate the existence of such a resonance, and this is backed by a similar
feature at 8.0 MeV/A. The normalization of this data set is, however, rather
uncertain, so it is difficult to conclude much from magnitude. Without the
measurement of coincidences, it is difficult to determine how much of this
belongs to other reactions mechanisms.

13.2.4 Slices

We can learn more about the data if we only look at the angle integrated or
energy integrated differential cross sections in certain bins. This is essentially
an attempt to look at the double differential cross section. We can divide
our acceptance region into bins of 10◦ and calculate the angle integrated
cross section. Likewise, can we divide the energy range into bins of 200 keV
for 2.68 MeV/A and 1 MeV for 6.72 MeV/A and 8.0 MeV/A and calculate
the energy integrated cross sections. The results are shown in Figure 13.8,
13.9 and 13.10 respectively.

2.68 MeV/A The main contribution of the strength at 0 MeV comes from
the small angles. According to the calculation, this is not surprising, since
the s1/2(2−) are dominating is this region. At larger angles, the spectra
look rather similar, indicating that the different components do not evolve
significantly. The angular distribution does not have a lot of structure.
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They are all rather flat, contrary to what the model predicts. This indicates
that the model is missing something. The flat structure could indicate a
significant compound nucleus contribution.

6.72 MeV/A The angle integrated cross sections (left column) shows an
interesting dip in the 60◦-70◦ bin, clearly indicating some structure. This
could be due to the suppression of the s-waves even though this does not fit
with the position from the current calculation. The energy integrated cross
sections shows a similar dip in the 3 MeV-4 MeV bin. In general, however,
the angular distribution looks more consistent with the model, since all the
bins increase as we approach lower angles.

8.0 MeV/A The energy integrated bins (right column) looks more struc-
tureless. At the higher energy bins, the angular distributions again increase
at lower angles, but it does look more flat at low energies. The angle
integrated (left column) cross sections looks structurally very similar.

13.2.5 Coincidences

The magnitude of the excitation spectrum at 2.68 MeV/A could not be
reproduced, and it was suggested that it could be due to the other reaction
mechanisms discussed in Section 12. We will explore this by coincident
p9Li events. In particular to see to which extent we can understand the
contributions from an experimental point of view.

Unfortunately, we only did get a proper measurement of coincidences at
2.68 MeV/A. We look for identified protons that were detected together with
one other hit. Assuming that the other hit is a 9Li, the missing momentum
and energy are calculated and the energy and direction of the neutrons
can be deduced. More importantly, however, the correlation between the
neutron and the 9Li or the neutron and the proton is deduced. We therefore
return to the reactions mechanisms discussed in Section 12.3, see Figure
13.11 (A) for a reminder.

Figure 13.11 (B) shows the acceptance corrected spectrum for both
singles and coincidences. The coincidences are corrected for acceptance with
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Figure 13.11: (A) The different reaction mechanisms discussed in Section
12.3. (B) Differential cross section for 10Li for singles and coincidence
measurements are shown in. The singles spectrum is only based on protons.
The second dataset (triangles) are coincidences with the acceptance of mech-
anism C. The last dataset (stars) are coincidences but with the acceptance
of 10Li breakup mechanism A.

two assumed reaction mechanisms, B, and C. It should be noted that the
acceptance region is the same as for the singles, and the cross sections can,
therefore, be compared.

In the case of A and C, the simulated spectrum is done with two
sequential two-body reactions. In the case of B, the simulated spectrum is
generated with the TGenPhaseSpace-class from ROOT.

Notice that both magnitude and shape are consistent with each other
and with the singles spectrum. This means that the protons observed in
the singles spectrum come from the same reaction mechanisms as the ones
in the coincidence spectrum. A simulation of D, however, showed that the
setup can not detect p9Li coincidences with such kinematics. Since there is
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no contribution in the coincidence spectrum, there can not be any in the
singles either, due to the consistent magnitudes. We can, therefore, rule out
D (at least within the uncertainties).

To investigate the reaction mechanism further, we can exploit the kine-
matic differencens and therefore the difference in acceptance. We can
simulate the three first different situations, uniformly in CM, and analyse
the results as

9Li + d→ 9Li + p+ n, (13.4)

where we detect 9Li and p and deduce n.
The correlation between the deduced neutron as a function of either

the proton or 9Li is shown in Figure 13.12. The first row, corresponding
to situation A, have a different acceptance region compared to B and C,
which are more similar. In the framework of 10Li, it is easier to think about
the proton, since it is ejected opposite in CM (left column). It is striking
that the data have the same cut off at ≈ 100◦ as A. Both B and C does,
however, extend to ≈ 140◦. To a first approximation, the data is thus mainly
compatible with A.

The cross section of the deuteron break-up could, however, drop very
fast close to 100◦ for the proton, and thus explain why we do not see it
in this correlation plot. It would then still contribute to measurement at
lower angles. We do, however, actually have an estimate of this, due to our
CDCC calculation of the elastic cross section in Section 13.1. Based on this
calculation the cross section does not vanish in this region, and we conclude
that the deuteron break up have a small contribution.

We can use the same argument for situation B. In this case, the an-
gular distribution should be largely flat as the compound nucleus would
emit particles with low angular momentum, and we would expect to see a
component beyond θp > 100◦, and not a sharp cutoff. Since this is not the
case, we also conclude that this mechanism is mostly a small component.

The dominating reaction mechanism for the coincidence measurements
is thus A, and since both the magnitude and the shape is consistent with
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the singles, we also expect the overall dominating reaction mechanism, in
this case, to be A.



Chapter 14
Summary and outlook

Most nuclear experiment gets us one step closer to a more complete un-
derstanding of the complexities of the atomic nucleus. In this thesis, I
have presented the result from three different experiments, carried out to
study the structure of neutron-rich Li-isotopes, more specifically 10Li. The
experimental method was (d,p) reactions with a 9Li beam at 2.68 MeV/A,
6.72 MeV/A and 8.0 MeV/A respectively. The 9Li beam was provided by
the ISOLDE facility. The experimental results are compared to calculations
with the CDCC reaction framework and a novel model for 10Li.

It is found that the debated s-wave contribution is indeed required
to explain the data at 2.68 MeV/A. The resonance at 0.5 MeV is nicely
described by a p-wave contribution. Whether or not there are two resonant
p-states is still unclear, and therefore also the sequence order. There is extra
strength in the region where a d-wave contribution has been suggested. This
could be an indication for such a contribution, but without coincidences,
with 9Li it would be very opportunistic to call it evidence.

There is excess strength in the 10Li excitation spectrum compared to
the theoretical predictions. In particular, at 2.68 MeV/A are the data a
factor of almost 2 above the calculations. Based on the acceptance of
coincidences, however, is it not likely that there are major contributions
from other reaction mechanisms. This means that the reaction framework
is sound, but the model may be missing some physics.

The attempt to study 11Li though a (t,p) was unfortunately unsuccesful,
but should be attempted in the future. The (t,p) reaction has lower cross
sections than the (d,p) and thus requires beam intensites above 106pps.
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This has been reported by ISOLDE before, but facilites such as Triumph
in Canada could also be a candicate. The I in HIE-ISOLDE is Intensity
meaning that we may hope for higher intensites in the coming years.

Beside the experimental results, the technical challenges of nuclear
experiments such as the DAQ and analysis software have also been presented.
The data analysis in our group will continously be based on ROOT and
AUSAlib, as it has evolved into a mature and stable library. In the following
sections, I will discuss some more concrete insights and possible upgrades
for future experiments.

14.1 Upgrades to the experimental setup

The experimental setup has undergone developments throughout the experi-
mental campaign. The first setup at low energies could not be done much
differently, due to the low energy of backward directions. The new design
for the IS561X experiments had both its advantages and its drawbacks.

The highly symmetric coverage at forward angles was essential to under-
stand the beam properties. Having multiple symmetrically placed detectors
gave a very good understanding of the beam direction by just looking at
the rates. In the subsequent analysis, it was essential to have coverage in
the majority of φ = 2π to constrain the beam parameters.

The position of the downstream detector could, on the other hand, be
reevaluated. Given the lack of particle identification, it is most useful for
heavy fragments, that are fully stopped. However, due to the kinematic
compression, they are ejected close to the beam axis so placing it further
downstream would increase our acceptance significantly. The two main
practical issues would, however, be the alignment of the beam and setup
and Rutherford scattering. A suitable compromise must be found.

It would, however, be desirable to also have particle identification in the
downstream. This would require a ∆E−E configuration or even a fragment
separator.
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14.2 Better intensity measurements

Elastic scattering is a good tool to calculate the intensity due to the well
known Rutherford scattering. However, as the beam energy increases, the
grazing angle decreases. Even with a heavy target (Au or Pb) and a relatively
light beam, the grazing angle is below 10◦ at 6 MeV/A. The angular range
so close to the beam axis is often not covered, making the intensity estimate
difficult.

Besides the decreasing grazing angle, this method does not allow us to
measure the intensity while also performing a physics measurement. Instead,
we have to resort to the sandwich-method used in IS367.

The best option would be to have a device in the beam dump that could
measure the intensity, such as a Faraday cup. However, the intensity of the
RIB we use is often too small to be reliably measured with a Faraday Cup,
at least quantitatively.

An alternative to the Faraday Cup is an additional reaction site with
corresponding detectors within the same experiment.

Consider the setup shown in Figure 14.1. The first four components
are identical to the setup used in IS561C, seen from above. We add a
second target, a foil of a heavy element just behind the S3 as well as two
small silicon detectors downstream. The two additional detectors should be
placed below the grazing angle, and be so small that they do not contribute
significantly to the DT of the DAQ.

During an experiment, these two detectors will measure elastic scattered
beam particles, which follows the Rutherford distribution. If the position
and solid angle of these are known, the integrated intensity of the beam can
be measured alongside the actual physics experiment. It would also be easy
to monitor online, providing a good estimate of the beam intensity.

Having multiple detectors, perhaps four, would provide good consistency
checks as well as additional beam diagnostics. The exact position of the
additional detectors can be tuned based on the specific beam.



172 CHAPTER 14. SUMMARY AND OUTLOOK

BB7 Target Pentagon S3 2nd target Detectors

Figure 14.1: Schematics of an additional intensity measurement. The
BB7, target, pentagon and S3 are the setup from IS561C. Behind this,
an additional measurement setup is place with a heavy target to measure
Rutherford scattering alongside the actual experiment.

14.3 Final words
The nuclear chart still contains uncharted territories and probably will for
a long time. The future for nuclear research, however, looks bright. The
existing RIB facilities are continuously being upgraded and every year we can
reach new and more exotic isotopes. I believe, that the currently uncharted
aspects of nuclear physics contain great opportunities for technological
advancements as well as a better understanding of the quirks of our universe
and I look forward to seeing what the future will bring.
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ADC Analog to Digital Converter
AUSAlib Aarhus University Subatomic library
AcqC Acquisition Control
CC Coupled Channels
CDCC Continuum Discretized Coupled Channels
CERN Conseil Européen pour la Recherche Nucléaire
CM Center-of-Mass
DAQ Data acquisition
DSSD Double Sided Silicon Detector
DT Dead Time
EBIS Electron Beam Ion Source
FWHM Full Width at Half Maximum
GPS General Purpose Seperator
GSI Gesellschaft für Schwerionenforschung
HIE-ISOLDE High Intensity and Energy ISOLDE
HRS High Resolution Seperator
KD Koning and Delaroche
LAB Laboratory
LHS Left Hand Side
LT Live Time
MC Monte Carlo
MS MASTER START
OM Optical Model
OP Optical Potential
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RHS Right Hand Side
RIB Radioactive Ion Beam
RILIS Resonance Ionization Laser Ion Source
RSC Reid-Soft-Core
SBC Single Board Computer
SEC Scattering Experiments Chamber
SEMF Semi-Emperical Mass Formula
TDC Time to Digital Converter
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