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Abstract

The High-Luminosity LHC (HL-LHC) is the upgrade of the Large Hadron Col-
lider (LHC) at the European Organization for Nuclear Research (CERN) aiming
at the full exploitation of the collider, with operations scheduled to start after
2025. Using the latest sets of parameters, the performance at the two main
interaction points (IPs) of the HL-LHC baseline and main alternative oper-
ational scenarios is evaluated at both nominal and ultimate levelling (corre-
sponding to levelled luminosities of 5× 1034 cm−2 s−1 and 7.5× 1034 cm−2 s−1,
respectively). Realistic simulations of the evolution of the optimum fills are
conducted with the purpose-developed Levelling program, which takes into
account the effects of beam intensity burn-off, synchrotron radiation, intrabeam
scattering, and crab cavity noise on emittance growth, in conjunction with a
step-based luminosity levelling. Numerical computations of the luminosity can
be implemented assuming a q-Gaussian bunch longitudinal profile –a realistic
description based on observations in the LHC–, as well as with possible time
offsets in the bunch position. Results provide an insight into the operational
challenges of each scenario (e.g. the number of optics to be commissioned), and
detailed characterisations of their corresponding luminous regions around the
IPs –a valuable input for studies on the detector efficiency under a wide range
of configurations. The latest estimates on the performance of the different HL-
LHC operational scenarios in terms of yearly integrated luminosity and effective
pile-up density comprise the central results of this work. The latter is a new
and complementary figure-of-merit introduced in collaboration with the ATLAS
and CMS experiments characterising the expected detector performance based
on the integrated average distribution of events around the IPs. In the case of
the baseline, it is shown that the goals of the HL-LHC project are met (yearly
integrated luminosity above 250 fb−1 and 320 fb−1 at nominal and ultimate op-
eration, respectively). The found effective pile-up densities of 0.80mm−1 and
1.20mm−1, respectively, constitute the references for comparisons with the al-
ternative scenarios. In order to understand the effect of each parameter and
to guide possible future optimisations, an extensive series of sensitivity stud-
ies is conducted for the baseline. Operation at the ultimate energy of 7.5TeV
and several scenarios for a high-luminosity LHCb experiment are also explored.
Lastly, a correction scheme of the long-range beam-beam effects –which might
limit the machine performance– using local corrector magnets is also proposed.
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Resumen

El High-Luminosity LHC (HL-LHC) es el proyecto de mejora del Large Hadron
Collider (LHC) en la Organización Europea para la Investigación Nuclear
(CERN) que tiene por objetivo la explotación de forma completa de las capaci-
dades del colisionador, y cuya entrada en operación está prevista para después
del año 2025. Usando los parámetros más actuales, el desempeño en los dos
principales puntos de interacción (IPs) del diseño base del HL-LHC y de sus
principales escenarios operacionales alternativos es evaluado con nivelado nom-
inal y último (correspondientes a luminosidades niveladas de 5× 1034 cm−2 s−1

y 7.5× 1034 cm−2 s−1, respectivamente). Simulaciones realistas de la evolución
de los ciclos de llenado y operación (fill) óptimos de la máquina son llevadas
a cabo con el programa Levelling. Desarrollado para este propósito, el pro-
grama toma en consideración los efectos de la reducción de la intensidad de los
haces de partículas, radiación sincrotrón, dispersión interna del haz y ruido de
las crab cavities en el crecimiento de la emitancia, en conjunto con el proceso
de nivelado por pasos de la luminosidad. Los cálculos numéricos de la lumi-
nosidad pueden ser implementados asumiendo una densidad q-Gaussiana para
la distribución longitudinal de cada paquete (bunch) de protones –una descrip-
ción realista basada en observaciones en el LHC–, así como desplazamientos
temporales de la posición de los paquetes en el haz. Los resultados obtenidos
proveen una visión de los desafíos operacionales de cada escenario (por ejem-
plo, el número de ópticas a implementar), así como caracterizaciones detalladas
de las regiones luminosas alrededor de los IPs correspondientes –parámetros de
entrada valiosos para estudios de la eficiencia de los detectores bajo un amplio
rango de configuraciones). Las estimaciones más recientes del desempeño de los
diferentes escenarios operacionales del HL-LHC en términos de la luminosidad
integrada anual y de la densidad de eventos efectiva constituyen los resultados
centrales de este trabajo. Este último es una figura de mérito novedosa y com-
plementaria introducida en colaboración con los experimentos ATLAS y CMS
que caracteriza el desempeño esperado del detector, y está basada en la dis-
tribución promedio de eventos alrededor de los IPs integrada sobre la duración
de los ciclos óptimos. En el caso del diseño base, se demuestra que los objectivos
del proyecto HL-LHC son alcanzados (luminosidades integradas anuales supe-
riores a 250 fb−1 y 320 fb−1 en su operación nominal y última). La densidades
de eventos efectivas encontradas de 0.80mm−1 and 1.20mm−1 constituyen las
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xii Resumen

referencias contra las cuales los escenarios alternativos han de ser comparados.
Con el objetivo de entender el efecto de cada parámetro y guiar posibles opti-
mizaciones futuras, un conjunto extenso de estudios de la sensibilidad del diseño
base con cada uno de ellos es llevado a cabo. La operación del HL-LHC a la
energía final de 7.5TeV y de varios escenarios para la operación del experimento
LHCb a alta luminosidad también son exploradas. Finalmente, se propone un
esquema de corrección de los efectos inducidos por la interacción electromag-
nética de largo alcance entre los haces –los cuales pudieran limitar el desempeño
de la máquina– usando imanes correctores locales.
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Chapter 1

Introduction

1.1 The High-Luminosity LHC

To fully exploit the discovery potential of the Large Hadron Collider (LHC, see Fig. 1.1)
at the European Organization for Nuclear Research (CERN) [1], the High-Luminosity
LHC (HL-LHC) [2] upgrade aims at the increase of the original design performance
–accounted by the integrated luminosity– by a factor of ten. A top priority of the
European Strategy for Particle Physics, the first phase of the HL-LHC international
collaboration began in 2011 and concluded with the publication of a technical design
report [3], and the start of the civil engineering work in 2018, together with the
development, prototyping and testing of new components. Operation of the HL-LHC
is expected to start in the second half of the next decade.

Luminosity is a quantity proportional to the number of collisions per second: the
higher the luminosity, the more data the experiments (such as ATLAS and CMS,
the two general-purpose detectors of the LHC) can collect and analyse. With yearly
integrated luminosities of 250 fb−1 to 320 fb−1 achieved via operation with levelled
luminosities of 5.0× 1034 cm−2 s−1 (nominal) to 7.5× 1034 cm−2 s−1 (ultimate), the
HL-LHC is expected to reach its goal of delivering an integrated luminosity of 3000 fb−1

to 4000 fb−1 after twelve years of operation [4].
In order to achieve its goals, machine and beam parameters have to be optimised,

and new technologies have to be implemented [5, 6]. Increasing the luminosity is
possible due to the foreseen operation at a larger bunch population (2.2× 1011 protons
per bunch or ppb), together with the addition of new cutting-edge 11 T niobium-
tin magnets –which allow the reduction of the beam sizes at the interaction points
(IPs)–, as well as the use of superconducting crab cavities –designed to rotate the
bunches and increase their overlapping area around the IPs–. Larger luminosities,
together with operation with levelling (first demonstrated at low intensity [7, 8] and
then successfully tested during the 2018 LHC run [9, 10]), allow the increase of the
present number of collisions at the ATLAS and CMS experiments, and to keep the
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Figure 1.1. The LHC rings and interaction points.

number of collisions per bunch crossing at their IPs constant throughout the duration
of the fill1 (at 140 or 200 for nominal and ultimate operation, respectively). In terms of
beam optics, the novel achromatic telescopic squeezing (ATS) scheme [11, 12] and new
instrumentation to measure the beam parameters will also be implemented. Other key
components of the HL-LHC project include new technology for beam collimation and
reinforced machine protection, innovative high-temperature lossless superconducting
transmission lines, the start of operation of Linac4 –which replaces the original proton
injector– and the upgrade of the accelerator chain –the Proton Synchrotron Booster,
the Proton Synchrotron, and the Super Proton Synchrotron– as part of the LHC
Injectors Upgrade (LIU) [13], and two new 300-metre-long tunnels and shafts next to
the ATLAS and CMS caverns to house sensitive existing and new equipment [14].

The high levels of pile-up (the average number of events per bunch crossing) ex-
pected in the HL-LHC, which translate in more complex collisions to record and anal-
yse, have motivated major upgrade projects for the two main experiments [15–20].
These upgrades, designed to ensure and to improve the detector performance under
such new and challenging conditions and, ultimately, the full exploitation of the de-
tector potential, include better tracking performance, enhanced trigger capabilities,
and computing infrastructure. Upgrade projects for the LHCb and ALICE detectors
(experiments designed to focus on specific phenomena), are also currently ongoing [21–
23].

1A fill is a period in the LHC in which beans have been injected into the machine, and are
in circulation around the rings. A physics fill is a fill with stable beams, where the two beams
are made to collide in the IPs and data is collected by the experiments.
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The HL-LHC will allow to study known mechanisms in more detail, as well as
to observe rare new phenomena. With the aim to identify the challenges and the
physics landscape in proton-proton collisions at the HL-LHC, studies with the foreseen
integrated luminosities of the HL-LHC have been conducted in the past [24], and work
is currently being done to update them with the foreseen machine parameters, more
realistic simulation tools, and the latest data from the LHC. The discovery of a Higgs
boson at 125 GeV in the LHC define one of the primary goals of the HL-LHC: the large
integrated luminosities in the HL-LHC will greatly extend the potential to study the
properties of the decay final states of the Higgs boson, either improving the accuracy
and precision of the measurements (at few percent levels) of the branching ratios and
couplings corresponding to the many final states accessible in the collider (including
rare process), or searching the rare decaying modes not yet observed, to test the
boundaries of the Standard Model (SM) [25]. These studies are motivated by the
fact that each of these decaying channels is sensitive, in a different way, to different
effects of physics beyond the SM (BSM) [26]. Search of BSM physics –including
supersymmetry and exotic models–, predicted by the theoretical work based on the
SM but extended to explain phenomena such as dark matter, the baryon asymmetry,
the neutrino masses, and the hierarchy problem, remains a key prospect of the physics
programme in the HL-LHC [27]. The latest constraints (exclusion limits) placed by
the LHC data are such that new physics might appear as rare phenomena even at
14 TeV, and therefore a detailed study of their properties demands very large integrated
luminosities [26]. While some BSM models could be confirmed, many could be fully
excluded. Additionally, the HL-LHC programme includes the continued exploration of
the electroweak symmetry breaking, as well as the necessary measurements to improve
the precision of theoretical predictions and reduce experimental and systematic errors,
improving with it, the knowledge of the complete set of parameters of observables
defining the SM, and motivating, as a whole, the upgrade project.

1.2 Motivation

The HL-LHC baseline operation has been designed to provide the experiments with
maximal integrated luminosities and least impact on the detector performance or hard-
ware degradation. Since the original proposal [28, 29], the HL-LHC machine param-
eters have constantly evolved. Simulations with the latest set of parameters not only
allow to assess the accelerator performance in terms of the usual integrated luminosity,
but to characterise in detail the corresponding event distributions from collisions at the
the IPs. These updated descriptions are highly important for the experiments as they
serve as input for realistic simulations of the expected detector efficiency on the recon-
struction of recorded events under different configurations. In this context, the Exper-
imental Data Quality working group was formed to evaluate the performance of the
HL-LHC taking into account both the accelerator and experimental sides. From this
synergy, and based on studies that have found that not only the pile-up has an impact
on the detector efficiency but also its longitudinal distribution around the IP [30, 31],
the effective pile-up density is proposed. This novel figure-of-merit, complementary to
the integrated luminosity, allows to characterise the baseline and alternative scenarios
in terms of the expected data quality at the detectors. Results can then be used to
continuously refine the machine parameters, improving its overall performance and
discovery capabilities.
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1.3 Outline of the Thesis

The basic concepts of accelerator physics relevant for this work, such as beam motion
around the synchrotron, bunch crabbing, and emittance evolution (including the effects
of intrabeam scattering, synchrotron radiation, quantum equilibrium) are introduced
in Chapter 2. The general definitions of luminosity and pile-up are then discussed,
together with a model for beam intensity burn-off, a process that motivates the im-
plementation of a levelling technique to maximise the integrated luminosity delivered
by a machine fill. Other several useful parameters to describe the event distributions
from collisions around an IP (luminous sizes and pile-up densities)are also included.

To perform realistic simulations for the wide range of settings of the different HL-
LHC operational scenarios, new general formulae for the computation of luminosity
and pile-up densities are derived in Chapter 3. In particular, formulae for q-Gaussian
longitudinal distributions are motivated by the latest measurements of bunch profiles
in the LHC [32, 33]. The effect of longitudinal beam offsets is also studied due to
its direct impact on luminosity. Constituting the major theoretical contribution from
this thesis, the novel concept of effective pile-up density –the newly-proposed figure
of merit to asses the performance in terms of the expected detector efficiency–, is
discussed in the same Chapter.

Chapter 4 extensively describes the Levelling program, a flexible simulation tool
for the evolution of the optimum physics fill of the HL-LHC baseline and alternative
scenarios. The main modules of Levelling are based on the theoretical background
(known and new concepts) presented in the preceding chapters. Thanks to the in-
clusion of more refined formulae, machine performance can be better estimated with
respect to previous works [29, 34].

Chapter 5 describes the major results of this work, a comprehensive characterisa-
tion of the HL-LHC baseline. The two first sections describe the latest general, beam,
and optics parameters of the baseline operation with both the so-called standard and
BCMS filling schemes [35, 36]. The evolution of each of these parameters, as well
as other relevant quantities, is meticulously studied throughout their corresponding
optimum fills. Results for both nominal and ultimate levelling operation are discussed
in terms of the key figures of merit, the expected yearly integrated luminosity and
effective pile-up density at the main IPs, and constitute the reference for comparisons
with other operational scenarios. In order to provide an exhaustive characterisation
of the HL-LHC baseline, results from a sensitivity study to each parameter are also
reviewed. Additionally, two scenarios aiming at improving the current baseline per-
formance via electromagnetic wires and adaptive crossing angle are simulated. The
case of operation at an ultimate beam energy of 7.5 TeV is also explored as a potential
upgrade of the HL-LHC project [37–39]. Prompted by the recent interest of the LHCb
experiment [40], a series of operational scenarios for a high-luminosity operation of
IP8 is investigated (including an assessment of their impact on the performance of the
main IPs) in the last section.

The main alternative operational scenarios [29, 41, 42] aiming at improving the
HL-LHC performance, reducing risks, or providing options for addressing possible
limitations (such as electron-cloud formation) or changes of parameters, are examined
in Chapter 6 under the same procedure than the baseline. The alternative scenarios
treated in this work are a scenario with flat optics, with an 8b+4e filling scheme, with
an additional 200 MHz RF system, without crab cavities, and with the so-called crab
kissing. Special interest is given to the effect of the crabbing ratio, crab cavity noise,
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turn-around times, and cross-section for burn-off, for which similar sensitivity studies
than the baseline are conducted for the alternative scenarios. The present results
allow to better understand the capabilities and limitations of each alternative, and to
optimise their parameters. For all scenarios considered in this work, characterisation
of the luminous region for all scenarios is also conducted to serve as input for detector
studies.

Increased bunch intensities, together with reduced beam-beam separation, yield
to an increase of beam-beam effects. These effects, in turn, can directly impact on
the machine performance or its protection system, deeming the implementation of
correction schemes necessary. Different techniques have been proposed in the past,
for example, the use of electron beam lenses [43–45] and current-carrying wires [46–
49]; these approaches demand, however, new hardware in the interaction region (IR)
around the IP, which might not be available. A new correction scheme acting simul-
taneously on both opposite-travelling beams using existing local common magnets in
the IR is proposed in Chapter 7. A modified version of this procedure was used to
derive a compensation of long-range beam-beam effects in the LHC, being successful
tested in the machine measurements.

General conclusions derived from this Thesis are drawn in Chapter 8, together with
particular conclusions for each analysed operational scenario (in view of the two key
figures of merit, the yearly integrated luminosity and the newly-proposed effective pile-
up density). The wide potential of the simulation tools developed for this work is also
highlighted. Conclusions on the study of a new long-range beam-beam compensation
technique are also presented.

"





Chapter 2

Theoretical background

In this Chapter, the basic concepts of beam dynamics relevant for
this study are summarised, together with the definitions of the main
beam and machine parameters. In particular, the geometry of bunch

collisions and the concept of crab cavities are introduced. The formulae
describing the emittance evolution with intrabeam scattering and

synchrotron radiation are included. The general definitions of
luminosity, pile-up, luminous region, and pile-up density, are also

presented, as well as the notion of levelling and the considerations to
estimate the integrated luminosity. These concepts, together with those

in the following chapter, constitute the theoretical framework of the
simulation tools described in Chapter 4.

2.1 Concepts of beam dynamics

2.1.1 Betatron motion
In order to describe the motion of a particle around a circular accelerator, let us assume
the curvilinear coordinate system which follows the design orbit (Fig. 2.1) with origin
at the synchronous particle. Due to the presence of bending dipoles (characterised
by the local curvature radius ρ) and the strong focusing due to alternating gradient
quadrupoles, particles perform betatron oscillations in the transverse coordinates x
and y as they travel around the machine, described by [50]

u(s) = Au
√
βu(s) cos[µu(s) + µu0 ] , u = x, y, (2.1)

where Au and µu0 are integration constants, βu is the betatron function, and µu is
the phase advance in the coordinate u given by

µu(s) =

∫ s0+s

s0

dτ
βu(τ)

. (2.2)

7
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Figure 2.1. Coordinate reference system.

From the equation above, the number of oscillations per turn, known as the tune, can
be computed as follows:

Qu ≡
1

2π
µu(C) =

1

2π

∮
ds

βu(s)
, (2.3)

where C is the ring circumference.
In the absence of damping, particles describe ellipses in the phase space u–u′ (where

u′ = du / ds) as they move around the machine. The Courant-Snyder invariant Au,
related to area contained within the ellipse according to Au = area/π, is a constant
of motion according to Liouville’s theorem [51, 52]. For an ensemble of particles, the
emittance εu is defined as the average of the invariants of all single particles [3, 53]. In
particular, for a bunch with a Gaussian transverse density profile the beam size and
beam divergence are related with the transverse emittance by

σu ≡
√
〈u2〉 =

√
εuβu and σu′ ≡

√
〈u′2〉 =

√
εuγu′ , (2.4)

respectively, where γu(s) ≡ [1 + αu(s)2]/βu(s) and αu(s) ≡ − 1
2
β′u(x) for u = x, y.

In reality, emittance is not constant due to several effects such as beam radiation,
quantum excitation, intrabeam scattering, etc. (Section 2.2). During adiabatic accel-
eration, nevertheless, the normalised emittance remains an invariant,

εun ≡ βrγrεu , (2.5)

with βr and γr the Lorentz relativistic factors.
Smaller beam sizes, achieved by reducing the betatron functions at the IP (denoted

by β∗u), are desirable in colliders as they increase the likelihood of collisions between
the particles of the two bunches (a parameter related with the luminosity, a concept
explained in greater detail in Section 3.1). However, in a low-β region –such an IP–,
the betatron functions change rapidly with s according to βu(s) = β∗u

[
1 + (s/β∗u)2

]
(for u = x, y), see Fig. 2.2. This yields to a modulation of the transverse beam size
known as the hour-glass effect [54],

σu(s) = σ∗u
√

1 + (s/β∗u)2 , (2.6)

with σ∗u the magnitude of the beam size at the IP, which in turn can lead to a reduction
of the luminosity. The hour-glass effect becomes relevant for β∗u . σs where σs is the
bunch length.
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s

β∗

IP
1/2

1

2

1/2 1 3/2

Figure 2.2. Hour-glass effect: Betatron functions around an IP (at s = 0) for β∗ = 1
2
(black),

1 (blue), and 2 (gray); their negative counterparts (dotted) are plotted to show the hour-glass
shape. Bunch length: σs = 1.

A particle with a momentum deviation

δp ≡
∆p

p
, (2.7)

with respect to the ideal momentum p of the design particle is bent differently by the
dipole magnets of a planar ring, leading to a perturbation of the closed orbit in the
horizontal coordinate. In this case, the trajectory is described by

xδp(s) = x(s) +D(s) δp , (2.8)

where D(s) is the dispersion function and x(s) the solution in Eq. (2.1). Thus, the
length of the orbits of particles with different momenta after a full turn is different;
this relative change is measured by the momentum compaction factor αp, defined as

∆C

C
≡ αp

∆p

p
, (2.9)

being C the ring circumference.
Regarding longitudinal motion, particles also describe oscillations around the ideal

(synchronous) particle. In this case, however, oscillations are driven by the presence
of a synchronised radio-frequency (RF) system for acceleration; the tune Qs of the
synchrotron oscillations, unlike the transverse tunes, is much smaller than the particle
revolution frequency frev around the machine.

2.1.2 Crab cavities
In order to describe the collision of two bunches travelling in opposite directions at
the IP, let us assume the 4-dimensional global reference system (x, y, s, ct) with origin
at the point where the centroids of the bunches meet at (x = 0, y = 0, s = 0, ct = 0).1

In general, bunch pairs do not collide head-on, but with a crossing angle θ. The
plane formed by the longitudinal coordinate s and the corresponding transverse coor-
dinate where the crossing angle lays defines the crossing plane ×, while the remaining
transverse coordinate defines, jointly with s, the parallel separation plane ‖.

1The variable ct is used instead of the time t, as it simplifies the units of the four coordinates
(x, y, s, and ct) to units of length.
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(a) Crab crossing in the crossing (horizontal) plane.

y1 y2

s1

s2
s

y

1
2
θ‖ CC

CC CC

CC

(b) Crab kissing in the parallel separation (vertical) plane.

Figure 2.3. Scheme of a bunch collision with simultaneous (a) crab crossing in the crossing
plane (the horizontal plane, × = x) and (b) crab kissing in the parallel separation plane (the
vertical plane ‖= y).

Let us assume the collision of a bunch pair at an IP with horizontal crossing, that is,
the crossing and parallel separation planes are the x–s and y–s planes, respectively (see
Fig. 2.3); in this case, β×,‖ = βx,y, and σ×,‖ = σx,y. For vertical crossing, the inverse
situation occurs. The presence of a crossing angle in the collision reduces the bunch
overlapping, thus decreasing the luminosity. Crab cavities (CCs) are RF cavities that
counteract the reduction of luminosity by exerting kicks in opposite directions to the
particle bunches of each beam before the IP to compensate the crossing angle [55, 56].
The total RF voltage needed by a local CC of angular frequency ωCC to rotate a bunch
by an angle θCC in the crossing plane at the IP is [57]

V =
cE tan(θCC/2)

qωCC
√
β∗×βCC sinµCC

, (2.10)

where E is the particle energy, q the particle charge, and µCC is the phase advance
between the IP and the location of the CC (where the betatron function is βCC).
To minimise the voltage, crab cavities are usually located at positions with µCC ≈
π/2. Depending on the available RF cavity voltage, the ideal head-on collision can be
restored, that is, the crab crossing angle (or simply crabbing angle) θCC is equal to
the crossing angle; θCC/θ is thus the fraction or ratio of compensated crossing angle.
After the IP, a second set of CCs return the bunches of each beam to their original
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d

• r2

(a) Before (left of) the IP

s
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y

⊙
s1 x1

y1
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y2

⊙

dx

d

•r2

(b) After (right of) the IP

Figure 2.4. Reference system for the beam-beam interactions: B1 (B2), in blue (red), travels
clockwise (counterclockwise) around the machine –outwards (inwards) in the figure–, with the
origin of the reference system x1–y1 (x2–y2) located at its centre. The dashed line represents
an arbitrary magnet common to B1 and B2, centred at the origin of the x–y reference system.
Both the situations (a) before and (b) after the IP are shown.

orientation, which then continue their travel around the ring. Rotation of the bunch
in the parallel separation plane by means of crab cavity kicks is known as crab kissing
(CK), and θCK is the crab kissing angle (see Fig. 2.3b).

2.1.3 Beam-beam effects
When the bunches of two beams of a particle collider come into proximity, they interact
electromagnetically, giving rise to a series of beam-beam (BB) effects [58], such as tune
shift and tune spread, β-beating, among others. Assuming equal Gaussian particle
distributions in both transverse dimensions, the beam-beam kick experienced by a
particle (charge q and mass m) of a bunch in beam 1 (B1) travelling in the opposite
direction of a bunch in beam 2 (B2) –see Fig. 2.4– depends only on the radial distance
r between the particle and the centre of the bunch. In the coordinate system of B2, the
kick on the transverse momenta (or, equivalently, transverse angles) are given by [59]{

∆x′2
∆y′2

}
= +

2Nrp
γr

1

r2
2

{
x2

y2

}[
1− exp

(
− r2

2

2σ2

)]
, (2.11)

where r2
2 = x2

2 + y2
2 , N is the bunch population (assumed to be identical for both

bunches), σ is the beam size (assumed to be identical in the horizontal and vertical
coordinates for both round beams, as it is the case near/at the IP for the LHC and
HL-LHC baseline), and rp is the classical particle (proton) radius,

rp =
q2

4πε0mc2
, (2.12)

with c the speed of light and ε0 the vacuum permittivity.
Beam-beam interactions can be head-on (BBHO) –those occurring at the IP–, or

long-range (BBLR) –those taking place along the IR where the multi-bunch beams,
travelling in opposite directions, share a common vacuum beam pipe. The crossing
angle can be expressed in terms of the beam-beam long-range separation dBBLR [60],

θ = dBBLRσ×′ , (2.13)
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with σ×′,‖′ the beam divergence at the IP given by Eq. (2.4).
Depending on their magnitude, beam-beam effects can directly impact machine

protection aspect or limit the machine performance due to the reduction of the beam
lifetime [61]. In the case of the (HL-)LHC, for example, beam-beam effects can also
yield to luminosity imbalance between the experiments, possibly making the imple-
mentation of a correction scheme mandatory. For small amplitudes, linearisation of
Eq. (2.11) around the origin leads to the well-known definition of the beam-beam pa-
rameter [62]

ξ×,‖ ≡
rpNβ×,‖

2πγrσ×,‖g×,‖(σ×,‖g×,‖ + σ‖,×g‖,×)
, (2.14)

where g×,‖ is a geometric factor (a function of the crossing and crabbing angles); it
measures the induced deviation of the number of oscillations in the corresponding
plane with respect to the unperturbed tune, Eq. (2.3), or tune shift. Assuming equal
emittances εn in the crossing and parallel separation planes and round beams, the
equation above reduces, in the case of a head-on collision, to ξ = (rpN)/(4πεn) for
both planes.

The β-beating measures the relative deviation of the betatron function βu(s) in a
given transverse coordinate u with respect to the ideal βu0(s). The β-beating due to a
small quadrupole error at s = si (such as a head-on collision at small amplitude) can
be derived analytically and it is given by [63]

∆βu
βu0

(s) ≡ βu(s)− βu0(s)

βu0(s)

=
2πξu

sin(2πQu0)
cos [2 |µu0(s)− µu0(si)| − 2πQu0 ] , u = x, y , (2.15)

with µu0 and Qu0 the unperturbed phase advance and tune, respectively.
Beam-beam effects are studied in more detail in Chapter 7, where a scheme for the

BBLR compensation in the HL-LHC using local corrector magnets is also proposed.

2.2 Emittance evolution

After being injected into a collider ring, particle beams typically circulate around the
machine for several hours, during which they experience several effects that degrade
their quality. The evolution of beam emittances is of special interest, in particular, due
to their direct influence on luminosity via the beam sizes at the IPs. Synchrotron radi-
ation (SR), quantum excitation, and intrabeam scattering (IBS) are the main drivers
of the emittance evolution. In the following subsections, a brief description of each
of these effects is given, as they are implemented in the simulations of the different
HL-LHC operation scenarios presented in Chapters 5 and 6.

2.2.1 Synchrotron radiation and equilibrium emittances
Synchrotron radiation from accelerated charges has a large impact on particle motion
in accelerators at ultra-relativistic energies. The non-conservative nature of the syn-
chrotron radiation implies that the conditions of the Liouville’s theorem are not met,
yielding to reduction of 6-dimensional volume in phase space (x, x′, y′, y′, s, δp) of the
beam.
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Table 2.1. Radiation integrals.

In Dx 6= 0, Dy = 0 Iso-magnetic ring

I1 ≡
∮
Dx

ρ
ds = 2π〈Dx〉

I2 ≡
∮

1

ρ2
ds =

2π

ρ

I3 ≡
∮

1

|ρ3|
ds =

2π

ρ2

I4 ≡
∮
Dx

ρ

(
1

ρ2
+

2k

ρ

)
ds =

αpC

ρ2

I5 ≡
∮
Hx
ρ3

ds =
2π

ρ2
〈Dx〉2

〈βx〉

Assuming a charged particle q with total energy E at a speed βrc, the instantaneous
radiated power due to transverse deflection by a magnetic field B is [64]

Pγ =
q2c3

2πβ2
r

CγE
2B2 =

cCγ
2π

E4

ρ2
, (2.16)

where ρ is the bending radius and

Cγ ≡
4π

3

rp
(mc2)3

. (2.17)

The energy loss over a full turn in the form of synchrotron radiation is

ESR =

∮
Pγ
c

ds =
CγE

4

ρ
, (2.18)

assuming that all dipoles in the machine have identical curvature radius.
Due to the energy loss in the form of synchrotron radiation, the amplitude of both

betatron and synchrotron oscillation are damped like Aw = Aw0 exp(−t/τwSR), with
radiation damping times given by

τwSR =
τ0
Jw

, w = x, y, s , (2.19)

with τ0 ≡ (2Etrev)/ESR and trev the revolution period; Jw are the damping partition
numbers which, in the case of a planar ring (that is, no vertical bendings and no
vertical dispersion), can be expressed in terms of the radiation integrals I2 and I4 as
follow:

Jx = 1− I4
I2
, Jy = 1, and Js = 2 +

I4
I2
. (2.20)

The radiation integrals for a planar ring are defined in Table 2.1, where the last
column corresponds to the simplified case where all dipoles have the same bending
radius (iso-magnetic ring) [65]. In the table, Dx is the horizontal dispersion function,
k is the normalised quadrupolar gradient of the bending magnets (k = 1

Bρ

∂By
∂x

), and
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Hx = βxD
′
x

2
+ 2αxDxD

′
x + γxD

2
x with αx, βx, γx the horizontal Twiss functions, and

〈·〉 denotes the average value over the dipoles.
The process of quantum excitation yields the emittance to an equilibrium state.

The radiation integrals are also useful to express the equilibrium emittances, which
are reached when the average quantum excitation rate equals the damping rate. For
the horizontal and vertical coordinates, their corresponding equilibrium emittances are
given by [66]

εx0 = Cqγ
2
r
I5
JxI2

and εy0 =
13

55

Cq
JyI2

∮
βy
|ρ3| ds , (2.21)

respectively, where the Cq is the quantum excitation constant defined as

Cq ≡
55

32
√

3

~c
mc2

, (2.22)

being ~ the reduced Planck constant.
Thus, the evolution of the transverse emittance taking into account radiation

damping and quantum excitation can be written as

εu(t) = εu(0) exp

(
− 2t

τuSR

)
+ εu0

[
1− exp

(
− 2t

τuSR

)]
, u = x, y , (2.23)

where εu(0) is the emittance at time t = 0, and εu0 is the equilibrium emittance.
In the s–δE plane (the plane formed by the longitudinal coordinate and the energy

deviation), it is possible to define an analogous longitudinal emittance2 εs in terms of
the bunch length σs ≡

√
〈s2〉 and the RMS energy spread σδE ≡

√
〈δ2
E〉:

εs ≡ σsσδE , (2.24)

with units of [m]. Furthermore, following a similar analysis than that applied for for
the transverse coordinates, and doting that the synchrotron oscillations are slower
than the revolution frequency, the following expressions for the natural energy spread
σδE0

and natural bunch length σs0 can be derived [50]

σδE0
=

√
Cqγ2

r
I3
JsI2

and σs0 =
c η

ωs
σδE0

, (2.25)

where η is the phase slip factor,

η = αp +
1

γ2
, (2.26)

2 Note that the momentum deviation δp ≡ ∆p/p is related with the energy deviation
δE ≡ ∆E/E by δp = δE/β

2
r and, consequently, the momentum spread and energy spread are

related via σδp ≡
√
〈δ2
p〉 = σδE/β

2. Moreover, there are several definitions for the longitudinal
emittance; it can also be defined as εs ≡ πσsσδpp/(βc) with units of [eV s] or, in terms of the
RMS energy, as εs ≡ σsσE/β2. At CERN, it is customary to define the longitudinal emittance
in terms of a multiple of the bunch duration σt (the bunch length expressed in time units of
time, σt = σs/c) [3, 53]:

ε ≡ 4πσtσ∆E = 4πσtσδEE .
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with αp the momentum compaction factor, ωs = 2πfrevQs the longitudinal angular
frequency, andQs the synchrotron tune. Thus, in the presence of synchrotron radiation
and quantum excitation, the longitudinal emittance evolves according to

εs(t) = εs(0) exp

(
−2t

τs

)
+ εs0

[
1− exp

(
−2t

τs

)]
, (2.27)

where εs0 ≡ σs0σδE0
is the natural longitudinal emittance.

2.2.2 Intrabeam scattering

The effect of intrabeam scattering (IBS) [67] due to multiple Coulomb small-angle
scattering, leads to bunch diffusion. This in turns yields to a change on the beam
emittance and the beam dimensions which, ultimately, has an impact on the machine
performance. There are different approaches, each with their corresponding approx-
imations, for the computation of the probability of particle scattering, such as the
classical Rutherford cross-section and models with quantum considerations. The basic
theory on IBS –a classical model– was developed by Piwinksi [68] and extended by
Bjorken and Mtingwa [69]; approximations for the case of high energy particles were
also developed. The IBS theory was later extended to include (vertical) dispersion
and transverse betatron coupling. The latest models allow the computation of the
emittance growth times via numerical integration of complicated algebraic expressions
averaged over the machine lattice. These models are currently implemented in software
for accelerator design such as MAD-X [70].

The emittance growth times in the horizontal, vertical, and longitudinal coordi-
nates (w = x, y, s), can be expressed as [67]

1

τwIBS
=
Nπ2r2

pc (log)

γrΓ

〈
∆w

∫ ∞
0

dλ λ1/2(awλ+ bw)

(λ3 + aλ2 + bλ+ c)3/2

〉
, (2.28)

where N is the bunch population, Γ ≡ (2π)3 · (βrγr)3εxεyσsσδp is the 6-dimensional
invariant phase space volume of the bunch (by a factor of

√
2), (log) is the Coulomb

logarithm,3 and 〈·〉 denotes an average over the lattice period (the full ring). The term
∆w depends on the coordinate w as follows:

∆x =
γ2
r

βx
Hx, ∆y =

γ2
r

βy
Hy, and ∆s =

γ2
r

σ2
δp

. (2.29)

The eight coefficients a, b, aw, bw (w = x, y, s) are functions of the lattice optics
parameters that depend on the model and/or approximations that are applied; the
coefficients implemented in MAD-X, in particular, can be found in Ref. [71]. Finally,
the contribution to the emittance growth due to IBS can written as

εwIBS(t) = εw(0) exp

(
t

τwIBS

)
. (2.30)

3The Coulomb logarithm is defined as (log) ≡ ln(rmax/rmin), where rmax is the smaller
between the RMS beam size σx and the Debye length, and rmin is the larger between the
classical distance of the closest approach and the quantum mechanical diffraction limit from
the nuclear radius. [67]
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Other effects, such as crab cavity noise [72, 73], can have an impact on the emit-
tance evolution. Their contribution can be modelled in a similar way to the effects
described above,

εuCC(t) = εu(0) exp

(
t

τuCC

)
, u = x, y , (2.31)

with τuCC the growth time due to the crab cavity, and εu(0) the emittance at the start
of the fill. The impact of the expected crab cavity noise in the transverse planes for
the HL-LHC is described in more detail in Section. 5.3.2.4.

2.3 Luminosity

2.3.1 Instantaneous luminosity
Let us consider nb pairs of bunches, each with N1,2 particles, colliding at a frequency
frev (the revolution frequency around the machine). The instantaneous luminosity at
the IP is defined by the general formula [54]

L = frevnbN1N2K

∞∫
−∞

∞∫
−∞

∞∫
−∞

∞∫
−∞

%1(x, y, s, ct)%2(x, y, s, ct) dx dy ds d(ct) , (2.32)

where %1,2 are the particle density distributions of the bunches in beam 1 and 2,
respectively, and K is a kinematic factor that comes from the fact that the bunches
are moving against each other [74]:

K =

√
(~v1 − ~v2)2 −

(
~v1 × ~v2

c

)2

. (2.33)

If the bunches travel at nearly the speed of light, |~v1| = |~v2| = c, and the kinematic
factorK is equal to 2 cos2 θ

2
. The luminosity is usually expressed in units of [cm−2 s−1].

Similarly to Section 2.1, let us consider the crossing (×) and the parallel sepa-
ration (‖) planes to be the horizontal (x) and vertical (y) planes, respectively. Let
us also assume the presence of crabbing in both the horizontal and vertical planes,
that is, crab crossing and crab kissing, respectively. While the crab crossing allows
to compensate, at least partially, the crossing angle, restoring a head-on collision, the
crab kissing allows to regulate the pile-up density (Section 2.4) of the bunch crossing.
The transformation of coordinates between the reference system of each bunch and
the frame (x, y, s, ct) at the IP is [75]

x1,2 = x cos
θ

2
∓ s sin

θ

2
± 1

kx
sin{kx[s∓ (ct+ ctx1,2)]} sin

θx
2
,

y1,2 = y +
1

ky
sin{ky[s∓ (ct+ cty1,2)]} sin

θy
2

s1,2 = s cos
θ

2
± x sin

θ

2
, and

ct1,2 = ct ,

(2.34)

being θx and θy the crab crossing angle and crab kissing angle, respectively. As the
bunches of each beam travel across the CCs, the RF transverse kicks on the particles’
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trajectories (in the corresponding transverse plane) are exerted, in general, with a time
offset tx,y1,2

. Each of the CC pairs for each beam and plane are assumed to be equal
and characterised by their wave numbers

kx,y =
ωx,y
c

= 2πfx,y , (2.35)

where fx,y and ωx,y are the frequency and angular frequency, respectively. Each CC
pair is also assumed to be synchronised, that is, the time offset of each pair is the
same, effectively restoring the bunch original orientation after it exists the interaction
region. Assuming a small crossing angle4

s cos
θ

2
� x sin

θ

2
, (2.36)

a further simplified transformation of the longitudinal coordinates is got, namely,

s1,2 = s cos
θ

2
, (2.37)

decoupling, in this way, the transformation of the longitudinal coordinate from the
transverse coordinates. Then, it is possible to perform the integrals on the transverse
coordinates separately, and to be left with an integrand only dependent on the product
of the longitudinal distributions.

Let us also assume separable distributions for each coordinate, equal for both
beams,

%1,2(x, y, s, ct) = %x(x1,2)%y(y1,2)%s(s1,2, ct1,2) , (2.38)
Due to the bunches moving in opposite direction, the longitudinal densities can rewrit-
ten as follows:

%s(s1,2, ct) = %s(s1,2 ∓ (ct+ ct01,2)) . (2.39)
Here the time offsets t01,2 represent the bunches travelling with a delay with respect
to (or travelling ahead of) the ideal time in which the centroid of the bunches cross the
lattice IP at t = 0 (Section 3.1), and they are different to tx,y1,2

, the time-offset of the
RF kicks exerted by the crab cavities. Finally, assuming equal particle populations in
the bunches of both beams (N = N1 = N2), and Eq. (2.32) can be thus written as

L = frevnbN
2K

∞∫
−∞

∞∫
−∞

∞∫
−∞

∞∫
−∞

%x(x1)%x(x2)%y(y1)%y(y2)

· %s[s1 − (ct+ ct01)]%s[s2 + (ct+ ct02)]dx dy ds d(ct) . (2.40)

For the transverse density profiles, a Gaussian distribution is a common description

%u(u1,2) =
1√

2πσu1,2

exp

(
−

u2
1,2

2σ2
u1,2

)
, u1,2 = x1,2, y1,2 . (2.41)

After lengthy algebra, the products of the horizontal and vertical densities read

%x(x1)%x(x2) =
1

2πσ2
x

fx(x, s, ct), and (2.42)

%y(y1)%y(y2) =
1

2πσ2
y

fy(y, s, ct), (2.43)

4The validity of this approximation is even more evident when x and s assume the value
of the horizontal and longitudinal bunch sizes, respectively, (cos2 θ

2
)/σ2

x � (sin2 θ
2

)/σ2
s since,

in general, σx � σs by several orders of magnitude.
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where

fx(x, s, ct) = exp

− x2

(
cos2 θ

2

σ2
x

)

+ x

{
2

kxσ2
x

cos
θ

2
cos

[
kx

(
s+

ct−x
2

)]
sin

[
kx

(
ct+

ct+x
2

)]
sin

θx
2

}

−

{
+

1

4k2
xσ2

x

{
2− cos{2kx[s− (ct+ ctx1)]}

− cos{2kx[s+ (ct+ ctx2)]}
}

sin2 θx
2

− 2s

kxσ2
x

sin
θ

2
sin

[
kx

(
s+

ct−x
2

)]
cos

[
kx

(
ct+

ct+x
2

)]
sin

θx
2

+
s2

σ2
x

sin2 θ

2

} , and (2.44)

fy(y, s, ct) = exp

− y2

(
1

σ2
y

)

− y

{
2

kyσ2
y

sin

[
ky

(
s+

ct−y
2

)]
cos

[
ky

(
ct+

ct+y
2

)]
sin

θy
2

}

−

{
+

1

4k2
yσ2
y

{
2− cos{2ky[s− (ct+ cty1)]}

− cos{2ky[s+ (ct+ cty2)]}
}

sin2 θy
2

} . (2.45)

with ct±u = ctu2 ± ctu1 for u = x, y. After integration of these expressions, and
performing further simplifications using Eq. (2.36) along the process, the formula for
the instantaneous luminosity in the presence of the hour-glass effect can be written as
as

L = 2L0 cos
θ

2

∫ ∞
−∞

∫ ∞
−∞

gs,ct(s, ct)ds d(ct) , (2.46)

where the coefficient L0, given by

L0 ≡
frevnbN

2

4πσ∗xσ∗y
, (2.47)

is the instantaneous luminosity of a head-on collision (in the absence of hour-glass
effect) [54]. The integrand

gs,ct(s, ct) ≡ Fx,y(s, ct) %s[s1 − (ct+ ct01)]%s[s2 + (ct+ ct02)] , (2.48)

is the product of the longitudinal densities of the bunches of the two beams, times the
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contribution of the densities on the transverse coordinates, given by the function,

Fx,y(s, ct) ≡
∫ ∞
−∞

∫ ∞
−∞

fx(x, s, ct)fy(y, s, ct) dxdy

=

exp

−
{

1
kx

sin

[
kx

(
s+

ct−x
2

)]
cos

[
kx

(
ct+

ct+x
2

)]
sin θx

2
−s sin θ

2

}2

σ∗x
2
[
1+(s/β∗x)2

] 
√

1 + (s/β∗x)2

·

exp

−
{

1
ky

cos

[
ky

(
s+

ct−y
2

)]
sin

[
ky

(
ct+

ct+y
2

)]
sin

θy
2

}2

σ∗y
2
[
1+(s/β∗y)2

]


√
1 +

(
s/β∗y

)2 . (2.49)

It is worth to remember that the assumption made in Eq. (2.37) allowed decoupling
the transverse from the longitudinal coordinate transformations. The integrand gs,ct,
a function of s and ct, has to be evaluated numerically.

2.3.2 Burn-off and luminosity levelling
Particles are lost as result of the bunch collisions, yielding to a decrease of the beam
intensity (burn-off ). There are different models that aim to describe the observed
luminosity decay due to burn-off [76, 77]. To derive the model for the present work,
notice that luminosity is proportional to the product of the bunch populations (N =
N1 = N2); the time5 evolution of the luminosity at IP i can thus be written as

Li(t) = Li0
N2(t)

N2
0

, (2.50)

where Li0 = Li(t0) and N0 = N(t0) for a given time t0. The number of particles
lost due to burn-off is given by σb.o.Li(t), with σb.o. the cross-section of the collision
process. For a machine with more than one IP, the rate of bunch intensity burn-off
due to luminosity is

r(t) ≡ −dN(t)

dt
=
∑
i

σb.o.Li(t)
nbi

, (2.51)

where nbi is the number of colliding bunch pairs at IP i. In the present HL-LHC
simulations, a pessimistic total cross-section for burn-off of σb.o. = 111 mb is as-
sumed [3, 77, 78].

Substituting the expression for Li(t) on the equation above and solving for N(t),

N(t) =
N0

1 + r0
N0
t
, (2.52)

where
r0 ≡

∑
i

σb.o.Li0
nbi

. (2.53)

5Note that t in these expressions refers to the time in a collider fill; the time in ct in the
expressions for the computation of the instantaneous luminosity in the previous section is a
coordinate within the bunch.
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t

L

Lvirt

tlev tfill

Llev
pLlev

→ ∆tp ←

← tt.a. →

Figure 2.5. Luminosity levelling: in red, luminosity levelling at Llev with constant-length
steps; in blue, levelling with constant luminosity threshold pLlev; luminosity with natural
decay (no levelling) from its virtual value Lvirt [6] according to Eq. (2.54) assuming constant
emittance and beam population (in grey) or with re-evaluation of emittance and beam popu-
lation at constant steps (in black). The levelling and fill duration, and the turn-around time,
are denoted by tlev, tfill, and tt.a., respectively.

Finally, the luminosity at a given IP i as a function of time is given by [77, 79, 80].

Li(t) =
Li0(

1 + r0
N0
t
)2 . (2.54)

In addition to beam burn-off, the luminosity production is altered throughout the
fill due to emittance blow-up. Operation with levelling aims at keeping the instan-
taneous luminosity (and, in consequence, the pile-up, see Section 2.4) within a given
threshold of a given value –the levelled luminosity, Llev– , according to detector capa-
bilities.

In the HL-LHC baseline, two levelled luminosities at IP1 and IP5 –corresponding
to the location of the ATLAS and CMS detectors, respectively– define the nominal and
ultimate operation scenarios (Sections 5.1.1 and 5.1.2) [3]. Levelling can be performed
via manipulation of a series of optics parameters. At the two main IPs, in particular,
levelling is achieved via step-wise reduction of β∗, which ensures the desired beam
size and crossing angles that provide the desired levelled luminosity. At IP8, on the
other hand, Llev = 2× 1033 cm−2 s−1 is assumed to remain constant for the entire fill
duration thanks to levelling with offset (parallel separation [81]).

Assuming the models of beam intensity and luminosity above, a new step (that is,
reduction of β∗ and the corresponding beam separation) has to be performed once the
luminosity has naturally decayed from its initial levelled value of L(t0) = Llev at the
beginning of the step (t = t0) to a fraction p of it, given by

L(t0 + ∆tp) = pLlev , for 0 < p < 1 , (2.55)

after a time ∆tp given by

∆tp =
N0

r0

(
1
√
p
− 1

)
, (2.56)
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with N0 and r0 the bunch population and the rate of intensity burn-off, respectively, at
time t0; the transverse and longitudinal emittance are assumed to remain constant (its
value is updated at the beginning of each new step) for the duration of the step. The
levelling process to restore the luminosity by adjusting the optics settings is repeated
until the minimum achievable values of β∗ and separation are reached.

Note that, as the fill progresses and the bunch population decreases, the step
length ∆tp shortens. Previous works assumed a levelling process with steps of constant
duration; in this case, however, the value at which the luminosity has decayed by the
end of each step is not constant, but decreases over the fill. Figure 2.5 shows the
typical behaviour of levelling luminosity using steps with both fixed duration and with
adaptive duration.

Levelling of other figures of merit is also possible; for example, levelling of the peak
pile-up density is implemented in the CK scheme discussed in detail in Section 6.5. The
evolution of typical fills for any HL-LHC scenario is simulated by a python routine,
based on the original code implemented in Ref. [41], and that has been extended to
provide more flexibility and control of the levelling settings. A detailed description of
the simulation tools is presented in Chapter 4.

2.3.3 Integrated luminosity

The integrated luminosity over a fill is given by

Lint,fill =

∫ tfill

0

L(t)dt . (2.57)

The fill duration tfill is set to maximise the corresponding yearly integrated luminosity,
that is, tfill is the duration of the optimum fill.

Once a fill has reached its optimum duration, the burnt-off beams are dumped,
and new beams with the original intensity are prepared and injected into the machine.
The down time spent between the beam dump and the reaching of flat top energy
at the start of collisions with the new beams is known as the turn-around time tt.a..
The yearly integrated luminosity, usually expressed in [fb−1] is estimated from the
extrapolation of the integrated luminosity of a fill [3]:

Lint = η
tyear

tfill + tt.a.
Lint,fill , (2.58)

where tyear the scheduled time for physics production within a year and η is the
efficiency

η ≡ Nfill
tfill + tt.a.
tyear

× 100 % , (2.59)

with Nfill the number of successful fills of duration tfill. The efficiency is related to
another useful quantity, the machine availability A, defined as the time spent in physics
(fills) divided by the total allocated calendar time, i.e. A = Nfill tfill/tyear [77, 82, 83].
Thus, the yearly integrated luminosity can be written as a function of the availability:
Lint = Atyear Lave, where Lave is the average instantaneous luminosity over a year. In
the following chapters, the estimation of the yearly integrated performance of the HL-
LHC baseline and main alternative operational scenarios is conducted and discussed.
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2.4 Pile-up and pile-up density

The pile-up (PU) µ is defined as the average number of events per bunch crossing; as
such, its magnitude is proportional to the instantaneous luminosity L(t) at time t:

µ(t) =
σL(t)

frevnb
, (2.60)

being σ is the proton-proton inelastic cross-section, nb is the number of colliding
bunches, and frev is the revolution frequency. A precise and updated characterisation
of the PU level of the different HL-LHC operational scenarios is highly relevant for
the experiments: the ratio of the reconstructed and identified primary vertices of the
events in a collision with respect to the number of simulated vertices depends on the
PU and its distribution; its estimate constitutes a critical first step in most detector
analyses [30, 31].

The PU can be derived from a 4-dimensional PU density as follows:

µ(t) =

∫ ∫ ∫ ∫
ρ(x, y, s, ct; t) dxdy ds d(ct) , (2.61)

where ρ(x, y, s, t) describes the distribution of events in space and time during the
collision of two bunches.6 Then

ρ(x, y, s, ct; t) =
∂4µ(t)

∂x ∂y ∂s ∂(ct)
. (2.62)

The PU density along a single variable, or a set of two or more variables can also
be defined. In the following subsection, the line and time PU densities (that is, the
corresponding projections along s and t = (ct)/c) are discussed, since they are of major
interest for the main IPs.

2.4.1 Line and time pile-up densities

The line PU density7 ρs(s; t), describes the local distribution of PU events along the
longitudinal coordinate s (with the interaction point at s = 0), at a given time t during
the fill,

µ(t) =

∫
ρs(s; t) ds ; (2.63)

it corresponds to the projection of the general PU density along s. The line PU density
is of major interest, in particular, as the experimental tracking detectors are sensitive
to this quantity.

Using the proportionality relation between the PU and the luminosity in Eq. (2.60)
and the expression for the instantaneous luminosity in Eq. (2.46) in the equation above,

ρs(s; t) ≡
∂µ(t)

∂s
=

2σL0(t)

frevnb
cos

θ(t)

2

∫
gs,ct(s, ct; t) d(ct) , (2.64)

6As pointed out before, it is important to note that coordinate ct in ρ and its integral refers
to the time it takes for a bunch pair to collide. The variable t has been included to make
explicit the fact that the 4D-density changes its shape as the fill evolves (with the beam and
optics parameters changing due to levelling, emittance growth, etc.

7When mentioned as simply PU density, it refers to the line PU density, as this quantity
is of more interest than its time counterpart.



2.4. Pile-up and pile-up density 23

where gs,ct(s, ct) ≡ Fx,y(s, ct) %s1(s, ct)%s2(s, ct); the factor Fx,y(s, ct) is given by
Eq. (2.49) and the distributions %s1,2 depend on the longitudinal bunch profile (Sec-
tions 3.1.1 to 3.1.3). Thus, the line PU density can be easily computed by numerically
integrating the corresponding integrand over only the time coordinate; its units are
[m−1], understood as events/m.

Similarly, the time PU density ρct(ct; t) at time t represents the local distribution
of events per bunch crossing around ct (with the interaction point at ct = 0):

ρct(ct; t) ≡
∂µ(t)

∂(ct)
=

2σL0(t)

frevnb
cos

θ(t)

2

∫
gs,ct(s, ct; t)ds , (2.65)

or in time units, ρt = cρct gives the distribution in events/s−1. In the case of the time
PU density, the corresponding integrand describing the case of interest is integrated
over only the longitudinal coordinate.

The peak line (time) PU density is the value of the line (time) PU density at its
peak; in general, this peak occurs at s = 0 (ct = 0):

ρ̂v(t) = ρv(v = 0; t) , v = s, ct , (2.66)

and its units are naturally the same as the line (time) PU density.
As mentioned earlier, projections of the 4D PU density in more than one coordinate

can also be defined. In particular, the study of the 2D PU density in both s and ct is
of interest, and its is given by

ρs,ct(s, ct; t) ≡
∂µ(t)

∂s
=

2σL0(t)

frevnb
cos

θ(t)

2
gs,ct(s, ct; t); (2.67)

the event distribution ρs,ct(s, ct; t) is typically expressed in units of [m−1 s−1], after
transforming ct into t. In this case, no integration is needed.

2.4.2 Transverse pile-up densities

Following the logic in the previous subsection, similar projections of the PU density
can be made for the transverse coordinates, that is, µ(t) =

∫
ρu(u; t)du for u = x, y,

or

ρu(u; t) =
∂µ(t)

∂u
=

σ

frevnb

∂L(t)

∂u
, u = x, y. (2.68)

In this case however, the integrand of the luminosity integral does not correspond to
Fx,y %s1%s2 because the term Fx,y comes from the integral over both x and y; thus,
a step back has to be taken: the corresponding transverse coordinate has to remain
not integrated, which yields to more complicated expressions for the full integrand.
The result, however, can still be integrated numerically: in this case the integral is
performed over s, ct, and the reminding transverse coordinate (either y or x, for the
horizontal or vertical PU density, respectively).

A simplified case corresponds to the scenario of collision without crabbing. This
is in fact the situation at IP8, where the transverse PU densities are of interest for a
potential high-luminosity LHCb experiment [40] (Section 5.6) due to the larger beam
sizes.
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2.5 Luminous region and luminous time

Other related quantities of interest are the RMS luminous sizes [84], as they char-
acterise the dimensions of the space-time region around the IP where the collisions
take place. As in the case of the PU densities, the RMS luminous size can also be
defined for one or more coordinates, mirroring the line and time PU densities. The
RMS luminous sizes in s and ct:

σlumv (t) =

√
1

µ(t)

∫
v2ρv(v; t) dv , v = s, ct . (2.69)

The factor 1/µ(t) normalises the PU density at t to the total number of PU events
at t. The RMS luminous size in s is commonly called the RMS luminous region. The
RMS luminous time as given by the expression above must be divided by c to express
this quantity in time units.

Finally, another useful quantity, namely, the peak luminous size in u is defined by

σ̂lumu (t) =
1

µ(t)

∫
ρu,v(u = 0, v; t) dv , u, v = s, ct, or u, v = ct, s . (2.70)

The peak luminous region (in s) and peak luminous time (in t) allows the easy compu-
tation of the corresponding peak PU densities since ρu(u = 0; t) =

∫
ρu,v(u = 0, v; t)dv

and, after substitution of Eq. (2.66),

ρ̂v(t) = µ(t) σ̂lumv (t) , v = s, ct . (2.71)

for a given t during the fill.
Each operational scenario delivers local PU densities with particular characteris-

tics. As in the case of the total PU, a detailed study of these quantities is needed in
order to provide the input for accurate simulations of the detector performance for
different detector configurations.

"



Chapter 3

Luminosity formulae and
effective pile-up density

In the first section of this chapter, the known equations for the
computation of the luminosity with both crab crossing and crab kissing

are derived. For this work, these formulae were then extended to include
beam time offsets and for different longitudinal bunch profiles. The

analytic case of the q-Gaussian distribution is studied, in particular, in
greater detail as it better describes the longitudinal profile of the
bunches in the LHC (and thus assumed for the simulations of the

HL-LHC in Chapter 5). In the second section, the concept of effective
pile-up density is introduced as a complimentary parameter to

estimate the integrated performance in terms of the pile-up density
–associated with the expected detector performance–, allowing to

characterise each machine operational scenario of the HL-LHC. This new
figure-of-merit constitutes the main analytic contribution of this thesis.

3.1 Luminosity formulae

Although Gaussian is a common description of the longitudinal bunch profile, sim-
ulations and measurements show that a q-Gaussian distribution provides a better
description [33, 85]; this is the case at least at the beginning of the fill, with the profile
tending to Gaussian by the end of it. Other profiles have been developed to optimise
other configurations; for example, a particular case of the super-Gaussian distribution
is adopted for the crab kissing scheme [86]. The properties and relations of these three
main distributions are described in the Appendix A. The forms taken by luminosity
equation for each of these cases are summarised below. The q-Gaussian case is studied
in more detail, as it constitutes the distribution assumed for the simulations of the
HL-LHC baseline and most of the alternative scenarios.

25
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3.1.1 Gaussian
A Gaussian longitudinal profile is described by

%s[s1,2 ∓ (ct+ ct01,2)] =
1√

2πσs
exp

(
−

[s1,2 ∓ (ct+ ct01,2)]2

2σ2
s

)
, (3.1)

where σs is the RMS value of the Gaussian distribution. After performing the product
of the corresponding densities of the bunches of the two beams, and plugging it into
the expression for the instantaneous luminosity,

L =
L0

πσ2
s

cos
θ

2

∫ ∞
−∞

∫ ∞
−∞

Fx,y(s, ct)fs,ct(s, ct) ds d(ct) , (3.2)

where

fs,ct(s, ct) = exp

(
−

[s cos θ
2
− (ct+ ct01)]2 + [s cos θ

2
+ (ct+ ct02)]2

2σ2
s

)
, (3.3)

and L0 and Fx,y(s, ct) are given by Eqs. (2.47) and (2.49), respectively.

3.1.2 q-Gaussian
In the case of the q-Gaussian distribution (see Appendix A.2), the longitudinal bunch
density is

%s[s1,2 ∓ (ct+ ct01,2)] =
1

µ(λσs)

(
1−

4[s1,2 ∓ (ct+ ct01,2)]2

(λσs)2

)5/2

, (3.4)

where the parameters µ ≡ 5π/32 and λ ≡ 2
[
(2 ln 2)/(1− 2−2/5)

]1/2
ensure that its

full width at half maximum (FWHM) equals the FWHM of the corresponding Gaussian
distribution, 2σs

√
2 ln 2 [75]. The luminosity can be written then as

L =
2L0

µ2(λσs)2
cos

θ

2

∫∫
D

Fx,y(s, ct)fs,ct(s, ct) ds d(ct) , (3.5)

with

fs,ct(s, ct) ≡

[(
1−

4[s cos θ
2
− (ct+ ct01)]2

(λσs)2

)(
1−

4[s cos θ
2

+ (ct+ ct02)]2

(λσs)2

)]5/2

.

(3.6)
Note that, unlike the Gaussian distributions, the domain D on s-ct of the q-Gaussian
function (and their product for two bunches) is finite. Moreover, the integrand must
be real to have a physical meaning. Therefore the integrals over s and ct in the formula
of the instantaneous luminosity have to be performed within these limits. In order to
determine the integration limits, it is useful to rewrite the q-Gaussian bunch profiles
in a factorised way,

%s[s1,2 ∓ (ct+ ct01,2)]

=
1

µ(λσs)

(
2

(λσs)

)5
[
−

1∏
i=0

(
(ct+ ct01,2)∓ s1,2 + (−1)i

(λσs)

2

)]5/2

, (3.7)
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Table 3.1. Properties of the sub-regions in the domain of fs,ct(s, ct).

Combinat. Inters. fs,ct Bounded Combinat. Inters. fs,ct Bounded

++++ 1 R No −+++ 4 C
+++− ∅ −++− ∅
++−+ 2 C −+−+ 5 (D) R Yes
++−− 3 R No −+−− 6 C
+−++ ∅ −−++ 7 R No
+−+− ∅ −−+− ∅
+−−+ ∅ −−−+ 8 C
+−−− ∅ −−−− 9 R No

which yields to

L =
2L0

µ2(λσs)2

(
2

(λσs)

)10

cos
θ

2

∫∫
D

Fx,y(s, ct)fs,ct(s, ct) ds d(ct) , (3.8)

where

fs,ct(s, ct) =

[(
(ct+ ct0,1)− s cos

θ

2
− (λσs)

2

)(
(ct+ ct0,1)− s cos

θ

2
+

(λσs)

2

)
·
(

(ct+ ct0,2) + s cos
θ

2
+

(λσs)

2

)(
(ct+ ct0,2) + s cos

θ

2
+

(λσs)

2

)]5/2

.

(3.9)

As pointed out before, the approximation Eq. (2.36) allows to decouple the transfor-
mation of the horizontal and longitudinal coordinates. Below, the domain D of the
function fs,ct(s, ct) is studied in more detail.

The four factors inside brackets in Eq. (3.9) can be either positive (+) or negative
(−); this results in the sixteen possible combinations listed in Table 3.1 (each sign
corresponds, in the same order, to each factor in fs,ct(s, ct)). Not all combinations are
possible, though, as for some of them there are no pairs of points (s, ct) that satisfy the
corresponding signs of the four factors simultaneously. Equating each of the factors in
Eq. (3.9) to zero defines four lines (written as function of s in the plane s-ct):

ct = s cos
θ

2
+

(λσs)

2
− ct01 ≡ Act(s) , (3.10)

ct = s cos
θ

2
− (λσs)

2
− ct01 ≡ Bct(s) , (3.11)

ct = −s cos
θ

2
+

(λσs)

2
− ct02 ≡ Cct(s) , and (3.12)

ct = −s cos
θ

2
− (λσs)

2
− ct02 ≡ Dct(s) . (3.13)

Each of the regions defined by the equations above can be seen in Fig. 3.1a. The
(+) or (−) signs correspond to the semi-planes above or below the corresponding lines.
The seven empty intersections are indicated by ∅ in Table 3.1, and they are discarded.
For the reminding regions, note that fs,ct(s, ct) : R×R→ C, that is, for s and ct reals,
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Figure 3.1. Domain of the q-Gaussian function: (a) fs,ct(s, ct) and (b) fct,s(ct, s).

Eq. (3.9) is in general a function in the complex plane C. To be physically meaningful,
the domain has to be restricted to those values of s and ct for which the integrand
function is real. Since fs,ct(s, ct) is imaginary when the number of positive (or negative)
terms is even (e.g. the first term being positive and the reminding three all negative,
and so on), four more regions can be discarded, as they deliver a complex result (some
of the original combinations could also be directly discarded for this reason). Finally,
only the regions where fs,ct(s, ct) is bounded and its integral converges are of interest;
this does not occur in the regions 1, 3, 7, nor 9, and thus only one region is left:

−+−+ .

This region, called D, is shaped as a parallelogram, and its boundaries define the
limits of integration over s and ct for the luminosity calculation. The choice of this
region is also intuitive, as it is the bounded region around the origin. Although the
function fs,ct is defined in other regions, this is a purely mathematical result from its
own definition; the physical density distribution is described by this function only by
the aforementioned region of interest, and it is assumed zero elsewhere.

The ratio between the height and width of the parallelogram is determined by the
angle θ which, in general, is a small crossing angle (the region is a square for head-on
collisions). The offset of the parallelogram centre (sO, ctO) with respect to the centre
of the coordinate system is determined by the time offsets t01,2 :

sO = −ct02 − ct01

2 cos θ
2

, and ctO = −ct02 + ct01

2
. (3.14)

The vertices of the parallelogram also define the following quantities:

smin = − (λσs)− (ct02 − ct01)

2 cos θ
2

ctmin = − (λσs)− (ct02 + ct01:)

2

smax =
(λσs)− (ct02 − ct01)

2 cos θ
2

ctmax =
(λσs)− (ct02 + ct01)

2
.

(3.15)
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Note that (ctmax − ctmin)/(smax − smin) = cos θ
2
.

In some cases, it is more useful to study the domain of the integrand function in
the reflected ct-s plane (Fig. 3.1b). In this case, the equations of the bordering lines
of the region D are

s =
1

cos θ
2

[
(ct+ ct01)− (λσs)

2

]
≡ As(ct) , (3.16)

s =
1

cos θ
2

[
(ct+ ct01) +

(λσs)

2

]
≡ Bs(ct) , (3.17)

s =
1

cos θ
2

[
−(ct+ ct02)− (λσs)

2

]
≡ Cs(ct) , and (3.18)

s =
1

cos θ
2

[
−(ct+ ct02) +

(λσs)

2

]
≡ Ds(ct) , (3.19)

and they are functions of ct; the expressions in Eqs. (3.14) and (3.15) are, of course,
still valid.

The region of interest in the plane s-ct can be further split into four quadrants,
see Fig. 3.1. The integrals over s and ct in the domain D are thus understood as∫∫

D

d(ct) ds =

IV∑
i=I

∫∫
i

d(ct) ds , (3.20)

in the s-ct plane, where

∫∫
i

d(ct) ds =



∫ smax
sO

∫ Cct(s)
ctO

d(ct) ds, for i = I∫ sO
smin

∫ Act(s)
ctO

d(ct) ds, for i = II∫ sO
smin

∫ ctO
Dct(s)

d(ct) ds, for i = III∫ smax
sO

∫ ctO
Bct(s)

d(ct) ds, for i = IV

. (3.21)

When reflecting the s-ct plane, and thus inverting the order of integration –to be
consistent with the order in Eq. (3.8), which is the same order that has been used
in the Gaussian and super-Gaussian cases–, the limits of integration of each of the
regions of D are

∫∫
i

ds d(ct) =



∫ ctmax
ctO

∫ Cs(ct)

sO
ds d(ct), for i = I∫ ctO

ctmin

∫ Bs(ct)

sO
ds d(ct), for i = II∫ ctO

ctmin

∫ sO
Ds(ct)

ds d(ct), for i = III∫ ctmax
ctO

∫ sO
As(ct)

ds d(ct), for i = IV

. (3.22)

Depending on the parameters of the crab cavities, the integral of Fx,yfs,ct can be fur-
ther simplified by exploiting the parity of the integrand. This is indeed the case in
the developed simulation tools to optimise the computation of the numerical integra-
tion, as described in the following chapter. Lastly, substitution of Eq. (3.20) in (3.8)
gives the final expression to compute the instantaneous luminosity for bunches with
q-Gaussian longitudinal profile.
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3.1.3 Super-Gaussian
A longitudinal bunch profile with super-Gaussian distribution is described by

%s[s1,2 ∓ (ct+ ct01,2)] =
1

ν(κσs)
exp

(
−

[s1,2 ∓ (ct+ ct01,2)]4

2(κσs)4

)
, (3.23)

with ν ≡ 25/4 Γ (5/4), κ ≡
{

Γ(1/4)/
[√

2 Γ(3/4)
]}1/2

and Γ(·) is the gamma function [75].
These parameters ensure that the RMS the super-Gaussian distribution is equal to σs
–the RMS of the equivalent Gaussian distribution–, see Appendix A.3. The instanta-
neous luminosity in this case is

L =
2L0

ν2(κσs)2
cos

θ

2

∫ ∞
−∞

∫ ∞
−∞

Fx,y(s, ct)fs,ct(s, ct) ds d(ct) , (3.24)

where

fs,ct(s, ct) ≡ exp

(
−

[s cos θ
2
− (ct+ ct01)]4 + [s cos θ

2
+ (ct+ ct02)]4

2(κσs)4

)
. (3.25)

3.2 Effective pile-up density

Since the longitudinal resolution of the tracker (around 0.1 mm) is significantly smaller
than the average distance between PU vertices [87], it was reasonable for the exper-
iments at the LHC to assume the impact of PU density on the detector efficiency
to be linear (in the current range of HL-LHC collision scenarios). Several quantities
were preliminary studied as a function of the PU density. It was found that the local
efficiency of reconstructed events indeed exhibited an approximately linear relation
with the PU density [30, 31, 88], confirming this simple but novel hypothesis. Based
on these observations, a new figure-of-merit, the effective PU density, was proposed
to quantify the integrated effect of the local event distributions on detector efficiency,
as derived below. The effective PU density mirrors the integrated luminosity as a
more interesting parameter for the experiments than the peak magnitude of the corre-
sponding parameter [89] (namely, the peak instantaneous luminosity or the peak PU
density).

The useful data quantity for analysis, represented by L′int,fill, can be parametrised
as a fraction of the delivered integrated luminosity Lint,fill for a fill duration tfill (see
Eq. (2.57)) via a function f of the PU µ and the local density ρs,

L′int,fill =

∫ tfill

0

∫
f(µ, ρ)L(s; t) ds dt . (3.26)

Expanding f around ρs = 0,

f(µ, ρs) ≈ f(µ, 0) +
∂f(µ, ρs)

∂ρs

∣∣∣∣
ρs=0

ρs(s; t) . (3.27)

At constant PU µ(t) = µ0 –which is the case in the HL-LHC for most of the fill
duration due to luminosity levelling (Section 5.1)–, the integrals over the first term
can be approximated as∫ tfill

0

∫
f(µ(t), 0)L(s, t)dsdt ≈ f(µ0)Lint,fill , (3.28)
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s s s

ρs(s)
t

IP IP IP

0 tfill

ρ̄s

Figure 3.2. Effective line pile-up density as the average line pile-up density over the fill
weighted by the corresponding integrated luminosity.

and∫ tfill

0

∫
∂f(µ0, ρs)

∂ρs

∣∣∣∣
ρs=0

ρs(s; t)L(s; t)ds dt

≈ −ε
∫ tfill

0

∫
ρs(s; t)L(s; t) ds dt ≡ −ερ̄sLint,fill , (3.29)

where

ε ≡ −∂f(µ0, ρs)

∂ρs

∣∣∣∣
ρs=0

. (3.30)

The useful integrated luminosity in Eq. (3.26) can be rewritten as

L′int,fill ≈ [f(µ0)− ε(µ0)ρ̄s ]Lint,fill , 0 ≤ f(µ0) ≤ 1 , ε > 0 , (3.31)

and therefore it allows to compare different scenarios in terms of the integrated lumi-
nosity and a parameter ρ̄s for constant PU µ0. Equation (3.29) defines the effective
(line) pile-up density ρ̄s, the average of the PU density over the fill, weighted by the
integrated luminosity (or equivalently, the integrated PU in the fill) [90],

ρ̄s ≡

∫ tfill

0

∫
ρ2
s(s; t) ds dt∫ tfill

0

µ(t) dt
=

∫ tfill

0

µ(t)E[ρs(s; t)]dt∫ tfill

0

µ(t)dt
, (3.32)

see Fig. 3.2. In the second identity, the effective line PU density has been rewritten in
terms of the expected value of ρs over s with probability ρ(s; t)/µ(t):

E[ρs(s; t)] =

∫ ∞
−∞

ρs(s; t)
ρs(s; t)

µ(t)
ds . (3.33)

The common units of ρ̄s are [mm−1], understood as [events/mm]. The lower the effec-
tive PU density is, the higher the detector efficiency becomes for the reconstruction of
event vertices, i.e. higher data quality. It has to be noted that for other experimental
quantities, such as those not relying on the tracker, only the PU level is relevant.

Naturally, the concept of the effective line PU density can be extended to the
temporal coordinate (or even the transverse coordinates). In this case, the effective
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s

ρs

ρ̂s

σlums− 1
2

∆ 1
2

∆

Figure 3.3. Two functions to approximate the pile-up density: in blue, a Gaussian distribution;
in black; two cases of box distributions (solid and dashed lines). All densities shown correspond
to a fixed time t = t0, and are normalised to the same PU.

time PU density is given by

ρ̄t = c

∫ tfill

0

∫
ρ2
ct(ct; t) d(ct) dt∫ tfill

0

µ(t) dt
, (3.34)

and it is commonly expressed in [ns−1].

3.2.1 Approximations
In general, the line PU density is a complicated function of the beam and optics
parameters at the IP. However, a Gaussian description with peak ρ̂(t) and RMS value
given by σs,lum(t),

ρs(s; t) = ρ̂s(t) exp

(
− s2

2(σlums )2(t)

)
, (3.35)

is often a good approximation even when considering realistic simulations [32, 85]. In
this case, Eq. (3.32) can be simplified to

ρ̄s =
1√
2

∫ tfill

0

ρ̂2
s(t) dt∫ tfill

0

ρ̂s(t)dt
. (3.36)

A flatter event distribution is observed, for example, in the crab kissing scheme
at the start of the levelling [86]. In order to analytically derive the effective PU, the
extreme case of a flat (box) function with full width ∆(t) –as seen in Fig. 3.3– is
considered,

ρs(s; t) = ρ̂s(t)box[s,∆(t)] . (3.37)

In this case, the effective PU density is given by

ρ̄s =

∫ tfill

0

ρ̂2
s(t) dt∫ tfill

0

ρ̂s(t) dt
. (3.38)
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Comparing Eqs. (3.36) and (3.38) it is observed that ρ̂ is not a robust figure-of-merit
and it is too pessimistic by about a factor of

√
2 for the cases with approximately

Gaussian event distributions, such as the HL-LHC baseline. For this reason, ρ̄ has been
introduced to replace the peak PU density as a figure-of-merit to evaluate scenarios in
terms of the expected detector performance at constant pile-up.

"





Chapter 4

Levelling program

In order to simulate the optimum fills of the different HL-LHC
operational scenarios studied in this work, a series of scripts were

developed, jointly known as the Levelling program. The program
offers the large flexibility needed to simulate the wide set of parameters

and operation modes that the baseline and the alternative scenarios
encompass. In this chapter, the main modules of Levelling are

described in the order of the work-flow of a typical simulation. The
formulae implemented in the code is based in the accelerator theory in

Chapter 2, as well as the new concepts in Chapter 3.

The Levelling program [91] was developed at CERN; the initial scripts –used
on the first studies of the performance assessment of the HL-LHC alternative scenar-
ios [41]– were considerably extended and improved for the present work. The program
is comprised of four main modules, namely Levelling_Run.py, Levelling_Config.py,
Levelling_Beam.py, and Levelling_Luminosity.py, as well other modules with aux-
iliary functions and files. Figure 4.1 shows a high-level and non-exhaustive overview1of
the main modules, functions, and their relations, as well as a simplified work-flow.

Levelling is written mainly in Python 2 (the Numpy and SciPy packages are
prerequisites), with some functions written in Bash, and some auxiliary files in the
format of the MAD-X accelerator program (a prerequisite, executed internally) [70,
92–94]. Simulation results are written into two main text files:
• A table file containing a list of the simulation settings (the parameters that

define the scenario: beam, levelling options, assumptions for the estimate of
the integrated performance, etc.), the virtual magnitude (see Section 4.5.8) of
a wide set of parameters (optics, instantaneous luminosity, PU, and related
quantities), and final results (integrated luminosity and effective PU densities,
number of levelling and total steps, etc.); and

1The diagram does correspond to a programming standard (such as an entity-relationship
model or ER, or Structured Query Language or SQL).

35
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Figure 4.1. Work-flow of the Levelling program: main modules and functions.

• A level file, where the evolution of the parameters at each time step of the
optimum fill.

Both files are combined into a single results file at the end of the simulation. Other
additional result files are also created, each explained in the corresponding sections; for
example, the derived pile-up densities for a given scenario, computed from the results
file by the Levelling_Densities.py auxiliary module with the aid of Mapclass2
(another prerequisite) [95].

4.1 Levelling_Run.py

This module starts the simulation of a single scenario. It imports the other three
main Levelling modules –described in the following sections– and creates an object
(instance) of the class defined in each of them. Levelling_Run.py is called with two
main options: -n (--name), the name of the scenario to be run, and -t (--table), an
optional flag to only compute and return a table with the initial and virtual parameters
of interest (the fill evolution is not simulated). The module then proceeds to run the
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doFill(·) method of the created Luminosity object, thus starting the simulation of
the requested scenario.

4.2 Levelling_Config.py

It defines the Config class which includes a list of basic parameters (beam, machine,
levelling options, etc.), in the form of attributes of the object (self); the default val-
ues of these parameters correspond to the HL-LHC baseline at nominal levelling, see
Table 4.1 and Chapter 5. The different available scenarios (Chapter 6) are stored in
the form of methods of the Config class. The creation of an instance of Config in
the Levelling_Run.py module for a particular scenario (name) calls the correspond-
ing method, overwriting the default parameters that define the particular scenario of
interest.

4.3 Levelling_Beam.py

This module defines the Beam class which contains parameters directly inherited from
the Config instance (such as the momentum _momeV, the bunch population _ppb,
etc.), and parameters computed when initialised: Similarly to Config, the parameters
in Beam are stored as attributes of the object itself. Levelling_Beam.py also imports
(as cst) physical constants from the Levelling_Others.py module (Section 4.6.1).
The first dependent parameters that are computed are reproduced below:

self._frev = cst.clight / config._circ
self._betaver = config._circ/(2.*np.pi) / config._tuneb
self._dx = config._circ/(2.*np.pi) * config._alfmom
self._gamma = config._momeV / cst.pmass + 1.
self._betarel = np.sqrt( 1. - 1./(self._gamma**2.) )
self._totalpart = self._Nbunch * self._ppb
self._current = self._totalpart * 1.815e-15

where _frev is the revolution frequency (in [Hz]); _betaver and _dx, the average be-
tatron and dispersion functions (in [m]); _gamma and _betarel, the Lorentz relativistic
factors (in [1]); _totalpart, the beam intensity, that is, the total number of particles
in all bunches; and _current, the beam current (in [A]).

Regarding optics (transverse) parameters, the minimum β∗ (_betamin) is initially
stored as a copy of the input _beta, a parameter that will vary during the levelling. A
new variable, the parallel separation _parsep (in [m]) is declared with an initial value
of zero, as it is needed for levelling at IP8. The initial value of the BBLR separation
(_initsepLR, in [σ]), the crossing angle (_initphi, in [rad]), the crab crossing and
crab kissing angles (_initphiCR and _initphiCK, respectively, both in [rad]), and the
crab crossing and crab kissing fractions with respect to the crossing angle (_initoncc
and _initonck, respectively, both in [1]) are also stored.

self._initsepLR = []; self._initoncc = []
self._initphi = []; self._phi = []
self._initphiCR = []; self._phiCR = []
for i in range(self._nip):

self._initsepLR.append(self._sepLR[i])
diver = np.sqrt( self._epsn[self._xplane[i]] / (self._gamma*self._betarel)

/ self._beta[i][self._xplane[i]] )
self._initphi.append(diver * self._sepLR[i])
self._phi.append(self._initphi[i])
self._initoncc.append(self._oncc[i])
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self._initphiCR.append(self._initoncc[i] * self._initphi[i])
self._phiCR.append(self._initphiCR[i])

self._phiCK = [0.]*self._nip; self._onck = [0.]*self._nip
self._initphiCK = [0.]*self._nip; self._initonck = [0.]*self._nip

The parameters _phi, _phiCR, _phiCK, and _onck are created as a copy of their input
initial values, and they constitute the variables to be adjusted during the levelling
process.2 Similarly, the initial values of the longitudinal variables are also stored:

self._initsigs = self._sigs; self._initdpp = self._dpp
self._mindpp = self._initdpp; self.flagminlong = False
self._constlong0 = config._constlong

where _mindpp is the minimum energy spread.3

Then, the Beam module initialises the damping times due to IBS (_tau_ibs) and
SR. For the former, _tau_ibs is a list that will contain the horizontal and vertical
components (in [h]) as they are computed at every step. For the latter, the relative
energy loss by SR is estimated first with Eq. (2.18), and then used to define the three
transverse components of _tau_sr (in [h]) according to Eqs. (2.19) and (2.20):

dEsr = cst.e**2 * self._betarel**3 * self._gamma**4
/ (3.*cst.eps0*self._rho) / cst.e / self._momeV

taux_sr = 2./(dEsr*self._frev*3600.)
tauy_sr = 2./(dEsr*self._frev*3600.)
tauz_sr = 1./(dEsr*self._frev*3600.)
self._tau_sr = [taux_sr, tauy_sr, tauz_sr]

With the aid of the radiation integrals in Table 2.1, the equilibrium transverse emit-
tances (_eps0, in [m]), bunch length (_sigs0, in [m]) and energy spread (_dpp0, in
[1]) are estimated following Eqs. (2.21) and (2.25):

self._dpp0 = np.sqrt( cq * self._gamma**2 * I3/(2*I2) )
self._sigs0 = self._alfmom * cst.clight

/(2.*np.pi * self._tunes * cst.clight/self._circ) * self._dpp0
epsx0 = cq * self._gamma**2 * I5/I2 * self._betarel*self._gamma
epsy0 = 13./55. * cq/I2 * self._betaver

/ self._rho**2 * 2.*np.pi * self._betarel*self._gamma
self._eps0 = [epsx0, epsy0]

where cq is the constant in Eq. (2.22).
For the case of the CC noise contribution to the emittance growth (if the option

_tau_cc is not None), the associated damping time is not directly passed as it depends
on the magnitude of the betatron function and crabbing angle, which vary along the
fill according to Eq. (5.3). In this case, the growth rate _tau_cc_mh (in [m/h]) is
passed instead, i.e. the inverse of the normalised emittance growth time due to the
CCs in the plane that features them:

self._tau_cc_mh = self._epsn[0]/( self._tau_cc * 0.15/380.e-6**2 )

Two more variables, _tau_cc_0 and _tau_cc_0, will store the inverse of the normalised
emittance growth times due to the CCs for crab crossing and crab kissing at the
main IPs (at β∗ = 15 cm and 380 µrad of crabbing for both effects), respectively, as

2All the optics list-type parameters described above are used to define a logical flag
_identicalIP01 that evaluates if their first pair of elements (corresponding to IP1 and IP5)
are identical; if True, computations are performed only for the first IP, with the results being
copied to the second IP (IP5), thus speeding up the running time. The third element in
these list-type parameters corresponds to IP8. IP2 is omitted due to its low luminosity and
negligible effect on the machine performance in comparison with the other IPs.

3This variable is redefined to the corresponding value once the bunch length _sigs reaches
its minimum _minlong during a fill when the scenario does not require the bunch length to
remain constant; the flag flagminlong also turns True.
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they evolve throughout the simulation (IP8 does not feature CCs). Lastly, all the
variables for the contributions to the emittance growth from the different processes
discussed above are declared as lists containing their respective horizontal and vertical
components, to be used to track their evolution throughout the fill.

Two useful functions are defined as methods of the current class, namely getsigma(
self, ip) and getrmsfwhm(self, longdens); they are called at each step of the
simulation to update the magnitude of the beam size at the requested ip and the
corresponding FWHM (depending on the longitudinal density profile longdens, see
Appendix A). The variables _initrmssigs and _initfwhm store the initial values of the
aforementioned parameters. One final function, printBeamParam, prints the values of
all the variables in the Beam object to both the standard output (the default terminal)
and, if requested, to the table output file.

4.4 Levelling_Densities.py

The auxiliary Levelling_Densities.py module defines the Densities class which in-
cludes functions (methods) that define the luminosity integrands of a wide range of
cases (depending mainly on the type of the longitudinal bunch profile and the presence
or absence of crab cavities for crab crossing and/or crab kissing); the full list of inte-
grands and their corresponding arguments is shown in Table 4.2. When initialised, this
module imports several auxiliary functions from the Luminosity_Others.py module,
in particular, qGaussianAux for the computation of the limits of the finite domain of
the q-Gaussian distribution. Numerical integration in one (quad) and two dimensions
(dblquad) is performed with the aid of the ScyPy module.

As an example, the integrand for q-Gaussian bunches colliding with crab crossing
is described below in more detail; all other integrands are defined in a similar way.
The integrand is a function of the longitudinal and temporal coordinates (s and ct),
beam and optics parameters,4 and the time offsets for the bunches of each beam (t1
and t2) and the CCs (t1c and t2c). As a first step, derived and auxiliary quantities
(those present in the function Fx,y(s, ct) in Eq. (2.49), resulting from the integration
of the transverse coordinates) are calculated: the associated wave numbers of the CCs,
the hour-glass effect factor, the scaling factor for the equivalence between Gaussian
and q-Gaussian bunch lengths, etc.:

def integrand_CC_qGaussian(self, ct, s, phi, sigs, betc, sigc, betp, t1, wcc, phiCR, ...):

kCR = wcc/cst.clight * 2.*np.pi; sigs2 = sigs**2
hgc2 = 1. + (s/betc)**2; sinPHh = np.sin(phi/2.);
ct1 = cst.clight*t1; FactFWHMGauss2 = cst.FactFWHMGauss**2; ...
const = 2./(cst.NormFWHMGauss**2*FactFWHMGauss2*sigs2) * (2.**10/FactFWHMGauss10/sigs10)

result = const*( ((ct+ct1) - s*cosPHh - 0.5*cst.FactFWHMGauss*sigs) * ...)**(5./2.)
* np.exp( - (( (1./kCR)*sinCRh * np.sin(kCR*(s+0.5*(ct2c-ct1c)))

* np.cos(kCR*(ct+0.5*(ct2c+ct1c))) - s*sinPHh )**2
)/ sigc2/hgc2

) / hgc/hgp
return result

The integrand is then constructed from the Eq. (2.46); in this case, in particular, the
function of the longitudinal coordinates is given by Eqs. (3.2) and (3.3).

4The endings -c and -p in several optics parameters denote the crossing and parallel planes,
respectively, e.g. β∗× =betc and β∗‖ =betp.
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Table 4.2. Integrands available in the Densities class.

Integrand ct s x y ph
i

si
gs

be
tc

si
gc

be
tp

si
gp

pa
rs

ep
t1 t2 wc

c
ph

iC
R

t1
c

t2
c

ph
iC

K
t1

p
t2

p

integrand_noCC_Gaussian • • • • • • • •
integrand_noCC_parsep_Gaussian • • • • • • • • • •

integrand_noCC_RF800 • • • • • • •
integrand_noCC_parsep_RF800 • • • • • • • • •

integrand_noCC_qGaussian • • • • • • • • •
integrandwithx_noCC_qGaussian • • • • • • • • • •
integrandwithy_noCC_qGaussian • • • • • • • • • • •
integrand_noCC_parsep_qGaussian • • • • • • • • • • •
integrandwithx_noCC_parsep_qGaussian • • • • • • • • • • • •
integrandwithy_noCC_parsep_qGaussian • • • • • • • • • • • •

integrand_CC_Gaussian • • • • • • • • • • • • •
integrand_CC_parsep_Gaussian • • • • • • • • • • • • • • •
integrandwithx_CC_Gaussian • • • • • • • • • • • • • •
integrandwithy_CC_Gaussian • • • • • • • • • • • • • • •

integrand_CC_RF800 • • • • • • • • •
integrand_CC_parsep_RF800 • • • • • • • • • • •

integrand_CC_qGaussian • • • • • • • • • • • • •
integrandwithx_CC_qGaussian • • • • • • • • • • • • • •
integrandwithy_CC_qGaussian • • • • • • • • • • • • • • •

integrand_CC_CK_Gaussian • • • • • • • • • • • • • • • • •

integrand_CC_CK_RF800 • • • • • • • • • • • • •

integrand_CC_CK_qGaussian • • • • • • • • • • • • • • • • •

These integrands are used for the computation of the luminosity and PU den-
sities, which are obtained either by a simple evaluation at a given space-time point
(Evaluate_integrand(·)), or by numerical integration for a given coordinate (IntCT(·))
and IntS(·)) or for a set of coordinates (IntAll(·), IntAll_withx(·), and IntAll_withy(·)).
The functions performing these actions take the necessary sub-set of parameters as at-
tributes;5 in all cases, these functions first determine the type scenario based on the
IP (IP8, for example, uses parallel separation), the presence and type of crabbing, and
the longitudinal bunch profile.

While Evaluate_integrand(·) is needed for the computation of the 2D s-t PU
density, the integrals on ct and s are allow the computation of the line and time PU
densities, respectively. An extract of the IntCT(·) function is shown below (note the
variable s as first argument) as an example:

def IntCT(self, s, phi, ...):
...
elif longdens == "qGaussian":

qGAux = qGaussianAux(sigs, phi, t1, t2)
if s >= qGAux.szero:

5The list of attributes is denoted here by “(·)” for simplicity.
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result1 = quad(lambda ct: self.integrand_CC_qGaussian(ct, s, ...),
qGAux.Zct(s), qGAux.Cct(s))

result4 = quad(lambda ct: self.integrand_CC_qGaussian(ct, s, ...),
qGAux.Bct(s), qGAux.Zct(s))

result = (result1[0]+result4[0],)
else:

result2 = quad(lambda ct: self.integrand_CC_qGaussian(ct, s, ...),
qGAux.Zct(s), qGAux.Act(s))

result3 = quad(lambda ct: self.integrand_CC_qGaussian(ct, s, ...),
qGAux.Dct(s), qGAux.Zct(s))

result = (result2[0]+result3[0],)
...
return result[0]

The case with qGaussian profile has been chosen because special care has to be taken in
it due to its finite domain (and its importance as the HL-LHC baseline). The integrals
(quad) on the different regions described in Section 3.1.2 over the lambda variable
ct are performed first within the corresponding limits (defined in the auxiliary class
qGaussianAux), and then they are summed up. The result has then to be doubled
at the instance where IntCT(·) is originally called, as the integral is only computed
over two regions (taking advantage of domain symmetry when one of the variables
is absent). In the case of distributions with a infinite domain such as Gaussian, the
integral is straightforward:

result = quad(lambda ct: self.integrand_CC_CK_Gaussian(ct, s, ...), -np.inf, np.inf)

The definition of the function IntS(self, ct, phi, ...) is similar, but with the
lambda variable s instead, and the corresponding integration limits. The returned
result by the Evaluate_integrand(·) function is given in [m−2], but it can be converted
into [m−1 s−1] since t = ct/c. For the integrals on ct and s, the result is in [m−1], but
for the latter, it is usually converted into [s−1].

The integral over all coordinates, that is, both s and ct, on the other hand, is
conducted by IntAll(self, phi, ...) (note the absence of s and ct, and their
presence as lambda variables) via a double integral (dblquad) over the corresponding
limits of each coordinate:

result1 = dblquad(lambda s, ct: self.integrand_CC_qGaussian(ct, s,
...), qGAux.ctzero, qGAux.ctmax, qGAux.Zs, qGAux.Cs)

...
result = (result1[0]+result2[0]+result3[0]+result4[0],)

For the q-Gaussian the four regions are computed and added up. The returned results
is used in the computation of luminosity and PU.

Two more functions are defined for the integral over s and ct which take, in
addition, either x or y as variables: IntAll_withx(self, phi, ..., x) and IntAll-
_withy(self, phi, ..., y); the transverse coordinate is, in turn, passed to the cor-
responding integrand. These functions are needed for the numerical calculation of the
1D horizontal and vertical PU densities. The result of the integrals on both s and ct are
dimensionless, understood as number of events. A last function, GetDistribution(·)
generates, for a given IP and at a given fill step, tables with the 1D and 2D PU den-
sities as a function of their corresponding variables, over given ranges. It is discussed
in more detail in Section 4.6.4.

4.5 Levelling_Luminosity.py

The Levelling_Luminosity.py module defines the Luminosity class; one of its meth-
ods, doFill(·), is the core function of the Levelling program, as it is in charge of
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performing the simulation of the fill evolution and controlling the levelling process
throughout it. The Luminosity class also defines many auxiliary functions. Accord-
ing to the type of parameters they compute, these functions can be grouped into the
following categories: for a) beam crossing parameters; b) luminosity and PU-related
parameters; c) the beam-beam parameter; d) levelling; e) burn-off and emittance evo-
lution; f) bunch length gymnastics; and g) adaptive crossing. The functions in each
of the groups above are described in the following subsections.

The preamble of the Luminosity module loads common packages for I/O file man-
agement and to perform mathematical operations (namely, numpy, fminbound from
scipy.optimize,6 and quad, dblquad, and fixed_quad from scipy.integrate), as
well as the Levelling_Others.py and Levelling_Densities.py modules. Luminos-
ity also defines several parameters (either new or directly copied from Config) in the
form of attributes of the class itself (mainly auxiliary flags and ID labels for output
files).

4.5.1 Functions for beam crossing parameters
During the levelling process, the magnitude of the crossing angle at a given IP may
change as a result of the variation of the emittance and/or β∗. This in turn leads to a
change of the ratio between the crabbing and crossing angle, which would need to be
recomputed (with the restriction that the fraction of compensation cannot go above
the unity). This is performed by the GetPhi(·) and GetOnccDueToPhi(·) functions,
respectively. Conversely, changes in the crossing angle or the crabbing angle demand
updating the ratio _oncc, operation that is conducted by GetOnccDueToPhiCR(·). Nat-
urally, a change on the crabbing fraction requires the recalculation of the crabbing
angle (GetPhiCR(·)). To update all crossing parameters after a levelling step, all the
aforementioned functions can be collectively called at once by using the GetNewPhi(·)
function, assuming that the BBLR separation remains constant. If this is not the
case, GetNewSepLR(·) allows to update the BBLR separation. Two other functions,
GetOnckDueToPhiCK(·) and GetPhiCRDueToAdaptive(·) deal with the computation of
the fraction of crab crossing and kissing angles when adaptive crossing is requested
(Section 4.5.7).

4.5.2 Functions for luminosity and PU-related parameters
As described in Section 4.4, the functions in Densities are the integrands of the lu-
minosity integral for different cases. The luminosity is found as the product of the
luminosity of a head-on collision (which in turn is defined as the product of a nu-
merical factor –which accounts for the number of bunches, the bunch population, the
revolution frequency, and beam sizes– and the kinematic factor), times a dimensionless
reduction factor (which accounts for the hour-glass effect, crabbing, parallel separa-
tion, etc.). These factors are computed from Eqs. (2.33), (2.46), and (2.47), although
their definitions have been slightly adapted with the aim to optimise numerical com-
putations:

6To be used with SciPy version 0.15.1; use minimize_scalar for version 0.17.0 or higher.
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def KinFact(self, beam, ip):
...
k = 2.*np.cos(phi/2.)
return k

def GetL0(self, beam, ip):
...
L0 = k * ppb**2 * frev * nbunch

/ (8.*np.pi*sig[0]*sig[1])*1.e-4
return L0

def GetReduc(self, beam, ip):
...
densities = Densities()
l0 = self.GetL0(beam,ip)
reduc = densities.IntAll(phi, ..., ip)
return reduc

def getlumi(self, beam):
lumi = []
lumi0 = []
reduc = []
for i in range(beam._nip):

if (i != 1 or not beam._identicalIP01):
r = self.GetReduc(beam,i)
l0 = self.GetL0(beam,i)

lumi.append(l0*r);
lumi0.append(l0);
reduc.append(r)

return lumi, lumi0, reduc

def getlumiip(self, beam, ip):
r = self.GetReduc(beam,ip)
l0 = self.GetL0(beam,ip)
return l0*r, l0, r

The functions getlumi(·) and getlumiip(·) allow to compute the luminosity either
at all the IPs, or a given IP, respectively. For a given luminosity (either levelled or
instantaneous), the calculation the PU is straightforward:

def GetPileUp(self, frev, lumi, nbunch):
return lumi * self._xsec*1.e-27 / nbunch / frev

Computation of the luminous region and luminous time, as well as their corre-
sponding peak values at a given IP is conducted by GetLumRegion(·), GetLumTime(·),
GetPeakLumRegion(·), and GetLumTime(·) functions. Depending on the settings of the
given scenario, this is performed with the associated integrand in the Densities class.
The computation of the luminous region by GetLumRegion(·) following Eq. (2.69) for
the case of q-Gaussian bunches with crab crossing is shown below as an example:

def GetLumRegion(self, beam, ip):
...
densities = Densities()
norm = densities.IntAll(phi, ..., longdens, ip)
...

elif longdens == "qGaussian":
qGAux = qGaussianAux(sigs, phi, t1, t2)
i1 = dblquad(lambda s, ct: s**2*densities.integrand_CC_qGaussian(ct, s, phi, ...),

qGAux.ctzero, qGAux.ctmax, qGAux.Zs, qGAux.Cs )
...
i = (i1[0]+i2[0]+i3[0]+i4[0],)

...
result = np.sqrt(i[0]/norm)
return result

The peak luminous region, Eq. (2.70), is defined following a similar structure, (but
with s = 0 and only over two regions of the domain thanks to symmetry):

def GetPeakLumRegion(self, beam, ip):
...

i12 = quad(lambda ct: densities.integrand_CC_qGaussian(ct, 0, phi, ...),
qGAux.ctzero, qGAux.ctmax)

...
i = (i12[0]+i34[0],)

...
result = i[0]/norm
return result

The definition of the luminous time and peak luminous time are analogous, but with s
and ct interchanged (except on the arguments of the integrands which are positional),
and the integration performed over the corresponding limits.
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Two more functions are included to compute the integral on s or ct of the squared
of the line or time PU densities for a given IP. These quantities are needed for the
computation of the effective PU densities (Section 4.5.9):

def GetIntSPUS2(self, beam, ip, pu):
...
pus2 = lambda s: pow(pu * densities.IntCT(s, phi, sigs, ...)/norm, 2)
...

elif longdens == "qGaussian":
qGAux = qGaussianAux(sigs, phi, t1, t2)
result1 = quad(lambda s: pus2(s), qGAux.szero, qGAux.smax )
result2 = quad(lambda s: pus2(s), qGAux.smin, qGAux.szero)
result = (result1[0]+result2[0],)

...
return result[0]

with an analogous definition for its time counterpart, GetIntCTPUT2(·).

4.5.3 Function for the beam-beam parameter

The GetBBParam(·) function computes the linear beam-beam parameter (neglecting
hour-glass) for a given IP. It first computes a geometrical factor given, in the case
xplane == 0, by

geomx = np.sqrt(1. + (sigs2)/(sigx2) * np.tan((1.0-oncc)*phi/2.)**2); geomy = 1.0

and then proceeds to xix and xiy according to Eq. (2.14). A list xi = [xix, xiy,
xim] is returned, with xim the mean of the transverse factors.

4.5.4 Functions for levelling

These set of functions handle the levelling variables (possible parameters are β∗, crab-
bing or kissing angles, or parallel separation), according to the requested target (in-
stantaneous luminosity or peak line PU density). The FuncVar(·) function assigns,
for a given IP, the value lambdavar of a lambda variable created beforehand in the
GetLevel(·) function (explained below), to the corresponding optics variable, accord-
ing to the option levvar. In the case of levelling with β∗, the choice of crossing/parallel
separation planes and the use of round/flat optics are taken into account. Optics pa-
rameters that depend on the selected levelling variable have to be updated after the
lambda variable assignation (for example, update the crossing angle if the β∗ changes,
or oncc if the crossing angle changes, etc.):

def FuncVar(self, lambdavar, beam, ip, levtech, levvar, roundorflat=None, kbeta=None):
if levvar == "Beta":

...
if xplane == 0:

beam._beta[ip][1] = lambdavar; beam._beta[ip][0] = lambdavar/kbeta
...

elif levvar == "PhiCR":
beam._phiCR[ip] = lambdavar; self.GetOnccDueToPhiCR(beam, ip)

...

After these assignations, the luminosity is computed with getlumiip(·) and returned
if luminosity is the levelling target; conversely, if the line PU density is the levelling
target, the luminosity is used to calculate the PU first and, after computing the peak
luminous region via GetPeakLumRegion(·), the line PU density is calculated using
Eq. (2.71) and returned. For the case with levelling with β∗, in particular, another
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Table 4.3. Conditions on the optics and target parameters for levelling.

Parameter Conditions

N/A condition1 = lumi/levlumi < levlumitol
levtech == "levlumi" condition2 = True
levtech == "levppus" condition2 = ppus/levppus < levppustol

levvar == "Beta" condition3 = beta == bmin condition4 = beta > bmin
levvar == "PhiCR" condition3 = phiCR == initphi condition4 = phiCR > 0.
levvar == "PhiCK" condition3 = phiCK == 0. condition4 = phiCK > 0.
levvar == "ParSep" condition3 = parsep == 0. condition4 = parsep > 0.

levppustol = 0.999; levlumitol = 0.999 for IP1/5 and levlumitol = 0.995 for IP8.

Table 4.4. Limits on the levelling parameters.

levvar boundmin boundmax (t == 0.) boundmax (t != 0.) Limit to reset

"Beta" _betamin[ip][1-xplane] 100.*boundmin 1.5*beta[1-xplane] _beta[ip] = bmin
"PhiCR" 0. phi phi _phiCR[ip] = phi
"PhiCK" 0. 2.5*initphi 1.5*initphi _phiCK[ip] = 0.
"ParSep" N/A N/A N/A _parsep = 0.

method is included: GetBetaMin(·), which returns either the minimum betatron func-
tion for a given IP, or assigns it the corresponding _betamin value (a function of the
bunch intensity, defined as a dictionary, optionally declared in Config).

The conditions that the levelling variable for a given IP has to fulfil in order to pro-
ceed (or not) to perform a levelling step are returned by the GetConditionsLevel(·)
function; the four possible conditions, depending on the levelling variable, are listed
in Table 4.3. The first and second conditions –which apply to any levelling variable–
refer to the magnitude of the luminosity and peak PU densities at the current step
remaining inside tolerance thresholds (the second is always satisfied when luminosity
levelling is the target). Conditions 3 and 4 deal with the initial value of the levelling
parameter, or with it remaining larger than a minimum value (zero, for example).

The following method, GetLevel(·), is the core function in charge of the levelling
computation at each step of the fill simulation conducted by DoFill(·). It finds by an
optimisation process the value of the desired levelling variable (β∗, crab crossing or
kissing angle, etc.) for a given IP, such that the either the levelled luminosity is met,
or the peak line PU density is kept under its levelled value (depending on the input
settings). The magnitude of the levelling parameter is updated directly in the Beam
class instance. If the variable reaches its limit during the optimisation and the levelling
target has not been reached, it is assigned the default limit in Table 4.4 instead.

Figure 4.2 shows the simplified work-flow of GetLevel(·). The function starts by
reading the current beam and optics parameters for the IP to be levelled, and ad-
ditional dependent parameters computed from them (for example, the ratio β∗‖/β

∗
×);

then, it proceeds to calculate the current luminosity and peak PU density using the
functions in Section 4.5.2. The conditions to proceed (or not) with the levelling com-
putation are evaluated by GetConditionsLevel(·) as described before. A first check
(condition1 and condition2 and condition3) is conducted; if the three first con-
ditions are met, it means that the levelling variable has reached its limit, but the
luminosity (and the peak line PU density, if applicable) is lower than its levelled
threshold, in which case levelling is no longer possible. Conversely, if the conditions
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Figure 4.2. Work-flow of the GetLevel function.

are not met, the corresponding limit of the levelling variable is assigned.
The levelling process is conducted at the first step of levelling, or while the levelling

parameter remain within its range. The case of luminosity levelling starts by defining
the function F to be minimised, namely the square of the difference of the current
luminosity with respect to the target levelled value:

F = lambda betavar: (self.FuncVar(betavar, beam, ip, "levlumi", levvar) - levlumi)**2

F is a function of the requested levelling variable, defined as a lambda variable. When
levelling of the peak line PU separation is requested instead, the process is conducted
only after a first stage of luminosity levelling has been performed (as described before),
since during this stage the peak line PU luminosity is naturally smaller than the levelled
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peak line PU density threshold. When the peak line PU density has finally reached its
limit, a flag flaglevpu is raised (from False to True), and the levelling with peak line
PU density formally starts. This process makes use of a similar minimisation function:

F = lambda betavar: (self.FuncVar(betavar, beam, ip, "levppus", levvar) - levppus)**2

Once the corresponding minimisation function has been defined, the optimisation
process is conducted via the fminbound function of the Scipy V0.15.1 package7 (the
default tolerance is xtol = 1.0e-5):

optimization = fminbound(F, boundmin, boundmax, full_output=1, disp=3, xtol=1e-8)

Thus, the optimum magnitude of the levelling parameter is obtained by the method
of least squares. Different ranges are given for the different variables to speed up the
optimisation process (at the first step, for example, a larger range is used). When
the calculation is finished, the levelling variable will contain the optimised value that
minimises F. Then, an update of optics parameters is required to reflect the effect of
its new value, followed by a re-evaluation of the luminosity, PU, etc. The magnitude of
the latter parameter is used, in particular, to rise a flag (flaglevpu) when it surpasses
the levelled line PU density; simultaneously, the time (in hours) at which this event
takes place is stored in _timeppuslev.

Luminosity levelling by parallel separation profits from the exact analytic solution
in the case of no CCs and no minimisation function is required:

sigp = beam.getsigma(ip)[1]
sepfact = np.exp( -beam._parseptmp**2 /4./sigp**2 )
lumitottmp = self.getlumiip(beam, ip)[0]/sepfact
if lumitottmp >= levlumi:

beam._parsep = 2.*sigp*np.sqrt( np.log(lumitottmp/levlumi) )
else:

beam._parsep = 0.
if self._flagsteplev2 == False:

self._flagsteplev2 = True
lumitot = self.getlumiip(beam, ip)
beam._parseptmp = beam._parsep

The parallel separation at the current step is stored in a temporary variable, and a
special flag is raised when it reaches zero.

Once all parameters have been updated, the levelling conditions, as given by
GetConditionsLevel(·) are also re-evaluated. As before, if the luminosity and peak
line PU density (when relevant) are lower than their levelled thresholds, it means that
the optimisation function was not able to reach a satisfactory solution and the levelling
variable is reset then to its limit. Lastly, note that if condition4 is False, that is,
the levelling variable has reached its limit, the optimisation process is skipped entirely
(the update of the parameters is still performed). The GetLevel(·) function finishes
by returning the luminosity at the current step.

4.5.5 Functions for burn-off and emittance evolution
After a levelling step, beam parameters such as bunch population, emittance, and
bunch length, have to be updated as a function of the step duration. For example, the
bunch population decreases over time due to the simultaneous luminosity burn-off at
all the IPs (Section 2.3.2). The function GetPPBNew(·) computes _ppb after a time t,
as given in Eq. (2.52),

7For the SciPy V0.17.0 or higher, use optimization = minimize_scalar(F, bounds =
(boundmin, boundmax), method = ’bounded’) instead.
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def GetPPBNew(self, t, lumiall, beam):
rate = 0.
for i in range(beam._nip):

rate = rate + lumiall[i]*(self._xsecburn*1.0e-27) / beam._nbunch[i]
beam._ppb = beam._ppb / (1. + t * rate/beam._ppb)

In the linear approximation, this reduces to beam._ppb = beam._ppb - t*rate, a
common model for intensity burn-off.

Meanwhile, the beam emittance changes over time due to two main processes
described in Section 2.2: IBS and synchrotron radiation. In order to estimate the
growth times due to IBS, Levelling makes use of MAD-X. The IBStauxz(·) function
creates several auxiliary files: NAMEupdateIBS stores the relevant beam paramters at
the current step; NAMEjobfile is a copy of the Levelling_jobtau.madx mask that
contains the minimum set of commands to compute the IBS (edited with the unique
I/O file names for the particular case that is running, described in more detail in
Section 4.6.2); and NAMEtauxz will contain the corresponding results for the transverse
and longitudinal growth IBS growth times at the current step. IBStauxz(·) then runs
MAD-X internally with the NAMEupdateIBS file as input, and it waits for the process
to finish:

cmd = ["/afs/cern.ch/user/m/mad/bin/madx", NAMEjobfile]
process = subprocess.Popen(cmd, stdout = subprocess.PIPE)
process.wait()

Once MAD-X computations are finished and the results for the emittance growth
times (in [h]) are stored in NAMEtauxz, their magnitudes are read and assigned to their
corresponding variables back in IBStauxz(·) function:

beam._tau_ibs[0] = float(data[0][2]); beam._tau_ibs[1] = beam._tau_ibs[0]/beam._kappac;
beam._tau_ibs[2] = float(data[1][2]);

The vertical emittance growth time, in particular, is derived via the coupling factor
kappac defined in Config. Computation of the IBS growth times by means of this
method improves the result with respect to earlier versions of Levelling, where an
approximate analytic formula was used instead; this led, however, to a increase of the
simulation duration.

The EmitGrowth(·) function computes the emittance evolution taking into account
IBS, SR, CC noise (and optionally, of an observed emittance growth). The emittance
growth due to IBS and SR can be neglected via the Config flag IBSRF. When being
taken into account, their contributions after a time interval steph (in [h]) are computed
following Eqs. (2.28) and (2.27):

def EmitGrowth(self, t, beam):
steph = t/3600.
beam._epsn_ibs = [beam._epsn[0]*(steph/beam._tau_ibs[0]),

beam._epsn[1]*(steph/beam._tau_ibs[1])]
beam._epsn_sr = [-2*steph*(beam._epsn[0] - beam._eps0[0])/beam._tau_sr[0],

-2*steph*(beam._epsn[1] - beam._eps0[1])/beam._tau_sr[1]]

For the IBS, results from IBStauxz(·) are used, while for SR, the equilibrium emit-
tances eps0 –calculated beforehand in the Beam module (Section 4.3)– are required.

For the CC noise, the effects of crab crossing and crab kissing are assumed to
be in opposite planes in both main IPs (VH crossing, equivalent to HV crossing for
identical IPs). The growth time due to CCs noise (in [h)] is computed from _tau_cc
(the growth rate estimated for a given β∗ and crabbing angle, expressed in [%/h],
defined in Config), scaling it with the betatron function at the IP and crabbing angle
at the current step:
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if beam._phiCK[0] > 0: taux0 = beam._tau_cc/(beam._phiCK[0]**2/beam._beta[0][1])
else: taux0 = 1.e8
if beam._phiCR[0] > 0: tauy0 = beam._tau_cc/(beam._phiCR[0]**2/beam._beta[0][0])
else: tauy0 = 1.e8
...
beam._tau_cc_0 = [taux0, tauy0]; beam._tau_cc_1 = [taux1, tauy1]

The absence of CCs in one of the planes can be treated as an infinite emittance growth
time in that plane (for practical purposes, 108 is taken). The emittance growth due
to CC noise after a time interval steph is, according to Eq. (2.31),

beam._epsn_cc_ip0 = [ beam._initepsn[0]*(steph/beam._tau_cc_0[0]),
beam._initepsn[1]*(steph/beam._tau_cc_0[1]) ]

beam._epsn_cc_ip1 = [ beam._initepsn[0]*(steph/beam._tau_cc_1[0]),
beam._initepsn[1]*(steph/beam._tau_cc_1[1]) ]

This contribution is additive, hence it is computed from the initial emittance.
Lastly, an additional source of transverse emittance growth can be input; it is

computed in a similar way than the other contributions described above for its char-
acteristic observed growth time _tau_obs. Before being updated, the current value
of the emittance is stored (_epsn_0) for reference. EmitGrowth(·) then adds (in a
linear approximation), all the contributions to the beam emittance growth for each
transverse plane:

for i in range(2):
epsni = beam._epsn_0[i] + beam._epsn_ibs[i] + beam._epsn_sr[i]

+ beam._epsn_obs[i] + beam._epsn_cc_ip0[i] + beam._epsn_cc_ip1[i]
beam._epsn[i] = epsni

The EmitGrowth(·) function not only updates the value of the horizontal and
vertical emittances, but also acts on the longitudinal parameters (bunch length and
momentum spread), computing their corresponding updated values due to IBS and SR
after a given time step. As for their transverse counterparts, the effect of the former
on the longitudinal emittance is computed from the longitudinal growth time obtained
from MAD-X, while the contribution from the latter exploits the analytic derivation
involving the equilibrium emittance:

epss = beam._sigs*beam._dpp * (1 + steph/beam._tau_ibs[2])
- 2.*steph/beam._tau_sr[2] * (beam._sigs*beam._dpp - beam._sigs0*beam._dpp0)

sigs1 = np.sqrt( epss*beam._sigs/beam._dpp )
dpp1 = np.sqrt( epss*beam._dpp /beam._sigs )
beam._sigs = sigs1
beam._dpp = dpp1

For the particular case of a q-Gaussian longitudinal density, the q-Gaussian RMS
bunch length has to be used in the computations (sigs is the Gaussian-equivalent
RMS). With all the parameters of interest being updated directly in the beam instance,
EmitGrowth(·) finishes by printing their magnitude to the standard output.

After each step of the fill simulation, all the beam parameters handled by the
GetPPBNew(·) and EmitGrowth(·) functions can be updated simultaneously by calling
the single ParametersEvolution(·) function, described in the following. This function
calls the aforementioned methods with the appropriate time interval, depending on
the type of current step (their duration are different if they are levelling, decaying,
or penalty steps, identified with the associated label ("LEVEL", "DECAY", or "PENAL",
respectively) assigned during the fill simulation conducted by DoFill(·). For penalty
steps, the beam parameters are always updated, since this type of steps follow levelling
(or decaying) steps which are longer in duration; GetPPBNew(·) and EmitGrowth(·) are
called with a time step equal to timedecay (� timepenstp), the time the luminosity
spends decaying from its original value at the start of the step (the levelled luminosity
in the case of LEVEL, or its last value of in the case of DECAY):
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def ParametersEvolution(self, beam, typestep, timedecay, listLUMITOTi):
if (typestep == "PENAL"):

self.GetPPBNew(timedecay, listLUMITOTi[-1], beam)
self.EmitGrowth(timedecay, beam)

If the step is a levelling step, the parameter update is optional via the updatepenstp
flag in Config (potentially allowing to speed up the overall simulation). This is possible
since levelling steps can follow penalty steps, where an update of the parameters is
always conducted; moreover, they are short in duration (timepenstp), and therefore
the parameters are not expected to change significantly. If the inclusion of penalty step
has not been requested –which means the levelling step comes right after a levelling
step of duration timedecay, then updating the parameters is mandatory:

elif (typestep == "LEVEL"):
if (self._penstp == True):

if (self._updatepenstp == True):
self.GetPPBNew(self._timepenstp, listLUMITOTi[-2], beam)
self.EmitGrowth(self._timepenstp, beam)

else:
self.GetPPBNew(timedecay, listLUMITOTi[-1], beam)
self.EmitGrowth(timedecay, beam)

Lastly, in the case of a decaying step, the beam parameters have to be updated only if
penalty steps have not been requested; in this case, they follow a previous DECAY step
of a duration timedecay:

elif (typestep == "DECAY"):
if (self._penstp == False):

self.GetPPBNew(timedecay, listLUMITOTi[-1], beam)
self.EmitGrowth(timedecay, beam)

4.5.6 Function for bunch length gymnastics
The bunch length (and momentum spread) can be manipulated during the fill to either
remain constant or to decrease its magnitude, simulating with this the counteraction
of IBS due to external means (such as RF manipulations). These effects are handled
by the BunchLengthGymnastics(·) function, which vary depending on the type of
step. If in the current step (LEVEL and DECAY steps) the bunch length is larger than
its minimum threshold (_minlong, defined in Config), the current bunch intensity is
larger than the user-defined threshold that triggers the bunch length reduction, and
the bunch length has been requested to remain constant via the flag _constlong, then
both _sigs and _dpp are reset to their minimum limits:

beam._sigs = beam._initsigs; beam._dpp = beam._initdpp

Once the bunch population has shrunk below the threshold, the bunch length and
energy spread are reduced at each step until they reach their minimum magnitudes
(marked by flag _flagminlong); the fractional reduction applied for both is _redlong,
also defined in Config:

beam._sigs = beam._sigs*(1. - beam._redlong); beam._dpp = beam._dpp*(1. - beam._redlong)

The bunch length is reset to its minimum limit when, at a given step, it decreases below
its limit following a bunch length reduction step. The energy spread at the current
step is stored and assigned as the new minimum threshold of _dpp. At this step, two
additional flags are raised: one to mark the time of this event (_flagminlong = True),
and to stop further bunch length gymnastics in subsequent steps (_constlong).

If the bunch length at the current step (LEVEL and DECAY) is no larger than the min-
imum bunch length and constant longitudinal parameters were requested, the bunch
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length and energy spread have to be set to their minimum values. The function fin-
ishes by printing the current value of the bunch length and energy spread after the
corresponding changes have been applied; no parameters are returned, as the function
operates directly on the parameters of the Beam instance.

4.5.7 Functions for adaptive crossing
The manipulation of the crossing angle (or alternatively, the BBLR separation) at a
given IP along the fill is conducted by StepReductionSeparation(·) in a step-wise pro-
cess. If the reduction of the BBLR separation has been requested (via _sepLRsteptime,
indicating the time that triggers the reduction), and the current step has reached or
surpassed the trigger time, _sepLR is reduced by _sepLRstep (in [σ]):

beam._sepLR[ip] = beam._sepLR[ip] - beam._sepLRstep[ip]
self.GetNewPhi(beam, ip)

Alternatively, ReductionSeparation(·) allows to decrease the BBLR separation at an
IP at a rate _ratesepLR (in [σ/hour], instead of step by step),

beam._sepLR[ip] = beam._sepLR[ip] - beam._ratesepLR[ip]*time/3600.

until it reaches the minimum value _minsepLR. When the BBLR separation goes below
its threshold (this can occur, for example, due to other beam parameters changing as
a result of levelling), it is then reset to _minsepLR. Similar to the previous function,
the crossing angle has to be re-evaluated via GetNewPhi(·) following any change on
the BBLR separation.

The crabbing fraction (_oncc) can also be manipulated. This is performed by
the IncrOncc(·) function, which increases the crabbing angle along the fill at a rate
_incronccrate from an initial value and until it reaches full-crabbing (θCC = θ):

beam._oncc[j] = beam._oncc[j] * (1 + self._incronccrate)

When full crabbing is achieved, _oncc no longer increases, but remains equal to the
unity. Following a change of the crabbing fraction, the crabbing angle has to be
updated accordingly using GetPhiCR(·).

An additional function is included to handle a specific adaptive crossing program:
with GetPhiFromPPBFor6sigmaDA(·), the crossing angle _phi is updated with the in-
terpolated value obtained from the following step-wise function of the bunch intensity:

def GetPhiFromPPBFor6sigmaDA(self, beam, ip):
phiold = beam._phi[ip]
...
if beam._ppb > 2.2e11: phi = 308.e-6
elif beam._ppb > 1.9e11: phi = (366.e-6 - 308.e-6) / (1.9e11 - 2.2e11)

*(beam._ppb - 2.2e11) + 308.e-6
...
elif beam._ppb > 0.8e11: phi = (418.e-6 - 418.e-6) / (0.8e11 - 0.9e11)

*(beam._ppb - 0.9e11) + 418.e-6
else: phi = 418.e-6
beam._phi[ip] = phi
self.GetNewSepLR(beam, ip)
self.GetPhiCRDueToAdaptive(beam, ip)
self.GetOnccDueToPhiCR(beam,ip)

This program, developed via simulations, ensures, in particular, that the dynamic
aperture remains at least 6σ at any time during the fill [96, 97]. The BBLR separation,
crabbing angle, and _oncc have to be updated accordingly at each step. Results for this
HL-LHC scenario are discussed in Section 5.4.2. The GetPhiFromPPBFor6sigmaDA(·)
function can be easily modified to perform any other adaptive crossing program.
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4.5.8 Print functions

The PrintLumiParam(·) function prints the simulation settings to both to the standard
output and, if requested via the tofile flag in Config, to the table file (foutname).
PrintVirtualLumiParam(·), on the other hand, computes the virtual optics parame-
ters (beam sizes, Piwinski angle, etc.), instantaneous luminosity, PU, peak PU den-
sities, etc. at each IP, and prints them to the standard output and to the table file
(if requested). The virtual magnitude of a parameter is defined as the result of the
evaluation of the parameter with the minimum magnitude of the levelling variable (for
example, minimi β∗) before levelling (initial emittance, bunch length, full intensity,
etc.).

def PrintVirtualLumiParam(self, beam, foutname):
sig = []; piw = []
lumiall = []; puall = [];
lregionall = []; plregionall = [];
xiall = []
...

for i in range(beam._nip):
sig.append(beam.getsigma(i))
sigsrms = beam._sigsrms * cst.FactFWHMGauss/4./np.sqrt(2.)
piw.append(sigsrms*beam._phi[i]/sig[i][beam._xplane[i]]/2.,)
...
lumiall.append( self.getlumiip(beam, i) )
puall.append( self.GetPileUp(beam._frev, lumiall[i][0], beam._nbunch[i]) )
lregionall.append( self.GetLumRegion(beam, i) )
plregionall.append( self.GetPeakLumRegion(beam, i) )
ppusall.append( puall[i]*plregionall[i]/1.e3 )
xiall.append( self.GetBBParam(beam, i) )
...

print "{0:36} {1:10}".format("Virtual sigma horizontal", "m"),
for i in range(beam._nip):

print beam._ipnames[i] + ":", "{0:12}".format("%1.4e" %sig[i][0]),
print >> foutname, "@", "{0:22} {1:4}".format("virtsigx"+str(i), "%le"), sig[i][0]

...

Additionally, this function computes the virtual transverse BB parameters and the
virtual IBS growth times using GetBBParam(·) and IBStauxz(·), respectively. The
luminosity- and PU-related parameters are also computed, for reference, without crab-
bing (if this is not the case already). After storing a temporary copy of the current
crabbing ratio (save_oncc = beam._oncc[i]), _oncc is set to zero at all IPs and all
the parameters are re-evaluated. Results are then printed to the default terminal and
eventually to the output file, after which the original crabbing is restored and the
simulation of the levelling process is resumed.

A third function, WriteFILElevelHeaders(·), prints the headers of the table co-
lumns in the level output file; each column corresponds to a parameter that evolves
throughout the fill (listed in Table 4.5), as they are computed by the DoFill(·) func-
tion:

def WriteFILElevelHeaders(self, FILElevel, beam):
print >> FILElevel, "{0:14}".format("TIME"),
...
print >> FILElevel, "{0:13} ".format("%le"),
...

In the second row, a tag describing the type of data of the associated parameter is
assigned: %s for strings and %le for floats.
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Table 4.5. Parameters in the output file of the Levelling class with the results: column
number, variable name, and unit.

No. Variable Unit No. Variable Unit No. Variable Unit No. Variable Unit

1 TIME h 28 LUMITOT0 cm−2 s−1 55 ONCK2 1 82 XIY1 1
2 PPB 1 29 REDUC0 1 56 PARSEP2 1 83 XIM1 1
3 SIGS m 30 BETX1 m 57 LREGION0 m 84 XIX2 1
4 RMSSIGS m 31 BETY1 m 58 PLREGION0 m−1 85 XIY2 1
5 FWHM m 32 LUMITOT1 cm−2 s−1 59 LTIME0 s 86 XIM2 1
6 DPP 1 33 REDUC1 1 60 PLTIMEN0 s−1 87 XIXTOT 1
7 EPSXN m 34 BETX2 m 61 PU0 1 88 XIYTOT 1
8 EPSYN m 35 BETY2 m 62 PPUS0 mm−1 89 XIMTOT 1
9 EPSXNIBS m 36 LUMITOT2 cm−2 s−1 63 PPUT0 ns−1 90 LINT0 fb−1

10 EPSYNIBS m 37 REDUC2 1 64 LREGION1 m 91 LINT1 fb−1

11 EPSXNSR m 38 PHI0 rad 65 PLREGION1 m−1 92 LINT2 fb−1

12 EPSYNSR m 39 SEPLR0 σ 66 LTIME1 s 93 LINT fb−1

13 EPSXNOBS m 40 PHICR0 rad 67 PLTIMEN1 s−1 94 RATE s−1

14 EPSYNOBS m 41 ONCC0 1 68 PU1 1 95 LLIFETIME h

15 EPSXNCC0 m 42 PHICK0 rad 69 PPUS1 mm−1 96 STEPLENGTH s

16 EPSYNCC0 m 43 ONCK0 1 70 PPUT1 ns−1 97 LUMIINTSTEP cm−2

17 EPSXNCC1 m 44 PHI1 rad 71 LREGION2 m 98 PUINT0 s

18 EPSYNCC1 m 45 SEPLR1 σ 72 PLREGION2 m−1 99 EPPUS0 mm−1

19 TAUXIBS h 46 PHICR1 rad 73 LTIME2 s 100 EPPUT0 ns−1

20 TAUYIBS h 47 ONCC1 1 74 PLTIMEN2 s−1 101 PUINT1 s

21 TAUZIBS h 48 PHICK1 rad 75 PU2 1 102 EPPUS1 mm−1

22 TAUXCC0 h 49 ONCK1 1 76 PPUS2 mm−1 103 EPPUT1 ns−1

23 TAUYCC0 h 50 PHI2 rad 77 PPUT2 ns−1 104 PUINT2 s

24 TAUXCC1 h 51 SEPLR2 σ 78 XIX0 1 105 EPPUS2 mm−1

25 TAUYCC1 h 52 PHICR2 rad 79 XIY0 1 106 EPPUT2 ns−1

26 BETX0 m 53 ONCC2 1 80 XIM0 1 107 STEP -
27 BETY0 m 54 PHICK2 rad 81 XIX1 1 108 TYPESTEP -

4.5.9 Fill evolution: the DoFill function
The DoFill(·) function starts by creating the table output file (NAMEtable) containing
the simulation settings (as printed by PrintLumiParam(·)) and virtual parameters (as
computed by PrintVirtualLumiParam(·)):

def DoFill(self, beam):
NAMEtable = "table_" + self._ID + ".out"
FILEtable = open(NAMEtable, "w")
beam.printBeamParam(self._longdens, tofile = True, foutname = FILEtable)
...
self.PrintLumiParam(beam, tofile = True, foutname = FILEtable)
self.PrintVirtualLumiParam(beam, FILEtable)

if self._table == True: sys.exit()

The Levelling program can be used to compute the virtual parameters only, that
is, without performing the simulation for the entire fill (this is the case when the
parameter table is True in Config). The full work-flow of the doFill(·) function is
presented in Fig. 4.3. Aside from the level output file (NAMElevel) –the table to which
the time-step evolution of each of the parameters in Table 4.5 will be written–, two
additional auxiliary files are initialised:

NAMElevel = "level_" + self._ID + ".out"
FILElevel = open(NAMElevel, "w")
self.WriteFILElevelHeaders(FILElevel, beam)
...
NAMEupdateIBS = "updateIBS_" + self._ID + ".madx"
FILEupdateIBS = open(NAMEupdateIBS, "w")
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Figure 4.3. Work-flow of the doFilll function

print >> FILEupdateIBS, "! 0.0"
print >> FILEupdateIBS, "epsxn =", beam._epsn[0], ";"
...
NAMElumiplot = "lumiplot_" + self._ID + ".gnu"
FILElumiplot = open(NAMElumiplot, "w")
print >> FILElumiplot, "L_" + auxfuncclass.DotToDash(self._ID) + "(x,SECtoHR) = ",
print >> FILElumiplot, "x < 0 ? NaN : ",

NAMEupdateIBS stores the necessary beam parameters for the computation of the IBS
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Figure 4.3. Work-flow of the doFilll function (cont.)

growth times at the first levelling step (IBStauxz(·) will append their magnitude in
subsequent steps). NAMElumiplot is a file that stores a step-wise Gnuplot function
describing the luminosity (in [cm−2 s−1]) vs. time (in [s]), for plotting.

Prior to the start of the levelling loop, a series of auxiliary variables (counters and
flags) are initialised, together with a series of lists that will store the values of all the
parameters of interest at each step:

i = 0.;
countsteps = 0; typestep = "FIRST"; timeinleveling = -1; flagendlevel = False; ...
listTIME = []; listPPB = []; listSIGS = []; ...

In particular, i is the current step in the simulation, with an associated time (in [s]),
and typestep is the type of step (see Table 4.6). The variable timeinleveling has the
arbitrary value -1 at the start of the fill, which will be replaced by the end time of the
levelling stage. Due to the integrated luminosity at IP1 (or IP5, if identical) driving the
optimum fill duration, special variables to monitor this quantity are defined, tracking
its current and previous magnitude:

lint = 0.; linttmp = 1.e-9
lintiall = []; lintialltmp = [0.]*self._nip
puint = [0.]*beam._nip; eppus = [0.]*beam._nip; epput = [0.]*beam._nip
ltot = self._eff * self._days * 24*3600.
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Table 4.6. Step types in the fill simulation.

typestep Meaning

"LEVEL" A levelling step (the levelling optics variable is adjusted such as the levelling target
(luminosity or peak line PU density) matches its levelled threshold.

"FIRST" The first step of the simulation (usually a LEVEL step).
"PPUSL" If applicable, the first formal LEVEL step with levelling of the peak line PU density

(after a first stage luminosity levelling).
"LAST" The last LEVEL step of the levelling stage.
"DECAY" A step where luminosity naturally decays after the levelling stage has concluded.
"PENAL" If requested, a penalty step interleaved with LEVEL to simulate the loss on instanta-

neous luminosity (for a short period of time) due to the switch of optics correspon-
ding to two consecutive levelling steps. Between two DECAY steps, its length is automa-
tically set to zero in order to be neglected.

"END" The last step of the simulation.

Also, special attention is given to the effective line and time PU densities at each
IP, whose values are tracked by eppus and epput. The factor ltot is used for the
extrapolation of the integrated luminosity per fill to the yearly integrated luminosity.

The program then proceeds to run the simulation of the fill, running as a loop in
which the stop condition is determined by the optimumfill flag of Config: if True,
the fill simulation stops once its duration corresponds to the optimum fill duration
that maximises the yearly integrated luminosity (linttmp > linttmpall); otherwise,
the simulation runs for a fixed fill duration _maxfill. Once inside the levelling loop,
the NAMElevel and NAMElumiplot files are open to append the results to be obtained in
the simulation of the current step. At the begining of each step, and before performing
levelling, the different functions that update the beam parameters (emittance, bunch
population, etc), or manipulate the bunch crossing angle or bunch length are called.
The adjustment of the adaptive crossing angle is the first to be executed, followed by
the bunch length and the parameter time evolution:

for j in range(beam._nip):
if self._adaptivexsing[j] == True:

self.GetPhiFromPPBFor6sigmaDA(beam, j)
if (i > 0.):

self.BunchLengthGymnastics(beam, typestep)
self.ParametersEvolution(beam, typestep, timedecay, listLUMITOTi)
lint = linttmp

The latter functions are only applied for the second step onwards, together with the
assignment of the value of the integrated luminosity in the previous step as the current
one.

Once the series of updates above have been conducted, the global beam parameters
are appended to their corresponding lists:

listTIME.append(i/3600.); listPPB.append(beam._ppb); listSIGS.append(beam._sigs); ...

A list for each of the optics- and luminosity-, and PU-related parameters of interest
are then declared; these store the values of the corresponding variable for all IPs at
the current step. At the end of present step, the entries of these lists are appended to
the lists above:

betxall = []; phiall = []; ...; lumiall = []; lregionall = []; puall = [], ...

Similarly to the general beam parameters, an update of the optics parameters
at each IP has to be conducted, in particular, if the scenario features reduction of
the normalised BBLR separation (either via the StepReductionSeparation(·) or the
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ReductionSeparation(·) functions) or a program for the increase of the crabbing angle
(executed by IncrOncc(·)) throughout the fill.

In the case of peak line PU density levelling, a special check has to be conducted at
the beginning of each step to verify if this parameter has reached its maximum levelled
threshold; if true, a flag (_flagtimeppuslev) is raised, and the current step is relabel
as "PPUSL". One more condition is checked before performing the levelling process; this
allows to verify if the first and second IPs (associated to IP1 and IP5) are identical. If
this is the case, the program can skip the calculations involved for the latter, and the
results for its parameters can be directly inherited from the corresponding parameters
for the first IP.

Finally, the levelling routine, conducted by the GetLevel(·) function (Section 4.5.2)
is executed.8 If the current step is a LEVEL (or DECAY) step:

if (typestep != "PENAL"):
...
if (j != 1 or not beam._identicalIP01):

if len(self._levtech[j]) > 1:
for m in range(self._niterlev):

for k in range(len(self._levtech[j])):
lumitot = self.GetLevel(beam, j, self._levtech[j][k], self._levvar[j][k], i)

Once the levelling routine is completed, an additional check is conducted for IP8 to
record the ending time of the levelling process at this IP (_timesteplev2, raising a
flag (_flagsteplev2) and to count the number of elapsed steps (_steplev2); a similar
check –discussed later– is also performed for the main IPs at the end of the while
loop.

Regardless of the IP, at the end of the GetLevel(·) routine the magnitude of the
levelling variable in the Beam class is as follows: if the current step is a LEVEL step, it
is such that the levelled luminosity or levelled peak line PU density (depending on the
requested case) are met; if the current step is a DECAY step, however, it corresponds to
its limit (minimum or maximum, depending on the levelling variable), since the level-
ling stage has concluded at this point. For all cases the dependent beam parameters
are subsequently updated, alongside the (peak) luminous region/time, PU, and PU
densities.

lregion = self.GetLumRegion(beam, j)
plregion = self.GetPeakLumRegion(beam, j)
...
pu = self.GetPileUp(beam._frev, lumitot[0], beam._nbunch[j])
ppus = pu*plregion/1e3
...

On the other hand, If the current step is a penalty step, an arbitrary zero-value is
assigned to the luminosity and PU-related variables:

else:
...
lumitot = [0.]*self._nip;
lregion = 0.; plregion = 0.; ...; pu = 0.0; ppus = 0.; ...

Independently of the type of step, the current value of each of the parameters at each
IP at the end of the step is printed to the standard output, and appended to the
corresponding list:

8GetLevel(·) is executed one or more times, depending on the requested _niterlev time; a
number larger than one might be needed if more than one variable is used for the levelling (e.g.
a scenario with the crab crossing and kissing angles), in order to find an optimum solution in
a recursive way.
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print "{0:36} {1:10}".format("Beta horizontal", "m"), "%1.8f" %beam._beta[j][0]
betxall.append(beam._beta[j][0]);
...
print "{0:36} {1:10}".format("Luminosity", "cm-2 s-1"), "%1.6e" %lumitot[0]
lumiall.append(lumitot[0])
...

xi = self.GetBBParam(beam, j)
print "{0:36} {1:10}".format("BB tune-shift horizontal", "1"), "%1.4e" %xi[0]
xixall.append(xi[0])
...

Additionally, the transverse tune-shifts due to the beam-beam interactions are com-
puted.

The duration of the fill simulation is driven by the first IP (either for an opti-
mum fill or for a fixed fill duration). In order to determine the step that breaks the
while levelling loop, several conditions are checked. While at this step, the condition
timeinleveling < 0 is technically still True (it will be False in subsequent steps, as
the parameter timeinleveling will be assigned the time of the last step of levelling),
two other conditions might not hold: the current luminosity (or peak PU density)
being lower than its levelled threshold, and the levelling parameter reaching its limit:

if (j == 0):
condition = timeinleveling < 0

for k in range(len(self._levtech[j])):

if self._levtech[j][k] == "levlumi":
condition = condition and lumitot[0] < self._levlumi[j]

elif self._levtech[j][k] == "levppus":
condition = condition and ppusall[j] < self._levppus[j]

if self._levvar[j][k] == "Beta":
condition = condition and beam._beta[j][1-beam._xplane[j]] <=

beam._betamin[j][1-beam._xplane[j]]
elif self._levvar[j][k] == "PhiCR":

condition = condition and beam._phiCR[j] == beam._phi[j]
elif self._levvar[j][k] == "PhiCK":

condition = condition and beam._phiCK[j] == 0.0

if condition:
timeinleveling = i/3600.; flagendlevel = True
self._timepenstp = 0.; typestep = "LAST"

When all this conditions are met, a flag flagendlevel is raised to indicate the last step
of the levelling mode (the type of step is also relabeled as "LAST"), and the current time
–i.e. the levelling time– is stored in timeinleveling parameter. Additionally, in case
penalty steps were requested in the simulation, their duration is set to zero, as they
are not necessary during the upcoming decaying stage of the fill (since they represent
the time needed to pass from one levelling optics to the following). Independently of
the type of step, the integrated luminosities at the IPs from previous step are then
assigned as the current integrated luminosities, lintiall.append(lintialltmp[j]).

With the results for all the optics-, luminosity-, and PU-related parameters for all
the IPs computed, they are then appended in the form of a list (for the current step)
to the corresponding variable list:

listBETXi.append([]); ...; listLUMITOTi.append([]); ...,
listXIXi.append([]); ...; listLINTi.append([])
...
for j in range(beam._nip):

listBETXi[-1].append(betxall[j]); ...; listLUMITOTi[-1].append(lumiall[j]); ...
listXIXi[-1].append(xixall[j]); ...; listLINTi[-1].append(lintiall[j])
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xixtot = sum(listXIXi[-1])
listXIXTOT.append(xixtot)

listLINT.append(lint)

From the beam-beam tune-shifts, an additional parameter for each coordinate is com-
puted, the total tune shift. The lists containing the current contribution to the in-
tegrated luminosity at each IP (listLINTi) and the total integrated luminosity from
all IPs (listLINT) are also appended to their corresponding lists. However, these are
formally the luminosities integrated until right before the present step, as computed
at the previous step. The contributions to the integrated luminosity from the cur-
rent step will be computed later, and they will be passed to the following step as its
current integrated luminosities. Once all the parameters have been appended in their
corresponding list for the current step (including the general beam parameters), their
values are saved in the FILElevel output file:

print >> FILElevel, "{0:16}".format("%1.8f" %listTIME[-1]),; ...;
for j in range(beam._nip):

print >> FILElevel, "{0:16}".format("%1.8f" %(listBETXi[-1][j])),; ...;
print >> FILElevel, "{0:16}".format("%1.8f" %(listLINTi[-1][j]*1e-39)),

print >> FILElevel, "{0:16}".format("%1.8f" %(listLINT[-1]*1e-39)),

The next task in the current step is precisely the computation of the total inte-
grated luminosity (per fill), which depends on the instantaneous luminosity at each
IP, the type of step and its duration steplength; the latter two are associated to the
first IP only. For LEVEL steps (including FIRST, LAST, and DECAY), the step duration
is the time (in [second]) it takes for the luminosity to decay to a fraction _p (defined
in Config) of its original levelled value, as explained in Section 2.3.3. The loss rate of
bunch particle population due to luminosity burn-off (in [s−1], undestood as [ppb/s])
from all IPs is, according to Eq. (2.53),

rate = 0.
if (typestep != "PENAL"):

for j in range(beam._nip):
rate = rate + lumiall[j]*(self._xsecburn*1.e-27) / beam._nbunch[j]

Three cases of levelling at the first IP have to be distinghised. The case _p = 0
corresponds mathematically to a step of infinite duration, at the end of which the
instantaneous luminosity has decayed to zero (since the simulation cannot extend
to infinite, the maximum fill duration maxfill is used instead); therefore, this case
is equivalent to the absence of levelling, corresponding to a fill with natural decay
only. The case _p = 1 represents infinitely-short steps that keep the instantaneous
luminosity exactly equal to its levelled value at all times (since reproducing this is not
possible either, the simulation is conducted with steps of a fixed duration _step). For
any case in between, the decaying time timedecay is computed from the solution of
the analytic model for burn-off in Eq. (2.56):

if (self._p != 0.):
if (self._p != 1.): timedecay = (np.sqrt(1./self._p) - 1.) * beam._ppb/rate
else: timedecay = self._step

else: timedecay = self._maxfill
steplength = timedecay

Therefore, in case the current step is a levelling (or decaying) step, it will extend from
time i to i+timedecay. This branch of the step-wise luminosity function at the first
IP (IP1 and IP5, if identical) is appended in the FILElumiplot output file:

print >> FILElumiplot, "x <=", str(i+timedecay)+"/SECtoHR", "?",
lumiall[0], "/ ( 1. + ( x -", str(i)+"/SECtoHR", ")*",
str(rate)+"*SECtoHR", "/", beam._ppb, ")**2", ": " ,
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The function describing the luminosity decay at each IP is then numerically integrated,
and all the results summed to obtained the total integrated luminosity (per fill) at the
current step:

for j in range(beam._nip):
integrand = lambda t: lumiall[j] / (1. + (t-i)*rate/beam._ppb)**2
linti = quad(integrand, i, i+timedecay)
lintiall[j] = lintiall[j] + linti[0]

The contribution to the integrand luminosity from the first IP at the end of the current
step is given special monitoring:

lumiint = lumiall[0]*beam._ppb/rate * ( 1. - 1./(1. + timedecay*rate/beam._ppb) )

To extrapolate the integrated luminosity per fill above to the yearly integrated
luminosity, two factors that take into account the turn-around time are computed:
one corresponding to the start of the current step (factbef) and the other to its
expected ending (factnow):

factnow = ltot/ (i + timedecay + self._turnar*3600.)
factbef = ltot/ (i + self._turnar*3600.)

These factors are also necessary to monitor the change in the slope of the yearly
integrated luminosity with time.

The duration of PENAL steps, on the other hand, is simply _timepenstp, as spec-
ified in Config. In this case, no contribution is added to the integrated luminosity
and the branch added to the step-wise function in FILElumiplot is a constant zero
extending for the duration of the step. The factnow and factbef factors are also
re-evaluated. For any type of step, the estimate on the total yearly integrated lumi-
nosity is stored in the temporary variable lintialltmp, and the results printed to the
standard output. Another related parameter, the luminosity lifetime (in [h]) at the
driving IP, is computed as follows:

if rate != 0.0: llifetime = beam._ppb/2./rate/3600.
else: llifetime = 0.0

Its magnitude, together with the other luminosity-related parameters, is appended to
their corresponding lists and stored in the FILElevel output file:

listRATE.append(rate); listLLIFETIME.append(llifetime)
listSTEPLENGTH.append(steplength); listLUMIINTSTEP.append(lumiint)
print >> FILElevel, "{0:16}".format("%1.8e" %listRATE[-1]),
...

As mentioned before, the computation of the extrapolated yearly integrated lumi-
nosity is conducted one step ahead:

linttmp = factnow*(linttmp/factbef) + factnow*lumiint
linttmpall.append(linttmp)

Its units are [cm−2] per year, although it is usually expressed as [fb−1/160 days] with
the assumed number of days for physics within a year made explicit. At the end of
each step, the ratio between the current integrated luminosity and its magnitude at the
previous step monitors the fraction of the yearly integrated luminosiy corresponding
to an optimum fill. Therefore, the while loop is broken once this fraction reaches
100 %.

Once the performance at the current step in terms of luminosity has been assessed,
the performance in terms of the effective line and time PU densities (Section 3.2) is
estimated using Eq. (3.32) as follows: for all IPs, the integral over the corresponding
variable (s or t) of the PU density times the square of the variable is performed by
the GetIntSPUS2(·) or GetIntSPUS2(·) functions; the result is then integrated over the
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duration of the current step (listSTEPLENGTH[-1]), normalised to the total integrated
pile-up puint, and finally added to its former magnitude. Results for each IP (in the
usual units of [events/mm−1] and [events/ns−1]) are appended to their respective lists:

puintall = []; eppusall = []; epputall = []
for j in range(beam._nip):

intpus2 = self.GetIntSPUS2( beam, j, listPUi[-1][j]) /1e3
intput2 = self.GetIntCTPUT2(beam, j, listPUi[-1][j]) /1e9
if i == 0.0:

puint = listSTEPLENGTH[-1]*listPUi[-1][j]
eppus = ( listSTEPLENGTH[-1]*intpus2 ) /puint
epput = ( listSTEPLENGTH[-1]*intput2 ) /puint

else:
puint = listPUINTi[-1][j] + listSTEPLENGTH[-1]*listPUi[-1][j]
eppus = ( listEPPUSi[-1][j]*listPUINTi[-1][j] + listSTEPLENGTH[-1]*intpus2 ) /puint
epput = ( listEPPUTi[-1][j]*listPUINTi[-1][j] + listSTEPLENGTH[-1]*intput2 ) /puint

puintall.append(puint); eppusall.append(eppus); epputall.append(epput)

In turn, results for all IPs at the current step are appended to FILElevel:
listPUINTi.append([]); listEPPUSi.append([]); ...
for j in range(beam._nip):

listPUINTi[-1].append(puintall[j]); listEPPUSi[-1].append(eppusall[j]); ...
print >> FILElevel, "{0:16}".format("%1.8e" %listPUINTi[-1][j]),
print >> FILElevel, "{0:16}".format("%1.8f" %listEPPUSi[-1][j]),
...

To conclude the current step of the simulation, a few last tasks have to be per-
formed. First, the number and type of step is stored in listSTEP and listTYPESTEP,
respectively, and saved in the levelling file. Second, the time variable i is updated
depending on the type of step that is about to conclude and if penalty steps were
requested:

if (typestep != "PENAL"):
i = i + timedecay
if (self._penstp == True): typestep = "PENAL"
else:

if (flagendlevel == False): typestep = "LEVEL"
else: typestep = "DECAY"

else:
i = i + self._timepenstp
if (flagendlevel == False): typestep = "LEVEL"
else: typestep = "DECAY"

countsteps = countsteps + 1

Lastly, the condition driving the loop of the simulation has to be re-evaluated with
the current estimate on the yearly integrated lumnosity (if simulation of optimum fill
was requested):

if self._optimumfill == True: cond1 = linttmp > linttmpall[-3] or linttmp == 0.0
else: cond1 = not self._optimumfill

The last step in listTYPESTEP is re-labelled as "END", and a last branch to the step-
wise function of the luminosity is appended. After appending its last contributions,
the output files are closed for the present step. With this, the simulation of the next
step is ready, and it will be performed if the conditions are met.

Upon completition of the fill simulation, some computations are conducted using
the resulting lists containing the time-step-evolution of the parameters as input. The
number steps spent in the levelling (nls), penalty (nps), decay (nps) stages (applicable
for the driving IP), are then counted from the same list, and the total number of
steps in the simulation is their sum. For IP8, the number of levelling steps and the
corresponding time is determined using its associated flags (if a null separation was
not reached before the fill ended, the total number of steps and the fill duration,
respectively, are assigned instead).
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The maximum value of the (peak) luminous region (time), PU, and peak line (time)
PU density at each IP (as well as tune shift due to BB) are of special interest. These
are easily found from their corresponding lists, and the results are appended to the
NAMEtable output file. The values of all parameters at the start and at the end of the
fill, as well as the end of the levelling mode, are also of special interest. To read them
from their corresponding lists, the indices associated to those steps can be used. For
the start and the end of the fill, the indices are straightforward: k = 0 and the last
index (the list length minus one), respectively. For the last step of levelling, the index
is k = 2*(nls-2) if penalty steps were requested, and nls-1 otherwise. The results
are printed to the standard output and recorded in the FILEtable with the fle tag
("first", "last", or "end") appended at the beginning of each variable name:

for k in [0, lastindex, endindex]:

if k == 0: fle = "first"
elif k == lastindex: fle = "last"
else: fle = "end"

print >> FILEtable, "@", "{0:22} {1:4}".format(fle+"time", "%le"), listTIME[k]
print >> FILEtable, "@", "{0:22} {1:4}".format(fle+"ppb", "%le"), listPPB[k]
print >> FILEtable, "@", "{0:22} {1:4}".format(fle+"sigs", "%le"), listSIGS[k]
print >> FILEtable, "@", "{0:22} {1:4}".format(fle+"epsxn", "%le"), listEPSN[k][0]
...
for j in range(beam._nip):

print >> FILEtable, "@", "{0:22} {1:4}".format(fle+"betx"+str(j), "%le"), listBETXi[k][j]
print >> FILEtable, "@", "{0:22} {1:4}".format(fle+"phi" +str(j), "%le"), listPHIi[k][j]
print >> FILEtable, "@", "{0:22} {1:4}".format(fle+"lumi"+str(j), "%le"), listLUMITOTi[k][j]
print >> FILEtable, "@", "{0:22} {1:4}".format(fle+"pu" +str(j), "%le"), listPUi[k][j]
...
print >> FILEtable, "@", "{0:22} {1:4}".format(fle+"lintfb"+str(j), "%le"), listLINTi[k][j]*1.e-39

Lastly, the final results related to the driving IP (such as the total fill duration, the
counts of the different type of steps, the performance in terms of the total yearly
integrated luminosity and effective line (time) PU density, as well as the state of
several flags) are also output to the table file:

print >> FILEtable, "@", "{0:22} {1:4}".format("filltime", "%le"), listTIME[-1]
print >> FILEtable, "@", "{0:22} {1:4}".format("lintfb", "%le"), listLINT[-1]*1.0e-39
print >> FILEtable, "@", "{0:22} {1:4}".format("nls", "%d" ), nls
...
for j in range(beam._nip):

print >> FILEtable, "@", "{0:22} {1:4}".format("puint"+str(j), "%le"), listPUINTi[-1][j]
print >> FILEtable, "@", "{0:22} {1:4}".format("maxlregion"+str(j), "%le"), maxlregion[j]
print >> FILEtable, "@", "{0:22} {1:4}".format("maxxixtot", "%le"), maxxixtot
...

The table and level files are then joined into a single final results file (NAMEresults).

4.6 Other modules

4.6.1 Levelling_Others.py

This module defines several classes. The Constants class provides a lists of physical
and mathematical constants (including the proportionality factors between the dif-
ferent density distributions: Gaussian, super-Gaussian of order 4, and q-Gaussian).
qGaussianAux defines functions that describe the limit of integration of a q-Gaussian
distribution. Banners handle the printing of banners –with several formats– in the
default output to report the simulation progress. Lastly, AuxFunc defines several func-
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tions with general purposes (to interpret input in Levelling_Run.py, to format labels,
etc.).

4.6.2 Levelling_jobtau.madx

The Levelling_jobtau.madx file contains a mask used for the calculation of the IBS
growth times with MAD-X (Section 2.2.2). The mask calls the files that defines
the machine lattice of interest (defined in Config) and the beam parameters at the
step in which it is called (as created by IBStauxz(·)). After loading the sequence, it
creates the beam object with the loaded beam parameters (energy, bunch population,
beam size and energy spread, and transverse emittances). The twiss function is
then run, followed by the ibs command [70]. The resulting horizontal and vertical
IBS times, expressed in [h], are stored in an output file that will in turn be called
by ParametersEvolution(·) for the computation of the emittance evolution in the
following step.

4.6.3 Levelling_RunJobs.sh

Levelling_RunJobs.sh is a script written in Bash which handles the run in parallel
of multiple scenarios (listed in the Levelling_List.txt input file). For each case,
a unique directory storing a temporary copy of the different Levelling scripts is
created in the home directory HOMEDIR. From each directoy, the simulation is submitted
as a parallel job in the batch service of CERN AFS service [98], with 8nh the default
queue9 –available for 8 h– as simulations typically run from 15 min to a couple of hours.
Each job runs the local Levelling_Run.py module for the corresponding scenario
using the -n option. Once a simulation is finished, results are copied from their
temporary location in the remote host to their corresponding directory in HOMEDIR,
and all temporary files are deleted.

4.6.4 Levelling_Distributions.py

Once the simulation of the optimum fill of a given scenario is completed, the Level-
ling_Distributions.py module can be run separately to compute the 1D and/or 2D
PU densities (Section 2.4) for a given IP and step. The module can be called with
several options: -n (--name), the name of the results file; -i (--ip), the number of the
IP (0, 1, or 2 for IP1, IP2, or IP8, respectively); and -s (--step), the step of levelling
process (use FIRST or LAST or an integer for the step number). These options are then
used to create an instance of the Densities class, from which the GetDistribution(·)
method is called (Section 4.4) which reconstructs of the PU densities as described
below.

First, the relevant beam and optics parameters at the chosen IP and at the re-
quested step are read from the results file (imported as a table using Mapclass). The
default ranges of the four different coordinates over which the PU densities will be
computed, as well as their resolution (nstep0) are the following:

nstep0 = 200; xrang0 = 100.e-6; yrang0 = 100.e-6; srang0 = 250.e-3; trang0 = 1.e-9

The normalisation factor of the PU densities (in units of [1/events]) is then computed
using the integral of the event density over all the variables:

9Other available queues are, for example, 1nd and 2nd, for one and two days, respectively.
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norm = self.IntAll(phi, sigs, betc, ..., parsep) / pu

While for IP8 (where levelling is performed exclusively with parallel separation)
the 1D projections for all the coordinates are computed, only the line and time PU
densities are currently available for IP1/5 (due to the more complex nature of the
collision which can include also crab crossing and crab kissing); the 2D projection in
s− t, however, is computed for all IPs.

The computation of the 1D PU density for any given coordinate is described in
the following, using the longitudinal coordinate s, Eq. (2.64), as example. Running
a loop over the range of the variable in question in steps, the corresponding integral
over the density is performed (in this example, the integral over time), and the results
stored in the NAMEdenss output file:

NAMEdenss = resultsname + "." + str(ip) + "." + ’s’ + "." + str(step)
FILEdenss = open(NAMEdenss, "w")
print >> FILEdenss, "* {0:12} {1:14}".format("S", "PUS")
print >> FILEdenss, "$ {0:12} {1:14}".format("%le", "%le")
srang = srang0; snstep = nstep0
for s in np.arange(-srang, srang*(1.+2./snstep), 2*srang/snstep):

pus = self.IntCT(s, phi, sigs, ..., parsep) / norm
print >> FILEdenss, "{0:14} {1:14}".format(%s, %pus)

FILEdenss.close()

The units of S and PUS are [m] and [m−1], respectively. A similar computation is
performed to obtain the time PU density, Eq. (2.65); in this case, however, the integral
is performed over the longitudinal coordinate, and the results for T and PUT are given
in [s] and [s−1], respectively. In the case of the projections of the PU density along
the horizontal or vertical coordinates, Eq. (2.68), the integrals are performed with
IntAll_withx(·) or IntAll_withy(·) (which have x or y as explicit variables of the
density), and the units X and PUX (or Y and PUY) are [m] and [m−1], respectively.

Lastly, a simple evaluation of the integrands is enough for the computation of the
2D PU density (see Eq. (2.67)), as they are defined as a function of s and t. However,
special attention has to be given to the cases with integrands with q-Gaussian bunch
profiles, as the domain is finite:

for s in np.arange(-srang, srang*(1.+2./snstep), 2*srang/snstep):
for t in np.arange(-trang, trang*(1.+2./tnstep), 2*trang/tnstep):

...
if longdens == "qGaussian":

...
if((s >= qGAux.szero and (ct <= qGAux.Cct(s)and ct >= qGAux.Bct(s))) or

(s < qGAux.szero and (ct <= qGAux.Act(s) and ct >= qGAux.Dct(s))) ):
pust = self.Evaluate_integrand(ct, s, phi, ...) / norm * cst.clight

else: pust = np.NaN
else:

pust = self.Evaluate_integrand(ct, s, phi, ...) / norm * cst.clight
print >> FILEdens, "{0:14} {1:14} {2:14}".format(%s, %t, %pust)

In this case, the output file has three columns: the value of the longitudinal and time
coordinates at each step (in the same units described above), and the PU density,
expressed in [m−1 s−1]. The GetDistribution(·) function can be expanded to include
the computation of 2D projections in any pair of coordinates (e.g. x–t or y–t), for which
the proper integrands have first to be found and then to be included in Densities(·).

"



Chapter 5

Performance of the
HL-LHC baseline

The HL-LHC baseline parameters with standard filling scheme for
both the nominal and ultimate levelling operation are presented in

Section 5.1. Using the tools presented in the previous chapter,
simulations of the corresponding optimum fill are conducted and the

parameters evolution are described in detail. Special emphasis is given
to the estimation of the performance at the two main IPs, evaluated in

terms of two main figures-of-merit, namely the integrated luminosity and
the effective PU density. Results for the baseline constitute the reference
frame for the comparisons of all other operational scenarios in this work.
To enrich the baseline framework, an intensive study on the sensitivity

of its parameters is also presented. The case of the so-called BCMS
filling scheme, two cases aiming at the improvement of the performance

(with electromagnetic wires and adaptive crossing angle), and the case of
operation at a beam energy of 7.5 TeV, are of special interest and they

are analysed afterwards. Lastly, the baseline operation of IP8 is reviewed
and compared against a series of proposed alternative configurations

that aim at delivering high luminosity for the LHCb experiment.

5.1 Standard parameters

The latest HL-LHC baseline parameters [3] aim at meeting the original project’s goals
with only two crab cavities per beam and per IP side [37, 90]. In the following, the
main beam and optics parameters, summarised in Tables 5.1 and 5.2, are described
in detail. These parameters constitute the input for the simulation of the baseline
optimum fill and the estimation of its performance using the Levelling program.

67



68 CHAPTER 5. PERFORMANCE OF THE HL-LHC BASELINE

Table 5.1. General parameters of the HL-LHC baseline standard and BCMS.

Parameter Unit Standard BCMS

Beam energy TeV 7.0 7.0
Total number of bunches per beam 1 2760 2748
Bunch population (ppb) 1011 2.2 2.2
Total beam current A 1.10 1.10

Longitudinal profile – q-Gaussian q-Gaussian
RMS bunch length cm 7.6 7.6
Full width at half maximum cm 21.2 21.2
Relative energy spread 10−4 1.07 1.07
Normalised transverse emittance µm 2.5 2.5

Table 5.2. Optics and virtual parameters at IP1/5 of the scenarios in Table 5.1.

Parameter Unit Standard BCMS

Number of colliding bunches 1 2748 2736
Minimum β∗×,‖ cm 15.0 15.0
Full crossing angle µrad 500 500
Minimum norm. BBLR separation σ 10.5 10.5
Piwinski parameter 1 2.66 2.66
Full crabbing angle µrad 380 380

Virtual luminosity 1034 cm−2 s−1 16.95 16.88
Virtual pile-up 1 444 444
Virtual loss factor 1 0.716 0.716
Virtual beam-beam 10−2 0.86 0.86

Operating at the design LHC beam energy of 7.0 TeV, the current HL-LHC baseline
features increased bunch populations (2.2× 1011 protons per bunch ppb) and a small
β∗ and crossing angles at the IP1 and IP5 (where the ATLAS and CMS experiments
are located, respectively) with respect to the LHC. A normalised transverse emittance
of 2.5 µm is assumed at the beginning of the fill. For the current HL-LHC parameters,
an increased number of colliding bunches at the two main IPs and shorter turn-around
times with respect to the original HL-LHC design are also assumed [99].

As presented in Section 2.3.1, the transverse bunch density is well described by
Gaussian distributions. Previous works considered also a Gaussian distribution for
the modelling of the longitudinal profile [34]. Based on observations in the LHC [33],
however, the latter is better described by a q-Gaussian distribution (Appendix A.1),

%qGs (s) ≡
√

32

5πσsqG

(
1− s2

8σ2
sqG

)5/2

, |s| ≤
√

8σsqG , (5.1)

with a q-Gaussian RMS bunch length of σsqG = 7.61 cm (for a Gaussian-equivalent
RMS bunch length of 9.0 cm [100]). Together with the bunch length, the full width at
half maximum of FWHM = 21.19 cm –a parameter of interest due to its relation with
the longitudinal beam stability [32, 85, 100])– is kept constant along the fill.

With the standard filling scheme [35, 36, 101], 2748 bunches pairs collide at IP1
and IP5. The HL-LHC baseline makes use of round optics with minimum β∗ =
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Table 5.3. Parameters for the estimation of the yearly integrated luminosity at IP1/5 of the
HL-LHC operational scenarios at nominal and ultimate levelling.

Parameter Unit Nominal Ultimate

Days in physics (within a year) days 160 160
Efficiency % 50 50
Turn-around time min 145 150

15 cm; this value, however, is larger at the beginning of the fill due to luminosity
levelling. Collisions at the main IPs are performed with a constant full crossing angle of
500 µrad throughout the fill (or equivalently, with a beam-beam normalised separation
of 10.5σ for the minimum β∗). The two CCs per beam per IP side with an RF
voltage of 3.4 MV [102] allow to rotate the colliding bunches by 380 µrad, thus partially
compensating the crossing angle and allowing to reach a virtual luminosity of almost
17× 1034 cm−2 s−1.

For the simulation of the fill evolution, the effects of radiation damping and IBS,
as described in Section 2.2, are taken into account for both transverse planes and
assuming a vertical/horizontal coupling factor of 1/κc = 10. Unlike previous stud-
ies [103, 104], no additional source of vertical emittance growth is included. To
compensate for the luminosity decay due to beam burn-off (computed with a con-
servative total cross-section of 111 mb), luminosity levelling with β∗ and a luminosity
step of 2 % (p = 0.98) is assumed (Section 2.3.2). Two levelled luminosities, namely
5.0× 1034 cm−2 s−1 and 7.5× 1034 cm−2 s−1 –or their corresponding PU levels– define
the nominal and ultimate operation,1 respectively, for the baseline and any alternative
scenario.

The relevant parameters for the estimation of the yearly integrated luminosity
Lint via extrapolation of its corresponding integrated luminosity per fill –according to
Eq. (2.58)– are listed in Table 5.3 [3].The difference of five minutes of turn-around time
between nominal and ultimate operation derives from the additional squeeze necessary
at the latter operation. The reduction of the turn-around times from 3 h in the original
HL-LHC design to the current estimates is a result from the foreseen implementation
of a combined ramp and squeeze, shortening of the squeeze time, and the reduction of
the ramp-down time after a physics fill [99].

5.1.1 Nominal

In the following, the evolution of the optimum fill for the HL-LHC baseline at nominal
levelling –as seen in Fig. 5.1– is described in detail. As the fill progresses, the bunch
population is burned-off in an almost linear fashion, only slightly deviating from such
behaviour by the end of the fill. Despite the normalised emittance starting at 2.5 µm
in both transverse directions, its evolution for each coordinate is different: horizontal
emittance is initially dominated by IBS and grows until reaching a maximum of around
2.67 µrad after 6 h; after this point, SR dominates, and it begins to shrink. Due to
the effect of IBS being a factor of 10 smaller for the vertical plane with respect to the

1Previous works conducted with higher estimates of the cross-section for PU [86] and/or
slightly higher Llev [105], provided µ = 140 (200) events per bunch crossing for the nominal
(ultimate) operation. These values, slightly above the current estimates, are still commonly
used in studies on the detector performance in the HL-LHC era by the experiments.
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Table 5.4. Performance at IP1/5 of the scenarios in Table 5.2.

Parameter Unit Standard BCMS

Nominal Ultimate Nominal Ultimate

Levelled luminosity 1034 cm−2 s−1 5.0 7.5 5.0 7.5
Levelled pile-up 1 131 197 132 197

At the start of the fill
β∗×,‖ cm 64.1 40.7 64.1 40.7
Norm. BBLR sep. σ 21.7 17.3 21.7 17.3
RMS luminous region mm 49.0 46.9 49.0 46.9
RMS luminous time ns 0.179 0.179 0.179 0.179
Peak line PU density mm−1 1.03 1.63 1.03 1.63
Peak time PU density ns−1 282 424 282 424

At the end of the levelling
β∗×,‖ cm 15.0 15.0 15.0 15.0
Norm. BBLR sep. σ 10.2 10.3 10.2 10.3
RMS luminous region mm 40.9 40.7 40.9 40.7
RMS luminous time ns 0.178 0.178 0.178 0.178
Peak line PU density mm−1 1.29 1.94 1.29 1.94
Peak time PU density ns−1 285 427 285 427

Fill duration h 8.5 5.3 8.4 5.3
Levelling time h 7.3 3.5 7.2 3.5
Number of levelling steps 1 67 44 67 44
Integrated luminosity per fill fb−1 1.49 1.32 1.47 1.31
Yearly integrated luminosity fb−1/160 days 262 325 261 324
Diff. w.r.t. base. std. nom. % ref. +24.4 −0.2 –
Diff. w.r.t. base. std. ult. % – ref. – −0.3

Effective line PU density mm−1 0.79 1.20 0.80 1.20
Diff. w.r.t. base. std. nom. % ref. +50.9 +0.6 –
Diff. w.r.t. base. std. ult. % – ref. – +0.4

Effective time PU density ns−1 200 288 201 289
Diff. w.r.t. base. std. nom. % ref. +44.4 +0.6 –
Diff. w.r.t. base. std. ult. % – ref. – +0.3

horizontal, the vertical emittance is dominated by SR, which yields to a continuous
reduction down to 1.87 µm by the end of the fill.

Due to the implementation of β∗-levelling, the betatron function at the main IPs
is larger than its minimum value of 15 cm at the beginning of the fill. With nominal
operation, β∗ = 64 cm accomplishes the reduction of the luminosity from its virtual to
its levelled values. Since the crossing angle is kept constant at 500 µrad for the baseline,
this corresponds to a normalised BBLR separation of 21.8σ at the beginning of the fill
(instead of its minimum of 10.5σ). Similarly, the full crossing angle and crabbing angle
at IP1/5 (as well as the RMS bunch length) are kept constant along the fill. Thus,
the compensation of the crossing angle by the CCs (θCC/θ ≈ 76 %), remains always
constant. The minimum β∗ is reached after 7.3 h of levelling, during which 67 steps are
implemented to keep the luminosity within a 2 %-margin from its levelled value. After
the minimum β∗ has been reached, the instantaneous luminosity is left to naturally
decay for another 1.2 h, corresponding to the optimum fill duration. It is important
to note that a large number of levelling steps might pose an operational challenge, as
each of them represents a different optics for commissioning [6, 9, 10, 106, 107].
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Figure 5.2. Line and time PU densities at IP1/5 at the start of the fill and at the end of the
levelling in the HL-LHC baseline. Both the nominal or ultimate time PU densities remain
almost unchanged throughout the fill.

The nominal levelled luminosity of 5.0× 1034 cm−2 s−1 yields a PU of µ = 131
events per bunch crossing at IP1/5, an acceptable number in view of the detector
capabilities. The integrated luminosity per fill at each of the main IPs grows linearly
as the fill evolves due to levelling, only slowing down its rate at the second stage of the
fill when the luminosity is left to naturally decay. The optimum fill duration for the
baseline nominal with the current set of parameters is around 8.5 h, delivering 1.5 fb−1

per fill. Assuming the efficiency discussed above, the corresponding estimate for Lint
of the HL-LHC baseline at nominal levelling via extrapolation of the latter is 262 fb−1,
thus surpassing the project’s current goal.

As pointed out before, the integrated luminosity is a parameter of interest due to
its relation with the number of events to be recorded by the two main experiments;
its current estimate has profited from a series of changes to the baseline parameters.
Reduction of the turn-around time to the current values for the nominal (and ultimate)
operations have led to an increment of around 6 % with respect to estimates with the
previously-assumed 3.12 h (or 187 min). The adoption of a q-Gaussian bunch profile for
simulations is solely responsible, on the other hand, of a 2 % increase on the estimate of
the nominal integrated performance when compared to a Gaussian longitudinal density
(9 cm bunch length). The reduction of β∗ from 20 cm (assumed in Ref. [104]) to 15 cm
yields to a gain of roughly 3 % on the nominal Lint. Further performance increments
ranging from 3 % to 23 % can be expected under a series of conservative or relaxed
configurations, according to several studies on machine availability [82, 108, 109].

Regarding the second figure-of-merit, the effective PU density –the parameter re-
lated to the quality of the data at the detectors–, current estimates are found to be
around ρ̄s = 0.80 mm−1 and ρ̄t = 200 ns−1, respectively, for its line and time projec-
tions. The comparisons of the performance of several alternative operational scenarios
with the baseline are presented, in the following sections and chapters, in terms of the
yearly integrated luminosity and the effective line PU density.

A detailed characterisation of the multidimensional distribution of event vertices is
of great interest for the experiments [17, 20] as it is crucial to perform realistic detector
simulations, and it is described below for the baseline nominal. At the start of the
fill, the RMS luminous region (projection along s) is 49 mm, but it shortens to about
41 mm by the end of the levelling process, after which it remains almost constant.
Due to this, the peak of the line PU density grows from its initial value of around
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Table 5.5. Parameters of the Gaussian fits of the line and time PU densities at IP1/5 of the
scenarios in Fig. 5.2.

Parameter Unit At the start of the fill At the end of levelling
Nominal Ultimate Nominal Ultimate

σs mm 50.9 48.5 40.8 40.7
σt ns 0.186 0.186 0.184 0.184
ρ̂s mm−1 1.04 1.63 1.27 1.91
ρ̂t ns−1 284 426 284 426

1 mm−1 to a maximum of 1.28 mm−1 (when the RMS luminous region is minimum)
and then it proceeds to decay. It was found that the adoption of the q-Gaussian
bunch density is responsible of a slight decrease of the RMS luminous region and, in
consequence, an increase of a few percent on ρ̄s as compared with simulations with
Gaussian longitudinal densities. In the case of the RMS luminous time and peak time
PU density, they remain almost constant at around 0.180 ns and 280 ns−1, respectively,
along the fill, although the latter starts to decay as the luminosity naturally decays.
The main parameters described above are summarised in Table 5.4 for reference.

Figure 5.2 shows the one-dimensional event distribution on the longitudinal and
temporal coordinates at the beginning of the fill and at the end of the levelling. The
most critical stage for the experiments takes place at the end of the fill as the line
PU density sharpens: the peak number of events reaches its maximum, and they
are distributed in a narrower region. Due to the observed shape of these densities,
Gaussian fits (see Eq. (3.35)) of the form

ρv(v) = ρ̂v exp

(
− v2

2σ2
v

)
, v = s, t , (5.2)

obtained by the optimisation method of least squares, were applied with the aim of
providing the experiments with the parameters to realistically reproduce the luminous
region and time. Table 5.5 lists the resulting parameters of the corresponding Gaussian
fits; comparison between ρ̂u and σu with the corresponding peak line/time PU densi-
ties and RMS luminous region/time in Table 5.4 –which were computed numerically
directly from the luminosity integral– shows a good agreement. An illustrative two-
dimensional projection of the PU density in both the s and t coordinates is shown in
Fig. 5.3, where a common scale has been employed for all the cases to better appreciate
its evolution.

5.1.2 Ultimate

The ultimate operation of the HL-LHC baseline with standard filling scheme exhibits
a similar general behaviour than the nominal, as seen in Fig. 5.1. The levelling time
and fill duration, however, are shorter due to the larger levelled luminosity, namely
5.3 h and 3.5 h. In ultimate operation, the levelled luminosity of 7.5× 1034 cm−2 s−1

corresponds to a PU of around µ = 200 events per bunch crossing, the maximum
value tolerable by the experiments. Regarding the optics, β∗ and dBBLR are 41 cm
and 17.3σ, respectively, at the start of the process, while the full crossing angle and
crabbing angle, as well as the minimum β∗ and minimum dBBLR remain equal to the
nominal operation at the end of the levelling stage (which involves 44 steps).
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Figure 5.3. Line-time PU densities at IP1/5 at the start of the fill and at the end of the
levelling in the HL-LHC baseline.

Due to the larger PU level, a significant increment is experienced by the line PU
density, which reaches a maximum of 1.93 mm−1 at the end of the levelling. As in
the nominal operation, the local densities of events are well-described by Gaussian
distributions. The yearly integrated luminosity of the HL-LHC baseline ultimate is
found to be 325 fb−1, thus meeting the current goal for this levelling; this represents an
increment of 24 % with respect to the nominal. While the effect on performance from
the use of a q-Gaussian bunch profile instead of Gaussian is found to be negligible at
ultimate operation, reduction of the turn-around time to the current ultimate value
is responsible of a 7 % increase on Lint; the reduction of β∗ from 20 cm to 15 cm, on
the other hand, is responsible of a gain of more than 6 %. At ultimate operation, the
effective PU density is ρ̄ = 1.20 mm−1, that is, it rises by around 50 % with respect to
the nominal. A detailed characterisation of the line and time PU densities with the
parameters of the corresponding Gaussian fits at the beginning and at the end of the
levelling process for ultimate operation has been included in Table 5.5.



5.2. BCMS parameters 75

5.2 BCMS parameters

Operation with the bunch-compression-merge-and-split (BCMS) filling scheme [35,
36, 101, 110] results in a slightly lower total number of bunches in each beam (2748)
and colliding pairs at the two main IPs (2736), which in turn translates into a slight
reduction of the virtual luminosity (Lvirt =16.88× 1034 cm−2 s−1). Similar simulations
to the baseline standard are performed for the BCMS case, and the results are included
in Table 5.4. Small to negligible differences are found for the values of the β∗ and
normalised separation and the beginning of the fill, as well as for the RMS luminous
region/time and peak line/time PU densities, at both nominal and ultimate operation.
The reduction of Lint with the BCMS filling scheme remains below 0.3 % for both
levelling operations with respect to the standard filling scheme. The effective line and
PU densities at nominal and ultimate operation, on the other hand, increase by around
0.6 % and 0.3-0.4 %, respectively, with respect to their standard counterparts.

5.3 Sensitivity studies

In this section, the effect on the performance of the HL-LHC baseline2 from the varia-
tion of the magnitude of several beam, machine, and operational parameters is studied.
When applicable, the dependency of the virtual luminosity at the main IPs with the
parameter under consideration is first examined; then the effects on the fill duration,
levelling time, and performance are reviewed. These studies allow to better under-
stand the risks of the current baseline configuration, as well as mapping its potential
improvements.

5.3.1 Beam and optics parameters at IP1/5
Beam parameters such as bunch population, transverse emittance and bunch length is
reviewed first, followed by the study of the effect of different β∗ and crossing angles,
as well as the fraction of compensation by means of bunch crabbing.

5.3.1.1 Bunch population

The HL-LHC aims at operating at a bunch population of 2.2× 1011 ppb, almost dou-
bling that of the LHC design. The top-left plot of Fig. 5.4 shows a scan of Lvirt for
the baseline as a function of initial bunch population while keeping all the other pa-
rameters unchanged (in particular, the luminosity step of 2 %). A reduction of the
bunch population to 1.5× 1011 ppb results in a reduction of more than 50 % of virtual
luminosity. Pushing the bunch population to 2.5× 1011 ppb, on the contrary, yields to
an increase of almost 30 %. These variations, however, do not automatically translate
into the same increments/decrements of Lint due to the levelling process.

The effect of the bunch population on the parameters of interest is shown in the rest
of the plots in Fig. 5.4 for both nominal and ultimate operation. Plots in the second
and forth columns show the fractional variation of the corresponding parameter in the
plot to its left with respect to the HL-LHC with full (unchanged) baseline parameters

2From this point, any reference to the HL-LHC baseline corresponds to the baseline with
the standard filling scheme, unless stated otherwise
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(nominal or ultimate, as it corresponds). Both fill duration and levelling time at IP1/5
increase with the bunch intensity, this effect being more prominent –in net terms– for
the nominal. It has to be noted, nevertheless, that the levelling time is close to zero
for 1.5× 1011 ppb, that is, most of the fill duration corresponds to luminosity decay.
Running the machine with the largest studied bunch population (2.5× 1011 ppb) would
demand 80 (60) levelling steps for nominal (ultimate) which poses a technical challenge.
The effective line and time PU densities remain almost constant at values similar to
those found at 2.2× 1011 ppb, except for small bunch population for which they quickly
decrease (specially at ultimate operation) mainly due to the significant reduction of
levelling time. In terms of yearly integrated luminosity, a non-linear behaviour as a
function of the bunch population is observed. As in the case on effective PU densities,
the ultimate operation is more sensitive to the variation of the bunch population.
While for 1.5× 1011 ppb, both nominal and ultimate performance drops to around
200-210 fb−1 (representing a loss of 23 %-35 % with respect to the corresponding values
of the baseline at 2.2× 1011 ppb), pushing the bunch population to 2.5× 1011 ppb
increases Lint by 5 %-9 % (that is, 275 fb−1-355 fb−1).

5.3.1.2 Emittance

Contrary to the bunch population, the relation of Lvirt at IP1/5 with the initial emit-
tance (assumed to be the same for both transverse coordinates) is inverse: while an
increased normalised emittance of 3.0 µm yields to a reduction of the virtual luminos-
ity by around 20 %, its reduction to 1.5 µm results in an increase of almost 100 %, see
Fig. 5.5. The discrete nature of the simulation is more evident in the evolution of some
of the parameters with the normalised emittance.

While the relation of Lvirt and the transverse emittance is clearly not linear, it is
reasonably linear for the fill duration, levelling time at IP1/5, and number of levelling
steps. A difference of 2 h (1 h) on the fill duration is found for nominal (ultimate)
levelling when increasing the normalised emittance from 1.5 µm to 3.0 µm. The ef-
fective line PU density experiences a greater variation as a function of the transverse
emittance than its time counterpart: for nominal (ultimate) operation, ρ̄s goes from
0.70 mm−1 (1.05 mm−1) to 0.85 mm−1 (1.26 mm−1), while ρ̄t remains almost constant
at 200 ns−1 (280 ns−1-300 ns−1) in the studied emittance range. While a larger emit-
tance of 3.0 µm results in a performance loss of almost 3 % and 4 % for nominal and
ultimate, respectively, its reduction to half of this value yields to gains of 4 % and 9 %
with respect to the baseline values at 2.5 µm.

5.3.1.3 Bunch length

As seen in the first plot of Fig. 5.6, Lvirt shows an almost linear dependency with
the q-Gaussian RMS bunch length. A reduction from the baseline 7.6 cm to 6.0 cm
yields, in particular, to an increase of Lvirt by 14 %; contrarily, a longer bunch length
of 12.5 cm decreases it by around 40 %.

While the effect on fill duration is relatively small, the reduction of the levelling
times with larger bunch lengths is more pronounced. Both effective line and time
PU densities significantly drop from their maximum value for the lowest RMS bunch
length to a value slightly smaller than that found for 7.6 cm, after which they continue
decaying but more slowly. Thus, reduction of the bunch length beyond the current
baseline value quickly yields to a more challenging environment for the reconstruction
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of events in the main IPs by the detectors. Regarding Lint, stronger dependency with
the bunch length is found for ultimate operation: while gains are limited to less than
2 % for the smallest studied bunch length for both levelling operations, losses rapidly
grow (both in absolute and relative terms) as the bunch lengthens, reaching 6 % and
12 % at 12.5 cm for nominal and ultimate operation, respectively.

5.3.1.4 Betatron function at IP1/5

As usual, the first plot of Fig. 5.7 shows Lvirt at IP1/5, in this case, as a function of
the minimum betatron function at the main IPs assuming round beams. While Lvirt
decreases almost linearly for β∗ > 15 cm, it reaches a maximum with gain of 2 % at
around β∗ ≈ 12.5 cm with respect to the baseline virtual luminosity; then it decreases
again for smaller β∗. As the normalised long-range beam-beam separation is assumed
to remain constant at 10.5σ, this implies a full crossing angle of 860 µrad at β∗ = 5 cm,
and 350 µrad at β∗ = 30 cm. The crabbing angle is, however, limited to a maximum
of 380 µrad due to the available number of CCs and their maximum voltage [102].
In consequence, the fraction of crabbing angle with respect to crossing angle is not
constant; moreover, full crabbing is possible for the smaller crossing angles.

The fill duration, levelling time at IP1/5, and the number of levelling steps peak
for the case with the maximum Lvirt, decreasing all for β∗ both below and above
the baseline (the latter in a steeper fashion). While the line PU density was found
to remain relatively constant for β∗ above its baseline magnitude, it rapidly grows
for smaller β∗ to levels that might pose a serious problem for the detectors, even
at nominal operation. The time PU density, on the other hand, remains between
190 ns−1-200 ns−1 (270 ns−1-290 ns−1) for the nominal (ultimate), reaching also its
maximum at the peak of Lvirt. Similar behaviour is followed by Lint, although less
pronounced: a small gain of 0.7 fb−1 (1.7 fb−1) for the nominal (ultimate) is obtained
at β∗ ≈ 12.5 cm. For large β∗, however, Lint quickly decays; for example, for nominal
levelling it drops by 2 % and 6 % for 5 cm and 30 cm, respectively, doubling these
figures at ultimate operation.

5.3.1.5 Crossing angle at IP1/5

While the reduction of the Lvirt with a full crossing angle larger than 380 µrad is almost
linear, below this threshold its reduction is limited thanks to the possibility of fully
crabbing the bunches with the available CC voltage. As in the case of the betatron
function at the main IPs, this behaviour is followed by the fill duration, the levelling
time, and number of levelling steps at IP1/5, although at different decreasing rates. As
the full crossing angle increases, the effective line PU density worsens: at 300 µrad (the
lower limit of the considered range), ρ̄s = 0.70 mm−1 (1.03 mm−1), and remains around
this value for angles up to slightly above the maximum crabbing angle of 380 µrad,
after which it begins to grow rapidly reaching 0.95 mm−1 (1.46 mm−1) by the end of
the studied range, as seen in Fig, 5.8. The effective time PU density remains almost
constant for all crossing angles for nominal levelling (around 200 ns−1), with a slightly
larger variation at ultimate (between 275 ns−1-290 ns−1). When the crossing angle is
reduced as low as 300 µrad, Lint can be pushed to 267 fb−1 (338 fb−1), which represents
an increase of around 2 % (4 %) for nominal (ultimate) operation. In contrast, losses
of around 3 % (6 %), corresponding to Lint = 254 fb−1 (305 fb−1), are expected for a
crossing angle as large as 600 µrad.
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5.3.1.6 Crab crossing ratio at IP1/5

Exploring the potential performance of the HL-LHC with additional CC voltage is of
interest as a possible machine upgrade. For the baseline, four CCs per beam per main
IP side can deliver the 9.0 MV necessary to fully crab the beam (that is, θCC = θ),
yielding to a 19 %-gain on Lvirt. The virtual luminosity does not peak at θCC/θ = 1,
though, but slightly above it (θCC/θ ≈ 1.15), a result in line with that found in other
works [57]; at this point, the Lvirt increases by an additional 4 % with respect to its
value at the baseline θCC/θ = 0.77. In the opposite scenario, that is, the absence of
CCs (θCC/θ = 0), a 52 %-loss on Lvirt can be expected, as seen in Fig. 5.9.

At full crabbing, the fill duration and levelling time increase by 0.3 h and 0.6 h
for nominal and ultimate operation, respectively, while the number of levelling steps
increases, in both cases, by 10. In the absence of crabbing, the fill duration of the
HL-LHC baseline nominal (ultimate) extends for only 6.5 h (3.6 h), with the levelling
process –consisting of 28 (6) steps– ending after 4.9 h (0.5 h). Even though the gain on
Lint at full crabbing is limited, around 2 % (3 %) for nominal (ultimate), its reduction
as a result of the absence of crabbing is substantial: 13 % (24 %), proving the CCs to be
a crucial component to meet the project’s goals. The use of additional CC voltage to
reach θCC/θ = 1.15, on the other hand, does not result in a significant increase of Lint.
Despite the gain on Lint with full crabbing with respect to the case with the baseline
6.4 MV being small, the effective PU density does experience a moderate improvement:
0.71 mm−1 ( 1.06 mm−1) for nominal (ultimate) levelling, positively impacting on the
detector efficiency. Without CCs, ρ̄s increases to 1.55 mm−1 (2.13 mm−1) for nominal
(ultimate).

5.3.2 Performance parameters
The variation of the turn-around time, the luminosity step, the magnitude of the cross-
section for burn-off, or the addition of penalty steps without luminosity, does no have
any effect on Lvirt; they do, nevertheless, have an impact of the machine performance.
In the following, the sensitivity of the HL-LHC baseline to the aforementioned param-
eters, as well as to CC noise, is studied with emphasis on the impact on the usual
figures-of-merit.

5.3.2.1 Turn-around time

The variation of the turn-around time was found to have little effect on the fill duration
– a difference of around 0.5 h for both levelling operations between the minimum
and maximum values considered. Due to the discrete nature of the simulations of
the levelling process, the variation of the turn-around time has a null effect on the
levelling time at IP1/5 or the corresponding number of levelling steps. As a result,
the effective line and time PU density are almost unaffected, remaining around their
baseline values, although showing a slight decrease as the turn-around time shortens.
As seen in Fig. 5.10, Lint exhibits an approximate linear relation with the parameter
of interest. The two vertical lines represent the baseline turn-around times for nominal
(145 min) and ultimate (150 min) operation. The fractional difference with respect to
the corresponding baseline is shown, as usual, in the right-hand side plot. The upper
limit of the studied range, 180 min, coincides with the turn-around time assumed
in previous studies on the HL-LHC performance [34]; thus, with the current baseline
assumptions, a gain of 5 %-6 % on Lint has been achieved with respect to the estimates
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Figure 5.10. Selected performance parameters at IP1/5 as a function of the turn-around time
for the HL-LHC baseline at nominal and ultimate levelling (and their difference w.r.t the
corresponding levelling operation with the baseline turn-around time of 145 min and 150 min,
respectively).

with the original parameters. The cases with a turn-around time reduced by 15 min
are of special interest, in particular, since this is the expected improvement resulting
from a potential upgrade of the triplet power converters at IP2 and IP8 [99]. In such
scenario, that is, 130 min and and 135 min for nominal and ultimate, respectively, the
corresponding performances can be further pushed by 2.4 % and 3.3 %, respectively.

5.3.2.2 Luminosity step

For all cases presented in this work, a luminosity step of 2 % is assumed, that is, β∗

is squeezed every time the instantaneous luminosity has dropped to p = 98 % of its
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Figure 5.11. Selected performance parameters at IP1/5 as a function of the luminosity step
for the HL-LHC baseline at nominal and ultimate levelling (and their difference w.r.t the
corresponding levelling operation with the baseline luminosity step of 2 %).

levelled value (nominal or ultimate, as it corresponds). The effect of the variation
of this parameter is studied for luminosity steps from near zero (0.01 %) to up to
10 %, see Fig. 5.11. Naturally, the case with a luminosity step of zero diverges since it
would require an infinite number of infinitely-small steps (each of them representing
an optics to commission) to keep Lvirt equal to its levelled value. The variation of
the luminosity step also has an impact on the optimum fill duration and the levelling
time; however, this effect is limited, and it is partially due to the discrete nature
of the levelling simulation, and the loss of resolution to precisely find the optimum
fill duration as the luminosity steps grows larger. The integrated luminosity follows
a linear trend for small luminosity steps, and the theoretical case with zero-length
steps can thus be extrapolated easily (gain below 1 % for both levelling operations).
Operation with an increased luminosity step of 10 %, on the other hand, reduces the
performance by 2 % (3 %) for nominal (ultimate) operation. A luminosity step between
2 % and 5 % therefore represents a good trade-off between a reasonable number of
optics, and a limited performance loss. In particular, operation with a levelling step of
5 % (p = 0.95) sees a loss of performance below 1 %, and makes use of 27 (18) levelling
steps for the nominal (ultimate) levelling; the latter can be compared with the 67 (44 )
steps for the HL-LHC baseline with a levelling step of 2 %, or with the commissioning
of LHC, in which only one (in 2015) or two (in 2017 and 2018) optics for physics were
required [111].

5.3.2.3 Penalty steps

In all simulations, an instantaneous levelling process has been adopted, that is, it is
assumed that the change of optics from one levelling step to the next (with smaller β∗,
for example) is performed instantaneously. In operation, however, switching between
consecutive optics takes some time, during which the beams might get misaligned.
The necessary time to perform the change of optics and optimise collisions is modelled
in the present work as an extra penalty step (with a short length), during which the
luminosity drops to zero (the worst scenario).
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Figure 5.12. Selected performance parameters at IP1/5 as a function of the penalty step
for the HL-LHC baseline at nominal and ultimate levelling (and their difference w.r.t the
corresponding levelling operation without penalty steps (0 s).

Initial studies took a naïve approach and assumed 30 s for the length of such
penalty step. A 5 %-10 % loss during 30 s is, nonetheless, more realistic [112]; which
is equivalent to a 3 s lapse with no luminosity. By conducting a variation of the
the penalty step duration, it was found that the fill duration, levelling time, and
number of levelling steps, remain around 8.6 h (5.3 h), 7.3 h (3.5 h), and 66 (44) steps,
respectively, for all the studied range at nominal (ultimate) operation. Similarly, the
effective line and time PU densities do not experience significant changes, remaining
around 0.79 mm−1 (1.19 mm−1) and 199 ns−1 (286 ns−1) for penalty steps lasting from
0 s to 10 s. Figure 5.12 shows the linear decrease –valid in the studied range– on the
yearly integrated luminosity for both levelling modes. The grey vertical dotted line
indicates penalty steps of 3 s for which the reduction of Lint is limited to around 1 %
at both levelling operations. Posterior results [7], however, hinted at this assumption
on the duration of the penalty steps at zero luminosity also to be too pessimistic.

5.3.2.4 Crab cavity noise

Crab cavity noise is an important concern since it generates emittance blow-up [72, 73].
Preliminary simulations have been conducted to assess the effect of the emittance
growth from CCs, approximated by

dεuCC
dt

≈ 0.115 µm/h · V 2
CC

(6.8 MV)2

15 cm

β∗u
, u = x, y , (5.3)

as introduced in Section 2.2. The additive growth rate of 0.115 µm/h is taken from the
sum of the phase noise (0.94 %/h) and amplitude noise (3.7 %/h) of the CC voltage,
according to present estimates of the achievable minimum noise level, taking into
account the effect of the transverse feedback [113]. Moreover, this growth rate has
been estimated for a transverse emittance of 2.5 µm, β∗ = 15 cm, and a 3.4 MV-
deflecting voltage for each of the two CCs per beam and per IP side (or, equivalently,
θCC = 380 µrad), so it has to be scaled accordingly at each levelling step.

Figure 5.13 illustrates the influence of the CC noise given by Eq. 5.3 on the evolu-
tion of the horizontal and vertical emittances along the fill for the HL-LHC nominal
baseline (the effects of IBS and synchrotron radiation are also present). At the begin-
ning of the fill, the CCs around the main IPs induce emittance blow-up in both planes
–horizontal (vertical) crossing is assumed in IP1 (IP5)– at a reduced rate of 0.027 µm/h
(after scaling) due to the larger initial β∗. With the CC noise rate in Eq. 5.3, the fill
duration is found to decrease by 0.6 h (0.4 h) for the nominal (ultimate) operation
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Figure 5.13. Evolution of the normalised transverse emittances at IP1/5 along the fill in the
HL-LHC baseline with and without crab cavity noise (virtual noise estimates for β∗ = 15 cm
and 6.8 MV in µm/h and %/h relative to 2.5 µm).

with respect to the its baseline value in the absence of noise. Similarly, the levelling
time experiences a reduction of 0.8 h (0.4 h), while the number of levelling steps is
lowered by 9 (6). The effective PU densities are found to remain almost constant,
independently of the CC noise level.

As seen in Fig. 5.14, the decrease on performance is linear behaviour for small
emittance growth rates. At nominal (ultimate) operation and the growth rate in
Eq. 5.3, in particular, the reduction of Lint with respect to the case without noise is
around 1.5 % (2.3 %). A 1 % reduction of performance can be limited if a CC noise
of 0.08 µm/h (0.05 µm/h) at nominal (ultimate) levelling is maintained. Both the fill
duration of the optimum fill, as well as the levelling time, shorten slightly for larger CC
noise rates, while ρ̄ is found to remain almost constant. These preliminary results have
triggered efforts to mitigate the sources of CC noise by introducing a feedback system
acting on CC voltage and phase based on the measurement of the head-tail motion at
a dedicated pick-up [114]. Despite the performance not being seriously compromised,
it must be noted the large emittance spread in both transverse coordinates found at
the end of the nominal fill between the cases without CC noise and with a growth rate
of 0.115 µm/h:

∆εxn
εxn

=
3.04 µm− 2.63 µm

2.63 µm
≈ 15 % and

∆εyn
εyn

=
2.35 µm− 1.87 µm

1.87 µm
≈ 26 % .

(5.4)
The corresponding figures for ultimate operation are 14 % and 20 %, respectively. Such
large induced emittance growth by the CC noise might pose further problems in op-
eration, strengthening the need for its control and reduction in the HL-LHC.

5.3.2.5 Time offset

In operation, the bunches could be longitudinally displaced by a time offset with
respect to their ideal positions; e.g. a bunch of B1 can be travelling with a given delay
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Figure 5.15. Virtual luminosity (top) and integrated luminosity at IP1/5 as a function of
the bunch time offsets for the HL-LHC baseline at nominal and ultimate levelling (and their
difference w.r.t the corresponding levelling operation with the baseline time offsets of 0 s).

t01 , while the corresponding bunch of B2 –with which it collides– can be travelling with
delay t02 . This yields to the physical collision point to be shifted from its ideal position
(the IP defined by the optics where β is minimum). Additionally, when the bunches
cross their corresponding CCs, they will experience a reduced voltage due, precisely,
to their delay. This results in a lower crabbing angle, which in turn yields to a lower
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overlap of the bunches and therefore a reduced virtual luminosity. Simulations of the
effect of time offsets on luminosity are performed for the HL-baseline (q-Gaussian)
following the model given by Eqs. (2.39) and (2.40).

The plots in the upper row of Fig. 5.15 show Lvirt in absolute terms (left) and
relative to the case with absence of delays (right) for different time offsets ranging
from −100 ps to 100 ps for both beams. This range has been chosen as 30 ps is believed
to be a likely magnitude to be observed in the HL-LHC [113]. In order to study the
worst-case scenario, a systematic (equal) time delay is assumed for all the bunches of
the same beam. In reality, the magnitude of these time offsets would present variation,
partially cancelling the average effect. As expected, the cases with t01 = −t02 yield to
the lowest Lvirt (losses of more than 8 %) due to the difference on the crabbing angle
between the two bunches being maximum for this configuration, resulting in turn in
the compensation of the crossing angle being the minimum. The shift of the position
of the collision point (to the left or right of the IP, depending on the signs of t01,2) is
also the maximum for these cases. For the cases with t01 = t02 , conversely, the Lvirt
decreases at a lower rate and the collision point, in fact, does not shift.

The effect of time offsets on Lint at nominal and ultimate levelling is shown in
the rest of plots of Fig. 5.15; the relative loss, in each case, is computed with respect
to the corresponding levelling operation of the HL-LHC baseline with no time offsets.
Reductions of around 1 % (2 %) are found at nominal (ultimate) for time offsets of
100 ps (with opposite signs), and therefore negligible reduction is expected below 30 ps.

5.3.2.6 Cross-section for burn-off and summary

The 111 mb cross-section for burn-off assumed in this work is an empirical estimate
based on LHC observations (at lower bunch charge) at the beginning of the fill, taking
into account the contributions of both elastic and inelastic proton-proton processes.
This value has been assumed as a pessimistic scenario, since observations also show that
σb.o tends to 81 mb (the inelastic cross-section exclusively) as the fill progresses [78].
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Table 5.6. Optics and virtual parameters at IP1/5 of the scenarios for the potential improve-
ment of the HL-LHC baseline: with wires at IP1/5, with adaptive crossing at IP1/5, and at
ultimate energy.

Parameter Unit Wires Adaptive 7.5 TeV

Number of colliding bunches 1 2748 2748 2748
Minimum β∗×,‖ cm 13.0 15.0 15.0
Full crossing angle µrad 430 310 500
Minimum norm. BBLR sep. σ 8.5 6.5 10.9
Piwinski parameter 1 2.49 1.65 2.76

Virtual luminosity 1034 cm−2 s−1 21.51 20.82 17.00
Virtual pile-up 1 564 546 446
Virtual loss factor 1 0.787 0.879 0.670
Virtual beam-beam 10−2 1.01 1.07 0.79

To obtain estimates on the performance extent with the two extreme values of σb.o.,
simulations with 81 mb are performed for the HL-LHC (as well as its main potential
improvements, and main alternative scenarios); the results on the two main figures-
of-merit (Lint and ρ̄) are summarised in the typical plot shown in Fig. 5.16, which
commonly includes the corresponding cases with full or null crabbing for comparison.

Regarding the HL-LHC baseline, a proportional increment of 7 % (11 %) on Lint is
expected for nominal (ultimate) operation assuming a more optimistic σb.o. Combined
full crabbing voltage and reduced cross-section for burn-off can boost the current
estimate on integrated luminosity by up to 8 % (14 %) for nominal (ultimate) operation.
In terms of the effective line PU density, the more optimistic value of σb.o. has negligible
impact for the cases with partial (the baseline) and full crabbing, while a small effect
is observed at ultimate operation for the case with absent CCs.

5.4 Potential improvements to the baseline

As exemplified in the previous section, different parameters can be pushed to improve
the baseline performance of the HL-LHC. Improvements can also aim at providing
additional benefits in other aspects (such as improving the beam stability, for exam-
ple), while keeping the baseline performance. In particular, two scenarios have been
developed to operate with a smaller crossing angle, and they are described in the fol-
lowing. While in the first case the reduced crossing angle is kept constant, which in
turn demands the implementation of a compensation technique of the increased long-
range beam-beam forces (such as the use of current-carrying wires [46–49]), the second
scenario consists on reducing the crossing angle as a function of the bunch intensity.

5.4.1 Baseline with wires
To study the improved baseline scenario with wires [115] the general parameters of
HL-LHC with standard filling scheme were assumed to remain unchanged (Table 5.1),
while the optics parameters are listed in Table 5.6 (together with other scenarios). In
particular, operation with wires features a minimum β∗ of 13 cm and a normalised
BBLR separation of dBBLR = 8.5σ for a total crossing angle of θ = 430 µrad. This
configuration leads to an increase of 27 % on Lvirt, see Fig. 5.17. As a result, β∗ is larger
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Table 5.7. Performance at IP1/5 of the scenarios in Table 5.6.

Parameter Unit Wires Adaptive 7.5 TeV

Nom. Ult. Nom. Ult. Nom. Ult.

Levelled luminosity 1034 cm−2 s−1 5.0 7.5 5.0 7.5 5.0 7.5
Levelled pile-up 1 131 197 131 197 131 197

At the start of the fill
β∗×,‖ cm 68.0 44.2 70.0 46.2 67.4 42.3
Norm. BBLR sep. σ 19.4 15.7 14.1 11.4 23.0 18.3
RMS luminous region mm 51.5 50.4 53.1 52.5 48.0 45.5
RMS luminous time ns 0.179 0.178 0.179 0.179 0.180 0.180
Peak line PU density mm−1 0.98 1.50 0.95 1.44 1.05 1.68
Peak time PU density ns−1 281 423 280 421 280 421

At the end of the levelling
β∗×,‖ cm 13.0 13.0 15.0 15.0 15.0 15.0
Norm. BBLR sep. σ 8.3 8.3 9.5 9.2 10.9 10.8
RMS luminous region mm 44.4 44.4 43.4 44.4 38.2 38.2
RMS luminous time ns 0.178 0.178 0.178 0.178 0.179 0.179
Peak line PU density mm−1 1.18 1.76 1.21 1.74 1.39 2.08
Peak time PU density ns−1 283 425 284 425 283 424

Fill duration h 9.2 5.7 8.8 5.4 8.7 5.5
Levelling time h 8.2 4.3 7.6 3.9 7.5 3.7
Number of levelling steps 1 80 56 71 49 70 46
Integrated luminosity per fill fb−1 1.61 1.45 1.55 1.36 1.52 1.36
Yearly integrated luminosity fb−1/160 days 267 340 264 330 261 324
Diff. w.r.t. baseline nominal % +2.2 – +1.0 – −0.2 –
Diff. w.r.t. baseline ultimate % – +4.6 – +1.5 – −0.3

Effective line PU density mm−1 0.74 1.11 0.73 1.07 0.83 1.26
Diff. w.r.t. baseline nominal % −7.0 – −7.9 – +4.6 –
Diff. w.r.t. baseline ultimate % – −7.2 – −10.5 – +5.2

Effective time PU density ns−1 201 294 200 290 199 286
Diff. w.r.t. baseline nominal % +0.8 – +0.3 – −0.3 –
Diff. w.r.t. baseline ultimate % – +2.1 – +0.7 – −0.6

Table 5.8. Parameters of the Gaussian fits of the line and time PU densities at IP1/5 of the
scenarios in Table 5.7.

Parameter Unit Wires Adaptive 7.5 TeV

Nom. Ult. Nom. Ult. Nom. Ult.

At the start of the fill
σs mm 53.7 52.4 55.3 54.7 49.7 46.8
σt ns 0.186 0.185 0.186 0.186 0.187 0.186
ρ̂s mm−1 0.98 1.51 0.96 1.45 1.06 1.69
ρ̂t ns−1 284 427 283 425 283 425

At the end of the levelling
σs mm 44.7 44.6 43.7 44.9 37.8 37.9
σt ns 0.185 0.185 0.184 0.184 0.185 0.185
ρ̂s mm−1 1.15 1.76 1.18 1.74 1.37 2.03
ρ̂t ns−1 281 428 283 428 282 421
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at the start of the levelling (68 cm for nominal, 44 cm for ultimate). The evolution of
the transverse emittance at nominal and ultimate operation does not show a significant
deviation from their baseline counterparts.

While the peak line PU density increases by around 0.10 mm−1 (0.20 mm−1) for
nominal (ultimate) levelling due to the reduction of the RMS luminous region, the
peak time PU density does not experience significant change. Another consequence of
the reduction of the minimum θ is the lengthening of the fill duration by 0.7 h (0.4 h)
for nominal (ultimate) operation, with respect to its baseline counterpart. Naturally,
this comes with an increase of the number of necessary optics for the levelling stage,
reaching almost 80 (56) steps. A moderate improvement on ρ̄s is also observed, reduc-
ing by around 7 %; ρ̄t, on the other hand, experiences a small increase of 1 % (2 %). In
terms of Lint, this scenario with wires improves the performance by around 2 % (5 %)
for nominal (ultimate) operation with respect to the baseline. The results above are
summarised in Table 5.7. Gaussian fits have been conducted for the line and time PU
densities and the resulting parameters are listed in Table 5.8.

The effect of variable crabbing and the assumption of a reduced σb.o. (as described
in Section 5.3.2.6) has been assessed for the present scenario. The relative impact
on Lint from the complete absence of CCs in the case with wires is lower than that
on the baseline: it decreases to 241 fb−1 (275 fb−1) for nominal (ultimate) levelling,
that is, a reduction of 8 % (16 %) with respect to its counterpart with partial crabbing
(2 CCs). As expected, ρ̄s rises due to the absence of crabbing, with its magnitude
increasing by almost 80 % for both nominal and ultimate operation, with respect to
partial crabbing. Conversely, running the present case with full crabbing reduces ρ̄s by
more than 10 % for both levelling operation, and pushes Lint by 2.7 % at nominal (and
more than double for ultimate), corresponding to 269 fb−1 (344 fb−1),. respectively.
Reduction of the σb.o also increases the performance by 9 %-15 % depending on the
levelled luminosity. The performance extent of this scenario is shown in Fig. 5.18.

Finally, the individual impact on the performance from two additional parameters
is studied for the scenario with wires. Reduction of the turn-around time by 15 min
yields to more than 270 fb−1 (350 fb−1), that is, an increase of 5 % (8 %) on Lint
with respect to the baseline nominal (ultimate), with no significantly effect on ρ̄s.
Crab cavity noise, as given by Eq. (5.3) does have a small negative impact on the
performance: it decreases Lint by around with respect to the case without CC noise,
and leads to a small reduction of ρ̄s of 0.01 mm−1 for both levelling operations.

A novel compensation technique of the beam-beam forces using local magnets in
the IR is proposed in Chapter 7.

5.4.2 Adaptive crossing angle

Unlike the baseline, the total crossing angle does not remain constant in this scenario,
but it varies over the course of the fill [96, 97]. At the initial bunch population of
2.2× 1011 ppb, θ is set to 308 µrad; then, it is increased progressively until reaching
366 µrad when the intensity has shrank to 1.9× 1011 ppb. The crossing angle contin-
ues to be increased linearly until reaching a maximum of 470 µrad when the bunch
population has reduced to just below 1.2× 1011 ppb. Lastly, as the beams continue
to burn-off, θ is now reduced to compensate the loss of luminosity: at 1.1× 1011 ppb,
θ = 464 µrad, and by 0.9× 1011 ppb, it is further reduced by 32 µrad. After this point,
θ = 418 µrad is kept constant, even if the intensity continues to decrease. This adap-
tive crossing program has been developed to improve the beam stability and keep
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of the HL-LHC baseline with wires at nominal and ultimate levelling assuming σb.o. = 111 mb
and 81 mb.

acceptable dynamic aperture, and can be observed in the first plot of Fig. 5.19. Since
the available CC voltage allows for a maximum crabbing angle of 380 µrad, it is clear
that the crossing angle is fully compensated at the start of the fill; when θ grows be-
yond 380 µrad, however, the fractional compensation θCC/θ goes below the 1 (around
82 %-85 % by the end of the fill, a point that coincides with the maximum crossing
angle). The present scenario with adaptive crossing accomplishes a 23 %-gain on Lvirt.

A significant increment of the RMS luminous region is observed throughout the
fill (with respect to the baseline) for both nominal and ultimate operations, reaching
53 mm for both levelling modes, as seen in Fig. 5.19. Unlike the baseline, however,
the RMS luminous region increases again after reaching its minimum at the end of the
levelling, instead of remaining constant. As a result of the increase of the luminous re-
gion, ρ̄s decreases accordingly throughout the fill and its peak is lowered to 1.21 mm−1

(1.74 mm−1) for the nominal (ultimate). The RMS luminous time and time PU den-
sity remain almost unchanged. Around four additional steps are needed to cover the
slight increase of the levelling duration. Although the gain on Lint is found to be
limited, namely 1 % (2 %) for nominal (ultimate) with respect to the baseline, a signif-
icant improvement is observed in ρ̄s which decreases by 8 % (11 %), corresponding to
0.73 mm−1 (1.07 mm−1) for nominal (ultimate). The performance parameters for this
scenario have been included in Table 5.7 alongside the scenario discussed in the pre-
vious section. Additionally, the parameters of the Gaussian fits for the corresponding
1D PU densities are also listed in Table 5.8.

Similarly to the scenario with wires, the impact on the performance due to a
reduced σb.o and increased turn-around, as well as CC noise, is assessed. Performance
estimates with 81 mb show a gain of 8 % (12 %) with respect to the HL-LHC baseline
nominal (ultimate). While ρ̄s does not experience a significant variation as a result of
the reduction of σb.o at nominal operation, its resulting magnitude at ultimate levelling
corresponds to a reduction of 9 % with respect to the baseline at the same operation.
The reduction of the turn-around time by 15 min pushes the performance by 3 % (5 %)
for the nominal (ultimate), with negligible impact on ρ̄s. The addition of CC noise,
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on the other hand, has a negative repercussion on Lint (intensified by the smaller β∗

of 13 cm): at ultimate operation, the performance gain is completely outweighed by
the noise and, for nominal levelling, the situation even worsens as Lint experiences a
1 %-loss.

5.5 Ultimate energy

In order to fully exploit the capabilities of the LHC, studies on possible collisions at
a centre-of-mass energy of 15 TeV are ongoing. According to the timeline, however,
this scenario falls in the high-luminosity era [37–39]. Operation at an ultimate beam
energy of 7.5 TeV corresponds to a magnetic field of 8.93 T in the main arc dipoles and
a current of 12 748 A; this provides an operational margin with respect to maximum
dipole field and current of 9.0 T and 12 850 A, respectively, for a beam energy of
7.56 TeV defined in the LHC Technical Design Report [53] (the original definition
of ultimate beam energy). In the present section, an estimation of the performance
of the HL-LHC baseline at ultimate beam energy is studied and compared with the
case at nominal energy (7.0 TeV).3 As in all scenarios, levelling at both 5.0 and
7.5× 1034 cm−2 s−1 is studied. For the performance estimations, the same number
of days of operation and efficiency than those for the current baseline are assumed.
Nevertheless, as a result of the longer time required to ramp both up and down the
magnets during the physics fills at 7.5 TeV, the turn-around times are expected to
increase by 5 min. Additionally, as the variation of the inelastic and total cross-sections
at the ultimate energy are at the percent level, they are assumed for practical-purposes
identical to those at 7 TeV.

With the exception of the beam energy (and a relative energy spread of 1.038× 10−4),
identical general beam parameters4 to those found in Table 5.1 are assumed for the
simulations. Regarding optics, a slightly larger minimum dBBLR of 10.9σ is required
to keep the same full crossing angle of 500 µrad due to the increased energy (and
the scaling of the beam size), see Table 5.6. Since the BBLR effects depend on the
normalised BBLR separation (moreover, the BBLR kicks also scale inversely with en-
ergy), a scheme with the same dBBLR could be implemented at ultimate energy instead,
gaining operational margins. This optimised scenario profits from the smaller physical
beam emittance at higher energy, which allows the reduction of the crossing angle and
the minimum β∗, as well as the aperture of the collimators (in mm) [38]. However, the
performance of this scenario is expected to be limited due to the operation in levelling
mode, and further studies are needed.

For the present scenario, simulations show that the potential increment of Lint due
to operation at higher energy is fully outweighed by the simultaneous increase of the
turn-around times (in fact, the performance decreases, although the reduction is almost
negligible). Other conservative and relaxed scenarios of machine availability yield to
a reduction of Lint by up to 25 %, or its increase by around 13 %, respectively [108].
The levelling time and fill duration at 7.5 TeV for the present configuration are longer
than at nominal energy thanks to the smaller emittances at higher energy (Table 5.7).
The RMS luminous region shrinks by 1 mm for both levelling operations as a result

3Not to confuse with nominal and ultimate used in context of levelled luminosity/PU.
4The total number of bunches for operation at ultimate energy has yet to be confirmed

due to a possible increase of the rise time of the MKD extraction kicker, as found from first
estimates.
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Figure 5.20. Extent of the yearly integrated luminosity and effective line PU density at
IP1/5 of the HL-LHC baseline at ultimate energy (7.5 TeV) at nominal and ultimate levelling
assuming σb.o. = 111 mb and 81 mb.

of the reduction of the crabbing angle (θCC ≈ 354 µrad instead of 380 µrad) provided
by the CCs at a higher energy. This leads to an increase of the peak line PU density
reaching around 1.4 mm−1 (2.1 mm−1) at the end of the nominal (ultimate) levelling
and to the rise of ρ̄s by about 5 % for both levelling operations. Such increments
could be mitigated in the optimised scenario where a lower geometrical crossing angle
is considered, as previously discussed. The parameters of the Gaussian fits for the
line and time PU densities of the scenario at ultimate energy for both nominal and
ultimate levelling are listed in Table 5.8.

Performance estimates assuming the potential reduction of 15 min of the turn-
around times, the reduced cross-section for burn-off (81 mb), or the presence of CC
noise, do not show significant variations with respect to the corresponding HL-LHC
baseline cases at the beam nominal energy of 7.0 TeV. On the other hand, Lint does
decrease by 12 % (23 %) for nominal (ultimate) levelling in the absence of CCs at
7.5 TeV, while ρ̄s goes from 1.55 mm−1 (2.13 mm−1) to 1.61 mm−1 (2.25 mm−1). The
latter figures represent a more challenging environment for the detectors, but do not
necessarily constitute a serious impact. Conversely, a gain of 2 % (4 %) on Lint and
a reduction of 10 %-11 % on ρ̄s are expected if full crabbing is available, figures that
are similar than those for the baseline with nominal energy. The full extent of the
performance of the HL-LHC at ultimate energy under the considerations above is
shown in Fig. 5.20.

Lastly, assuming the same baseline turn-around times at nominal energy for the
scenario at 7.5 TeV, a gain of 1 % on Lint is observed for both nominal and ultimate
levelling. A further reduction of the turn-around time by 10 min (for a total reduction
of 15 min with respect to its original values) yields to an extra 1 % (2 %) gain at
nominal (ultimate) levelling. In both cases the effective PU density increases slightly,
but the changes remain almost negligible.
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5.6 High-luminosity LHCb

The simulations of all the different HL-LHC operational scenarios included in this work
are performed assuming a baseline optics configuration at IP8 and a levelled luminosity
of 2.0× 1033 cm−2 s−1, as described below. Although the instantaneous luminosity
at IP8 (LHCb) is much lower than at IP1/5 (ATLAS/CMS), it has a non-negligible
impact on the burn-off (even if small), and therefore it plays a role at the estimation of
the integrated performance at the main IPs. The presence of collisions at IP2 (ALICE)
is negligible since it operates at an even lower luminosity and therefore can be ignored
for the present work. Lastly, prompted by a recent interest on the operation of LHCb
at high-luminosity (∼ 1034 cm−2 s−1), studies to find sets of optics optics at IP8 that
meet this goal have been conducted for different levelling configurations [40, 116]. In
the following subsection, the latest scenarios are described in detail, discussing, in
particular, the corresponding cost on the performance at the two main experiments
with nominal levelling.

5.6.1 Baseline optics and levelling at IP8

The baseline operation at IP8 assumes the use of round optics with β∗ = 3 m and 2572
colliding bunches (an increase from 2524, the value in previous studies) [99]. Unlike
IP1/5, levelling for LHCb is performed with parallel separation in the vertical plane,
thus keeping β∗ and the crossing angle in the horizontal plane constant along the fill.
The beam crossing geometry at IP8 is different than that at the main IPs; in this
case, the crossing angle is defined by an external and an internal crossing angle which,
depending on their polarity, can take two different values. For the HL-LHC baseline,
the external and internal half crossing angles are 250 µrad and 135 µrad, respectively,
and thus the full crossing angle is [117]

θ = 2(250∓ 135) =

{
230 µrad, for opposite polarities (negative)
770 µrad, for equal polarities (positive). (5.5)

All fill simulations in this work (for any scenario) have been conducted assuming
the negative configuration at IP8; as shown later, this choice does not yield to any
difference on the expected performance at IP1/5. The use of the positive crossing
reduces Lvirt by around 24 % with respect to the negative option (which reaches
10.7× 1033 cm−2 s−1); the corresponding virtual PU are 23 and 30 events per bunch

Table 5.9. Optics and virtual parameters at IP8 of the HL-LHC baseline with horizontal
crossing at Llev = 2.0× 1033 cm−2 s−1. Nominal levelling in IP1/5 is assumed.

Parameter Unit Negative Positive

Number of colliding bunches 1 2572 2572
Minimum β∗×,‖ cm 300 300
Full crossing angle µrad 230 770

Virtual luminosity 1033 cm−2 s−1 10.68 8.07
Virtual pile-up 1 29.9 22.6
Virtual loss factor 1 0.963 0.728
Virtual beam-beam 10−2 1.02 0.73
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Table 5.10. Performance at IP8 of the cases in Table 5.9.

Parameter Unit Negative Positive

Levelled luminosity 1033 cm−2 s−1 2.0 2.0
Levelled pile-up 1 5.6 5.6

At the start of the fill
Full parallel sep. µm 82.1 74.9
RMS luminous region mm 52.2 40.4
RMS luminous time ns 0.181 0.187
Peak line PU density mm−1 0.041 0.055
Peak time PU density ns−1 11.9 11.3

At the end of the fill
Full parallel sep. µm 22.0 0.0
RMS luminous region mm 52.2 40.8
RMS luminous time ns 0.181 0.187
Peak line PU density mm−1 0.041 0.049
Peak time PU density ns−1 11.9 10.1

Levelling time h 8.5 8.1
Integrated luminosity per fill fb−1 0.06 0.06
Yearly integrated luminosity fb−1/160 days 10.7 10.6
Diff. w.r.t. baseline negative % – −0.3

Effective line PU density mm−1 0.030 0.038
Diff. w.r.t. baseline negative % – +29.0

Effective time PU density ns−1 8.6 8.2
Diff. w.r.t. baseline negative % – −4.0

Impact on IP1/5 (nominal)
Yearly integrated luminosity fb−1/160 days 262 262
Diff. w.r.t. baseline negative % – +0.0

Effective line PU density mm−1 0.79 0.79
Diff. w.r.t. baseline negative % – −0.0

Effective time PU density ns−1 200 200
Diff. w.r.t. baseline negative % – −0.0

crossing, respectively (Table 5.9). At Llev = 2.0× 1034 cm−2 s−1, the levelled PU re-
mains just below 6 events per bunch crossing, a reduction by a factor of five (six) for
the negative (positive) crossing with respect to its virtual value.

Figure 5.21 shows the evolution of the beam, optics, and performance parameters
for the optimum fills of the two angle configurations at IP8. Naturally, the bunch
population, bunch length, and transverse emittance are identical to those presented
for IP1/5 as they are properties of the common beams. At the beginning of the
levelling, the full parallel separation at IP8 is around 82 µm (75 µrad) for the 230 µrad
(770 µrad) case. As explained before, the fill duration (8.5 h for the HL-LHC baseline
nominal) is fixed by the optimum fill (in terms of integrated luminosity) at the main
IPs. The parallel separation collapses to zero shortly before the fill ends for the
configuration with positive crossing, while, for the case with negative crossing, a zero-
parallel separation is not reached. The RMS luminous region and RMS luminous time
do not change significantly from the beginning to the end of the fill. Moreover, since
levelling is still enacted by the end of the fill for the 230 µrad case, they do not change
(the same applies to the peak line and time PU densities). For the case with positive
crossing, only the peak line and time PU densities drop at the end of the levelling,
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Figure 5.22. Line and time PU densities at IP8 at the start and at the end of the fill in the
HL-LHC baseline nominal with horizontal crossing at Llev = 2.0× 1033 cm−2 s−1.

soon before the fill ends. As seen from Figure 5.22, both the line and PU densities are
well-described, as usual, by Gaussian distributions.

In terms of integrated luminosity for LHCb, both operational options deliver effec-
tively the same performance (0.06 fb−1 per fill), accounting for almost 11 fb−1 per year
under the baseline assumptions of efficiency and turn-around time. Characterisation
in terms of ρ̄s (ρ̄t) finds 0.03 mm−1 (8.6 ns−1) and 0.04 mm−1 (8.2 ns−1) for negative
and positive internal crossing angle, respectively. Assuming nominal levelling at the
main IPs, the performance at IP1/5 is not found to be compromised by the choice of
the polarity of the crossing angles at IP8 both in terms of Lint or ρ̄s,t, see Table 5.10.

5.6.2 New optics at IP8

In order to increase the luminosity at IP8, several optics configuration with different
reduced β∗ and crossing angles, were explored. By reducing β∗ to 2.0 m, and then
as low as 1.4 m, it was possible to reach the virtual luminosities necessary for the
different levelling thresholds, namely 1.0× 1034 cm−2 s−1, 1.5× 1034 cm−2 s−1, and
2.0× 1034 cm−2 s−1. First studies on a high-luminosity LHCb were performed assum-
ing external/internal crossing angles of 250 µrad/135 µrad which yielded to full crossing
angles of 230 µrad and 770 µrad for negative and positive polarities, respectively [118].
Since then, new and optimised optics were developed assuming not only a horizontal
crossing at IP8, but for a vertical crossing too [40].

5.6.2.1 Horizontal crossing

Operated with negative polarity, the new optics at IP8 features an external and internal
crossing angle of 200 µrad and 135 µrad, respectively, resulting in a full crossing angle of
130 µrad. For positive polarity, the former can be reduced to 150 µrad, while the latter
remains the same, and thus the full crossing angle is 570 µrad [119]. Thanks to these
pushed sets of optics, Lvirt reaches around 2.2× 1034 cm−2 s−1 (1.6× 1034 cm−2 s−1)
for negative (positive) polarity. This allows to level the case with negative polarity
at several possible thresholds, in particular (1.0, 1.5, 2.0) × 1034 cm−2 s−1, while only
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Table 5.11. Newly proposed levelling options at IP8 for a high-luminosity LHCb in the
HL-LHC baseline (β∗ = 1.50 m for all cases). Nominal levelling in IP1/5 is assumed.

Levelled luminosity Horizontal Vertical

130 µrad 570 µrad 419 µrad

1.0× 1034 cm−2 s−1 (a) (A) (d)
1.5× 1034 cm−2 s−1 (b) (B) (e)
2.0× 1034 cm−2 s−1 (c) –

Table 5.12. Optics and virtual parameters at IP8 for the cases in Table 5.11.

Parameter Unit (a) (b) (c) (A) (B) (d) (e)

Number of colliding bunches 1 2572 2572 2572
Minimum β∗×,‖ cm 150 150 150
Full crossing angle µrad 130 570 420

Virtual luminosity 1033 cm−2 s−1 21.62 15.77 17.98
Virtual pile-up 1 60.5 44.2 50.3
Virtual loss factor 1 0.975 0.712 0.811
Virtual beam-beam 10−2 1.04 0.71 0.82

the first two are possible for positive. These scenarios5 are labelled (a), (b), (c),
and (A) and (B), respectively in Table 5.11. Just as in the baseline operation of
IP8 at low luminosity, the use of CCs is not forseen for the high-luminosity LHCb;
also, the number of colliding bunches at IP8 remains unchanged, see Table 5.12. The
corresponding virtual PU for the cases with a full crossing angle of 130 µrad (570 µrad)
is 60 (44) events per bunch crossing, thus doubling the baseline figures at IP8.

As seen in Fig. 5.23, operation of LHCb at high luminosity has a sizeable im-
pact on the evolution of the beam parameters, even for the two cases at the lowest
levelled luminosity (1.0× 1034 cm−2 s−1). In particular, the decrease of bunch popula-
tion throughout the fill is slightly more pronounced (the decay, nevertheless, continues
to be driven mainly by the burn-off at the two main IPs). In the case of the emittance,
the impact is visible in the horizontal plane, but negligible in the vertical. These ef-
fects are stronger at higher Llev (cases (b)/(B) and (c)). The smaller β∗ and θ are
also evident in the same plot.

Depending on the chosen Llev, PU increase to µ = 30–60 events per bunch crossing,
which correspond to an increase of 5–10 times the estimated number at the baseline
LHCb. For the same levelling, the initial full parallel separation is smaller for pos-
itive polarity than for negative. Unlike the baseline levelling at IP8, a null parallel
separation is reached before the fill ending for both polarities for all cases, and the
luminosity starts its natural decay. For negative polarity, the duration of the levelling
stage reduces from 4.7 h for the case levelled 1.0× 1034 cm−2 s−1 to only 0.6 h for the
case with doubled Llev. The switch to positive polarities reduces this numbers to 3.1 h
at 1.0× 1034 cm−2 s−1 and only 0.4 h at 1.5× 1034 cm−2 s−1.

Unlike the behaviour at IP1/5, the line PU density does not peak at the end of

5Although (a), (b), and (c) ((A) and (B)) all correspond to a crossing with negative (pos-
itive) polarity, any reference from this point to the negative (positive) case alludes to the
baseline levelling scenario at 2.0× 1033 cm−2 s−1 with negative (positive) polarity and a full
crossing angle of 230 µrad (770 µrad).
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Table 5.13. Performance at IP8 of the cases in Table 5.12.

Parameter Unit (a) (b) (c) (A) (B) (d) (e)

Levelled luminosity 1033 cm−2 s−1 10.0 15.0 20.0 10.0 15.0 10.0 15.0
Levelled pile-up 1 28.0 42.0 56.0 28.0 42.0 28.0 42.0

At the start of the fill
Full parallel separation µm 39.4 27.1 12.5 30.3 10.0 34.3 19.1
RMS luminous region mm 52.7 52.7 52.7 39.5 39.5 44.7 44.7
RMS luminous time ns 0.180 0.180 0.180 0.187 0.187 0.185 0.185
Peak line PU density mm−1 0.204 0.307 0.409 0.280 0.420 0.246 0.369
Peak time PU density ns−1 59.5 89.2 118.9 56.3 84.4 57.4 86.1

At the end of the fill
Full parallel separation µm 0.0 0.0 0.0 0.0 0.0 0.0 0.0
RMS luminous region mm 52.7 52.7 52.7 39.9 39.9 42.6 42.6
RMS luminous time ns 0.180 0.180 0.180 0.187 0.187 0.186 0.186
Peak line PU density mm−1 0.096 0.096 0.096 0.096 0.096 0.096 0.096
Peak time PU density ns−1 28.0 28.0 28.0 19.6 19.6 21.2 21.2

Levelling time h 4.7 2.4 0.6 3.1 0.4 3.6 1.3
Integrated luminosity per fill fb−1 0.25 0.30 0.33 0.22 0.25 0.23 0.27
Yearly integrated luminosity fb−1/160 days 46.3 57.3 61.7 40.9 46.1 42.5 49.9
Diff. w.r.t. baseline negative % +334 +438 +479 – – +299 +368
Diff. w.r.t. baseline positive % – – – +285 +334 – –

Effective line PU density mm−1 0.134 0.179 0.203 0.166 0.202 0.154 0.196
Diff. w.r.t. baseline negative % +352 +501 +582 – – +419 +558
Diff. w.r.t. baseline positive % – – – +333 +425 – –

Effective time PU density ns−1 39.2 52.2 59.2 34.7 42.0 36.1 46.9
Diff. w.r.t. baseline negative % +358 +509 +590 – – +321 +435
Diff. w.r.t. baseline positive % – – – +322 +411 – –

Impact on IP1/5 (nominal)
Yearly integrated luminosity fb−1/160 days 257 256 255 258 257 258 257
Diff. w.r.t. baseline negative % −1.7 −2.3 −2.5 – – −1.5 −1.9
Diff. w.r.t. baseline positive % – – – −1.5 −1.7 – –

Effective line PU density mm−1 0.79 0.79 0.80 0.79 0.80 0.79 0.80
Diff. w.r.t. baseline negative % +0.0 +0.1 +0.2 – – +0.1 +0.2
Diff. w.r.t. baseline positive % – – – +0.1 +0.2 – –

Effective time PU density ns−1 199 199 199 199 199 199 199
Diff. w.r.t. baseline negative % −0.1 −0.2 −0.2 – – −0.1 −0.2
Diff. w.r.t. baseline positive % – – – +0.1 +0.2 – –

the levelling process for the levelling with parallel separation implemented in IP8, but
remains constant at the same level than at the beginning of the fill for the entire
duration of the levelling stage. For this reason, the values at the end of the fill are
reported for IP8 in Table 5.13 (aside the usual values at the beginning of the fill)
instead of the end of levelling, as done for the main IPs in the previous sections. The
peak line PU density at 1.0× 1034 cm−2 s−1 is found to be around 0.20 mm−1 and
increasing proportionally to around 0.41 mm−1 for the case with doubled Llev. The
use of positive crossing at IP8 increases the peak line PU density of cases (A) and
(B) by 40 % with respect to (a) and (b), respectively. At the end of the fill, the peak
line PU density has decreased to approximately 0.10 mm−1 for all cases. A similar
behaviour is followed by the peak time PU density. Regarding the RMS luminous
region (time), it remains constant for the entire fill duration, independently of the
levelling case: 53 mm (0.18 ns) and 40 mm (0.19 ns) for the cases with 130 µrad and
570 µrad, respectively.

The first row in Figure 5.24 shows the typical shape of the line and time PU
densities at IP8, exemplified for case (a) at the start of the fill; these shapes remains
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Figure 5.24. Line, time, horizontal, and vertical PU densities at IP8 at the start of the fill
in the cases with horizontal crossing at Llev = 1.0× 1034 cm−2 s−1. The HL-LHC baseline
nominal with horizontal crossing at Llev = 2.0× 1033 cm−2 s−1 is included for comparison.

almost constant until the end of the levelling, when the peak value of the corresponding
variable starts decreasing while the RMS of the distribution remains almost constant.
Of special interest for LHCb are the projections of the PU density along the transverse
coordinates; for this reason, they have been computed for all the scenarios for a high-
luminosity IP8 under study. The second row of Fig. 5.24 illustrates the horizontal
and vertical PU densities at the start of the fill for case (a), and its comparison with
respect to the baseline scenario with negative polarity crossing.

The RMS of the horizontal and vertical projection of the 4D PU density is the same
for all cases at the start of the fill: around 22 µm for the baseline IP8, and 16 µm for
the high-luminosity cases. Also at the start of the fill, the peak of the density depends
on Llev: 0.1 µm−1 for the baseline, and from 0.7 µm−1 to 1.5 µm−1 the high-luminosity
cases (note the order of magnitude or units for the parameters of the transverse pro-
jections). By the end of the fill, the horizontal (vertical) RMS have grown (reduced)
slightly; the peak of the distribution, on the other hand, remains almost unchanged
for the case of the baseline IP8, but drops to around 0.3 µm−1–0.4 µm−1 (0.2 µm−1–
0.3 µm−1) for the cases with negative (positive) polarity, independently of the Llev.
The parameters of the corresponding Gaussian fits for all the different 1-dimensional
projections of the PU density for all the operational scenarios for IP8 (baseline and
high-luminosity) are listed in Table 5.14.

The substantial increase of Llev at IP8 comes with an increased cost on the per-
formance at IP1/5 due to the extra burn-off: assuming nominal levelling at the main
IPs, the corresponding Lint decreases by 1.5 %, 2.3 %, and up to 2.5 % from their
baseline value of 262 fb−1 when IP8 is operated at the high-luminosity level of 1.0,
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Table 5.14. Parameters of the Gaussian fits of the line, time, and transverse PU densities of
the cases in Tables 5.10 and Table 5.13.

Parameter Unit Negative (a) (b) (c) Positive (A) (B) (d) (e)

At the start of the fill
σs mm 54.1 54.7 54.7 54.7 40.8 39.9 39.9 45.5 45.5
σt ns 0.188 0.188 0.188 0.188 0.197 0.198 0.198 0.194 0.194
σx µm 22.4 15.9 15.9 15.9 22.4 15.9 15.9 15.9 15.9
σy µm 22.4 15.9 15.9 15.9 22.4 15.9 15.9 15.9 15.9
ρ̂s mm−1 0.042 0.206 0.392 0.412 0.055 0.281 0.421 0.247 0.370
ρ̂t ns−1 12.0 60.1 90.2 120.2 11.5 57.3 85.9 58.3 87.4
ρ̂x mm−1 0.100 0.705 1.057 1.409 0.100 0.705 1.057 0.705 1.057
ρ̂y ns−1 0.100 0.705 1.057 1.409 0.100 0.705 1.057 0.705 1.057

At the end of the fill
σs mm 54.1 54.7 54.7 54.7 41.3 40.3 40.3 43.2 43.2
σt ns 0.188 0.188 0.188 0.188 0.197 0.198 0.198 0.196 0.196
σx µm 23.0 16.2 16.2 16.2 23.0 16.2 16.2 13.8 13.9
σy µm 19.4 13.8 13.9 13.9 19.4 13.8 13.8 16.2 16.2
ρ̂s mm−1 0.042 0.097 0.097 0.097 0.049 0.097 0.097 0.097 0.097
ρ̂t ns−1 12.0 28.3 28.3 28.3 10.3 20.0 19.9 21.5 21.5
ρ̂x mm−1 0.097 0.325 0.325 0.325 0.087 0.240 0.240 0.301 0.300
ρ̂y ns−1 0.115 0.381 0.380 0.380 0.103 0.281 0.281 0.256 0.257

1.5, and 2.0× 1034 cm−2 s−1, respectively, assuming a negative internal crossing for
θ = 130 µrad. On the other hand, operation of IP8 with an internal crossing angle
with a positive positive polarity, resulting in θ = 570 µrad, reduces Lint at the two
main IPs by 1.5 %-1.7 % for the same set of levelled luminosities. In terms of the
effective PU density at IP1/5, negligible impact is expected from operation of LHCb
at high-luminosity, regardless of the polarity of its crossing angle.

The implementation of reduced β and θ (negative polarity) pushes Lint to 46 fb−1

per year for LHCb, that is, an increment of around 330 % with respect to the current
baseline optics and levelling at IP8 with the same internal crossing angle. For an
increased Llev of 1.5× 1034 cm−2 s−1, or as high as 2.0× 1034 cm−2 s−1, Lint can be
pushed by 24 % (57 fb−1) and 33 % (62 fb−1), respectively, with respect to the estimate
for 1.0× 1034 cm−2 s−1; the former corresponding to an increase of around 440 % and
the later to 480 % with respect to the baseline IP8. In the case of positive polarity, Lint
still features a gain (by a factor three) with respect to the current baseline with positive
internal angle: 41 fb−1 (46 fb−1) for the case levelled at 1.0 (1.5) ×1034 cm−2 s−1.
Regarding ρ̄s, it increases by 350 %–580 % for the cases with negative polarity: in
particular, ρ̄s reaches 0.13 mm−1 for case (a), 0.18 mm−1 for case (b), and 0.20 mm−1

for case (c). For the cases with positive polarity, on the other hand, ρ̄s = 0.17 mm−1

for case (A), and 0.20 mm−1 for case (B), that is, it increases by around 320 % and
410 %, respectively.

5.6.2.2 Vertical crossing

A scheme with vertical crossing can also be implemented, keeping the same β∗ and
number of colliding bunches. In such scenario, the external crossing angle is 160 µrad,
while the internal crossing angle remains at 135 µrad. This leads to a full vertical
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crossing angle of [119, 120]

θ = 2
√

1602 + 1352 ≈ 419 µrad . (5.6)

As listed in Table 5.12, the virtual luminosity under this optics can be pushed to
almost 1.8× 1034 cm−2 s−1, corresponding to a virtual PU of just above 50 events
per bunch crossing. Therefore, two cases are studied: (e) at levelled luminosity of
1.0× 1034 cm−2 s−1, and (d) at 1.5× 1034 cm−2 s−1, see Table 5.11.

Similar to the cases of high-luminosity LHCb with horizontal crossing, the full
parallel separation at IP8 (in this case in the horizontal plane) collapses to zero prior
the fill ending, from an initial magnitude of 34 µm and 19 µm for cases (d) and (e),
respectively, at the start of the fill, as seen in Fig. 5.25). This occurs after 3.6 h
for the case levelled at 1.0× 1034 cm−2 s−1, and reduces to only 1.3 cm−2 s−1 for the
case at 1.5× 1034 cm−2 s−1. The evolution of the bunch population and transverse
emittances under the vertical crossing scheme is similar to that found for the cases
horizontal crossing.

The integrated luminosity resulting from the extrapolation to one year of operation
(under the usual assumptions) is around 43 fb−1–50 fb−1. The effective line PU density
reaches 0.15 mm−1–0.20 mm−1, a more challenging environment for the LHCb detector
with respect to the baseline 0.03 mm−1–0.04 mm−1. The expected impact on Lint at
IP1/5 is at the same level than the cases with horizontal crossing and positive polarity,
namely 1.5 %–1.9 %, without noticeable effect on the time densities. These results are
summarised in Table 5.13.

Unlike the cases with horizontal crossing, the RMS luminous region does change
throughout the fill, (although in almost a linear fashion): it decreases by 3 mm at
the end of the fill from 42.6 mm at the start of the levelling, independently of the
implemented levelled luminosity. The peak PU density remains constant at 0.25 mm−1

for case (d) and 0.37 mm−1 for case (e) during the levelling stage, dropping by the
end of it. The RMS luminous time, on the other hand, remains fairly constant for
the entire fill duration. The parameters of the corresponding Gaussian fits are listed
in Table 5.14. In particular, as in the case with horizontal crossing, the transverse
distributions are identical at the start of the fill (with RMS and peak also similar to
those with horizontal crossing at the corresponding Llev, but diverge by the end of the
fill; however, the magnitude of the horizontal and vertical parameters are interchanged,
as the crossing occurs, precisely, in the opposite plane.

"



Chapter 6

Performance of HL-LHC
alternative scenarios

As the HL-LHC baseline was revised, the parameters of the
alternative operational scenarios were updated accordingly. These
scenarios, known as 8b+4e, Flat, No CCs and CK, aim at either

improving the baseline performance or providing alternative operation
schemes to overcome possible limitations. Simulations for each of these

scenarios have been performed with both nominal and ultimate levelling
to estimate, in the same way than in the previous chapter, the

corresponding performance in terms of the expected yearly integrated
luminosity and effective PU density. The impact on the performance of

the full or null availability of crabbing and the presence of CC noise
(when applicable), as well as the reduction of the assumed turn-around
times and cross-section for burn off, are also addressed for every case.

6.1 Flat

As the parameters of the HL-LHC baseline were revised and updated [121], a study
was conducted to update the corresponding alternative operational scenario with flat
optics [122]. The normalised BBLR separation was computed from the linear interpo-
lation of the previous baseline and Flat scenarios (β∗ = 20 cm with dBBLR = 10.5σ,
and β∗×/β∗‖ = 40 cm/15 cm with dBBLR = 12.5σ, respectively [90]). The chosen config-
uration, namely β∗× = 18 cm and β∗‖ = 7.5 cm at IP1/5 with dBBLR = 11.4σ, maximises
the virtual luminosity, as seen in Fig. 6.1, reaching around 21.1× 1034 cm−2 s−1. It
has to be noted, nevertheless, that this normalised BBLR separation is optimistic,
and has yet to be fully demonstrated in operation with flat optics [123]; moreover, it
might require the implementation of BBLR compensation techniques [46–49, 124–127].

111
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Table 6.1. General parameters of the HL-LHC main alternative scenarios: Flat, 8b+4e,
200 MHz, and No CCs.

Parameter Unit Flat 8b+4e 200 MHz No CCs

Beam energy TeV 7.0 7.0 7.0 7.0
Tot. no. bunches per beam 1 2760 1972 2760 2760
Bunch population (ppb) 1011 2.2 2.2 2.2 2.2
Total beam current A 1.10 0.79 1.10 1.10

Longitudinal profile – q-Gaussian q-Gaussian Gaussian q-Gaussian
RMS bunch length cm 7.6 7.6 15.0 7.6
Full width at half maximum cm 21.2 21.2 35.3 21.2
Relative energy spread 10−4 1.07 1.07 1.00 1.07
Norm. transv. emittance µm 2.5 2.2 2.5 2.5

Table 6.2. Optics and virtual parameters at IP1/5 of the scenarios in Table 6.1.

Parameter Unit Flat 8b+4e 200 MHz No CCs

Number of colliding bunches 1 2748 1967 2748 2748
Minimum β∗×, β

∗
‖ cm 18.0, 7.5 15.0 18.0, 7.5 31.5, 7.5

Full crossing angle µrad 490 470 490 410
Minimum norm. BBLR sep. σ 11.4 10.5 11.4 12.6
Piwinski parameter 1 2.42 2.66 4.76 1.53

Virtual luminosity 1034 cm−2 s−1 21.09 14.44 11.54 11.69
Virtual pile-up 1 553 529 303 306
Virtual loss factor 1 0.690 0.749 0.378 0.506
Virtual beam-beam 10−2 0.87 1.06 0.67 0.41
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Figure 6.1. Optics for the Flat alternative scenario: (a) virtual luminosity at IP1/5 as a
function of β∗x,y , and (a) normalised BBLR separation as a function of β∗x,y . The selected
alternative scenario with flat optics (β∗×/β

∗
‖ = 18.0 cm/7.5 cm with dBBLR = 11.5σ) is high-

lighted, together with the HL-LHC baseline for comparison.
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Figure 6.3. Line and time PU densities at IP1/5 at the end of the levelling in the Flat
alternative scenario. The HL-LHC baseline is included for comparison.

Thus, for the current Flat scenario, the full crossing angle is θ = 490 µrad (before:
360 µrad). Similarly to the HL-LHC baseline, the Flat alternative makes use of two
CCs per beam per IP side which deliver up to 380 µrad of crabbing angle, and a q-
Gaussian distribution is used to describe the longitudinal profile, with a constant RMS
bunch length of 7.61 cm. Following the latest update of the beam baseline parameters,
the total number of bunches per beam and the number of colliding pairs at the main
IPs are increased accordingly for the Flat scenario. As for the baseline, the high
virtual PU (around 550 events per bunch crossing) is controlled via β∗-levelling at two
different Llev, which in turn define the nominal (5.0× 1034 cm−2 s−1) and ultimate
(7.5× 1034 cm−2 s−1) operation. In scenarios with flat optics, the process of levelling
is implemented in such a way that the ratio between the betatron functions in the
crossing and parallel planes remains constant. All the parameters above are listed in
Tables 6.1 and 6.2 alongside the rest of the alternative scenarios, for reference.

Figure 6.2 shows the evolution of the parameters of interest for an optimum fill
of the Flat alternative scenario. The evolution of the bunch population, as well as
the transverse emittances remains similar to the baseline, although the fill duration is
lengthened by 0.6 h (0.3 h) for the nominal (ultimate) operation, with respect to their
baseline counterparts. In the Flat scenario, the levelling stage is slightly longer, and
requires the implementation of almost 80 (56) optics for nominal (ultimate) operation,
an increase of around a dozen with respect to the baseline The difference in the optics
between the Flat and baseline scenarios is evident in plots of β∗ and the dBBLR; for
Flat, only the betatron function in the crossing plane is plotted, since the ratio β∗×/β∗‖
is constant (for the baseline, β∗× = β∗‖ due to round optics).

The RMS luminous region is the at its largest at the beginning of the fill (around
2.0 mm larger than the baseline); by the end of the levelling, the situation reverses,
with the RMS luminous region shirking below the baseline by around the same margin,
see Fig. 6.2. As a result, the peak PU density remains slightly lower for most of
the levelling stage, only growing slightly above the baseline at the end of this stage.
Regarding the RMS luminous time and peak time PU density, their behaviour remains
almost identical to the baseline for both levelling operations, with the difference of
extending over a slightly longer levelling time. Similarly to the baseline, the line and
time PU densities of the Flat scenario are well described by Gaussian distributions
(Fig. 6.3), with the parameters associated to their corresponding fits listed in Table 6.4
for both nominal and ultimate operation.
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Table 6.4. Parameters of the Gaussian fits of the line and time PU densities at IP1/5 of the
scenarios in Table 6.3.

Parameter Unit Flat 8b+4e 200 MHz No CCs

Nom. Ult. Nom. Ult. Nom. Ult. Nom. Ult.

At the start of the fill
σs mm 52.5 50.5 52.2 50.5 64.4 54.1 42.7 36.8
σt ns 0.187 0.187 0.186 0.185 0.293 0.283 0.196 0.200
ρ̂s mm−1 1.01 1.57 1.08 1.59 0.82 1.45 1.23 2.13
ρ̂t ns−1 283 424 304 435 177 275 270 398

At the end of the levelling
σs mm 39.2 39.2 43.1 42.9 40.9 41.1 28.9 28.7
σt ns 0.187 0.187 0.184 0.184 0.251 0.265 0.204 0.204
ρ̂s mm−1 1.31 1.96 1.27 1.85 1.24 1.87 1.77 2.70
ρ̂t ns−1 277 415 302 435 205 292 256 386

The integrated luminosity of the current Flat scenario is found to exceed the base-
line by 2 % (4 %) at nominal (ultimate) operation. Moreover, while ρ̄s remains almost
identical to the baseline for ultimate operation, a slight reduction is indeed found
for nominal levelling, translating into a better detector performance. It has to be
stressed again, nevertheless, that the Flat alternative has yet to be further validated,
in particular, in terms of beam-beam effects. Lastly, the choice of flat optics can be
pushed further by reducing β∗ and θ; this, however, is likely to demand the implemen-
tation of a BBLR compensation scheme –such as the wires assumed for the baseline in
Section 5.4.1 or the novel technique in Chapter 7– to preserve (or possibly improve)
performance.

6.2 8b+4e

The 8b+4e filling scheme1 [41, 42], aiming at addressing potential electron-cloud [128,
129] limitations in the machine, makes use of fewer bunches (1972) which yields to a
reduced beam current (the number of colliding bunches in IP1/5, is reduced accord-
ingly) [35, 36, 101, 110]. Operation with the baseline round β∗ and normalised BBLR
separation of 15 cm and 10.5σ, respectively, yields to slightly-reduced total crossing
angle (470 µrad) with respect to the baseline due to the use of a smaller transverse
emittance (2.2 µm). As a result, the virtual luminosity of the 8b+4e scenario decreases
by around 15 % with respect to the baseline. However, luminosity is also levelled at
lower thresholds, namely, 3.8× 1034 cm−2 s−1 for the nominal and 5.5× 1034 cm−2 s−1

for the ultimate operation. Compared to the baseline, these levelled luminosities cor-
respond nonetheless to slightly higher PU levels, namely 140 and 200 events per bunch
crossing, respectively, but they remain consistent with the maximum PU tolerable by
the experiments. These figures were, in fact, the original targets for the two levelling
operations of the HL-LHC with levelling [34], and they are still commonly found in
the detector studies from the experimental side [17, 20]

Figure 6.4 shows the evolution of the 8b+4e beam and machine parameters at

1The name derives from the bunch train structure: eight bunches spaced by 25 ns followed
by four empty 25 ns RF buckets [101].
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the main IPs. Both the q-Gaussian RMS bunch length and the crabbing angle are
kept constant at 7.6 µm and 380 µrad, respectively, throughout the fill. While the
bunch population follows a similar behaviour than the baseline, β∗ at IP1/5 experi-
ences a slightly more pronounced reduction, resulting in a shorter levelling stage. The
growth of the horizontal emittance is found to be more marked for the 8b+4e alter-
native than the baseline; on the other hand, the vertical emittance drops at a slightly
reduced rate. Despite the shorter fill duration, the levelling process that keeps the
instantaneous luminosity within a 2 %-margin requires a larger number of steps for
the 8b+4 alternative (71 for nominal and 51 for ultimate), thus proving to be more
challenging from the operational point-of-view, as a larger number of optics have to
be commissioned [9, 10, 106, 107].

The difference between the levelled luminosities (and corresponding PU levels, for
which the differences are smaller) of the 8b+4e and the baseline scenarios at nominal
and ultimate operation is evident in the third and fourth plots of the first row of
Fig. 6.4. Although the RMS luminous region of the 8b+4e case remains slightly
higher than the baseline for most of the fill, the peak line PU density remains almost
unchanged (within 3 %). Both the RMS luminous time and peak time PU density
remain almost completely unchanged. As in the previous cases, the longitudinal and
temporal projects of the time density are well-described by Gaussian distributions,
with their parameters listed in Table 6.4.

Operating the machine with the 8b+4e alternative comes with a loss of around 25 %
of the baseline Lint. In terms of the effective line PU density, simulations show that
an increase of 3 % is expected for nominal operation, while at ultimate the opposite is
true, that is, a reduction of 2 % on ρ̄s is found. Therefore, from the experimental point
of view, detector efficiency is not expected to be significantly affected in the nominal
8b+4e operation and, on the contrary, it is expected to improve at ultimate by a few
percent. Means to increase the performance while still providing suppression of the
electron cloud effect remain to be explored.

6.3 200 MHz

Constituting a second alternative scenario for the mitigation of the electron-cloud
effects, the 200 MHz scheme [130, 131] is characterised by the use of a secondary
RF system with a total voltage of 6 MV and frequency of 200 MHz, in which longer
bunches are accelerated. No additional space is expected to be required for the new
low-harmonic system as it would replace two of the existing modules of the main LHC
RF system. For the present study, bunches with a Gaussian longitudinal profile with
an RMS bunch length of 15 cm are assumed for the 200 MHz alternative scenario, as
these have shown mitigation of the heat load for a secondary emission yield of 1.4 in
simulations [132]. Unlike the baseline, the bunch length is not kept constant during
the fill, but it is allowed to decrease due to the cooling caused by synchrotron radi-
ation damping. The longitudinal stability of 200 MHz scenario is guaranteed by the
main 400 MHz RF system, which can be used for re-capture in a double RF harmonic
operation (with total voltages of V200 = 6 MV and V400 = 3 MV per beam for both
bunch-shortening or bunch-lengthening modes) [133]. Additionally, simulations at zero
chromaticity have shown a reduction of the threshold of the transverse mode couple
instability at 2.6× 1011 ppb [134], that is, above the foreseen operational bunch inten-
sity; it is possible, however, that multi-bunch effects decrease the threshold slightly,
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Figure 6.6. Line and time PU densities at IP1/5 at the start of the fill and at the end
of the levelling in the 200 MHz alternative scenario. The HL-LHC baseline is included for
comparison.

approaching the operational bunch charge [3]. Longer bunches could also be used in
the 200 MHz scheme if limitations in the SPS are overcome.

As listed in Table 6.1, the beam energy, number of bunches, bunch population, and
transverse emittances remain identical to the baseline. Following the increase of the
bunch length, the relative energy spread is reduced to around 1.00× 10−4. In order
to maximise the performance, the same Flat optics has been adopted for the 200 MHz
scenario, yielding to Lvirt = 11.5× 1034 cm−2 s−1 (with a corresponding virtual PU of
300 events per bunch crossing).

Although the intensity burn-off is slightly slower compared to the baseline (spe-
cially at ultimate levelling), the duration of the optimum fill is shorter than the base-
line. While the evolution of the normalised vertical emittance follows a similar be-
haviour than the baseline, its horizontal counterpart exhibits a much more drastic
change, decreasing continuously along the fill and reaching 2.3 µrad–2.4 µrad by the
end of the fill, as observed in Fig. 6.5. The absence of controlled longitudinal emittance
(assumed in all other operational scenarios), is evident from the reduction of the bunch
length with time. As for the baseline, both θ and θCC are kept constant throughout
the fill, while β∗ and dBBLR evolve in a slightly different way. It is worth to highlight
that β∗‖ is as low as 15 cm at the beginning of the fill for ultimate operation (that is,
the same as the minimum baseline β∗), which constitutes an operational challenge.

At a levelling of 5.0× 1034 cm−2 s−1 (7.5× 1034 cm−2 s−1), the 200 MHz alterna-
tive delivers some of the largest luminous regions among the alternative scenarios:
63 mm (54 mm), while the peak line PU density is kept lower than the baseline for
most of the fill duration). This leads to a significant reduction of the effective line
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Figure 6.7. Line-time PU densities at IP1/5 at the start of the fill and at the end of the
levelling in the 200 MHz alternative scenario.

PU density to 0.70 mm−1 (1.08 mm−1) for nominal (ultimate), which represents a re-
duction by around 12 % (10 %). A similar behaviour is found in the corresponding
time counterparts of these parameters: the RMS luminous time increases as large as
0.300 ns (at the beginning of the fill) and the peak time PU density remains almost
constant at 180 ns−1 (280 ns−1) for the nominal (ultimate) operation. The line and
time PU densities of the 200 MHz scenario are shown in Fig. 6.6. While the former
tends to the baseline distribution by the end of the levelling –independently of the
levelling operation–, the latter remains almost constant. The usual parameters of the
Gaussian fits describing each of the different 1D-distributions are listed in Table 6.4.
The effect of the longer bunch length on the event distribution around the IP is spe-
cially evident in Fig. 6.7, where the shape of the 2D line-time projection of the PU
density significantly differs from the baseline in Fig. 5.3.

Lastly, in terms of luminosity performance, little to moderate loss is observed for
the 200 MHz operational scheme with respect to the baseline, specially at nominal
levelling for which a reduction of only 2 % is expected; at ultimate levelling, the loss
increases to almost 7 %. Despite the lower Lint, first studies from the experimental
side have found improved detector efficiency in the 200 MHz scenario with respect
to the baseline, as suggested by the lower effective line PU densities, although these
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Table 6.5. Impact of the absence of crab cavities on the performance at IP1/5 of selected
HL-LHC operational scenarios. The baseline and 8b+4e scenarios feature a round optics at
the IP with β∗×,‖ = 15.0 cm, 15.0 cm, while the Flat and 200 MHz alternatives feature a flat
optics at the IP with β∗×,‖ = 18.0 cm, 7.5 cm.

Parameter Unit Baseline Flat 8b+4e 200 MHz

Nom. Ult. Nom. Ult. Nom. Ult. Nom.

Fill duration h 6.4 5.1 7.2 4.8 6.2 4.8 6.5
Levelling time h 3.6 0.5 5.4 1.9 3.7 1.0 2.1
Number of levelling steps 1 28 6 45 22 31 12 16

At the start of the fill
Peak pile-up density mm−1 1.94 3.85 1.53 2.88 1.99 3.61 2.02
RMS luminous region mm 27 21 34 27 28 22 26

At the end of the levelling
Peak pile-up density mm−1 2.66 4.07 2.51 3.79 2.80 4.12 2.48
RMS luminous region mm 20 20 21 21 20 20 22

Effective pile-up density mm−1 1.57 2.13 1.38 2.17 1.63 2.25 1.46
Diff. w.r.t. baseline nominal % – +36 −12 +39 +4 +44 −7

Yearly integrated luminosity fb−1/160 days 229 248 247 288 174 190 214
Diff. w.r.t. baseline nominal % – +8 +8 +26 −24 −17 −7

differences narrow at ultimate operation. Research to fully exploit the potential of the
200 MHz scheme remains to be done.

6.4 Absence of crab cavities

Despite recent successful results in SPS tests [135], crab cavities could be absent in
the HL-LHC due to several reasons such as machine protection issues, CC impedance,
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Figure 6.8. Optics for the No CCs alternative scenario: (a) virtual luminosity at IP1/5 as
a function of β∗x,y , and (a) normalised BBLR separation as a function of β∗x,y . The selected
alternative scenario in the absence of CCs has flat optics (β∗×/β

∗
‖ = 31.5 cm/7.5 cm with

dBBLR = 12.6σ) has been highlighted, together with the HL-LHC baseline and Flat scenario
(both with CCs) for comparison.
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Figure 6.10. Line and time PU densities at IP1/5 at the end of the levelling in the alternative
scenario in the absence of CCs. The HL-LHC baseline is included for comparison.

emittance growth induced by RF phase noise, or due to installation delays [136, 137].
At nominal levelling, the Lint of the baseline is found to decrease to 229 fb−1, that is, by
more than 12 %. Similarly, the Flat, 8b+4e, and 200 MHz alternative scenarios (nom-
inal levelling) experience performance losses of 8 %, 12 %, and 17 %, respectively when
CCs are not present. The lack of crabbing also has an effect on their corresponding
effective line PU density, with the scenarios featuring flat optics delivering the lowest
ρ̄s: 1.38 mm−1 in Flat and 1.46 mm−1 in 200 MHz, compared with 1.57 mm−1 in the
baseline, and 1.63 mm−1 in 8b+4e. It must be noted that these values even surpass
those found at ultimate levelling with CCs. The corresponding impact on the RMS
luminous region, fill duration and levelling time, are listed in Table 6.5. The situation
considerably worsens at ultimate operation, where the absence of CCs doubles the
fractional reduction of Lint and rises ρ̄s beyond 2 mm−1 in all scenarios (except the
200 MHz scenario, for which ultimate levelling is not reachable without CCs with the
present optics).

Hence, in the absence of CCs, the current baseline and Flat scenarios are no longer
optimum and the use of flat optics at the main IPs is mandatory (see Fig. 6.8). In
particular, β∗×/β∗‖ = 31.5 cm/7.5 cm and 12.6σ-normalised BBLR separation (410 µrad
full crossing angle) were found to maximise Lvirt. As in Section 6.1, this optics
(referred from now on as the No CCs scenario) was derived from the extrapola-
tion of the parameters of the previous baseline and Flat schemes, and has yet to
be fully validated. Assuming the baseline number of colliding bunches in the main
IPs, Lvirt ≈ 11.7× 1034 cm−2 s−1 (i.e. a virtual PU of 306 events).

As seen in Fig. 6.9, the normalised transverse emittances follow a similar behaviour
in the No CCs alternative than in the baseline for both levelling operations (the RMS
bunch length is also kept constant), although the fill duration is shortened. The bunch
intensity decreases also in a similar rate than the baseline due to burn-off, although it
slows down by the end of the levelling stage, thus deviating from the baseline (specially
at ultimate levelling). The full crabbing angle is kept constant throughout the fill.

Due to the absence of crabbing, the extent of the RMS luminous region decreases
significantly along the entire fill duration, while the RMS luminous time experiences
the opposite effect. This leads to a large peak line PU density, which reaches a max-
imum of 1.8 mm−1 (2.7 mm−1) at the end of the levelling stage for the nominal (ul-
timate) operation. These figures, although high when compared to the baseline with
partial crabbing, are significantly lower than those found for the baseline with θCC = 0,
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Figure 6.11. Line-time PU densities at IP1/5 at the end of the levelling in the alternative
scenario in the absence of crab cavities.
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Figure 6.12. Integrated luminosity as a function of the applied cap on the maximum peak
PU density in the scenario in the absence of CCs. Only the case with the largest peak PU
density is unconstrained. The effective PU densities are shown for selected points.

thus limiting the negative impact of the absence of CCs. The 1D PU densities at the
end of the levelling are shown in Fig. 6.10, and the parameters of their Gaussian fits
listed in Table 6.4. For completeness, the 2D s–t PU density is plotted in Fig. 6.11;
the sharp increase of the event density around the origin is evident for the ultimate.

The results for the No CC scenario are summarised in Table 6.3. The loss on Lint
is notoriously limited to 5 % (10 %) at nominal (ultimate) operation, but it comes with
a larger ρ̄s of around 1.0 mm−1 (1.6 mm−1). A limit on the maximum peak line PU
density can be implemented as part of the levelling to improve the performance in
terms of ρ̄s. This is accomplished by slowing down the rate of the reduction of β∗,
but it comes at a greater cost on Lint, as seen in Fig. 6.12. The balance between these
two parameters is currently being evaluated by the experiments. Implementation
of current-bearing wires or electron beams for BBLR compensation could allow to
further reduce the crossing angle, resulting into an increased RMS luminous region,
and improving the overall performance of the No CC scenario, a possibility that has
yet to be studied.



126 CHAPTER 6. PERFORMANCE OF ALTERNATIVE SCENARIOS

Table 6.6. General parameters of the crab kissing scenarios.

Parameter Unit Original Original New crab
Baseline Crab kissing kissing

Beam energy TeV 7.0 7.0 7.0
Total no. bunches per beam 1 2808 2808 2760
Bunch population (ppb) 1011 2.2 2.2 2.2
Total beam current A 1.12 1.12 1.10

Longitudinal profile – Gaussian super-Gaussian super-Gaussian
RMS bunch length cm 7.5 10.0 10.0
Full width at half maximum cm 17.7 31.4 31.4
Relative energy spread 10−4 1.20 1.20 1.07
Norm. transv. emittance µm 2.5 2.5 2.5

Table 6.7. Optics and virtual parameters at IP1/5 of the scenarios in Table 6.6.

Parameter Unit Original Original New crab
Baseline Crab kissing kissing

Number of colliding bunches 1 2808 2808 2748
Minimum β∗×, β

∗
‖ cm 15.0, 15.0 30.0, 10.0 18.0, 7.5

Full crossing angle µrad 590 500 490
Minimum norm. BBLR sep. σ 12.5 15.0 11.4
Piwinski parameter 1 3.12 2.50 3.17

Virtual luminosity 1034 cm−2 s−1 20.12 14.63 19.04
Virtual pile-up 1 542 394 499
Virtual loss factor 1 0.831 0.698 0.623
Virtual beam-beam 10−2 1.07 1.02 1.02

6.5 Crab kissing

In the original crab kissing concept [86], the process of levelling not only kept the lumi-
nosity under control, but a maximum peak line PU density is also enforced (similarly
to the limit discussed at the end of the previous section). In the operation with CK,
however, this is accomplished by the use of two knobs, the crab crossing angle (in the
crossing plane) and the crab kissing angle (in the parallel separation plane), while β∗

is kept at its minimum for the entire fill. There are three clearly differentiated stages
along the fill. The CK angle is first adjusted to achieve the desired peak line PU
density; this, in turn, reduces the luminosity, which is then levelled by adjusting the
crab crossing angle. Lastly, once θCC = θ and the θCK has reduced to zero, the lumi-
nosity is left to decay naturally. Operation with CK thus requires the use of four CCs
per beam and per IP side to deflect the bunches in both transverse planes, making it
incompatible with the current HL-LHC baseline. Despite this, the CK scheme remains
an operational scenario of interest as it delivers the lowest effective PU density –which
translates into the largest detector efficiency–, with a limited reduction of integrated
luminosity with respect to the baseline (under certain conditions).

The CK scheme has been identically reproduced with the original parameters in
Ref. [86] (Tables 6.6 and 6.7) with the aim to characterise it in terms of both the
integrated performance and the expected detector efficiency, in a similar way to rest of
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Table 6.8. Parameters for the estimation of yearly integrated luminosity at IP1/5 of the
scenarios in Table 6.7.

Parameter Unit Original Original New crab
Baseline Crab kissing kissing

Cross-section for burn-off mb 100 100 111
Cross-section for pile-up mb 85 85 81
Days in physics (within a year) days 160 160 160
Efficiency % 50 50 50
Turn-around time min 145 145 145

alternative scenarios. This is motivated by the absence of an estimation of Lint for an
optimum fill with CK in the said work (characterisation in terms of ρ̄ is obviously not
presented), where the very important role of turn-around time was omitted; Table 6.8
lists the parameters assumed for the performance assessment in the present work.

The CK scheme makes use, in particular, of bunches with a longitudinal density
described by a super-Gaussian function of order 4 [138],

%SGs (s) =
23/5

Γ (1/4)σSG
exp

(
− s4

2σ4
SG

)
, (6.1)

with RMS

σsSG ≡ σSG
(√

2
Γ (3/4)

Γ (1/4)

)1/2

= 10 cm , (6.2)

see Appendix A. Figure 6.13 shows the evolution of the optimum fills of both the
original baseline and CK scenarios at nominal operation. The latter scheme is found
to deliver an effective line PU density of 0.50 mm−1 for a constant peak PU density
of 0.61 mm−1 with a yearly integrated luminosity of 245 fb−1/160 days, that is, a
reduction of 9 % with respect to the original HL-LHC baseline (four CCs per beam
per IP side) under the same performance assumptions.

Operation with CK has been re-evaluated with the same flat optics from Section
6.1 and revised CC voltage. As in the original CK scheme, the longitudinal density is
described by Eq. (6.1). In this scenario (also shown in Fig.6.13), bunches are crabbed
with θCC/θ = 90 % at the beginning of the fill, and after 4 h, the 490 µrad crossing
angle is fully compensated. In parallel, θCK (of a magnitude similar than θ) lowers the
peak line PU density to 0.61 mm−1, that is, less than half of the baseline nominal, a
value that is kept constant over the entire the fill. During this first stage of levelling, a
constant PU of 131 events per bunch crossing and an RMS luminous region of around
68 mm are maintained.

For this updated CK scenario with the current flat optics, the fill duration is found
to be 8.9 h, but θCK = 0 is not reached at the end of fill. During the second stage of lev-
elling, the luminosity and PU drop almost linearly, reaching 3.6× 1034 cm−2 s−1 and 95
events per bunch crossing, respectively. The new CK scheme delivers a Lint = 249 fb−1,
representing only a 5 %-reduction with respect to the current HL-LHC baseline nomi-
nal. The effective line PU density, on the other hand, is the lowest among the analysed
scenarios, namely 0.51 mm−1. It has to be highlighted again, nevertheless, the need of
doubling the number of CCs to run the machine with this alternative operation.

Figure 6.14 shows the 1D PU densities of the new CK scheme. The remarkable
reduction of the peak line PU density (and ρ̄s in consequence), is due to the flatter
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Table 6.9. Performance at IP1/5 of the scenarios in Table 6.7.

Parameter Unit Original Original New crab
Baseline Crab kissing kissing

Levelled luminosity 1034 cm−2 s−1 5.0 5.0 5.0
Levelled pile-up 1 135 135 131

At the start of the fill
β∗× cm 69.4 30.0 18.0
β∗‖ cm 69.4 10.0 7.5
Norm. BBLR sep. σ 26.9 15.0 11.4
Crabbing angle µrad 591 442 446
Kissing angle µrad – 396 484
RMS luminous region mm 49.8 68.5 67.5
RMS luminous time ns 0.171 0.090 0.073
Peak line PU density mm−1 1.06 0.61 0.61
Peak time PU density ns−1 312 625 790

End of the levelling
β∗× cm 15.0 30.0 18.0
β∗‖ cm 15.0 10.0 7.5
Norm. BBLR sep. σ 12.5 15.0 11.4
Crabbing angle µrad 591 501 493
Kissing angle µrad – 95 103
RMS luminous region mm 43.8 59.6 57.8
RMS luminous time ns 0.163 0.205 0.182
Peak line PU density mm−1 1.21 0.61 0.61
Peak time PU density ns−1 323 186 211

Fill duration h 9.6 8.8 8.8
Levelling time h 8.5 8.8 8.8
Number of levelling steps 1 70 66 79
Int. luminosity per fill fb−1 1.69 1.43 1.60
Yearly int. luminosity fb−1/160 days 270 245 249
Diff. w.r.t. baseline* % – −9.3 −5.0

Effective line PU density mm−1 0.79 0.50 0.51
Diff. w.r.t. baseline* % – −35.9 −35.9

Effective time PU density ns−1 224 277 335
Diff. w.r.t. baseline* % – +24.0 +67.7

event distribution around the IP in comparison to the baseline (such distribution,
although clearly not Gaussian, does tend to Gaussian as the fill evolves). The wider
RMS luminous region and, in consequence, shorter RMS luminous time, are evident
in the st-projection of the event density in Fig. 6.15.

The effective line PU density can be indirectly pushed to even smaller values by
reducing the limit on the maximum peak line PU density during the levelling process.
Doing this, however, can lead to an important performance loss. Contrary to this,
by relaxing the constraint on the peak line PU density, it is possible to almost fully
recover the integrated luminosity of the baseline nominal, but lower detector efficiency
should be expected, see Fig. 6.16. As in the case of the absence of CCs, the limits are
set by the experiments.
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Figure 6.14. Line and time PU densities at IP1/5 at the start of the fill and at the end of
the levelling in the original and new crab kissing alternative scenarios at nominal levelling.
The original and current (“new”) HL-LHC baseline nominal are included for the corresponding
comparison.
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Figure 6.15. Line-time PU densities at IP1/5 of the new crab kissing alternative scenario at
nominal levelling.

6.6 Sensitivity studies

The impact of the variation of a set of parameters of interest on the performance is
reviewed for the alternative scenarios, similarly to the studies performed in Section 5.3.
These parameters are the crabbing ratio and CC noise, as well as the turn-around time
and the cross-section for burn-off.
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6.6.1 Crab cavity noise

Similarly to the baseline, CC noise is simulated by assuming an emittance growth rate
of 0.115 µm/h scaled at every levelling step with θCC and β∗, Eq. (5.3). Results show
that the effect of the CC noise on the Flat performance is small and, in fact, Lint
remains above the baseline for both levelling operations (by around 1 %–3 %), with
negligible impact on ρ̄s. On the other had, CC noise reduces the integrated perfor-
mance of the 8b+4e alternative by an additional 1 %–2 % with respect to the baseline,
although the effect on ρ̄s remains minimum. Lastly, for the 200 MHz scenario, the
emittance growth in Eq. (5.3) yields to a loss on Lint at nominal (ultimate) operation
of 1.6 % (2.7 %), corresponding to Lint = 252 fb−1 (295 fb−1). As a consequence of the
reduced fill duration, ρ̄s also decreases to 0.69 mm−1 (1.06 mm−1) at nominal levelling,
and therefore, a slightly better detector performance is expected in this scenario in
comparison to the other alternatives.

6.6.2 Turn-around time

Reduction of the turn-around times by 15 min from the current estimates for nominal
and ultimate operation, yields to an increase of Lint by 2 %–3 % for both the Flat and
8b+4e scenarios, a similar gain than the baseline under the same assumption. For
the 8b+4e alternative, this means that the loss on Lint with respect to the baseline is
limited to 22 %–23 %. In the case of the 200 MHz scheme, Lint also profits from the
reduction of the turn-around time, which allows to reach the baseline performance at
nominal levelling (at ultimate, the loss is reduced by half). Lastly, in the alternative
scenario without CCs, the Lint improves by 3 %–4 %, with minimum impact on the
effective line or time PU densities.

6.6.3 Crabbing ratio

As in the baseline case, the impact on the performance of each of the main alternative
scenarios from both the absence and the full availability of crabbing voltage is studied
as extreme cases. Full crabbing is less crucial for the Flat scenario than for the baseline
due to its slightly smaller crossing angle; that is, the relative performance gain with
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respect to operation with only partial crabbing is limited. Moreover, the effective
line PU density for the Flat scenario remains almost unchanged with respect to the
baseline. The advantage of operating the machine with flat optics is evident when
CCs are absent, as Lint drops by only 6 % (12 %) with respect to the Flat scenario
with partial crabbing, that is, the loss is limited with respect to that experienced by
the baseline itself in the absence of crabbing. With no crabbing, the effective line
PU density of the Flat scenario is also slightly smaller than the baseline, specially at
nominal operation.

The use of CCs, on the other hand, for the 8b+4e filling scheme as their absence
shrinks the integrated performance by 33 % (42 %) at nominal (ultimate) operation
with respect to the baseline with the current partial crabbing, thus falling below the
HL-LHC objectives. Similarly, the impact on ρ̄s is negative (an increase of more than
100 % (86 %)), although its magnitude remains only slightly larger than that of the
baseline without CCs. Contrarily, implementation of full crabbing does not significan-
tly compensate the innate reduction of performance in the 8b+4e scenario, with Lint
increasing by only 1 %–2 %. The effective line PU density does, however, profit from
θCC/θ = 1, decreasing to 0.76 mm−1 (1.08 mm−1) for nominal (ultimate) levelling.

Thanks to full crabbing voltage, Lint can be pushed by 2.5 % and almost 6 % for
nominal and ultimate operation, respectively, in the 200 MHz scenario. These incre-
ments allow to recover the baseline performance with partial crossing within±1 %. Full
crabbing also has a significant effect on ρ̄s, which decreases by 26 %–27 % with respect
to the baseline with partial crabbing, or by 16 %–18 % with respect to the baseline with
full crabbing. In the absence of CCs, the 200 MHz scenario can only operate, however,
at nominal levelling since the virtual luminosity is limited to 6.13× 1034 cm−2 s−1. In
this situation, the integrated performance drops by 6.5 % with respect to the baseline
without CCs and ρ̄s = 1.46 mm−1, an effective line PU density slightly smaller than
the baseline under the same conditions.

6.6.4 Cross-section for burn-off and summary
The extent of the performance of each of the main alternative scenarios (with full,
partial, and no crabbing) is estimated under the assumption of a potentially reduced
cross-section for burn-off and the results are summarised in Fig. 6.17; the corresponding
baseline cases have been outlined for comparison. Similar fractional changes between
the corresponding Flat and baseline cases are found when each of them is evaluated
with σb.o = 81 mb and 111 mb. In the case of the 8b+4e alternative, the performance
of the nominal (ultimate) levelling is pushed to 212 fb−1 (266 fb−1), equivalent to a
7 % (10 %)-gain, thus reducing the difference of Lint with respect to the corresponding
baseline operation. These figures, however, still do not meet the project’s correspond-
ing goals on performance. With baseline partial crabbing, the reduced cross-section
yields to a performance increase of 8 % (12 %) for the 200 MHz scheme at nominal
(ultimate) operation with respect to 111 mb, although these figures decrease by 1 %
with full crabbing. Lastly, reduction of the cross-section for burn-off to 81 mb results
in an increase of performance of 8 % (14 %) for the scenario in the absence of CCs
at a levelling of 5.0× 1034 cm−2 s−1 (7.5× 1034 cm−2 s−1). While the effective line
PU density remains practically unaltered for nominal operation, a slight increase is
observed at ultimate.



6.6. Sensitivity studies 133

Flat 200 MHz

150

200

250

300

350

400

0.6 0.9 1.2 1.5 1.8 2.1 2.4

Y
e
a
rl
y
 i
n
te

g
ra

te
d
 l
u
m

in
o
s
it
y
 a

t 
IP

1
/5

[f
b

-1
/1

6
0
 d

a
y
s
]

Effective line pile-up density at IP1/5 [mm
-1

]

σ
b
o

1
1
1
 →

 8
1

N
om

.

U
lt.

250 fb
-1

320 fb
-1

le
v.

le
v.

150

200

250

300

350

400

0.6 0.9 1.2 1.5 1.8 2.1 2.4
Y

e
a
rl
y
 i
n
te

g
ra

te
d
 l
u
m

in
o
s
it
y
 a

t 
IP

1
/5

[f
b

-1
/1

6
0
 d

a
y
s
]

Effective line pile-up density at IP1/5 [mm
-1

]

8b+4e No CCs

150

200

250

300

350

400

0.6 0.9 1.2 1.5 1.8 2.1 2.4

Y
e
a
rl
y
 i
n
te

g
ra

te
d
 l
u
m

in
o
s
it
y
 a

t 
IP

1
/5

[f
b

-1
/1

6
0
 d

a
y
s
]

Effective line pile-up density at IP1/5 [mm
-1

]

150

200

250

300

350

400

0.6 0.9 1.2 1.5 1.8 2.1 2.4

Y
e
a
rl
y
 i
n
te

g
ra

te
d
 l
u
m

in
o
s
it
y
 a

t 
IP

1
/5

[f
b

-1
/1

6
0
 d

a
y
s
]

Effective line pile-up density at IP1/5 [mm
-1

]

Baseline Alternative scenario

Partial crabbing Partial crabbing
Full crabbing Full crabbing
No crabbing No crabbing
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Chapter 7

Compensation of beam-beam
effects with local multipoles

In this Chapter, studies on the compensation of the beam-beam
effects in the HL-LHC are presented. Correction of the linear head-on
beam-beam is briefly discussed in the first section. Then, a method for

the correction of the effect of long-range beam-beam interactions is
proposed in the subsequent section. This scheme aims at the

term-by-term compensation of the different orders of the Taylor
multipolar expansion of the BBLR transverse kicks, using the kicks from

local corrector magnets in the IR with an offset with respect to the
design orbit. Profiting from the polarity of the corrector magnets seen
by particles travelling in opposite directions, the proposed correction

scheme can be applied to both beams simultaneously. In the last section,
the principle of this formalism is applied to the correction of a specific
order of the multipolar expansion of a beam-beam compensation wire

(BBCW). Successful experimental operation of the BBCWs in the LHC
validates the proposed compensation scheme [139].

Measurements of beam-beam effects, such as tune-shift and β-beating ∆βu/βu0 ,
have been conducted in the LHC in view of its upgrade [140–142]. Stronger forces are
expected in the HL-LHC mainly due to the larger bunch population and, depending
on the operational scenario, to the reduced beam-beam separation. Figure 7.1 shows
the β-beating at zero amplitude in beam 1 of the baseline scenario at the beginning of
the fill (that is, at full intensity) due to head-on (BBHO) and long-range beam-beam
(BBLR) interactions at the four IPs. The expected peak and RMS β-beating are
around 15 % and 5 %–8 %, respectively, for both transverse coordinates. Amplitude-
dependant β-beating –originated from the non-linear terms of the beam-beam kicks–
has also been evaluated, with preliminary results discussed in Ref. [127]. Likewise, a
detailed study on beam-beam amplitude detuning is presented in Ref. [143].
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Figure 7.1. β-beating at zero amplitude of the HL-LHC baseline at the start of the fill due to
BBHO and BBLR interactions in the four IPs.
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Figure 7.2. Interaction region around IP5 of the LHC and location of the BBHO and BBLR
interactions (vertical blue and red bars) and selected final-focus magnets. D1 and D2 (in
teal) are the separation/recombination dipoles, respectively. Quadrupoles Q1, Q2, and Q3 (in
purple) constitute the inner triplet. The matching quadrupoles Q4 (in red) to Q7 (downstream,
not shown) are used in the correction of the linear BBHO. The normal (S) and skew (SS)
sextupoles (in green), and decapoles (available in the HL-LHC, not shown), are used in the
simultaneous correction of the BBLR. The design orbits of B1 (solid blue line) and B2 (solid
red line) for β = 40 cm and a half-crossing angle of 140 µrad are also shown, as well as the
corresponding beam envelopes at 5σ (dashed) and 10σ (dotted) assuming εn = 2.5 µm. A
similar lattice is present around IP1. The magnet’s width is not to scale.

Several techniques for the compensation of the beam-beam effects have been pro-
posed in the past for different machines, for example, the use of electron beam lenses [43–
45] and current-carrying wires [47, 48]. These approaches rely, however, on new
hardware in the IR (Fig. 7.2). Correction schemes with magnets have also been ex-
plored [124, 125, 144] but, unlike those, the scheme presented in this work performs
a simultaneous local correction for both beams using magnets in the shared beam
pipe. The original idea was introduced in Ref. [63] and was further expanded in
Refs. [126, 127].
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Figure 7.3. Polarity of common magnets, as seen by same-charge particles in B1 and B2
travelling in opposite directions: a focusing/defocusing quadrupole (QF/QD) and a focusing
sextupole (SF).

7.1 Compensation of head-on beam-beam

As discussed in Section 2.1.3, the linearised BBHO force for small amplitudes is equiv-
alent to a quadrupole error in the lattice and thus it can be corrected locally and
close to the source (ideally) by means of, for example, a quadrupole corrector with the
opposite focusing effect. However, due to its cylindrical symmetry, the BBHO kick is
defocusing in both transverse planes for same-charge bunches.

When travelling in opposite directions through the axis of a quadrupole, particles
of the same charge see an opposite polarity for the same magnet in their correspond-
ing reference system (rotated 180◦ around the y axis with respect to each other, see
Fig. 7.3). In the case of the LHC and HL-LHC, the inner triplet constitutes the last
magnets of the focusing system before the IP, as shown in Fig. 7.2. Since a focusing
force with the same sign is needed for both beams to compensate the beam-beam kick,
quadrupoles that are common for beam 1 (B1) and beam 2 (B2) –such as those in
the inner triplet– cannot be considered for the simultaneous correction of the BBHO
for both beams. The same situation applies for octupoles, dodecapoles, etc., due to
their field symmetry. Contrarily, same-charge particles travelling in opposite direc-
tions through dipoles, sextupoles, etc. see the same polarity in their corresponding
reference system for the same magnet. In general, the polarity of the 2(n + 1)-pole
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Figure 7.4. Correction in B1 and B2 of the β-beating at IP1, peak β-beating, and RMS
β-beating, due to BBHO at IP1 [63].

magnet strength Kn seen by particles of the same charge in beams travelling in opposite
directions changes according to

KB2n = (−1)nKB1n , (7.1)

with n = 0 for dipoles, 1 for quadrupoles, 2 for sextupoles, etc. By convention, a
magnet with positive (negative) polarity strength has a focusing (defocusing) effect
on the particles of B1. Therefore, in order to compensate the linear component of
the BBHO at small amplitude, adjustment of the quadrupolar strength of dedicated
correctors in the matching sections (the sections connecting the IR with the ring arcs,
and where the magnets act separately on each beam) has to be implemented instead.

A preliminary study was conducted for the two beams (separately) of the LHC,
assuming a beam energy of 7 TeV, a bunch population of 1.3× 1011 ppb, a normalised
transverse emittance of 2.5 µm, and β∗ = 0.6 µm at IP1/5 [63, 126]. The optics
at each of the two main IPs (where the BBHO effect originates), and at the start
and at the end of the IR, was re-matched using different configurations involving
the quadrupole strengths of Q4 to Q7. As seen in Fig. 7.4, adjustment of a single
quadrupole, such as Q4 or Q5, proved to be the most efficient strategy, achieving a
reduction of both the peak and RMS β-beating by a factor of 4 for both planes, and
the reduction of the β-beating at the IP by a factor of 2.5 or more (depending on the
transverse plane and beam under consideration). The correction achieved by the pair
Q4-Q5 is also noteworthy, specially in terms of its minimum tune-shift. Corrections
involving Q6 do not perform satisfactorily due to its strength being very close to
its limit. It must be noted, nevertheless, that BBHO compensation by this method
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might deteriorate β for particles at large amplitudes, raising in turn concerns over the
collimator system [127, 145]. Refined linear- and higher-order BBHO corrections, as
well as studies as a function of the bunch population and β∗ remain to be performed
in view of the HL-LHC.

7.2 Compensation of long-range beam-beam

Multi-bunch beams circulating in opposite directions interact not only at the IP, but
also in its vicinity, with the number of parasitic (or long-range) interactions at each
side of the IP being defined by the distance between consecutive bunches and the
length of the IR section where the beams share the same pipe (Fig. 7.2).

As in the head-on case, it is possible, in principle, to counteract the effects on the
optics due to the long-range force by compensating the different terms (orders) of the
Taylor expansion of the BBLR kick using the magnetic field of local corrector magnets
in the IR. Assuming a horizontal crossing plane (see the reference systems in Fig. 2.4)
and a beam-beam separation1 d, the Taylor expansions of the beam-beam kicks on the
transverse momenta (or, equivalently, the transverse angles) in Eq. (2.11) around the
point (x2, y2) = (d, 0) are{

∆x′2
∆y′2

}
=

∞∑
n=0

n∑
m=0

1

n!

{
Cn,m
Dn,m

}
(x2 − d)n−mym2 , (7.2)

where {
Cn,m
Dn,m

}
=

∂n
{

∆x′2
∆y′2

}
∂xn−m∂ym

∣∣∣∣∣∣∣∣
(d,0)

. (7.3)

Upon expansion of the Taylor series and evaluation of its coefficients, and assuming
round beams (beam size σ) and a large beam separation (d � σ), Eq. (7.2) can be
rewritten as{

∆x′2
∆y′2

}
=

1

0!
K0

{
1
0

}
+

1

1!
K1

{
(x2 − d)
−y2

}
+

1

2!
K2

{
(x2 − d)2 − y2

2

−2(x2 − d)y2

}
+

1

3!
K3

{
(x2 − d)3 − 3(x2 − d)y2

2

−3(x2 − d)2y2 + y3
2

}
+ · · ·

=
∞∑
n=0

Kn

n!

{
Re [((x2 − d)− iy2)n]
Im [((x2 − d)− iy2)n]

}
, (7.4)

where the coefficients Kn of the BBLR kicks are given by

Kn ≡ (−1)n · 2Nrp
γr

 n!

dn+1
−
bn/2c∑
l=0

n!

(2l)!!

Ed
σ2l d(n+1)−2l

 , (7.5)

and

Ed ≡ exp

(
− d2

2σ2

)
. (7.6)

1To simplify notation, the normalised beam-beam separation is denoted by d in this Chap-
ter, instead of dBBLR as used in the rest of this work.
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Table 7.1. Kn coefficients of the n-th order BBLR kick (n = 0, . . . , 4).

Kn

K0 = +
2Nrp
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1
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The coefficients Kn are common for both the horizontal and vertical coordinates due
to the symmetries between the transverse BBLR forces. Explicit forms of the first Kn

coefficients are included in Table 7.1.
The transformation between the coordinate systems of B1 and B2 is

x2 = d− x1 , y2 = y1 , and s2 = −s1 , (7.7)

which yields the following relations for the transverse kicks:

x′1 ≡
dx1

ds1
= x′2 and y′1 ≡

dy1

ds1
= −y′2 . (7.8)

Thus, the BBLR kick experienced by a proton in a bunch of B1 is described in its
corresponding reference system by{

∆x′1
∆y′1

}
=

∞∑
n=0

Kn

n!

{
(−1)nRe [(x1 + iy1)n]
(−1)n Im [(x1 + iy1)n]

}
. (7.9)

Each order of the BBLR force can be corrected, in principle, either with a corrector
magnet of the same order or exploiting the feed-down field coming from the offset
between the centre of a magnet and the beam orbit. Using the MAD-X convention
for the multipolar expansion of the magnetic field in the reference system x–y with
origin at the centre of the magnet, the kicks on the transverse angles of particles in a
relativistic beam are, in complex notation, [70]

∆x′ − i∆y′ = −
∞∑
n=0

(KNnL+ iKSnL)
(x+ iy)n

n!
, (7.10)

where KNn and KSn are the normal and skew multipole coefficients at order n, and L is
the length of the magnet. The products KNnL and KSnL are the integrated magnetic
strengths. For explanation purposes, only normal magnets (KSn = 0) will be considered
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as all corrections used in the following examples are performed for IP5, where collisions
take place in the horizontal plane. In the case of collisions in the vertical plane –such
as those in IP1–, pure skew magnets must be used instead.

Beams 1 and 2 travel typically at a distance ±dx from the centre of the magnets
(x, y) = (0, 0) located in the region where parasitic encounters occur, as shown in
Fig. 2.4. Thus, B1 and B2 see a magnet with an offset dx in their corresponding
reference system and, in consequence, lower-order fields resulting from a process of
feed-down are encountered by their particles. The transformation between the refer-
ence frame of the magnet’s field and the coordinate system of B1 is

x = x1 + dx , y = y1 , and s = s1 . (7.11)

Similarly to Eq. (7.8), this transformation leads to the following relations between the
transverse kicks in both systems:

x′ = x′1 and y′ = y′1 . (7.12)

Therefore, the kick exerted by a normal magnet of order n and length Ln with an
offset dx in the reference system x1–y1 can be written as

{
∆x′1
∆y′1

}
= −

n−1∑
m=0

KN(n)
m Ln
m!

{
Re [(x1 + iy1)m]
Im [(x1 + iy1)m]

}
− KNnLn

n!

{
Re [(x1 + iy1)n]
Im [(x1 + iy1)n]

}
,

(7.13)
where

KN(n)
m

m!
≡ (−1)n−m

KNn
n!

(
n
m

)
dn−mx , (7.14)

with m = 0, 1, 2, . . . , n − 1. The KN(n)
m Ln/m! terms represents the strengths of the

kicks of order m (equivalent to the kicks of 2(m + 1)-pole magnets) coming from the
feed-down of the 2(n + 1)-pole magnet, and can be used to compensate lower-order
components of the BBLR kick. The second term in Eq. (7.13) represent the n-th order
kick of the 2(n + 1)-pole magnet, and can be used to directly compensate the n-th
order of the BBLR expansion.

General formulae for the correction scheme in the two situations above is derived
in the following sections, applying it in each case to the correction of a particular
order of the BBLR kick in the HL-LHC baseline as proof-of-principle. For simplicity,
corrections are illustrated for one beam only (B1), assuming BBLR interactions in one
IP only (namely, IP5, where collisions take place in the horizontal plane). Studies are
conducted using the HLLHCV1.3 optics [35] with a beam energy of 7 TeV, 2.2× 1011

protons per bunch, a normalised emittance of 2.5 µrad, and a bunch spacing of 25 ns.
Under this configuration, 16 parasitic collisions are expected in the regions between
the IP and the left/right separation dipoles D1. A constant BBLR separation at
each parasitic encounter (di = 12σ) is also assumed for all cases. The impact on the
beam stability of the different corrector settings found by means of this technique is
accounted by the reduction or improvement of the dynamic aperture (DA) [96] of the
resulting lattice, estimated by single-particle tracking (106 turns and 10 seeds) using
SixTrack [146] and SixDesk [147].
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7.2.1 Direct compensation with corrector magnets

7.2.1.1 General case

Equating with opposite sign (for compensation) the terms of order n in Eq. (7.9) –the
BBLR kick– and Eq. (7.13) –the magnet– yields to

− KNnLn
n!

{
Re [(x1 + iy1)n]
Im [(x1 + iy1)n]

}
= −

(
(−1)n

Kn

n!

{
Re [(x1 + iy1)n]
Im [(x1 + iy1)n]

})
. (7.15)

Thus, a 2(n+ 1)-pole corrector magnet with strength

KNn =
(−1)n

Ln
Kn , (7.16)

directly compensates the n-th order of a single BBLR kick for both transverse coordi-
nates.

Since multiple parasitic encounters occur at both the left and right of the IP, the
correction above has to be performed separately for the beam-beam contributions on
each side of the IP. Moreover, as the interactions in one side of the IP and the magnet
to compensate them are all located in different points in the machine, an additional
factor has to be taken into account. This scaling factor is a function of the square-root
of the ratios of the transverse betatron functions (u = x, y) at the location of each
of the BBLR sources (βui) and at the corrector magnet (βuc). The strength of the
corrector magnet of order n that compensates the effect of a BBLR kick i of order n
at a given side of the IP is

KNni =
(−1)n

Ln
Kni ·

1

2

[(
βxi
βxc

)n+1
2

+

(
βyi
βyc

)n+1
2

]
, (7.17)

where Kni = Kni(di, σi) is the coefficients of the Taylor expansion given by Eq. (7.5)
for the BBLR kick i (a function of the normalised separation di and beam size σi at
the parasitic encounter). The scaling factor holds when the phase advance between
the locations of the corrector magnet and the beam-beam interaction is small. The
power of the square-root of the ratios of the betatron functions corresponds the order
(increased by one unit) of the BBLR component to be corrected (in this case, the same
order of the magnet). The ratios of the horizontal and vertical betatron functions are
averaged to minimise the beam-beam effects in both transverse coordinates simultane-
ously, and the correction scheme performs optimally when βxc ≈ βyc, as it is the case
in the following examples. The total strength of a corrector magnet that compensates
a series of BBLR kicks is then the sum of the necessary individual corrections for all
parasitic interactions, i.e.

KNn =
∑
i

KNni . (7.18)

7.2.2 Compensation with the feed-down of corrector
magnets

7.2.2.1 General case

Unlike the previous case where compensation of the n-order term of the BBLR kick is
directly achieved with a corrector magnet of the same order, in the following we derive
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a scheme where the BBLR kick is compensated with the feed-down field of a magnet
displaced with respect to the beam. Equating with opposite sign (for compensation)
the terms of order m in Eq. (7.9) –the BBLR component of order m– and Eq. (7.13)
–which represent a 2(m+ 1)-pole magnet resulting from the feed-down of a corrector
magnet of order n with a transverse (horizontal) offset dx of its axis with respect to
the beam– yields to

− KN(n)
m Ln
m!

{
Re [(x1 + iy1)m]
Im [(x1 + iy1)m]

}
= −

(
(−1)m

Km

m!

{
Re [(x1 + iy1)m]
Im [(x1 + iy1)m]

})
. (7.19)

Following a similar procedure than in Section 7.2.1.1, but using in addition Eq. (7.14)
for the strength of the feed-down fields, the necessary strength of the normal corrector
magnet can be easily found. After the inclusion of the sum over all the BBLR inter-
actions and taking into account the average scaling factor discussed before, it is found
for a given side of the IP:

KNn =
(−1)n−m n!(
n
m

)
dxn

n−m Ln

{
(−1)m

∑
i

Kmi

m!
· 1

2

[(
βxi
βxc

)m+1
2

+

(
βyi
βyc

)m+1
2

]}
,

(7.20)
where Kmi = Kmi(di, σi) are the coefficient of the BBLR Taylor expansion given by
Eq. (7.5) for each BBLR encounter i.

The strength of the corrector magnet in Eq. (7.20) can be further adjusted to also
include the compensation of the undesired fields (of the same order than the BBLR)
coming from the feed-down of other corrector magnets of higher order with their own
offsets. Thus, the necessary field strength for the 2(n + 1)-pole corrector of order n
with offset dxn to locally compensate the component of order m of a series of BBLR
kicks i, as well as the kicks of order m from a series of corrector magnets of order p
(p = n+ 2, n+ 4, . . . ) with offsets dxp at a given side of the IP is

KNn =
(−1)n−m n!(
n
m

)
dxn

n−m Ln

{
(−1)m

∑
i

Kmi

m!
· 1

2

[(
βxi
βxc

)m+1
2

+

(
βyi
βyc

)m+1
2

]

−
∑
p

(−1)p−m
KNp
p!

(
p
m

)
dxp

p−m Lp

}
. (7.21)

7.2.2.2 Compensation of the BBLR quadrupolar component with
the feed-down of a sextupole corrector

To illustrate the proposed correction scheme, compensation of the linear components of
the BBLR interactions at each side of the IP using the quadrupolar fields resulting from
the offset of a sextupole corrector at each side of the IP is presented in the following.
The sextupole correctors, located between the second separation dipole (D2) and the
crab cavities of the corresponding left/right side, are assumed to be 1 m in length (thin-
lens approximation). For simplicity, the horizontal offset of the corrector magnet with
respect the orbit is assumed as dx = 1

2
d̄ = 1

2
( 1

16

∑
i di), as it is normally the case due

to the symmetry of the beam crossing. Similarly to the normalised separation d, the
sign of dx inverts on the other side of the IP in the corresponding reference system of
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Figure 7.5. β-beating at zero amplitude of the HL-LHC baseline at the start of the fill before
and after correction of the quadrupolar components of the left and right BBLR encounters
using the feed-down of a sextupole with offset at each side of the IP. In both lattices, only the
BBLR interactions around IP5 are present.
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Figure 7.6. Minimum dynamic aperture (left) and footprint (right) of the lattices in Fig. 7.5.

each beam (see Fig. 2.4). The strength of the sextupolar kicks that compensates the
quadrupolar effects of the BBLR encounters at a each side of the IP are then given by
Eq. (7.20) for n = 2 and m = 1.

Minimisation of the β-beating to almost zero along the entire machine is achieved
in the corrected lattice, as observed in Fig. 7.5. The impact on the beam stability of
the (non-linear) sextupolar fields used for the correction is assessed by their effect on
the minimum DA.2 To perform comparisons, the tunes of the corrected and uncor-
rected lattices are first re-matched to the design tunes without beam-beam, namely
(Qx, Qy) = (62.31, 62.32), using the trim quadrupoles (MQT) before tracking. The
left-hand-side plot of Fig. 7.6 shows the minimum DA as a function of the initial angle
of the tracked particles in the physical space. As observed, the smallest minimum DA

2The minimum DA of all particles at a given angle, and among all seeds.
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is reduced from around 28σ for the lattice without beam-beam to around 10σ once the
BBLR effects are taken into account. Implementation of the proposed correction, how-
ever, does not further degrade the smallest minimum DA significantly. The peak min-
imum DA –which takes place for angles close to 90◦– is, however, slightly lower. The
right-hand-side plot in Fig. 7.6 shows the footprint of the corrected and uncorrected
lattices, as well as the lattice where the parasitic interactions have been neglected. As
expected, the design tunes are recovered once the correction is applied, with residual
horizontal and vertical tune shifts of (∆Qx,∆Qy) = (−6.5× 10−5,+6.5× 10−5).

7.2.2.3 Compensation of the BBLR octupolar component with the
feed-down of a decapole corrector

Contrary to the LHC, the HL-LHC is equipped with decapoles in the triplet region.
Such magnets can then be used to compensate the octupolar component of the BBLR
by profiting of their offset position with respect to the beam orbit. The same technique
than for the previous example is applied on the same uncorrected lattice with BBLR
interactions in both side of one of the main IPs with horizontal crossing. The necessary
strength of the decapole magnets for the correction of the parasitic encounters at each
side of the IP are given by Eq. (7.20) for n = 4 and m = 3. Furthermore, simultaneous
compensation of both the octupolar and quadrupolar components of the BBLR can
be achieved using first a decapole corrector with an offset for the former, and then a
sextupole corrector with an offset (of different magnitude, in general) for the latter.
Due to the offset of the decapolar magnet with respect to the orbit, however, an
additional linear magnetic kick is created. The correction scheme given in Eq. (7.21)
allows for this additional quadrupolar (m = 1) contribution created by the decapole
(p = 4) magnet to be included in the compensation of the linear BBLR kick provided
by the sextupolar (n = 2) corrector.

To illustrate this joint compensation of the BBLR encounters at both sides of the
IP, each pair of corrector magnets is assumed, for simplicity, to be positioned at the
same locations in the corresponding left/right side and thus, to have the same offset
with respect to the beam orbit. Figure 7.7 shows the results achieved by this simul-
taneous correction: first, the β-beating is slightly reduced by the use of the decapole
magnets for the octupolar term of the BBLR; then the inclusion of the sextupolar
magnets for the linear order of the BBLR further reduces the β-beating, reaching
almost zero, in both transverse coordinates along the entire machine.

As expected, the addition of the sextupole correctors also improves the tune-shift,
reducing it to (−6.6× 10−5, 7.1× 10−5) and thus bringing it closer to the design tunes.
This tune-shift can be compared with (3.8× 10−3,−3.7× 10−3), which are the cor-
responding figures found in the lattice with only decapole correctors. A substantial
reduction of the tune spread (footprint) is also observed, as seen in Fig. 7.8. The right-
hand-side plot of Fig. 7.8 shows the reduction of minimum DA in the two corrected
lattices using non-linear magnetic elements. As in the previous examples, the tunes
were first re-matched, in both cases, to the design tunes (62.61, 62.32) to perform the
computation of the DA. The minimum DA is not found to be compromised by the
inclusion of decapolar fields; moreover, in the case of the joint use of decapoles and
sextupoles, the smallest minimum DA remains almost unchanged for most angles, with
only a slight decrease being observed for particles at a large angle. Compensation of
the additional sextupolar field added for the correction on the linear BBLR effects is
necessary to further increase the DA.
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Figure 7.7. β-beating at zero amplitude of the HL-LHC baseline at the start of the fill before
and after correction of the octupolar components of the left and right BBLR encounters using
the feed-down of a decapole with offset at each side of the IP. The quadrupolar components
of both the left and right BBLR encounters and the decapole feed-down are also compensated
using the feed-down of a sextupole with offset at each side of the IP. In the three lattices, only
the BBLR interactions around IP5 are present.
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7.3 Application to the compensation of multipo-
lar components of a beam-beam compensa-
tion wire

Tested with the ATS optics [11, 12] of the LHC in a series of experiments in 2017
and 2018 at top energy [139, 148, 149], each of the beam-beam compensation wires
(BBCWs) consist of a copper wire (around 1 m in length) capable of carrying up to
350 A DC across its round cross-section diameter of 2.48 µm. Each BBCW is powered
by an independent power converter, and it is embedded in the jaws of a tertiary
collimator. The BBCWs run in parallel to the beam that they aim to correct (lying
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Figure 7.9. Reference system for the beam-beam compensation wires acting on B1.

in the same crossing plane used at the IP, between the two beams), and the electrical
current flows in the same direction than the beam.

Let us consider the reference systems xw–yw and x1–y1 centred at the wire and
B1, respectively (see Fig. 7.9). The transverse kicks exerted at a point (xw, yw) by
the magnetic field generated by an electric current Iw flowing in a wire of length Lw

are [49] {
∆x′w
∆y′w

}
= +

qcµ0IwLw

2πmc2
1

r2
w

{
xw
yw

}
. (7.22)

Note the similarity of this expression with Eq. (2.11). Assuming a small round beam,
the equation above can be expanded around a point at a distance dw � σ in the same
horizontal plane. This point coincides with the origin of the coordinate system x1–y1

and thus, the kick exerted by a BBCW on a proton of B1 can be expressed in its own
reference system in the following way:{

∆x′1
∆y′1

}
=

∞∑
n=0

Kw
n

n!

{
(−1)nRe [(x1 + iy1)n]
(−1)n Im [(x1 + iy1)n]

}
, (7.23)

where

Kw
n ≡ (−1)n · qcµ0IwLw

2πmc2

(
n!

dn+1
w

)
. (7.24)

Note also the similarity of these coefficients Kw
n with those in Eq. (7.5), the coefficients

of the BBLR kick expansion. Then, applying the reasoning used in the formalism
for the compensation of the parasitic encounters, the term of a given order of the
multipolar expansion of the wire kick can be compensated directly by the kick of
corrector magnet, or by the kick of a magnetic field generated from the relative offset
of the corrector with the beam.

During wire experiments performed in Machine Development studies in 2018 [150],
the orbit feed-forward was implemented to compensate the dipolar effect of the wire.
Additionally, two quadrupole correctors (Q4 and Q5) close to the corresponding left
and right BBCWs were used to compensate the quadrupolar effects of the wires, with
the necessary magnet strengths being obtained by applying the compensation scheme
described before for the desire order. This correction allowed to reduce the β-beating
and tune shift, and improved the performance of the BBCWs. Measurements were
conducted with a low- and high-intensity beam (B2). By setting up the machine
in a BBLR-dominated regime (the conditions for this are given by the number of
bunches/trains of bunches present in both beams, as detailed in Ref. [139]), the ef-
fect of the BBCWs is directly observed in the variation of the effective cross-section
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Figure 3: Results of the Low Intensity experiment.

Figure 4: Results of the High Intensity experiment.

effective, without showing the usual losses due to the cross-
ing angle reduction (e.g., see B1 in Figure 4). An additional
crossing angle reduction (from 𝜃𝑐/2=140 to 130 𝜇rad) was
performed and, in this case, a moderate degradation of the𝜎eff of the regular bunch was visible. Starting from 10h25,
a partial scan confirmed that the proposed wire currents are
optimal within the tested sets. In the rest of the experiment
the compensation was cycled on and off. The beneficial
effects of the wires was systematically observed. At 12h20,
the compensation using only the IR5 wires was tested, con-
firming that, in this particular experimental setup, the IR5
wires are more effective than the IR1 ones.

High Intensity Experiment
In Figure 4, the evolution of Beam Loss Monitor (BLM)

losses for both beams are shown in the HI configuration, that
is in the compensation compatible with the LHC operational
cycle. Tunes, chromaticity and arc octupole current during
the experiment were set at their operational values (Figure 4).
After having put the trains in collision at 𝜃𝑐/2 = 160 𝜇rad
(11h06) and after a luminosity optimization (11h10), the
B2 losses (red) were larger than the B1 ones (blue). At
11h20 the compensation was switched on and a significant
reduction of the B2 losses was measured. The reproducibil-
ity of this observation was confirmed by switching off and
on the wires. By reducing the 𝜃𝑐/2 to 150 𝜇rad the losses
increased but the ones of B2 were limited by the compen-
sation. By switching off the compensation (11h46), the B2
losses increased significantly and they could be minimized

by powering back the wires. Similar compensation scans
were performed by further reducing the 𝜃𝑐/2 (from 150 to to140 𝜇rad, at 12h05, and from 140 to to 130 𝜇rad, at 12h24).
In all the tested configurations, the beneficial effect of the
wire compensation was systematic and reproducible and a
20-30% reduction of the B2 losses was observed.

CONCLUSIONS
We presented the main results of the experimental cam-

paign of the LHC wire compensation performed during the
last months. For the first time, the effectiveness of the long-
range beam-beam compensation using DCwires was demon-
strated in an operating hadron machine. The wire prototypes
were tested in a variety of configurations showing, in all
of them, their positive impact on the lifetime of the regular
bunches without over-compensating the PACMAN bunches.
After a convenient re-cabling of the prototypes, the compen-
sation was also tested in the LHC operational configuration,
where a reduction of 20-30% of the Beam 2 losses could
be achieved. Following these encouraging results, it was
proposed (i) to use the wires routinely during the next LHC
operation period in the High-Intensity configuration and (ii)
to equip also the Beam 1 with wires by moving two wire
prototypes (L1 and L5) from Beam 2 to Beam 1.
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Figure 4: Results of the High Intensity experiment.
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Figure 7.10. Reduction of the effective cross-section (top) and beam losses (bottom) with the
current of the BBCWs in the low- and high-intensity experiments, respectively. Courtesy of:
G. Sterbini [139].

σeff = −(
∑
i Li)

−1 dN / dt. In an ideal situation, σeff corresponds approximately to
the proton-proton inelastic cross-section (80 mb at 6.5 TeV); this is found indeed to
be closely the case when the BBCWs are acting on the beam, as seen in the results in
Fig. 7.10.

Further numerical studies on the optimisation of the wire compensation for the
HL-LHC are presented in Ref. [151].

"



Chapter 8

Conclusions

In view of the unprecedented levels of pile-up and pile-up density that the experi-
ments will face in the HL-LHC upgrade, a detailed characterisation of these parameters
for the different operational scenarios is extremely important. For this work, continu-
ous studies on the performance of the different HL-LHC scenarios have been conducted
via realistic simulations of their optimum fills, as their corresponding parameters have
evolved. Such simulations are possible thanks to the implementation of a step-based
luminosity levelling at 2 %, and the addition of possible penalty steps to account for
the partial loss of instantaneous luminosity during its use in operation.

A new figure-of-merit, the effective pile-up density ρ̄s, has been proposed as a
means to evaluate the HL-LHC operational scenarios in terms of the expected detector
performance. The concept of effective line pile-up density is based on the event density
defined in Ref. [86], extending it to an integrated average over the fill duration. The
introduction of this parameter is motivated by detector simulations [30, 31] showing
a linear relation of the detector efficiency in the reconstruction of primary vertices
with the local density (and not with the peak pile-up density, as commonly considered
in the past). The computation of an average pile-up density over a fill mirrors the
integrated luminosity as a more interesting figure for the experiments than the peak
instantaneous luminosity at all times. Thus, the effective pile-up density –the main
theoretical contribution of this work– provides a complementary figure-of-merit to the
integrated luminosity to characterise the performance of a given operational scenario:
while the integrated luminosity accounts for the expected amount of data arising from
the bunch collisions, the effective pile-up density provides an insight on the expected
data quality of such collisions.

In order to simulate the optimum physics fill of each of HL-LHC operational sce-
narios and assess their corresponding performance in terms of both figures-of-merit,
a numerical tool –the Levelling program– has been developed. A step-based lumi-
nosity (or peak pile-up density) levelling has been adopted to ensure this parameter
remains within a threshold during the process. The possibility of including penalty
steps with reduced luminosity to account for the necessary time to change between con-
secutive optics and beam realignment has also been added. The effects of luminosity

149
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burn-off, synchrotron radiation, quantum excitation, intrabeam scattering (estimated
via an accurate model, as provided by MAD-X), and crab cavity noise (not studied
in the past), are all taken into account on the evolution of the beam intensity and
emittance. Theoretical derivations for the computation of the luminosity and pile-up-
related quantities arising from the collision of bunches with a q-Gaussian longitudinal
profile –the latest description based on observations in the LHC– were also conducted
and included in Levelling for the more accurate assessment of the figures-of-merit.
Theoretical formulae for the case of bunch collisions with longitudinal time offsets were
also derived and implemented in the code. Together, all the aforementioned consid-
erations allow for a more realistic simulation of a physics fill. Additionally, studies
on the effect of different turn-around time, cross-section for burn-off, partial crabbing,
crab kissing, adaptive crossing, and bunch length gymnastics can also be performed by
Levelling. Lastly, this new software has recently been adapted and used on indepen-
dent fill simulations for the High-Energy LHC (HE-LHC), another possible upgrade
of the LHC [152].

The HL-LHC baseline, the main operational scenario, has been thoroughly studied
with the latest set of parameters which include, in particular, nominal beam energy
of 7 TeV, round optics with β∗ = 15 cm and a full crossing angle of 500 µrad at the
main IPs, partially compensated by two RF crab cavities per beam and per main
IP side, and bunches with a longer bunch length (q-Gaussian RMS bunch length of
7.6 cm, equivalent to a Gaussian RMS bunch length of 9 cm) to ensure single-bunch
stability [100]. Implementation of a q-Gaussian description for the longitudinal bunch
profile allows for a more accurate computation of the virtual luminosity with respect
to previous works, which in turn affects the estimation of the integrated performance
(as well as luminous region and pile-up densities, as the beam evolves in a slightly
different way). In terms of data quantity, it was found that the current baseline
delivers around 262 fb−1 and 325 fb−1 per year for nominal (5.0× 1034 cm−2 s−1) and
ultimate (7.5× 1034 cm−2 s−1) operation, respectively, assuming the current machine
efficiency estimate of 50 % (160 days in physics a year, 145 min and 150 min turn-
around time for nominal and ultimate, respectively). These estimates on the yearly
integrated performance not only meet but surpass the current HL-LHC goals at each
corresponding operation, namely 250 fb−1 and 320 fb−1, necessary to meet 3000 fb−1

and 4000 fb−1 over a period of twelve years. While the pile-up levels at nominal
and ultimate operation of 131 and 200 events per bunch crossing, respectively, are
challenging, they fall within the expected detector capabilities of ATLAS and CMS.
Characterisation of the HL-LHC baseline in terms of data quality finds effective pile-
up densities of 0.80 mm−1 and 1.20 mm−1 for nominal and ultimate levelling; these
figures provide the reference for comparisons with the alternative scenarios.

From simulations, it has been realised that the process of β∗-levelling will require
a large number of optics for the HL-LHC. For the baseline, luminosity steps at 5 %
seem to find a compromise between an affordable number of optics to commission and
operate, and a limited reduction of the delivered integrated luminosity. Sensitivity
studies for the baseline allow to estimate the expected performance with reduced or
increased bunch population, transverse emittance, bunch length, betatron functions,
crossing angle, crabbing ratio at the main IPs, etc. The latest update of the HL-
LHC baseline parameters was driven, in part, by the continuous studies performed in
this work, with the results providing insights on the possible areas for optimisation.
The impact of crab cavity noise on performance, assessed for the first time in this
work, is found to be limited to a loss of around 2 % for the current estimate of the
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induced emittance growth rate of 0.115 µm/h; this comes, however, with a considerable
deviation of the transverse emittance by the end of the fill with respect to the case
without crab cavity noise. Systematic time offsets of ±30 ps –the typical magnitude
expected from RF control estimates– were not found to pose a problem in terms of
integrated performance, as its reduction is found to be negligible up to ±100 ps.

Two possible improvements to the HL-LHC baseline using BBCWs and an adaptive
crossing angle program were also analysed. While the former delivers a 2 % (4 %)
gain on yearly integrated luminosity at nominal (ultimate) operation with a reduced
average local event density by 2 % (5 %), the integrated luminosity sees a more modest
increase of 1 % (2 %), but with a better expected detector efficiency as accounted by
the considerably smaller –by 7 % (11 %)– effective pile-up density. Additionally to
the improved performance, these scenarios aim at mitigating the negative induced
beam-beam effects (with current-carrying wires) or at ensuring beam stability with
a minimum dynamic aperture of 6σ (with adaptive crossing angle). Lastly, as the
LHC machine is envisioned to operate at an ultimate centre-of-mass collision energy of
15 TeV at a later stage in the HL-LHC era, its performance has also been studied. With
the current optics and foreseen longer turn-around times at both levelling operations
(by 5 min, necessary for the extended energy ramp), simulations found that the impact
on performance in terms of both figures-of-merit is not significantly changed with
respect to operation at the nominal energy of 7 TeV, mainly due to the reduced fraction
of compensated crossing angle. By profiting from the reduced normalised emittance at
a higher beam energy, the optics at the main IPs can be further optimised, delivering,
in this case, a slightly increased integrated luminosity and reduced effective pile-up
density. Studies on the feasibility of operation of machine components at 7.5 TeV and
their possible required upgrades are ongoing.

Regarding the alternative scenarios, the use of flat optics, as implemented in the
Flat and 200 MHz scenarios, was found not only to preserve the integrated perfor-
mance, but also to reduce the effective pile-up densities, from which detector efficiency
can profit. The yearly integrated luminosity of the optimum fills of the proposed Flat
scenario (β∗ = 18 cm/7.5 cm, 490 µrad full crossing angle), in fact, surpasses the base-
line by 2 % and 4 % for the nominal and ultimate operation, respectively. It has been
noted, however, that the use of flat optics has yet to be fully tested in operation, and
that the full implications of this operational mode should be thoroughly assessed [123].
While the 200 MHz scenario has a slight loss on integrated luminosity, it constitutes
an attractive operational mode as it minimises the electron cloud effects that could
limit the machine performance [129] while delivering a remarkable 10 % lower effective
pile-up density (due to the large RMS luminous regions coming from longer bunches).
In the case of the 8b+4e filling scheme, another alternative scenario to mitigate pos-
sible electron-cloud effects, the same baseline detector performance can be expected
but it comes with a much larger impact on the yearly integrated luminosity. Finally,
in the event of absent RF crab cavities, the use of flat optics is mandatory to mitigate
the performance loss. The proposed No CCs scenario features β∗ = 31.5 cm/7.5 cm
and a full crossing angle of 410 µrad, and provides a backup operational mode for the
HL-LHC in such event. In this scheme, a reduction of 5 % and 10 % for nominal and
ultimate levelling, respectively, is foreseen, provided a 30 %-higher local pile-up den-
sity can be afforded by the experiments. Despite the performance loss with respect
to the current estimate for the baseline, the goal on integrated luminosity at nominal
levelling is still met even without crab cavities thanks to the new optics and lower
turn-around times. Due to its reduced crossing angle, however, the implementation of
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compensation techniques of BBLR effects might be necessary, with studies on several
approaches (such as the BBCWs) currently ongoing.

First estimates of the impact of emittance blow-up induced by crab cavity noise
show reductions by 1 % to 3 % on the integrated luminosity for all scenarios: the
Flat alternative proves to be the least sensitive scenario, while performance loss for
the baseline is expected in the middle of this range at nominal operation, and at the
maximum of it with ultimate levelling. Therefore mitigation techniques for the effect
of crab cavity noise should be investigated and implemented in operation. Lack of
crabbing in IP1 and IP5, on the other hand, was found to yield a performance loss
of 12 % for the baseline; while the Flat alternative mitigates this figure by half, the
8b+4e and 200 MHz schemes experience a similar or worse impact than the baseline
when crab cavities are absent. Conversely, full availability of crabbing voltage to fully
restore head-on collisions at the main IPs yields to increased integrated luminosities
by a few percent in all scenarios, at the same time that it lowers their corresponding
effective pile-up densities, which translates, in turn, into improved data quality. From
sensitivity studies on the turn-around times, it has been realised that these play a
prominent role on the machine performance: reduction of the turn-around time by
15 min can increase the integrated luminosity by up to 4 %, depending on the oper-
ational scenario. Lastly, studies assuming an 81 mb cross-section for burn-off (that
is, corresponding to the inelastic cross-section exclusively) have provided an overview
of the expected performance of the baseline and alternative scenarios under more op-
timistic conditions –as observed in the LHC– with respect to the more conservative
approach at 111 mb implemented in all simulations.

Although incompatible with the current HL-LHC due to the use of four crab cav-
ities per beam and per main IP side, the crab kissing scheme remains an interesting
study case due to its remarkable low pile-up densities. This scenario has been repro-
duced as originally proposed [86], and further studied by means of the simulation of
its optimum fill for its performance assessment. It has been found that the yearly
integrated luminosity is reduced by 9 % with respect to the original baseline and, in
terms of the new figure-of-merit, the average local event density is 0.51 mm−1, a value
explained by the flatter distribution of the pile-up density at the beginning of the fill.
An updated version adopting the crab kissing scheme (with the rest of the parameters
corresponding to those for the Flat scenario) was also analysed. In this configuration,
the loss on integrated luminosity with respect to the current baseline is reduced to
only 5 %, while delivering the lowest effective pile-up up density among the alternative
scenarios. From these studies, it seems that to achieve a sizeable reduction of the
effective pile-up density, a major hardware component has to be involved, such as a
new 200 MHz RF system or additional crab cavities for crab kissing. Nevertheless,
due to the doubled number of crab cavities in the latter, the effects of cavity noise are
expected to be more serious, possibly compromising the performance.

Studies on several optics and levelling configurations (ranging from 1× 1034 cm−2 s−1

to 2× 1034 cm−2 s−1) for IP8 have also been conducted, proving that operation of
LHCb at high luminosity is feasible. In this work, the cases with β∗ = 1.5 m and
total crossing angles of 130 µrad and 570 µrad with horizontal crossing (for exter-
nal and internal crossing angles with opposite or same polarities, respectively), and
419 µrad (vertical crossing), have been summarised, although more options have been
explored [118]. Depending on the case, yearly integrated luminosities between 41 fb−1

and 62 fb−1 are achievable, with limited loss on the integrated performance of the
two main IPs (1 %–2 %) and negligible impact on the effective pile-up density. These
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figures for the integrated performance at IP8 have to be compared with the current
estimate of 11 fb−1 for the baseline operation of the same IP (namely, β∗ = 3 m with
a full crossing angle of 230 µrad or 770 µrad in the horizontal plane for external and
internal crossing angles with opposite or same polarities, respectively, and levelled
at a constant luminosity of 2× 1033 cm−2 s−1). Gaussian fits for the pile-up densi-
ties around the IP1, IP5, and IP8 in each operational scenario were obtained by the
method of least squares. Results have provided a detailed characterisation of the lu-
minous region associated to the collisions at the IPs, which the ATLAS, CMS, and
LHCb experiments in turn have taken as input for the simulation of the performance
of their corresponding detectors under different (and possibly) extreme configurations,
with the aim of optimising and improving them.

The extensive studies in this work [153] deliver a detailed and updated picture of
the foreseen performance of the HL-LHC under a wide range of operational scenarios
in terms of integrated luminosity and expected data quality from the collisions.

In order to mitigate the possible limitations on the HL-LHC performance or its
protection system, compensation of beam-beam effects by means of local multipolar
magnets have been explored. Studies have centred around the long-range parasitic
interactions, as this correction method can be applied for two beams simultaneously
using the common magnets in the area where they originate. The proposed general
technique aims at the term-by-term compensation of the different orders of the beam-
beam force using kicks of similar order exerted by corrector magnets near the source.
This method profits from the feed-down fields originated due to the offsets between
the axes of the corrector magnets and the beam orbits, and exploits the fact that
2(n + 1)-pole magnets (n = 2, 4, . . . ) have the same effect over same-charge particles
travelling through them in opposite directions. The proposed technique was applied
to the compensation of linear and octupolar components of the beam-beam long-
range (BBLR) force in the HL-LHC baseline using sextupoles and decapoles with
offsets, respectively, as a proof-of-principle. Unlike other compensation methods, this
has the advantage of not relying on additional hardware in the interaction region.
Results showed a successful reduction of the induced β-beating, correction of the tunes
(reduction of the tune shifts), and decrease of the footprint, with a negligible impact on
the minimum dynamic aperture. Further optimisation of the correction of high-order
components of the BBLR force can yield to the improvement of the transverse beam
stability and the increase of dynamic aperture. A modified version of this technique
has been used to derive a compensation for the linear components of the beam-beam
compensation wires, which were then successfully tested in the LHC.
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Appendix A

Longitudinal bunch profiles

In this Appendix, the three density distributions used to describe the
longitudinal bunch profile, namely Gaussian, q-Gaussian, and

super-Gaussian, are presented. The general parameters used to
characterise the distributions are defined first, and they are then applied

to each of the particular distributions.

Let us consider a general density distribution f(s;σ) function of the variable s
and characterised for some parameter σ. The corresponding normalised distribution
F (s;σ) is

F (s;σ) = Af(s;σ) , (A.1)

where

A ≡
(∫ ∞
−∞

f(s;σ) ds
)−1

, (A.2)

is the normalisation factor, that is,
∫∞
−∞ F (s;σ) ds = 1.

A series of useful parameters are commonly used to characterise the density dis-
tribution. The root mean square (RMS) value of the variable s over the normalised
distribution (σs) is defined as

σs ≡

√∫ ∞
−∞

s2F (s;σ) ds . (A.3)

The original distribution can then be written as F (s;σ), that is, in terms of σs instead
of the parameter σ.

Although the RMS value σs is commonly used to describe the bunch length, in
operation, however, the full width at half maximum (FWHM) of the distribution is
used instead due to its relation with the stability threshold for different distributions:

FWHM ≡ s+ − s− , (A.4)
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with s± are the right and left extremes of the distribution at half of its height, that is
s± ≡ F−1

(
1
2

max[F ]
)
, and where F−1 the inverse function of F . For the distributions

of interest, in particular, F (s) is symmetric and centred around s = 0, where it has
its maximum: max [F (s;σs)] = F (0;σs) = A.

A.1 Gaussian distribution

A bunch with a longitudinal Gaussian profile is described by the well-known normalised
Gaussian distribution

%Gs (s) =
1√

2πσsG
exp

(
− s2

2σ2
sG

)
, (A.5)

where σsG , the standard deviation of the particle distribution, defines the Gaussian
RMS bunch length. The FWHM of the bunch profile in Eq. (A.5) is

FWHMG = 2σsG
√

2 ln 2 . (A.6)

A.2 q-Gaussian distribution

The q-Gaussian distribution of interest for the present work is given by

%qGs (s) =
1

µσqG

(
1− 4s2

σ2
qG

)n
, with n =

5

2
, (A.7)

for a parameter σqG, and

µ ≡ 5π

32
. (A.8)

In particular, the case σqG = λσsG where

λ ≡ 2

(
2 ln 2

1− 2−2/5

)1/2

, (A.9)

ensures that the FWHM of the q-Gaussian distribution is identical to the Gaussian
FWHM:

FWHMqG = FWHMG . (A.10)

This yields to the following relation between their corresponding RMS values:

σsqG =
1√
32
λσsG , (A.11)

in terms of which the distribution in Eq. (A.7) can be rewritten as follows:

%qGs (s) =

√
32

5πσsqG

(
1− s2

8σ2
sqG

)5/2

. (A.12)

A Gaussian density with an RMS bunch length1 of σsG = 9 cm (the HL-LHC
baseline) and a q-Gaussian density with RMS bunch length of σsqG = 7.6 cm are said

1Another common convention is to express the bunch length as 4σ in units of time, that
is, τ4σ [s] = 4σ [m]/c; e.g. for a Gaussian RMS bunch length of 9 cm, τ4σ = 1.2 ns.
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Figure A.1. Longitudinal bunch profiles.

to be equivalent in the sense that the FWHM of both distribution is the same, namely,
21.2 cm. From observations, the q-Gaussian distribution (Fig. A.1) better describes
the longitudinal bunch profiles in the LHC, as the particle population concentrates
mostly in the centre of the bunch rather than in the tails (depending on n).

The distribution in Eq. (A.7) is a particular case of the general Tsallis q-Gaussian
distribution [154]

f(s) =

√
βq

Cq
eq[−βq(s− µq)2] , (A.13)

where the mean µq, deformation parameter qq, and scale parameter βq take the fol-
lowing values:

µq = 0 , q =
3

5
, and βq =

10

σqG2
; (A.14)

the q-exponential function eq(s) and the normalisation factor Cq are given, in general,
by

eq(s) =


exp(x) if q = 1

[ 1 + (1− q) s ]
1

1−q if q 6= 1 and 1 + (1− q) s > 0

0
1

1−q if q 6= 1 and 1 + (1− q) s ≤ 0

, (A.15)

and

Cq =


2
√
π Γ
(

1
1−q

)
(3−q)

√
1−q Γ

(
3−q

2(1−q)

) for −∞ < q < 1

√
π for q = 1
√
π Γ
(

3−q
2(q−1)

)
√
q−1 Γ

(
1
q−1

) for 1 < q < 3

, (A.16)

respectively.
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A.3 Super-Gaussian distribution

There are several common definitions for the super-Gaussian function of order n, for
example [138]:

f(s) = f0 exp

[
−
(
s2

2σ2
0

)n]
, and f(s) = f0 exp

[
−2

(
s

σ0

)n]
, (A.17)

for a given parameter σ0. In this work, the general super-Gaussian distribution of
order n is defined by

f(s) = f0 exp

(
− sn

2σn0

)
, (A.18)

for a given parameter σ0 and where f0 is the normalisation factor. In particular, the
case with n = 4 is of special interest, i.e.

%SGs (s) =
1

νσSG
exp

(
− s4

2σ4
SG

)
, (A.19)

for a given parameter σSG and where

ν ≡ 2−3/4Γ
(

1
4

)
= 25/4Γ

(
5
4

)
, (A.20)

as this distribution optimises the peak pile-up line density for operation with crab
kissing (Section 6.5). Unlike the Gaussian and q-Gaussian densities, the particle pop-
ulation in a bunch with super-Gaussian longitudinal profile is more evenly distributed
around the centre (Fig. A.1). The relation between the super-Gaussian and the Gaus-
sian distributions is, by construction, via equal RMS bunch lengths,

σsSG = σsG . (A.21)

This relation is ensured when σSG = κσsG , where

κ ≡

(
1√
2

Γ
(

1
4

)
Γ
(

3
4

))1/2

, (A.22)

and thus Eq. (A.19) can then be rewritten as

%SGs (s) =
1

ν(κσsSG)
exp

(
− s4

2(κσsSG)4

)
. (A.23)

The FWHM of the super-Gaussian profile differs, in this case, from the Gaussian. The
full characterisation of the three distributions of interest is summarised in Table A.1.
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