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Abstract

Recent measurements of top quark pair production cross section and triple-
differential cross section for the Drell-Yan process, which are performed at the
LHC, are studied using Hessian profiling technique to obtain their impact on
the parton distribution functions (PDFs). It is explained how the Hessian
profiling method may be used to assess the impact of these new data on
PDFs and consequently on their predictions. We discuss issues observed
with xFitter and the solutions we come up with. We establish the first
comparison between the new software package, ePump (error PDF Updating
Method Package) and xFitter. Special care is given to discuss the potential
of each programs and the assumptions made of this theoretical framework
compared to a treatment by the full global-analysis program.
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related uncertainties of xuv, xdv, xΣ and xs extracted from
CT14 PDFs. The results obtained after the profiling pro-
cedure e.g., adding the mtt̄ and ytt̄ spectra from di-lepton,
compared with corresponding same features before profiling.
Newly added top quark data constrained distributions of δxΣ/xΣ
and xs/xs. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

A.3 The parton distribution of xuv, xdv, xū, xū, xΣ, xs and the
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Chapter 1

Introduction

The determination of the quark and gluon structure of the proton is a central
component of the precision phenomenology program at the Large Hadron
Collider (LHC). This internal structure is quantified in the collinear QCD
factorisation framework by the Parton Distribution Functions (PDFs), which
encode the information related to the momentum distribution of quarks and
gluons within the proton. Being driven by lowscale nonperturbative dynam-
ics, PDFs cannot be computed from first principles, at least with current
technology, and therefore they need to be determined using experimental
data. Most of these data come from legacy experiments, such as Deep Inelas-
tic Scattering (DIS) experiments, various fixed target hadron experiments,
and the Fermilab Tevatron collider. LHC experimental results are beginning
to be used in global PDF fits, and in the coming decades new knowledge
of PDFs will come from measurements at ATLAS, CMS, and LHCb. This
global QCD analysis program involves combining the most PDF-sensitive
data and the highest precision QCD and electroweak calculations available
within a statistically robust fitting methodology. See Ref. [1].

PDFs parametrise the unknown non-perturbative dynamics of the proton.
As a universal property of protons, the PDFs may be determined from avail-
able experimental data and then applied in the calculation of predictions for
other experiments, therefore making the application of QCD in hadron col-
lisions into a predictive theory which may be tested via comparison to data
(see chapter 3).

This report is motivated by the fact that the recent years have seen a num-
ber of important breakthroughs in our understanding of the quark and gluon
structure of the proton. To begin with, the impressive recent progress in
NNLO QCD calculations has now made it possible to include essentially all
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relevant collider cross sections consistently into a NNLO global analysis, from
top quark differential distributions [2] to inclusive jets [3] and dijets [4], iso-
lated photons [5], and the pT distribution of Z bosons [6, 7]. There has also
been a recent explosion in the number of tools available for PDF studies, from
the open-source fitting framework xFitter [8] to new fast (N)NLO interfaces
and public codes for the PDF evolution [9, 10] and the efficient calculation
of hadronic cross sections [11] and recently, ePump [14].

Constraining PDFs and their uncertainties is now an intense research pro-
gram. The systematic uncertainty in the PDF models arises from the 1)
experimental uncertainties of the input data used in a global fit, 2) any
theoretical assumptions made by the fitting groups, and/or 3) the chosen pa-
rameterizations characterizing the functional forms of the PDFs themselves.

In order to obtain the most comprehensive PDF constraints, different the-
oretical groups perform the global QCD fits of the experimental data. To
study the impact of new experimental measurements, one can perform a
QCD global analysis by including the new data to the base data. To esti-
mate the impact of new experimental measurements on the PDFs, we can use
the approximate methods that can be used instead of a complete QCD fit,
as an alternative approach. In this regard, one can use the Bayesian Monte
Carlo reweighting and Hessian profiling techniques [13], as the approximate
methods.

The goal of this report is to find the impact of the new measurements of
the production cross section of the top quark pair (tt̄) [12] on the modern
CT14 PDF sets (see section 3.5.2) using the Hessian profiling technique[13],
without performing a complete baseline global PDF fit. In this report, the
QCD analysis is performed based on xFitter open source framework [8] and
ePump [14]. The ePump package is not a substitute for full global fitting,
but can be used as a tool to probe the effects of new data. The recent top
quark production data which are not included in the main xFitter and ePump
packages are added.

The focus of this report is to show the new top quark data can be used to
constrain the PDFs (especially in the central value) and uncertainties or both
for the s-quark and gluon PDFs at the large-x using xFitter and ePump [14],
and a comparison of these two packages is shown for the first time. We will
also shed light on the impact of Drell-Yan (ZD3) data on PDFs using xFitter
package but no comparison with ePump packages is made for this case.
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This report is arranged as follows. In chapter 2, a brief description of the
LHC collider and the ATLAS detector. In chapter 3 we shall provide a
concise discussion of the theoretical structure of parton distributions, where
they arise in the calculation of DIS cross-sections and further theoretical
background relevant to the reliable determination of PDFs from experimen-
tal data. Also, a brief review of the Hessian profiling method is described.
Chapter 4 describes the two packages used in analysis. In chapter 5, the data
samples and the theoretical calculation and tools of the present analysis are
explained. Finally, the results obtained in the paper are summarized in chap-
ter 6, where the comparison of xFitter and ePump is shown. A summary of
the manuscript is presented in chapter 7.
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Chapter 2

LHC and ATLAS detector

2.1 The Large Hadron Collider

The LHC is a super-conducting accelerator and collider installed in a 27 km
long circular tunnel that is buried 100 m underground. The LHC is located
at the European Organization for Nuclear Research (CERN). It sits across
the border of France and Switzerland, near the city of Geneva. A diagram of
the LHC is shown in Fig. 2.1. The tunnel was originally constructed between
1984 and 1989 for the CERN LEP machine.

The LHC collides protons at four locations along the ring of the machine,
corresponding to the location of the four LHC experiments: ALICE, ATLAS,
CMS, and LHCb. Inside the LHC, beams of protons travel in opposite direc-
tions in separate beam pipes. They are guided around the accelerator ring
by a strong magnetic field, achieved with super-conducting magnets. The
LHC is designed to produce collisions with a center of mass energy of up to√
s = 14 TeV.

The LHC is only the final stage in a series of machines used to accelerate the
protons to increasingly higher energies. Protons, obtained from hydrogen
atoms, begin the chain in a linear accelerator called Linac 2. The Linac 2
accelerates the protons to 50 MeV. The protons are then injected in to the
Proton Synchrotron (PS) Booster, which accelerates them to 1.4 GeV. After
the PS Booster, the protons are sent to the PS where they are accelerated
to 25 GeV. They are then sent to the Super PS (SPS) where they are ac-
celerated to 450 GeV. They are finally injected into the LHC where they
are accelerated to their final energy. Under normal operating conditions, the
colliding beams will circulate for many hours at a time (Fig. 2.1).
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Figure 2.1: Overview of the CERN accelerator complex.

As a consequence of the acceleration scheme, the proton beams circulate the
ring in bunches. Under nominal operating conditions, each proton beam
has 2808 bunches, with each bunch containing about 1011 protons. These
bunches are a few centimeters long and about 16 µm wide when they collide.
As a result, each bunch crossing produces many pp interactions. The 2012
running had as many as 30 interactions per bunch crossing (Fig. 2.2).

2.1.1 LHC performance

The other important characteristic of the LHC data is the luminosity. The
luminosity is proportional to the number of collisions produced by the accel-
erator:

Nevents = L × σ . (2.1)

The rate of interactions (Rinel) is related to the inelastic cross section of the
proton–proton collision(σinel), and the luminosity can be expressed as [16] :

L =
Rinel

σinel

. (2.2)
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Figure 2.2: (a) Cumulative luminosity versus day for 2011 − 2018 delivered
to ATLAS during stable beams for high energy pp collisions [15]. (b) Mean
number of interactions per bunch crossing, showing the 13 TeV data from
2015− 2018 [15]

The rate can be related to the average number of inelastic interactions per
bunch crossing (µ), the number of bunches per ring (kb) and the revolution
frequency (frev):

L =
µfrevkb
σinel

. (2.3)

The luminosity is the quality factor for colliders, measuring the intensity of
the beam, and can be written in terms of the accelerator parameters:

L =
N 2

b frevkbγ

4πεnβ∗
F , (2.4)

where :

• Nb the number of protons per bunch (∼ 1011),

• kb is the number of bunch per beam (2808),

• γ relativistic factor,

• εn the normalized transverse beam emittance - characterizes its spread
in coordinate and momentum phase space,

• the beta-function at the interaction point, determined by the magnets
configuration,
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• β∗ the beta-function at the interaction point, determined by the mag-
nets configuration,

• F is the geometric luminosity reduction factor due to the crossing angle
at the interaction point.

2.1.2 The LHC upgrade plan

The LHC baseline program until 2025 is shown schematically in Fig. 2.3.
After entering into the nominal energy regime of 1314 TeV centre-of-mass
energy in 2015, it is expected that the LHC will reach the design luminosity
of 1×1034 cm−2s−1. This peak value should give a total integrated luminosity
of about 40 fb−1 per year. In the period 2015-2022 the LHC will hopefully
further increase the peak luminosity. Margins in the design of the nominal
LHC are expected to allow, in principle, about two times the nominal design
performance. The baseline program for the next ten years is depicted in
Fig. 2.3, while Fig. 2.4 shows the possible evolution of peak and integrated
luminosity.

Figure 2.3: LHC baseline plan for the next decade and beyond showing the
energy of the collisions (upper red line) and luminosity (lower green lines).
The first long shutdown (LS1) in 2013-2014 allowed the design parameters of
beam energy and luminosity to be reached. The second long shutdown (LS2)
in 2019-2020, consolidates luminosity and reliability as well as the upgrading
of the LHC injectors. After LS3, 2023-2025, the machine will be in the High
Luminosity configuration (HL-LHC).

The main objective of the High Luminosity LHC (HL-LHC) design study
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was to determine a set of beam parameters and the hardware configuration
that will enable the LHC to reach the following targets:

• A peak luminosity of 5× 1034 cm−2s−1, with levelling, allowing:

• An integrated luminosity of 250 fb−1 per year with the goal of 3000 fb−1

in about a dozen years after the upgrade. This integrated luminosity is
about ten times the expected luminosity reach of the first twelve years
of the LHC lifetime.

The overarching goals are the installation of the main hardware for the HL-
LHC and the commissioning of the new machine configuration during LS3,
scheduled for 2023-2025, while taking all actions to assure a high efficiency
in operation until 2035.

Figure 2.4: LHC luminosity plan for the next decade, both peak (red dots)
and integrated (blue line). Main shutdown periods are indicated.

2.2 ATLAS detector

The ATLAS (A Toroidal LHC ApparatuS) experiment (Fig. 2.5) [17] is a
multipurpose particle detector with a forward-backward symmetric cylindri-
cal geometry. It consists of an inner tracking detector surrounded by a thin
superconducting solenoid, electromagnetic and hadronic calorimeters, and a
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Figure 2.5: The ATLAS detector.

muon spectrometer incorporating three large super-conducting toroid mag-
nets.
The inner detector (ID) is the innermost part of the ATLAS detector used
to reconstruct the primary and secondary vertices, and charged 3 particle
tracks with high efficiencies over the pseudorapidity range of || < 2.5. It
consists of three sub-components all present in a magnetic field parallel to
the beam axis: pixel detector (Pixel), semiconductor tracker (SCT), and
transition radiation tracker (TRT), each of which is comprised of a barrel
and two endcaps (see Fig.2.6)

Figure 2.6: The inner-detector system (ID).

The calorimeter system (Fig. 2.7) covers the pseudorapidity range |η| < 4.9.
Within the region |η| < 3.2, electromagnetic (EM) calorimetry is provided
by high-granularity lead/liquid-argon (LAr) calorimeters, with an additional
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thin LAr presampler covering |η| < 1.8 to correct for upstream energy-loss
fluctuations. The EM calorimeter is divided into a barrel section covering
|η| < 1.475 and two endcap sections covering 1.375 < |η| < 3.2. For |η| < 2.5
it is divided into three layers in depth, which are finely segmented in η and
φ.

Figure 2.7: The ATLAS calorimeter.

Hadronic calorimetry (Fig. 2.7) is provided by a steel/scintillator-tile calorime-
ter, segmented into three barrel structures within |η| < 1.7 and two cop-
per/LAr hadronic endcap calorimeters covering 1.5 < |η| < 3.2. The solid-
angle coverage is completed with forward copper/LAr and tungsten/LAr
calorimeter modules in 3.1 < |η| < 4.9, optimized for electromagnetic and
hadronic measurements, respectively.

The muon spectrometer (MS) (Fig. 2.8) comprises separate trigger and high-
precision tracking chambers measuring the deflection of muons in a magnetic
field generated by superconducting air-core toroids. The precision chamber
system covers the region |η| < 2.7 with three layers of monitored drift tubes,
complemented by cathode strip chambers in the forward region. The muon
trigger system covers the range |η| < 2.4 with resistive plate chambers in the
barrel, and thin gap chambers in the endcap regions. A three-level trigger
system is used to select events for offline analysis [18]. The level-1 trigger is
implemented in hardware and uses a subset of detector information to reduce
the event rate to a design value of at most 75 kHz. This is followed by two
software-based trigger levels which together reduce the event rate to about
300 Hz.
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Figure 2.8: The muon spectrometer (MS).
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Chapter 3

Parton distribution functions

The quarks inside the proton will interact with each other through the ex-
change of gluons. The dynamics of this interacting system will result in a
distribution of quark momenta within the proton. These distributions are
expressed in terms of PDFs.

Parton distributions are one of the central pillars of perturbative QCD, fac-
torizing as they do the perturbatively incalculable long distance dynamics
present in calculations involving hadronic initial states. Combined with the
perturbative description of the short-distance cross-section what could seem
at first a hopeless situation is alleviated, and QCD becomes a predictive and
useful theory when applied to hadronic scattering.

In this chapter a brief overview of how PDFs arise in QCD calculations will
be presented. We shall explore the prototypical example of the DIS of leptons
off a hadronic target, first in the naive parton model arising before the advent
of QCD and then with the QCD-improved parton model which allows for an
excellent description of DIS measurements across a wide range of hard scales.

The treatment of heavy quarks in parton distributions is a particularly del-
icate issue and therefore will also be discussed here. Finally there will be
some exploration of the general properties of parton distributions in order to
provide a summary of the available theoretical constraints upon PDFs.
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3.1 Partons in deep inelastic scattering

We shall begin by introducing PDFs as they arise in the early parton model.
The model was originally introduced by Feynman and Bjorken [19, 20] in
the late 1960s in an effort to understand the scattering behavior of hadronic
states and successfully describes many properties observed in early deep in-
elastic scattering experiments.

In this process, a charged lepton l probes a proton P by the exchange of
a gauge boson. For simplicity we shall describe here the neutral current
process where a photon is exchanged. In the inelastic regime where the
momentum transfer to the target proton is large, the proton does not survive
the scattering process and fragments into an arbitrary hadronic final state
X. The process l(k)+P (p)→ l(k′)+X is illustrated at tree level in Fig. 3.1.

Figure 3.1: Deep inelastic scattering of a charged lepton off a proton target.

Kinematic variables for inelastic scattering:

In this system we can define the following standard DIS kinematic variables.

The hadronic final state resulting from the break-up of the proton usu-
ally consists of many particles. The invariant mass of this hadronic sys-
tem,denoted W, depends on the four momentum of virtual photon,

W 2 = −(P + q)2 , (3.1)
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where Q2 denotes the momentum transfer from the electron to the target
proton,

Q2 = −q2 , (3.2)

when writing in term of four-momenta of the initial and final state electrons:

Q2 = −(k − k′)2 . (3.3)

In inelastic scattering, the energies are sufficiently high that the electron
mass can be neglected and therefore, to a very good approximation:

Q2 = 4E(k)E(k′) sin2

(
θ

2

)
. (3.4)

Bjorken x

It is a Lorentz-invariant dimensionless quantity,

x =
Q2

2P · q
. (3.5)

The range of possible values of x can be found by writing the four-momentum
of the hadronic system in terms of that of the virtual photon,

x =
Q2

Q2 +W 2 −m2
p

. (3.6)

Because there are three valence quarks in the proton, and quarks and anti-
quarks can be produced together only in pairs, the hadronic final state in an
inelastic scattering process must include at least one baryon (qqq). Conse-
quently, the invariant mass of the final-stat hadronic system is always greater
than the mass of the proton (which is the lightest baryon), thus

W 2 ≥ m2
p .

Also since Q2 ≥ 0, the relation of (3.6) implies that x is always in the range:

0 ≤ x ≤ 1 . (3.7)

The value of x expresses the “elasticity” of the scattering process. The
extreme case of x = 1 is equivalent to W 2 = m2

p, and therefore corresponds
to elastic scattering.

y and ν
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A second dimensionless Lorentz-invariant quantity, the inelasticity y, is de-
fined as:

y =
k′ · q
k′ · k

. (3.8)

In the frame where the proton is at rest, k′ = (mp, 0, 0, 0), the momenta of
the initial-state lepton, the final-state lepton and the virtual photon can be
written as

k = (Ek, 0, 0, 0), k′ = (Ek′ , Ek′ sin θ, 0, Ek′ cos θ) and q = (Ek − Ek′ , ~pk − ~pk′)

and therefore

y = 1− Ek′

Ek
, (3.9)

hence y can be identified as the fractional energy lost by the electron in the
scattering process in the frame where the proton is initially at rest. In this
frame, the energy of the final stat hadronic system is always greater than the
energy of the initial-state proton, EW ≥ mp, which implies the initial-state
lepton must lose energy. Consequently, y is constrained to be in the range:

0 ≤ y ≤ 1 . (3.10)

Sometimes it is more convenient to work in terms of energies, rather than
the fractional energy loss described by y. In this case the related quantity

ν =
P · q
mp

(3.11)

is often used. In the frame where the initial-state proton is at rest,

ν = Ek − Ek′ (3.12)

is simply the energy lost by the initial-state lepton.

Relationship between kinematic variables

For a given centre-of-mass energy s, the kinematics of inelastic scattering
are fully defined by specifying two independent observable which are usually
chosen to be two of Lorentz-invariant quantities, Q2, x, y and ν. Provide
the chosen quantities are independent, the other two quantities then can be
determined through the relations that follow from the definitions,

Q2 = −q2, x =
Q2

2P · q
, y =

k′ · q
k′ · k

, ν =
P · q
mp

. (3.13)
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For example, it immediately can be seen that x is related to Q2 and ν by:

x =
Q2

2mp · ν
. (3.14)

Furthermore, for a fixed centre-mass-energy,

s = (k + P )2 = k2 + P 2 + 2k2P 2 = 2k2P 2 +m2
p +m2

k . (3.15)

Since m2
k << m2

p, to a good approximation,

2k · P ' s−m2
p , (3.16)

and then from the definitions of (3.13), it can be seen that Q2 is related to
x and y by:

Q2 = (s−m2
p)xy . (3.17)

Hence, for a fixed centre-of-mass energy, the kinematics of inelastic scattering
can be described by any two of the Lorentz-invariant quantities x, Q2, y and
ν, with the exception of y and ν, which are not independent.

3.1.1 QCD factorization in DIS

The large virtuality Q of the gauge boson, Q� λQCD, ensures that the pro-
cess can be described within the perturbative QCD factorization framework
in terms of coefficient functions and parton distributions, as we show below.

As discussed in the previous section, only two of the variables in (3.13) are
independent, and therefore differential cross sections in DIS are measured
for instance as a function of (x,Q2) or (x, y). Using Lorentz invariance and
kinematic arguments, it can be shown that the DIS cross sections can be ex-
pressed in terms of a series of independent “structure functions” that describe
the dynamics of the interaction between the gauge boson and the incoming
hadron. In the neutral current (NC) case, that is, where either a virtual
photon γ∗ or a Z boson is exchanged, the DIS differential cross section for
a charged lepton l± scattering off a proton can be decomposed in terms of
structure functions as follows:

d2σNC,l±(x, y,Q2)

dxdQ2
=

2πα2

xQ4
[ Y+F

NC
2 (x,Q2)∓ Y−xFNC

3 (x,Q2)

−y2FNC
L (x,Q2)] (3.18)

where we defined
Y± = 1± (1− y) . (3.19)
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In most cases, experimental measurements are given in terms of a reduced
cross section, defined as,

σ̃NC,l±(x, y,Q2) =

[
2πα2

xQ4
Y+

]−1
d2σNC,l±(x, y,Q2)

dxdQ2
, (3.20)

which is more closely related to the dominant structure function F2(x,Q2,
and thus to the underlying PDFs of the proton.

In the case of charged current (CC) DIS, when neutrinos are used as pro-
jectiles or when the incoming charged leptons interact with the proton by
means of the exchange of a charged weak gauge boson W±, the differential
cross sections are given by:

d2σCC,l±(x, y,Q2)

dxdQ2
=

G2
F

4πx

(
M2

W

M2
W +Q2

)2

(3.21)

× 1

2

[
Y+F

CC
2 (x,Q2)∓ Y−xFCC

3 (x,Q2)− y2FCC
L (x,Q2)

]
which is generally rescaled to define a reduced cross section:

σ̃CC,l±(x, y,Q2) =

[
G2
F

4πx

(
M2

2

M2
W +Q2

)2
]−1

d2σCC,l±(x, y,Q2)

dxdQ2
, (3.22)

similarly to the NC case. In (3.21) and (3.22), l± labels either the incoming
or outgoing charged lepton.

According to the QCD factorization theorem, the general expression for the
DIS structure functions can be written schematically as

F (x,Q2) = x

∫ 1

x

dy

y

∑
i

Ci

(
x

y
, αs(µR

)
, µF , Q)fi(y, µF ) , (3.23)

where the Ci are known as the coefficient functions, fi(y, µF ) are the PDFs,
and µF (µR) are the factorization (renormalization) scales, typically set to
µF = µR = Q. The coefficient functions represent the cross section for the
partonic scattering process qi + γ∗ → X, and can be computed in perturba-
tion theory as a series expansion in the strong coupling αs, as well as in the
electroweak coupling αw if these corrections are included.

While the coefficient functions encode the short distance dynamics of the
parton-boson collision, the PDFs are instead determined by long distance
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non-perturbative QCD dynamics, and so cannot be computed using pertur-
bative methods. On the other hand, the crucial factorization property of
(3.23) is that while the coefficient functions (or in general the partonic cross
sections) are process dependent, the PDFs themselves are universal. This
allows us to parameterize and extract the PDFs from a global anal-
ysis of hard scattering measurements. These can then be used to
make predictions for other PDFdependent processes.

3.1.2 QCD factorization in hadronic collisions

In a similar way to the DIS structure functions for electronproton collisions,
the production cross sections in proton-proton collisions can be factorized in
terms of the convolution between two universal PDFs and a processdependent
partonic cross section. For example, the Drell-Yan production cross section,
σDY(pp→ l+l− +X), can be expressed [21, 22] as:

d2σDY(y,Q2, µ2
R, µ

2
F )

dydQ2
=

∑
a,b=q,q̃,g

∫ 1

τ1

dx1fa(x1, µ
2
F ) (3.24)

∫ 1

τ2

dx2fb(x2, µ
2
F )
d2σ̂DY

ab (x1, x2, y, Q
2, µ2

R, µ
2
F )

dydQ2

where y and Q2 are the rapidity and invariant mass squared of the lepton
pair, and s is the centre-of-mass energy of the two incoming protons, while
µF (µR) are the factorization (renormalization) scales. The lower integration
limits are τ1,2 =

√
Q2/se±y. The partonic cross sections that appear in (3.24)

can be computed as a perturbative expansion in αs:

d2σ̂DY
ab

dydQ2
(x1, x2, y, Q

2, µ2
R, µ

2
F ) =

∞∑
n=0

(
αs(µ

2
R)

2π

)n
d2σ̂(n)DY

ab

dydQ2
. (3.25)

From (3.24) we observe that the definition of the PDFs, once perturbative
QCD corrections are accounted for, requires the introduction of a factoriza-
tion scale µF , below which additional collinear emissions are absorbed into
a PDF redefinition. To all orders, the physical cross section, as a product
of the PDFs and partonic cross section, is independent of the choice of the
factorization scale. However, at any fixed order in the perturbative series,
there will be some sensitivity due to the missing higher orders,
which can be minimized by choosing a suitable value of µF so as to
maintain a better convergence of the series. In Drell-Yan production,
the conventional scale choice is µF = Q2, namely the invariant mass of the
dilepton pair.
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3.1.3 The DGLAP evolution equations

As discussed above, the PDFs depend on two variables: the Bjorken
variable x, which at leading order can be identified with the momentum
fraction carried by the considered parton, and the scale Q2, which in DIS
corresponds to the virtuality of the exchanged gauge boson. While the
dependence of the PDFs on x is determined by non-perturbative dynamics,
and therefore cannot be computed perturbatively, the situation is different
for the Q2 variable. Here, the Q2 dependence of the PDFs is introduced
when higher-order initial-state collinear singularities of the partonic cross
section are regularised by means of a PDF redefinition. Such singularities
arise from universal long-distance QCD dynamics, and therefore are process-
independent.

For this reason, the Q2 dependence of the PDFs can be computed in QCD
perturbation theory up to any given order. This dependence is determined
by a series of integro-differential equations, known as the Dokshitzer-Gribov-
Lipatov-Altarelli-Parisi (DGLAP) evolution equations [23, 24], which have
the generic form:

Q2 ∂

∂Q2
fi(x,Q

2) =
∑
j

Pij(x, αs(Q
2))⊗ fj(x,Q2) , (3.26)

where Pij(x, αs(Q
2)) are the Altarelli-Parisi splitting functions, which can be

computed in perturbation theory:

Pij(x, αs(Q
2)) =

∑
n=0

(
αs(Q

2)

2π

)n+1

P
(n)
ij (x), (3.27)

and where ⊗ denotes the convolution:

f(x)⊗ g(x) =

∫ 1

x

dy

y
f(y)g(

x

y
) (3.28)

which appears ubiquitously in QCD calculations. The splitting functions
(3.27) depend on the type of initial and final state parton that is involved in

19



the splitting. At leading order, the DGLAP splitting functions are given by

Pqq =
4

3

[
1 + x2

(1− x)+

+
3

2
δ(1− x)

]
, (3.29)

Pqg =
1

2

[
x2 + (1− x2)

]
, (3.30)

Pgq =
4

3

[
1 + (1− x)2

x

]
, (3.31)

Pgg = 6

[
1− x
x

+ x(x− 1) +
x

(1− x)+

+
33− 3nf

6
δ(1− x)

]
.(3.32)

Note that both Pgg and Pqg have a singularity at x = 0: this fact is respon-
sible for the rapid growth at small x of the gluons and consequently of the
sea quarks in this region. The overall coefficients of the splitting functions
are related to the QCD color factors. Some splitting functions exhibit an
apparent singularity at x = 1, which cancels against those due to virtual
corrections and is regularized by means of the plus prescriptions, defined as:∫ 1

0

dxf(x)

[
1

1− x

]
+

=

∫ 1

0

dx(f(x)− f(1))

[
1

1− x

]
. (3.33)

The structure of the DGLAP evolution equations is significantly simplified if
we use specific linear combinations of PDFs. For instance, below the charm
threshold, where there are only nf = 3 active quarks flavours, the following
combination:

Σ(x,Q2) ≡
nf∑
n=i

(qi + q̄i)(x,Q
2) , (3.34)

T3(x,Q2) ≡ (u+ ū− d− d̄)(x,Q2) , (3.35)

T8(x,Q2) ≡ (u+ ū− d− d̄− 2(s+ s̄))(x,Q2) , (3.36)

V (x,Q2) ≡
nf∑
n=i

(qi − q̄i)(x,Q2) , (3.37)

V3(x,Q2) ≡ (u− ū− d+ d̄)(x,Q2) , (3.38)

V8(x,Q2) ≡ (u+ ū+ d− d̄− 2(s− s̄))(x,Q2) . (3.39)

Several public codes implement the numerical solution of the DGLAP equa-
tions, with the HOPPET [25], APFEL [26] and QCDNUM [27] codes using
x-space methods, while the PEGASUS [28] code performs the evolution in
Mellin (moment). These codes have undergone detailed benchmarking stud-
ies, with agreement at the level of O(105) or better being found [29, 30].
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3.2 Treatment of heavy quarks

In the QCD parton model, the assumption that all the quarks contributing
in the theory are massless is made, an approximation that becomes increas-
ingly untenable when investigating scattering processes with a hard scale
approaching a quarks physical mass. A careful treatment of terms depending
on quark masses is therefore vital for making theoretical predictions to a
data set that spans heavy quark mass thresholds.

Dealing with heavy quark mass effects is a delicate issue in that different
treatments generally have different regions of applicability. The specific
combination of approaches to quark masses used when confronting a data
set with a broad reach in hard scale is known as a heavy quark scheme,
although not necessarily in the spirit of factorization or renormalization
schemes as the choice often lies in the particulars of the approximation
rather than in some arbitrary shuffling of parameters. A heavy quark scheme
choice can therefore potentially lead to differences with alternative calcu-
lations that do not in principle vanish in the limit of an all-orders calculation.

The space of heavy quark renormalization schemes is bounded by two
regimes where the treatment is fairly simple, the fixed flavour number
scheme (FFNS) and the zero-mass variable flavour number scheme (ZM-
VFNS). The remaining schemes, known as general-mass variable flavour
number schemes (GM-VFNS) aim to interpolate between the FFNS and
ZM-VFNS, reducing to the simpler calculations in certain kinematic limits.
Motivated by observations suggesting that a more careful treatment of quark
mass effects is phenomenologically relevant at the LHC [33], a number of
such schemes have arisen in an attempt to better describe experimental data.
These typically differ by sub-leading terms in the method of interpolation
between the two limiting regimes.

We shall now outline in more details The FFN, ZM-VFNS schemes and
general mass schemes.

3.2.1 The FFN and ZM-VFNS schemes

In the FFN scheme (Fig. 3.2) only the gluon and the light quarks are
considered as partons within the proton, massive quarks are produced
perturbatively in the final state.

In addition, a recent variation of the fixed-flavour number scheme in which
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the running mass definition of the heavy quark mass is used in the MS
scheme [31]. This variant is realized via the interface to the open-source
code OPENQCDRAD [32]. This scheme has the advantage of reducing
the sensitivity of the DIS cross sections to higher order corrections, and
improving the theoretical precision of the mass definition. In QCDNUM [27],
the calculation of the heavy quark contributions to DIS structure functions
are available at NLO and only electromagnetic exchange contributions are
taken into account.

In the zero-mass variable flavour number scheme (ZM-VFNS) heavy quark
densities are included in the proton for Q2 � m2

H but they are treated as
massless in both the initial and final states. This scheme is accurate in the
region where Q2 is much greater than m2

H but becomes unreliable for Q2

∼m2
H .

Figure 3.2: Diagrams contributing at leading-order to the heavy flavour
structure function, in (a) the fixed flavour number scheme (FFNS) valid
for Q2 . m2

H , and (b) the zero-mass variable flavour number scheme (ZM-
VFNS) valid for Q2 � m2

H .

3.2.2 General mass schemes

Analyses of QCD measurements are often performed by making a choice
between using a suitable FFN scheme at scales in the region of heavy quark
mass thresholds or a ZM scheme at high scales where the associated powers
of m2

H/Q
2 can be safely neglected. In either case the treatment of heavy

quarks is at least unambiguous, with the ZM approach yielding a simpler
procedure as there is no requirement to calculate coefficient functions with
the heavy quark masses intact.

For analyses of a large data set, potentially spanning several heavy quark
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thresholds and extending to very high scales, the desire to improve the pertur-
bative reliability of the calculations has led to the development of a number
of hybrid or general mass schemes. In such schemes the treatments gener-
ally reduce to the FFN regime at low scales and the ZM treatment at high
scales, with the intermediate regime handled via some interpolation between
the two. In other word, the General-Mass Variable Flavour Number scheme
(GM-VFNS) combines the advantage of the massive and massless calcula-
tions by means of an interpolated scheme which is valid for any value of the
scale Q, and that matches the FFN and ZM-VFN schemes at small and large
values of Q, respectively.

3.3 General features of parton distributions

The number of independent PDFs to be determined is dependent upon
the choice of initial scale, as quark distributions that can be considered
heavy with respect to Q2

0 may be generated perturbatively through the
DGLAP procedure outlined previously. The typical choice is to determine
the parton distributions at some scale m2

s < Q2
0 ≤ m2

c such that the flavours
c, b, t are produced by evolution. These scale choices minimize the num-
ber of distributions to be determined while remaining perturbatively reliable.

As the remaining seven distributions,the gluon, the u, d, s quarks and their
antiquarks,are fundamentally a parametrization of the nonperturbative
dynamics of the proton, they are by definition out of reach of a perturbative
analysis. There are however some general statements that may be made
of their x-dependence that are independent of the hard scale. The most
important of which are the parton distribution sum rules which constrain
the relative normalization of PDFs.

Firstly, the momentum sum rule (MSR) ensures that the parton distributions
fractional momenta sum to the momentum of the parent proton∫ 1

0

dx
[
dxΣ(x,Q2) + xg(x,Q2

]
= 1 (3.40)

where Σ is the singlet distribution. Following this are the quark valence sum
rules. These fix the quark distributions such that the resulting proton has
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the appropriate quantum numbers,

up-valence:

∫ 1

0

dx(fu(x,Q
2)− fū(x,Q2)) = 2 (3.41)

down-valence:

∫ 1

0

dx(fd(x,Q
2)− fd̄(x,Q2)) = 1 (3.42)

strange-valence:

∫ 1

0

dx(fs(x,Q
2)− fs̄(x,Q2)) = 0 . (3.43)

From these rules we may infer additional constraints upon individual PDFs.

The MSR suggests a form for the large-x behaviour of the distributions, in
that they should parametrically tend to zero as x → 1. The number sum
rules in (3.41), (3.42) and (3.43) require the valence-type distributions to be
integrable over the whole x-range. While there is no requirement for the
singlet and gluon distributions to be integrable, their first moments must
be, as required by the MSR. Combining these three constraints we may
parametrize the large and small-x behaviour of both valence-like and gluon
or singlet-like distributions as:

fV (x,Q2
0) = NV x

αV (1− x)βV rV (x) , (3.44)

fΣ(x,Q2
0) = NΣx

αΣ(1− x)βΣrΣ(x) . (3.45)

In these expressions, the parameters α and β control the small and large-x
PDF behaviour respectively. The β should be such that the PDFs tend to
zero smoothly at large-x, and the α such that the valence distributions are
integrable, and the first moment of the gluon and singlet are integrable. The
overall PDF normalisations N being constrained via the appropriate sum
rules.

Finally, what remains in the determination of the distributions are the re-
mainder terms r(x) which describe the PDFs between the two x-limits. Their
determination is considerably more complex and is a ongoing source of re-
search.

3.4 PDF determination

Understanding the functional structure of parton distributions is a complex
task that has been subject to a number of approaches over the years. As
nonperturbative quantities describing the behaviour of QCD bound states,
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in principle they may be subject to analysis using Lattice QCD methods.
While a great deal of effort and progress has been made in understanding
PDFs through nonperturbative methods [34, 35], results remain short of
providing distributions for practical application at hadron colliders.

The majority of PDF analyses are therefore performed analogously to the
determination of many other QCD parameters; via a fit to appropriate
experimental data. The fundamental difficulty in PDF fits being that
they are determinations of functions rather than single parameters and
therefore one must attempt to find some optimum solution in an (in
principle) infinite-dimensional functional parameter space. This is of course
complicated by having only a finite set of experimental data points upon
which to perform a fit. Moreover as the applications involving PDFs have
become more precise, a detailed understanding of the uncertainties in the
determination of PDFs has become vital. The problem of PDF fitting is
therefore one of finding a reliable estimator for a probability distribution in
a space of functions.

The complexity of the task, along with the inherent ambiguities in the QCD
treatment of data, led to the emergence of several competing methodologies
and determinations. Today there are a diverse array of fitting groups
producing sets of parton distribution functions, the most important of
which being the ABM [36, 37], CTEQ/CT [38, 39], HERAPDF [40, 41],
NNPDF [42, 43], MSTW [92] and MMHT [93]. All of these sets are publicly
available though the standard LHAPDF interface [57].

Typically PDF sets are provided for a variety of theory input parameters such
as perturbative order, and value of the strong coupling. All modern PDF sets
now include a quantitative assessment of their associated uncertainties. In
this chapter we shall review the method used in modern PDF determination.

3.4.1 Parametrization

A set of PDFs is a set of functions, one for each parton entering the
factorized expressions, Because PDFs at different scales are related by the
evolution equations, the goal is to determine a set of functions for 0 < x < 1
at some reference scale Q2

0.

There are in principle thirteen independent PDFs in a given hadron (six
quarks and antiquarks and the gluon); however, in practice, charm and
heavier quark PDFs in the nucleon are not independently determined in
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all current PDF sets, and are instead assumed only to be generated by
QCD radiation. The (moderate) impact of introducing an independent
(non-perturbative) charm PDF, so that charm does not vanish below
the threshold for its radiation. In practice, in many cases, it turns out
to be convenient to express the six light quark PDFs as suitable linear
combinations, like the singlet combination of Eq. (3.34).

Once a suitable set of basis PDFs has been chosen, all existing PDF deter-
minations are based on choosing a parametrization of PDFs at the reference
scale. A standard choice, adopted by most PDF fitting groups, is to assume
that:

fi(x,Q
2
0) = xαi(1− x)βigi(x) (3.46)

where gi(x) tends to a constant for both x → 0 and x → 1. This
choice is motivated by the expectation that PDFs behave as a power
of x as x → 0 due to Regge theory [45], and as a power of (1 − x) as
x→ 1 due to quark counting rules (see, e.g., Ref. [46] and references therein).

Specific choices for the function gi(x) differ between groups. Common choices
are x a polynomial or the exponential of a polynomial in x or x, with more
parameters used to describe PDFs for which more information is available
(such as the gluon) in comparison to those (such as the strange PDF) that are
poorly constrained by the data. Typical contemporary PDF sets based on
this choice of functional form are parametrized by about 20−30 parameters.
For example, MSTW2008 [47] uses the following basis for their determination:

g,

qv ≡ q − q̄,
∆ ≡ d̄− ū, (3.47)

S ≡ 2(ū+ d̄) + s+ s̄,

s± ≡ s± s̄,

where g is the gluon PDF and the qv correspond to the u, d quark valence
PDFs. These fully parameterize the degrees of freedom to be determined. A
functional form in x is then chosen for each of the distributions (the value
of Q2 is kept fixed at the input scale for fitting). While all groups include
the limiting-x description of Eq. (3.45), the choice of parametrization for
the remainder function r varies substantially between fitting groups. As
an example, the valence quark PDF qv parametrization in MSTW2008 is
provided by the expression:

xqv(x,Q
2
0) = axb(1− x)c(1 + d

√
x+ ex), (3.48)
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and the equivalent parametrization in CT10 [48] is

xqv(x,Q
2
0) = axb(1− x)c exp(cx+ dx2 + e

√
x), (3.49)

where the (a, · · · , e) are the parameters to be determined in the fit. In total
the MSTW08 basis has 30 free parameters (taking into account sum rule
constraints), the CT10 parametrization is a little less flexible, having 26 free
parameters. The problem is now reduced to finding the optimum parameters
for the 7 PDFs that minimize some measure of fit quality.

3.4.2 Error propagation from experimental data
points

Uncertainties in global PDF analyses can be divided into two general
categories, which may loosely be called “theoretical” and “experimental”.
The theoretical errors include those associated with the choice of the form of
the input parametrization, the neglected higher-order QCD and electroweak
corrections, parton recombination and other higher-twist corrections, the
choice of data sets and kinematic cuts, the choice of nuclear corrections
for the neutrino-initiated data and the treatment of heavy flavours. These
uncertainties are often difficult to quantify a priori until a better calculation
or prescription becomes available.

On the other hand, in principle there are well-defined procedures for prop-
agating experimental uncertainties on the fitted data points through to the
PDF uncertainties. Three main methods have been used to do this:

1. The Lagrange multiplier method [49, 50], which does not rely on linear
error propagation, but requires the ability to perform a global fit.

2. The Hessian method [51], which is based on linear error propagation
and involves the production of eigenvector PDF sets suitable for con-
venient use by the end user.

3. The use of Monte Carlo sampling [52, 53], which has recently been
used in conjunction with neural networks to determine NLO PDFs
from a DIS-only fit [54].

The first two methods were originally used by CTEQ [38, 39] and then by
MRST [55]. In principle, the Lagrange multiplier method is superior to the
Hessian approach, but it suffers from the enormous practical disadvantage
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that a series of new global fits has to be done every time one considers a
new quantity. Fortunately, it turns out that for those quantities that have
been considered by both methods, the uncertainties have been found to be
comparable.

3.5 PDF analyses: state of the art

3.5.1 Various fitting groups

Various fitting groups currently produce general-purpose sets of PDFs of the
nucleon, with most of the groups having a long history which goes back at
least a couple of decades. Six of these groups have been providing regular
updates of their PDFs. All of these sets are publicly available though the
standard LHAPDF interface [57], though CT10 NNLO and HERAPDF1.5
have not been presented in a journal publication.

Figure 3.3: Data included in various NNLO PDF sets. [56]

Figure 3.4: Main features of various NNLO PDF sets (see text for de-
tails) [56].

The main feature which distinguishes PDF sets is the data on which they
are based they are summarized in 3.3. The main choices which underlie the
PDF sets are summarized 3.4. Only three groups (MSTW08 [47], CT10 [48],
and NNPDF2.3 [58]) make a fully global fit, defined here to be a fit including
HERA and fixed-target DIS data, fixed-target Drell-Yan production, and
Tevatron data on W , Z and jet production. The NLO version of the JR09
fit, GJR08 [59], does include some Tevatron jet data. The NNPDF2.3 set
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is the only one to include LHC data (only in this comparison). Concerning
HERA data, note that CT10 and NNPDF2.3 include the combined HERA
I inclusive data [61], MSTW08 and JR09 instead include the older separate
data from H1 and ZEUS, ABM11 includes combined HERA I data but only
with the cut Q2 < 1000GeV 2, and HERAPDF1.5 additionally includes the
preliminary combined HERA II inclusive data [60]. The kinematical coverage
of the NNPDF2.3 data set is shown in Figure 1, with the x and Q2 values
shown determined using leading-order parton kinematics.

3.5.2 CT14nnlo

The CT10 parton distribution functions were published at next-to-leading
order (NLO) in 2010 [62], followed by the CT10 next-to-next-to leading
order (NNLO) parton distribution functions in 2013 [48]. These PDF en-
sembles were determined using diverse experimental data from fixed-target
experiments, HERA and the Tevatron collider, but without data from the
LHC. The new CT14 global analysis [63] includes data from the LHC for
the first time, as well as updated data from the Tevatron and from HERA
experiments. Various CT14 PDF sets have been produced at the leading
order (LO), NLO and NNLO and are available from LHAPDF [57].

Features of the CT14 analysis. The CT14 PDFs are determined from
data on inclusive high momentum transfer processes, for which perturbative
QCD is expected to be reliable. For example, in the case of deep inelastic
lepton scattering, only data with Q > 2 GeV and W > 3.5 GeV are used.

Data (see Fig. 3.5) in this region are expected to be relatively free of non-
perturbative effects, such as higher twists or nuclear corrections.

The new LHC measurements [64, 65] of W/Z cross sections directly probe
flavor separation of u and d (anti-)quarks in an x-range around 0.01 that was
not directly assessed by the previously available experiments. The updated
measurements of electron charge asymmetry from the D∅ collaboration [66]
included in the CT14 analysis probe the d quark PDF at x > 0.1. To better
estimate variations in relevant PDF combinations, such as d(x,Q)/u(x,Q)
and ū(x,Q)/d̄(x,Q), the number of free PDF parameters is increased to 28,
compared to 25 in CT10 NNLO.

As another important modification, CT14 employs a novel flexible
parametrization for the PDFs, based on the use of Bernstein polynomials
(reviewed in the Appendix of Ref. [63]). The shape of the Bernstein poly-
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Figure 3.5: CT14 NNLO data sets. [67]

nomials is such that a single polynomial is dominant in each given x range,
reducing undesirable correlations among the PDF parameters that some-
times occurred in CT10. In the asymptotic limits of x→ 0 or x→1, the new
parametrization forms allow for the possibility of arbitrary constant ratios of
d/u or d̄/ū, in contrast to the more constrained behavior assumed in CT10.
The CT14 PDF error sets is obtained using two techniques, the Hessian
method [51] and Monte Carlo sampling [52, 53]. Lagrange multiplier stud-
ies [49, 50] have also been used to verify the Hessian uncertainties, especially
in regions not well constrained by data. This applies at NNLO and NLO;
no error sets are provided at LO due to the difficulty of defining meaningful
uncertainties at that order. A central value of αs(M

2
Z) of 0.118 has been

assumed in the global fits at NLO and NNLO, but PDF sets at alternative
values of αs(MZ2) are also provided. CT14 prefers αs(M

2
Z) = 0.115+0.006

−0.004 at
NNLO (0.117± 0.005 at NLO) at 90% confidence level (C.L.). These uncer-
tainties from the global QCD fits are larger than those of the data from LEP
and other experiments included into the world average. Thus, the central
PDF sets are obtained using the value of 0.118, which is consistent with the
world average value and was recommended by the PDF4LHC group.

In Fig. 3.6 one observes that the CT14 NNLO PDFs have a softer strange-
quark distribution at low x and a somewhat softer gluon at high x d-quark
has increased by 5% at x ' 0.05, after ATLAS and CMS W/Z production
data sets at 7 TeV were included. At x & 0.1, the update of the D∅ charge
asymmetry data set in the electron channel has reduced the magnitude of the
d quark PDFs by a large amount, and has moderately increased the u(x,Q)
distribution.
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3.6 The future of PDFs determination

Parton distributions have become increasingly relevant with the advent of
the LHC. After the landmark discovery of a Higgs-like boson in July 2012,
focus now shifts to characterizing the properties of this new particle, as well
as increasingly difficult searches for indications of other new physics. As a
consequence, demand will grow to reduce the unavoidable uncertainties asso-
ciated with the PDFs in calculations of both signal and background. On the
one hand, it will be necessary to bring under complete control the uncertain-
ties in the region of electroweak symmetry breaking. In addition, searches
for new physics will involve heavy final states, and thus, they will involve
knowledge of PDFs in the large x . 0.5 region where they are currently
very poorly known. To achieve these goals, it will be necessary to construct
PDFs which satisfy a number of criteria, that not so long ago characterized
an ideal PDF determination, but in the LHC era have become necessary
requirements, namely, in decreasing order of importance:

1. The range and precision of data sets must be as wide as possible,
cover currently unexplored kinematic regions, and include new LHC
processes, which will gradually remove current discrepancies between
PDF determinations.

2. The parametrization (see Section 3.4.1) should be sufficiently general
and demonstrably unbiased, either by using a sufficiently large num-
ber of parameters, or by careful a posteriori checks of parametrization
independence.

3. Computations should be performed at the highest available perturba-
tive order, and in particular, at the order which is subsequently to be
used in the computation of partonic cross sections. This is currently
NNLO, but the need for the inclusion of various kinds of all-orders
resummation is becoming increasingly important.

4. The treatment of heavy quarks (see Section 3.2) will have to include
mass-suppressed terms in the coefficient functions, while also resum-
ming logarithmically enhanced terms via the evolution equations. Such
a treatment, like the schemes discussed in Section 3.2, is a minimum
requirement: this is currently standard for DIS, but applications to
hadronic observables are so far limited. Also, the dependence of re-
sults on the choice of value for the heavy-quark masses will have to be
studied more systematically, with PDF sets made available for several
values of the heavy-quark masses.
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3.7 Hessian profiling technique

The impact of a new data set on a given PDF set can be performed by using
a QCD global fit analysis using the experimental data. As an alternative
approach, an approximate method can be used instead of a complete QCD
fit. The profiling technique is the approximate method that can be applied
for PDFs extracted by Hessian method [68].

There are generally two techniques that they can be applied to find the
impact of new experimental data on a preexisting PDF. Bayesian Monte
Carlo reweighting [69, 70] and Hessian profiling techniques [71]. It should
be noted that these approximate methods have a number of limitations. For
example, if the impact of new measurements is very large, these methods
can not be useful and in particular are not able to explain the effect on the
input PDF parametrization, or in the theoretical calculations. Therefore,
not only when using these approximate methods some care should be taken
but also we should care when interpreting their results.

The Hessian profiling technique is based on the χ2 minimization method using
a comparison between the theoretical predictions extracted with a given input
Hessian PDF set and the new experimental data. According to this method,
the χ2 definition with taking into account the uncertainties of experimental
data and the effects from the variations of PDF which is encoded by the
Hessian eigenvectors, is as following [72, 70]:

χ2(βexp, βth) =

Ndata∑
i=1

([
σexp
i +

∑
j Γexpij βj,exp

]
−
[
σth
i +

∑
k Γth

ikβk,th
])2

δ2
i

+∑
i

β2
j,exp +

∑
k

β2
k,th , (3.50)

where δi is the total experimental uncorrelated uncertainty, βj,exp and βk,th

are the parameters corresponding to the set of fully correlated experimental
systematic uncertainties and the PDF Hessian eigenvectors, respectively.
Also in above equation, Ndata is the number of experimental data points
which is being added into the fit, and finally the matrices Γexp

ij and Γth
ik

encode the effects of the corresponding βj,exp and βk,th parameters on the
experimental data and on the theory predictions, respectively.

After minimizing the χ2 in Eq. (3.50), the corresponding values of the the-
oretical βmin

k,th parameters can be interpreted as leading to optimized PDFs
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(“profiled”) to explain the new specific measurement. In the next sections
it will be seen how profiling method modifies both central values and total
PDF uncertainties.
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Figure 3.6: Comparison of 90% C.L. PDF uncertainties from CT14 NNLO
(solid blue) and CT10 NNLO (red dashed) error sets. Both error bands are
normalized to the respective central CT14 NNLO PDFs. [67]
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Chapter 4

xFitter and ePump

In this chapter we shall explain in more detail the two packages, that are used
throughout this analysis. The first section will be reserved to xFitter followed
by ePump. We will not show any comparison with these two packages in this
chapter. This will be a subject for another section.

4.1 xFitter

The xFitter package [68] aims at providing a framework for QCD analyses
related to proton structure in the context of multi-processes and multi-
experiments. The framework includes modules or interfaces enabling a large
number of theoretical and methodological options, as well as a large number
of relevant data sets from HERA, Tevatron and LHC.

A schematic structure of the xFitter is illustrated in Fig. 4.1 which encapsu-
lates all the current functionality of the platform.

PDFs are the essential components that allow us to make theoretical predic-
tions for experimental measurements of protons and hadrons. The precision
of the PDF analysis has advanced tremendously in recent years, and these
studies are now performed with very high precision at NLO and NNLO in
perturbation theory. In the following we will explore the most important
features of the xFitter package:

1. The xFitter project grew out of PDF efforts of H1 and ZEUS which be-
came the HERAFitter project in 2012, and renamed the xFitter project
in 2015. xFitter is continually being updated, and version 2.0.1 (Old-
Fashioned) is released in 2019 with many improvements and new fea-
tures.
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Figure 4.1: Schematic structure of the xFitter program.

2. The xFitter can perform PDF fits, assess the impact of new data (pro-
filing), compare existing PDF sets, and perform a variety of other tasks.

3. The xFitter framework has already been used for more than 40 analyses
including many LHC studies [68].

4. The framework of xFitter is modular to allow for various theoretical
and methodological options, and contains interfaces to QCDNUM [27],
APFEL [26], LHAPDF [57], APPLGRID [82], APFELGRID [85],
FastNLO [86], HATHOR [87], among other packages.

5. xFitter is able to read and write PDFs in the LHAPDF6 format,
Fig. 4.2.

6. xFitter can also generate comparison plots of data vs. theory, and an
example is shown in Fig. 4.3.
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Figure 4.2: Gluon PDFs with uncertainties at Q2 = 4.0 GeV2. [89]

7. There are a variety of options for the definition of the χ2 function and
the treatment of experimental uncertainties.

8. An important application of xFitter is to understand how a particular
data set or experiment will impact the PDFs, which is the main
objective of this paper. More examples and details are given in the
next sections.

Furthermore, xFitter is able to perform PDF profiling and reweighting
studies. The reweighting method allows xFitter to update the proba-
bility distribution of a PDF uncertainty set (such as a set of NNPDF
replicas) to reflect the influence of new data inputs. For the PDF pro-
filing (see Section 3.7 for more details), xFitter compares data and MC
predictions based on the χ2-minimization, and then constrains the indi-
vidual PDF eigenvector sets taking into account the data uncertainties.

9. xFitter can also be used for certain heavy ion analyses.

10. xFitter has the ability to handle both pole masses and M̄S running
masses in the FONNL scheme.

The xFitter program is a versatile, flexible, modular, and comprehensive
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Figure 4.3: Normalized tt̄ differential cross-sections as a function of the in-
variant mass (mtt̄). [88]

tool that can facilitate analyses of the experimental data and theoretical
calculations.

4.2 ePump

The ePump package [14] can be used to update or optimize a set of PDFs,
including the best-fit PDF set and Hessian eigenvector pairs of PDF sets
(i.e., error PDFs), and to update any other set of observables. The ePump
code is written in C++ and consists of two main executables, UpdatePDFs
and OptimizePDFs.

A schematic structure of the ePump is illustrated in Fig. 4.4 which encapsu-
lates all the current functionality of the platform.

In this report, we will not optimize any set of PDFs but instead we will
update a set of PDFs, in other word, we shall demonstrate how to use
ePump to update CT14 PDFs when new experimental data are included in
the global fit. The main feature of ePump are listed below:

1. ePump may be used to update any PDF set containing Hessian error
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Figure 4.4: The ePump package requires two inputs to generate an updated
PDF set: an existing Theory template of a PDF set (parameters + uncer-
tainties) and binned Data template of (pseudo-) data, including statistical
uncertainties from integrated luminosity assumptions. [90]

PDFs in LHAPDF format (“.dat” files) or CTEQ format (“.pds” files),
and the updated central and error PDFs are output in the same format
as the input files (i.e., either “.dat” or “.pds” files). Fig. 4.5.

Figure 4.5: Comparison between the gluon-PDF at Q = 100 GeV for
CT14HERA2 NNLO and for CT14HERA2 updated by ePump using the
CMS 8 TeV double-differential inclusive jet cross section measurements as a
function of jet rapidity (y) and transverse momentum (qT ). The left curves
and error bands are normalized to their respective central fits, while the
right curves and error bands are each normalized to the CT14HERA2NNLO
central PDF. [14]

2. It is flexible enough to accommodate different non-global tolerance cri-
teria.

3. Either a global tolerance value may be used, or dynamical tolerances
may be used, in which case a file of tolerance-squared values, defined
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as (T±i )2 for each ± error PDF, in a “.tol” file must be included with
the PDF set.

4. For each data set of observables to be used to update The PDFs, one
must supply a “.data” file and a “.theory” file.

• The “.data” file contains the experimental values and errors for
each of the data points in a particular data set.

• The errors can be included in several different formats, includ-
ing a table of uncorrelated statistical and systematic errors and
correlated systematic errors.

• The “.theory” file contains a list of the theoretical predictions for
the observables in the data set for each of the PDFs in the original
best-fit and Hessian error PDF set.

5. The code takes only a few seconds to run on an early-2013 MacBook
Pro, so it is quick and easy to try different combinations of data sets
to compare their impact on the PDFs.

The complete ePump package can be found here: ePump link.
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Chapter 5

Data sets and theoretical
framework

5.1 Data sets

The profiling is preformed using two different classes of data samples mea-
sured by ATLAS: tt̄ production in the lepton+jets channel; tt̄ production in
the dilepton channel and the triple-differential cross section of the Drell-Yan
process. The details of these samples are given below.

The tt̄ data have been measured at 8 TeV using 20.2 fb−1 of data in the
lepton+jets [73] and dilepton [74] decay modes.

In the lepton+jets channel the differential spectra that are sensitive to the
gluon PDF are: the mass of the tt̄ pair, mtt̄ (Fig. 5.2), the rapidity of the
tt̄ pair, ytt̄, the average top-quark rapidity, yt and the average top-quark
transverse momentum, ptT (Fig. 5.2). Each of these spectra has full informa-
tion on systematic bin-to-bin correlations. There are 55 such sources of
systematic uncertainty and these are also correlated between the
different spectra.

In the dilepton channel, the spectra for the mass of the tt̄ pair, mtt̄, and
the rapidity of the tt̄ pair, ytt̄, are used. Note that although the transverse
momentum distributions of the tt̄ pair, ptt̄T, are available for both channels
these are not used since the predictions are effectively NLO, rather than
NNLO. The tt̄ data are sensitive to the gluon PDF for x > 0.01. For the
dilepton data the correlations are provided as a total covariance matrix for
each spectrum separately.
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Figure 5.1: Full phase-space normalized differential cross-section as a func-
tion of the (a) invariant mass (mtt̄) and (b) absolute value of the rapidity
(ytt̄) of the tt̄ system compared to NNLO theoretical calculations. [73]

Figure 5.2: Normalized tt̄ differential cross-sections as a function of the (a)
invariant mass (mtt̄) and (b) absolute value of the rapidity (|ytt̄|) of the (tt̄
system at

√
s = 8 TeV measured in the dilepton eµ channel compared with

theoretical QCD calculations at full NNLO accuracy. [76]

The ATLAS precise measurement of the triple-differential cross section for
the Drell-Yan process Z/γ∗ → l+l− [75], where l is an electron or a muon,
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comes from a sample of 20.2 fb−1 of pp collisions data at a centre-of-mass
energy of

√
s = 8 TeV collected in 2012. The measurement is performed for

invariant masses of the lepton pairs, mll, between 46 and 200 GeV.

The data are presented in bins of invariant mass, absolute dilepton rapidity,
|yll|, and the angular variable cos θ∗ between the outgoing lepton and the in-
coming quark in the Collins-Soper frame. The measurements are performed
in the range |yll| < 2.4 in the muon channel, and extended to |yll| < 3.6
in the electron channel. The cross sections are used to determine the Z
boson forward-backward asymmetry as a function of |yll| and mll. The mea-
surements achieve high-precision, below the percent level in the pole region,
excluding the uncertainty in the integrated luminosity, and are in agreement
with predictions. These precision data are sensitive to the parton distribution
functions and the effective weak mixing angle.

5.2 Theoretical framework

The NNLO predictions for top-quark pair production [77] are supplied in
the form of FastNLO (interfaced to xFitter package ) grids [78, 79] for the
data in the lepton+jets channel. The predictions for mtt̄, ytt̄, and yt are
given for the renormalization and factorization scale equal to HT/4, where

HT =
√
m2
t + (ptT)2 +

√
m2
t + (pt̄T)2, and the predictions for ptT are given for

scale equal to mT/2, where mT =
√
m2
t + (ptT)2 and mt = 173.3 GeV.

For the dilepton channel APPLGRID is interfaced to MCFM to produce
NLO grids and a K-factor defined as

σNNLO = K × σNLO (5.1)

is used to correct from NLO to NNLO predictions, using K-factors from
Ref. [80]. The NNLO/NLO K-factors are ∼ 7% above unity and flat for
ytt̄, and vary between 6% and 12% above unity for mtt̄, as mtt̄ rises from
345 GeV to 1600 GeV. Electroweak corrections for the tt̄ spectra are also
considered using the additional K-factors given in reference [81]. For the 8
TeV data these corrections can be up to 1% for ytt̄ and yt, up to 2% for mtt̄,
and up to 4% for ptT.

The xFitter package uses the APPLGRID code [82] interfaced to the MCFM
program [83, 84] for fast calculation of the differential Z/γ∗ boson cross
sections at NLO in QCD and LO in EW and a K-factor technique (5.1) is
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used to correct from NLO to NNLO predictions in QCD and from LO to
NLO predictions in EW. These K-factors are close to unity within 1− 2%.
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Chapter 6

Results and discussion

The strategy followed in this report is as follow:

In the first two sections we show the impact on triple-differential cross sec-
tion for the Drell-Yan process and tt̄ production in the lepton+jets channel
and tt̄ production in the dilepton channel from ATLAS on CT14nnlo PDFs
sets (see Section 3.5.2). In addition, only xFitter framework is used and no
comparison with ePump in shown.

The second part will be restricted to discussed some issues observed with
xFitter and the fix we come up with. Finally, a comparison of xFitter and
ePump is shown for the first time.

6.1 The Impact of ATLAS data on CT14nnlo

6.1.1 Set up

The CT14 parton distribution functions, in 90% confidence level are available
in LHAPDF library [57] which is interfaced to xFitter.

To study the impact of triple-differential cross section for the Drell-Yan
process and top quark cross section measurements on a given PDF set,
the Hessian profiling method is used (see Section 3.7). This approximate
method incorporates the information contained in new measurements into
an existing specific PDF sets without the need for refitting.

Each data (ZD3 and top quark ) is used to update the proton PDFs using
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the profiling method, utilized by the Thorne-Roberts (TR) [91] GM-VFN
scheme. The values of top quark mass, mt, and strong coupling constant at
Z boson mass, αs(M

2
Z), are set to 173.3 GeV and 0.118, respectively.

6.1.2 The Impact of Z3D data

Using the profiling technique introduced in Section 3.7, the agreement
between data and predictions can be quantitatively assessed.

Profiling PDFs, by introducing the data presented here, provides a shifted
set of parton distributions with generally reduced uncertainties. The effect of
the triple-differential cross section for the Drell-Yan process on the sea-quark
distribution is examined (Figs. 6.1 and 6.2).

Figure 6.1: Distributions of xu, xd, xg and xs PDFs as a function of
Bjorken-x at a scale of Q2 = 1.9 GeV2 for the CT14 PDF set before and
after profiling with the new Z3D data.
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The strange-quark distribution is significantly increased and the uncertainties
are reduced. Also, Some reduction of the uncertainty is also observed for
the valence-quark distributions, xuv/xuv and xdv/xdv, as is illustrated in
Figs. 6.1 and 6.2.

Figure 6.2: Distributions of xuv/xuv, xdv/xdv, xg/xg and xs/xs relative
uncertainties as a function of Bjorken-x at a scale of Q2 = 1.9 GeV2 for the
CT14 PDF set before and after profiling with the new Z3D data.

6.1.3 The impact of top data

The new top quark cross section data provide significant constraints on
the central values and their uncertainties of xs and xg PDFs. The most
significant impact of new measurements is observed only on the gluon PDF
ratio.
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Profile the tt̄ lepton+jets spectra to CT14nnlo

The impact of lepton+jets spectra, mtt̄ and ptT , on CT14 is shown in this
section in Figs 6.3 and A.1, where the CT14nnlo+Toplp label stands for the
profiled CT14nnlo. The mtt̄ and ptT both lead to a harder gluon distribution
and a reduced high-x uncertainty on the gluon PDF.

Figure 6.3: The gluon PDFs and relative uncertainties extracted from profiled
CT14, PDF sets at 1.9 GeV2 as a function of x. The results obtained after
the profiling procedure are compared with corresponding same features before
profiling.

The comparison between the original and profiled parton distribution of xuv,
xdv, xū, xū, and xΣ extracted from CT14 PDFs are presented in Fig. A.1.

Profile the tt̄ dilepton spectra to CT14nnlo

The impact of dilepton tt̄ spectra, mtt̄ and ytt̄, on CT14 is shown in this
section in Figs. 6.4 and A.2, where the CT14nnlo+Topdilp label represents
the profiled CT14nnlo.

For the lepton+jets spectra the mtt̄ and ptT data support a somewhat harder
gluon, but in the dilepton case the effects are milder. Also, the impact of
this data on xs is more relevant than lepton+jets data (Fig. A.2).

Profile the tt̄ dilepton and lepton+jets spectra to CT14nnlo

In the present section the mtt̄ and ptT spectra from lepton+jets and the ytt̄
and mtt̄ spectrum from the dilepton data are profiled together, see Figs. 6.5
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Figure 6.4: The gluon PDFs and relative uncertainties extracted from profiled
CT14, PDF sets at 1.9 GeV2 as a function of x. The results obtained after
the profiling procedure compared with corresponding same features before
profiling.

and A.3 where, the CT14nnlo+Toplp+dilp label corresponds to the profiled
CT14nnlo.

Figure 6.5: The gluon PDFs and relative uncertainties extracted from profiled
CT14, PDF sets at 1.9 GeV2 as a function of x. The results obtained after
the profiling procedure e.g., adding the mtt̄ and ytt̄ spectra from di-lepton
and the mtt̄ and ptT spectra from lepton+jets, compared with corresponding
same features before profiling.

The dilepton ytt̄ data soften the gluon found from the lepton+jets spectra
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and contributes to the reduction in uncertainty of the high-x gluon.

The profiling procedure using new set of top quark pair production data
improves the strange xs and gluon distributions of CT14. The profiling
affects the shape of the PDF, since we observed a small impact on xū.

These findings are interesting and show the significance of the top quark
production cross section data to constrain gluon and strange PDFs.

6.2 Issues with xFitter

When first running xFitter on mtt̄ lepton+jets cross section data, we encoun-
tered some technical issues that we present here.

6.2.1 Large total error and size of error bars

This issue with xFitter is observed when we try to compare the mtt̄

lepton+jets cross section we obtain with the result published in the ATLAS
PUB Note [88] in Fig. 6.6.

Although, the ATLAS PUB Note performed a fit and we are using profiling,
it will not affect the value of total error and the size of error bars, since we
are using the same data files.1

Before going into the details, the current issues observed with xFitter will
not affect the profiling (and the fits) but only the plotting.2

Two features are observed, on one hand, we found a larger total error band
(yellow band in Fig. 6.6) compared to that in the PUB Note, and on the
other hand, a large size of error bars.

Large total error

By default, xFitter is calculating the total error without symmetrization
of sys up and sys down. Therefore, there is an over estimation of the
total uncertainties. Also, the uncertainty in Lumi, is not added into the
calculation of the total error. Hence, we have got a large total error shown

1This is confirmed after many discussions with Francesco Giuli.
2This is tested and it was confirmed by Sasha Glazov.
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Figure 6.6: Normalized tt̄ differential cross-sections as a function of the in-
variant mass (mtt̄). Left: our results and right: the plot shown in the ATLAS
PUB Note.

in Fig. 6.6.

xFitter is doing something like:

TotalError2 =
∑

(stat2 + StatConst2 + UncorError2 + (6.1)

UncorConst2 + sys up2 + sys down2)

(6.3)

where :

• StatConst = statistical uncertainties, in case of error re-scaling3.

• UncorError = uncorrelated uncertainties.

• UncorConst = uncorrelated uncertainties, in case of error re-scaling4.

• stat = statistical uncertainties.

• sys up(dwon) = asymmetric systematic errors.

3in our case StatConst = 0, since no re-scaling in requested.
4in our case UncorConst = 0, since no re-scaling in requested.
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So the correct form shall be:√
Stat2 + StatConst2 + UncorError2 + UncorConst2 +

∑
BETA2 + Lumi2

(6.4)
where :

•
∑

BETA2 = the quadratic sum of all systematic uncertainties after the
symmetrization. without including uncorr.uncertainties.

Larger size of error bars

Generally, xFitter computes the error by adding quadratically, the statisrical
error and the uncorrelated uncertainties as:

uncor =
√

stat2 + unc2 . (6.5)

The difference between the two errors bars shown in Fig. 6.6 is due to the
fact that the plot in the ATLAS PUB Note shows only the statistical error in
Eq. (6.5). In Fig. 6.6, the size of error bars in our result is lager because we
are including the uncorrelated uncertainties into the calculation of Eq. (6.5).

One more thing to add, we also found a mistake in the input data files for the
top data. The mistake is that one uncertainty source (ps model) is treated
as correlated5 rather than the uncorrelated error (ps model). Such mis-
take will result a double counting in Eq. (6.5), hence, larger size of error bars.

In addition, our solution is flexible enough to work for both, symmetric and
asymmetric error sources.

Result after correction

Taking into account all these corrections, we can now see a better agreement
between our result and that in the ATLAS PUB Note (Fig. 6.7).

Given that we both are using the same xFitter but we have got different result
(Fig 6.6), this may be explained by the fact that the systematic uncertainties
shown in the ATLAS Note were already symmetrized with a presumably
different input file. Figure 6.7 shows that the same results are obtained
when using the symmetrized systematic uncertainties.

5In this case we have: “ps model+ uncor” and “ps model- uncor”. Hence, from the
Eq. (6.5) we will have a double counting.
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Figure 6.7: Normalized tt̄ differential cross-sections as a function of the in-
variant mass (mtt̄). Left: our result after corrections and right: the plot
shown in the ATLAS PUB Note.

6.3 xFitter vs. ePump

Previously, we showed how top data affect the shape of PDFs using xFitter.
Now in this section will explore the difference between xFitter and ePump
packages that are already introduced in chapter 4.

• xFitter

– xFitter is not obviously to install with all the necessary interfaces.

– xFitter is a framework for QCD analyses (profiling, fit, · · · ).
– xFitter interfaces to a large number of theoretical and method-

ological options (fastNLO, APPLgrig, · · · ).
– The breakdown of systematics may be asymmetric.

– xFitter can only read LHAPDF formats.

– currently, it is not supporting asymmetric errors when a correla-
tion matrix is provided 6.

– xFitter can generate comparison plots of data vs. theory, and an
example is shown in Fig. 4.4.

– Only global tolerance value may be used.

6As it was confirmed by Sasha Glazov.
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– The code takes few time to run.

– xFitter uses directly SM parameters to calculate PDFs.7

• ePump

– Easy to install.

– ePump is a package used mainly to update a set of PDFs by using
a new data set.

– The breakdown of systimatics must be symmetrized, otherwise,
ePump will not work.

– ePump can read either CTEQ or LHAPDF formats.

– Theoretical predictions must be computed before using fastNLO,
APPLgrig, · · · .

– Either a global or dynamical tolerance value may be used, in which
case a file of tolerance-squared values, defined as (T±i )2 for each
± error PDF, in a “.tol” file must be included with the PDF set.

– The code takes only a few seconds to run. So it is quick and easy
to try different combinations of data sets to compare their impact
on the PDFs.

– ePump doesn’t use directly any of SM parameters for the input
PDFs, since the input PDFs do have dependence on SM param-
eters such as W and Z boson masses and quarks masses and the
theory file must be consist with these SM parameters.

6.3.1 LHAPDF vs. CTEQ

The first step for the comparison of xFitter and ePump is by comparing
CT14 in LHADPF (note here as CT14 LHAPDF) format and CTEQ (note
here CT14 CTEQ ) format used by ePump.

Obviously, CT14 LHAPDF and CT14 CTEQ should be the same PDFs and
no difference must be observed, but a little discrepancy was noticed at low
x and Q.

The comparison is shown in Fig. 6.8. The blue error bands cor-
respond to CT14 LHAPDF and the red error bands correspond to

7xFitter is controlled by three files: steering.txt, minuit.in.txt and ewparam.txt. Here
ewparam.txt controls electroweak parameters such as W and Z boson masses and CKM
matrix parameters. For more information see [68]
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CT14 CTEQ/CT14 LHAPDF.

Figure 6.8: Comparison between the gluon-PDF at Q = 1.4 GeV and
Q = 100 GeV for CT14 LHAPDF and for CT14 CTEQ. The error bands
are each normalized to the CT14 LHAPDF central PDF. The blue error
bands correspond to CT14 LHAPDF and The red error bands correspond to
CT14 CTEQ/CT14 LHAPDF.

The difference between the LHAPDF and CTEQ format is only apparent
at low x and at low Q, mainly, Q = 1.4 GeV. This difference seems to
disappeared at higher Q (Q > 1.7, 100 GeV).

This small difference in interpolation probably arises when we convert
CT14 CTEQ to CT14 LHAPDF. The large discrepancy observed with the
charm PDF in Fig. 6.8 which showed an off-set through the whole range
of x is treated differently in both format, since the charm quark generated
mainly due to radiation from gluon splitting, this difference should be small
at scale (Q) above the charm quark mass (mc = 1.275 GeV2).

6.3.2 xFitter vs. ePump

Based on the previous results, it will be wise to not use different format of
CT14 for this comparison. Also, it is important to use the same experimental
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data sets and the theoretical prediction for both code.

Hence, in our case, we made sure that xFitter and ePump satisfied the fol-
lowing:

1. Both codes are using the same LHAPDF PDFs8.

2. The differential spectra in the lepton+jets channel, mtt̄ (Fig. 5.2) and
ytt̄ are used for this comparison. Also, one should provide this data in
the specific formats compatible with xFitter and ePump.

3. The theoretical prediction obtained by xFitter with fastNLO, are used
for ePump.

The impact of mtt̄

The impact of the differential spectra in the lepton+jets channel is already
shown in section 6.1.3. Our purpose, in this section, is to locate if there is
any differences in profiling techniques used by both packages.

The first attempt toward this goal, is updating CT14 by adding tt̄ differential
cross-section mtt̄ using both xFitter and ePump. Figure 6.9 shows the
impact of tt̄ differential cross-section mtt̄ on CT14.

In Fig. 6.9 CT14nnlo is the reference (blue curve). CT14nnlo-mttbxFitter is
the standard CT14 but updated by xFitter to include mtt̄ data (green curve).
CT14nnlo+mttb8+ePump is the standard CT14 but updated by ePump to
include mtt̄ data (red curve).

For completeness, we also compare in Fig. 6.10 the changes in the other
flavor (u, d, and s) PDFs after updating CT14.

These plots show that including these data makes the gluon-PDF become
softer when x is larger than around 0.2, and it reduces the uncertainty in
the gluon PDF in the same region of x. More importantly, xFitter and
ePump showed a wired behavior. Although there is a basic definition of the
χ2, Eq. (3.50), important differences may arise depending on the treatment
of correlated uncertainties.

The disagreement between xFitter and ePump is only apparent for gluon-
PDFs and s quark. In addition, at high Q, we observe a good agreement

8we can’t use CTEQ format since xFitter is not compatible with it.
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Figure 6.9: Comparison of the gluon-PDF at the scale Q = 1.38 and
Q = 100 GeV for three analyses: CT14, CT14nnl-mttbxFitter and
CT14nnlo+mttb8+ePump. In the bottom, the left and right curves and
error bands are each normalized to the CT14nnlo central PDF.

between the two packages. For u and d quarks there is a small discrepancy
that is mostly related to the fact that this data is not sensitive or has no great
impact on quarks. Also, ePump uses symmetric systematic uncertainties and
xFitter uses asymmetric ones.

The impact of mtt̄ + ytt̄

In Fig. 6.9 CT14nnlo is the reference (blue curve). CT14-ytt-mttbxFitter
is the standard CT14 but updated by xFitter to include mtt̄ data and ytt̄
data (green curve). CT14nn+mttb8+ytt+ePump is the standard CT14 but
updated by ePump to include mtt̄ and ytt̄ data (red curve).

The impact of the differential spectra in the lepton+jets channel ytt̄ on CT14
is relevant. Adding ytt̄ to CT14 shows clearly, that the profiling methodology
used by xFitter and ePump are far to be the same, despite using all of the
same inputs, very different profiling are obtained by each code. In Figs. 6.11
and 6.12 the profiling obtained with xFitter has the largest difference.
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Figure 6.10: Same as Fig. 6.9 but at the scale Q = 1.38 GeV and for the
updated xu, xd and xs PDFs.

xFitter uses the Hessian updating method that it directly works with the
(small set of) Hessian PDFs and it is a simpler and much faster way to esti-
mate the effects of the new data. The advantage is that this method directly
calculates the minimum of the χ2 function within the Hessian approxima-
tion, ePump extends the Hessian updating method to be used to update any
Hessian PDF sets obtained from an earlier global analysis.
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Figure 6.11: Comparison of the gluon-PDF ans strange-PDF at the scale
Q = 1.38 and Q = 100 GeV for three analyses: CT14, CT14-ytt-mttbxFitter
and CT14nn+mttb8+ytt+ePump. There related curves and error bands are
each normalized to the CT14nnlo central PDF.
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Figure 6.12: Same as Fig. 6.11 but the related curves and error bands
are each normalized to the CT14nnlo central PDF for the update PDFs :
xu, xd, xū, xd̄ and xc PDFs.
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Chapter 7

Conclusion

In this report, we have discussed the impact of LHC measurements upon
the extraction of parton distribution functions.

The PDFs determination in global analyses is a complex procedure, which
needs the parametrization using the fits of experimental data. Although
different PDF parameterizations are available for a general user, finding the
impact of new measurements of the data on PDFs without doing a global
QCD analysis would be useful. For example, we can find which kind of
PDFs can be constrained in the presence of a specific new data. In this
regard, the Hessian profiling technique is a good choice.

We have discussed how to investigate the effects that a new set of Drell-Yean
and top quark pair production measurements have within an existing PDF
set. Using the profiling formalism we have determined the impact of the
recent Drell-Yean and top quark pair production data on the CT14 PDFs.
The results of the profiling on quarks and gluon PDFs, their relative uncer-
tainties, and on the PDF ratios with respect to before profiling procedure
are shown.

A significant reduction of the relative gluon and xs uncertainties is observed
in the medium and large x for CT14 PDF set. The profiling procedure
using new set of Drell-Yean and top quark affected the strange xs and gluon
distributions at the CT14 PDF sets. These findings are interesting and show
the significance of the Drell-Yean and top quark production cross section
data to constrain gluon and strange PDFs.

The next step in this analysis will be to fix issues observed with xFitter
and the solutions we come up with. Again, these issues have no effect on
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profiling and fits. Such discovery is saluted by Sasha Glasov. At the end,
a comparison of xFitter and ePump is shown for the first time.
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Appendix A

Impact of Top data on sea
quarks
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Figure A.1: The parton distribution of xuv, xdv, xū, xū, xΣ, xs and the
related uncertainties of xuv, xdv, xΣ and xs extracted from CT14 PDFs.
The results obtained after the profiling procedure e.g., adding the mtt̄ and ptT
spectra from lepton+jets, compared with corresponding same features before
profiling. Newly added top quark data obviously constrained distributions
of δxΣ/xΣ.
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Figure A.2: The parton distribution of xuv, xdv, xū, xū, xΣ, xs and the
related uncertainties of xuv, xdv, xΣ and xs extracted from CT14 PDFs.
The results obtained after the profiling procedure e.g., adding the mtt̄ and
ytt̄ spectra from di-lepton, compared with corresponding same features before
profiling. Newly added top quark data constrained distributions of δxΣ/xΣ
and xs/xs.
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Figure A.3: The parton distribution of xuv, xdv, xū, xū, xΣ, xs and the
related uncertainties of xuv, xdv, xΣ and xs extracted from CT14 PDFs.
The results obtained after the profiling procedure e.g., adding the mtt̄ and
ytt̄ spectra from di-lepton and the mtt̄ and ptT spectra from lepton+jets,
compared with corresponding same features before profiling. Newly added
top quark data constrained distributions of δxΣ/xΣ and xs/xs.
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