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Abstract 

Conjugate heat transfer simulations were performed for the two-beam module of the Compact 

Linear Collider (CLIC). A full approach using ANSYS Fluent is presented for the determination of 

heat dissipation values from the main beam portion of the module to the cooling air and water. A 

transient model for heat dissipated through the tunnel to the outside soil is presented as well. 

Structural stress-strain simulations and modal analyses were performed for the adjustable sup-

ports with the finite-element method using ANSYS Mechanical. The operating range of the adjust-

able supports was determined. 
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1. Introduction 

1.1. Background of this report 

This report summarises and concludes the work performed for the two-beam module of the Com-

pact Linear Collider (CLIC) study between 01.09.2017 and 28.02.2018, when the first author was 

a trainee at CERN (BE-RF-MK), as a part of his master’s studies in mechanical engineering at 

ETH Zurich. It aims to serve as a convenient reference for future efforts with modelling and simu-

lations of the two-beam module. 
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1.2. Compact Linear Collider and the two-beam module 

The two-beam module is a fundamental part of the Compact Linear Collider (CLIC). A model of it 

is shown in Figure 1. The collider consists of over 10’000 of such modules repeated in serial, 

forming the distance with which particles are accelerated [1]. This report skips the discussion on 

the arrangement of the module. For details, refer to the conceptual design report [1]. 

It is then without question that, understanding the behaviour of the two-beam module is essential 

in understanding the behaviour of the collider. In this work, most of the content is dedicated to the 

investigation of the heat dissipated from the module, specifically, the heat dissipated to the air 

within the tunnel, to the water in the cooling circuit, and to the soil external to the tunnel. The 

remaining content is dedicated to the mechanical behaviour of adjustable supports, with which the 

position of the module can be fine-tuned. 

 
Figure 1: Two-beam module 
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1.3. Thermal behaviour determination 

A proper understanding of the thermal behaviour of the module is desired for several reasons. For 

the proposed length of tens of kilometres of the collider, the heat dissipation to air is the basic 

factor governing the choice of the tunnel ventilation system, which can translate to millions of euros 

in terms of costs. Second, thermal expansion of the materials must be considered given the strict 

alignment requirements of the collider. The size of the alignment window over 200 m is measuring 

merely 28 μm [2]. It is desirable to determine an optimal operating temperature at this point so that 

alignment can be performed accordingly. 

The determination of heat dissipation values for the module is a conjugate heat transfer problem, 

which involves the coupling of heat transfer within the solid regions (e.g. conduction within the 

module) and heat transfer within the fluid regions (e.g. convection of air). Chapter 2 begins by first 

describing previous approaches to this problem and their limitations. Chapter 3 then introduces 

the computational fluid dynamics approach which constitutes much of this work. 

1.4. Structural behaviour determination 

Given the strict requirements in alignment, it is desirable to correct for minor deviations from nom-

inal design dimensions after the collider is installed in the tunnel. In view of this, the supports of 

the accelerating structure are to be made adjustable based on elastic strain of a chosen material. 

Simulations were used to identify the maximum movement window of such supports, and the res-

onance frequencies of the system. Chapter 4 discusses the finite-element method simulations 

performed. 
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2. Existing Approaches to Thermal Behaviour 
Determination 

2.1. Introduction 

There are 3 existing approaches to model the heat dissipation from the module to different media 

before the CFD approach introduced in this report. They involve different extents of simplification 

and approximation, with different solution times. An overview of these approaches are given in [3]. 

2.2. Analytical model 

The analytical model was developed by M. Aicheler and A. Vamvakas. It had a highly simplified 

geometry with only the essential components of the model, i.e. power input to the system, heat 

dissipation to air and to water, and heat dissipation by radiation [4]. Because of the lack of the 

consideration of the actual geometry, the heat transfer was modelled by coefficients only. Such 

coefficients involved heavy assumptions. The main advantage was that computation time was only 

in a matter of seconds. 

2.3. Finite-element approach with ANSYS Mechanical 

The finite-element approach was developed by A. Moilanen. It used the actual geometry of the 

module. The chosen finite-element solver, ANSYS Mechanical, solves for the conduction equation 

within the module. The convective heat transfer to air and to water, and the heat dissipated by 

radiation were modelled with coefficients. In particular, a single (ideally the average) value of the 

heat transfer coefficient was chosen for all the surfaces of the module exposed to air flow. Natu-

rally, these coefficients involved assumptions. The computation time was on the scale of minutes. 
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2.4. Experimental approach 

The experimental approach was developed by M. Aicheler, V. Andavan, and A. Vamvakas. Re-

sults were obtained from the module placed in a wind tunnel. 

There were a few sources of errors in the experimental approach. The wind tunnel cross section 

did not match with the supposed circular cross section when the collider is put into operation. This 

error was only minimal if the change in the cross section did not significantly impact the air flow 

around the module. Uncertainties existed as well for the sensors, generating error bars of tens of 

watts. Third, there was no actual beam within the module during the experimental measurements. 

The heat dissipated from the beam was estimated by heating elements located close to the beam 

location instead.  

The experimental approach had as well a few limitations. First of all, it was not possible to directly 

measure heat dissipated to air. The method adopted was indirect: 1) measure the change in water 

temperature and the water flow rate to deduce the heat dissipated to water; and then 2) subtract 

this value from the power generated from the heating elements. The resulting value was the sum 

of the heat dissipated by convection to air, and by radiation. 

Experiments provided results for only specific variables, for example temperature values; and only 

at pre-selected points, rather than a field that one can obtain with modelling methods. Neverthe-

less, experiments provided an indispensable way to validate the mathematical model and the fi-

nite-element model, as well as the CFD model, if the measurement errors were sufficiently low. 
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3. The CFD Approach to Thermal Behaviour De-
termination 

3.1. A new approach 

The CFD approach aimed to complement the existing ones in Chapter 2. Figure 2 is taken from 

[3]: 

 
Figure 2: Workflow incorporating CFD [3] 

Figure 2 illustrates the role of CFD in the system of approaches. While the finite-element model 

and the analytical model enjoyed the advantages of short computation times (within minutes), they 

suffered from the estimation errors of heavy assumptions in heat transfer coefficients. The CFD 

approach undertaken in this work was an all-coupled approach in which the conduction heat trans-

fer within the module, convective heat transfer to air and to water, and the radiation heat exchange 

with the tunnel wall were all coupled in the final model. This was performed at the expense of 

significant human labour, as well as CPU time (measured in hours, on the CERN cluster). There-

fore, it was of interest to take the results from CFD simulations to tune the heat transfer coefficients 

in the existing models. In this way, one can perform a parametric study with different incoming air 

temperatures and air speeds, for example, in a reasonable amount of time using the tuned coeffi-

cients. This concept is illustrated in Figure 2. 

Nevertheless, even with an all-coupled approach, there was a finite size of the computational 

domain. Modelling and estimation were present at domain boundaries, e.g. heat transfer to soil 

out of the tunnel wall. Turbulence and radiation heat exchange were modelled as well. The choice 

of turbulence and radiation models involved engineering judgement and may introduce other er-

rors. These should be taken note when interpreting the results. 
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3.2. Software and general workflow 

This section describes the workflow generally followed in this work to perform a CFD analysis. 

3.2.1. Geometry repair and simplification 

The original 3D CAD file, often in STEP format, was first imported to SolidWorks 2017 for geometry 

repair and simplification. It should be noted that the “original” geometry refers to the geometry that 

was left by previous colleagues. Usually, this had already been simplified to some extent by pre-

vious users. Some of such geometries had been sufficiently simplified to perform a finite-element 

analysis with ANSYS Mechanical, where mesh generation and solution methods were believed to 

be more robust to geometry issues. Some other geometries had been partially simplified in previ-

ous attempts to perform a CFD analysis, but these attempts did not proceed to completion due to 

time limitations. 

It was essential to repair, simplify, and verify the geometry before mesh generation. It should be 

straightforward to imagine that when a structure was placed in a fluid domain, the fluid would enter 

any tiny gap of the solid geometry. This would in turn create highly skewed elements and a low-

quality mesh, if not a non-readable mesh. There would be a large number of small elements in the 

gaps, and it would take a longer meshing time than necessary. Such mesh would introduce con-

vergence issues later in the solver, and the accuracy would be lower because there would be no 

thermal contact when there should be. On the other hand, fillets and small features (e.g. screws, 

bolts, nuts) were removed reasonably as much as possible, since they required a more refined 

mesh to represent their geometry but did not alter much the fluid flow patterns. 
  



 

 

Page 8 / 121  

 
Figure 3: Gap between the waveguide and the accelerating structure 

Some of these gaps might have been left there on purpose. A reason for this was to leave for 

manufacturing tolerances. The gap in Figure 3 may be one of these gaps. All of these gaps, how-

ever, had to be removed before meshing. 

In complex problems, such as the simplification of the main beam part of the entire module, this 

process took over a month. 

  

10 μm gap (not visible in this screenshot) 

between the brown structure and the 

green structure in the CAD geometry, 

which needs to be removed 
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3.2.2. Mesh generation procedures 

3.2.2.1. Import to ICEM CFD 

Mesh generation, or meshing, is arguably the most challenging step since it is highly problem-

dependent, and it can require a lot of user input and judgement. The mesh quality directly impacts 

the plausibility to attain a converged solution. 

With a “clean” geometry, the file could be safely passed to the meshing phase. A STEP file was 

exported from SolidWorks 2017 and imported to ANSYS Workbench. It was then read into the 

geometry modeller SpaceClaim, and a fluid domain was generated by using the Enclosure feature 

in the software. The resulting SpaceClaim file (*.scdoc) was then transferred to the meshing soft-

ware, ICEM CFD 17.2, with the Workbench interface. ICEM CFD is a surface-based meshing 

software and offers significantly more manual controls over ANSYS Meshing, the software used 

in previous attempts. It is surface-based in that in ICEM CFD, only surfaces, curves (i.e. edges) 

and points (i.e. vertices) are extracted from the CAD geometry. Solid regions were only repre-

sented by the generated mesh, rather than stored within the ICEM CFD pre-mesh geometry data. 

3.2.2.2. Build topology 

Although ICEM CFD offers an automated way to fix geometry errors and gaps as those depicted 

in Figure 3, it has its own limitations in that the user can specify only one tolerance value, smaller 

than which the edges of solids are merged. Nevertheless, this feature, named Build Topology, 

significantly simplifies the process given that it is extremely difficult to fill all gaps in the CAD soft-

ware. 

As a result, the Build Topology feature was run once to build a fixed geometry for the meshing 

step, with an appropriate tolerance value. (The tolerance value was arbitrary and geometry-de-

pendent, but it usually lied on the scale of 100 μm in the geometries considered in this work.) 

ICEM CFD would then warn the user with a map of the connectivity of curves. Ideally, most of the 

curves should be connected to 2 surfaces since a curve connected to 1 surface implies that the 

surface is lying in open area. 

3.2.2.3. Grouping the surfaces 

The next step was one of the most time-consuming steps. In this step, all the surfaces were man-

ually grouped and then the group named for future identification. Such a group is termed a part in 

ICEM CFD. For example, the surfaces which constitute the interface between the air in the tunnel 

and tunnel concrete wall were grouped and the part was named as “IFACE_TUNNEL_TUN-

NELAIR_TUNNELCONCRETE.” The naming process enabled the user to specify maximum sizes 

of the elements in contact with the surfaces within the group and the group was later read into the 

solver to specify boundary conditions on all the surfaces belonging to the group. It was as well 

easier to report results after solution since all the involved surfaces were grouped. In this example, 

one could directly output the heat flux between the air in the tunnel and the tunnel concrete wall 

from the solution by specifying the group. 
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It is important to note that interfaces between two fluid or solid regions must be handled with care. 

In principle, surfaces belong to either one of the two types, 1) exposed to free space, so that a 

fluid or solid region is on only one side of the surface; or 2) a fluid or solid region exists on both 

sides of the surface. Surfaces belonging to the same group must be of the same type, and if they 

are of type 2, it is required that the fluid or solid regions on the two sides of the surfaces are the 

same for all the surfaces within the group. In this example, all the surfaces within the group had 

TUNNELAIR on one side and TUNNELCONCRETE on the other side. This facilitated unambigu-

ous specification of boundary conditions in the solver. Otherwise, the solver would separate the 

group until the requirement was fulfilled and lead to confusion. 

The curves and points in the geometry were all placed into one single group since they had no 

real effect except indicating the boundary for the meshing algorithm. 

Material points were then added to the supposed solid and fluid regions. During meshing, ICEM 

CFD identifies a region, bounded by its surfaces and in which its material point is found, and then 

meshes the region, for every material point specified. 

For example, the material point TUNNELCONCRETE was placed within the region bounded by 

the tunnel wall surfaces. 

3.2.2.4. Specify maximum sizes 

It was then required to specify the maximum sizes of elements in contact with the surfaces within 

each group. The general guideline is that the user should specify a finer mesh in regions of high 

gradients or of significant interest. Depending on the problem, the user must consider whether to 

resolve the viscous sublayer or use a wall function for near-wall flows. Ideally, the near-wall mesh 

should be at the appropriate size to achieve the target y+ value for the first element. In this work, 

since heat transfer is of the highest interest, and flow separation was expected from the blunt 

features of the module, it was more desirable to resolve the viscous sublayer. A target y+ value of 

1 was placed for the first element. However, for such a complex problem, estimation was not 

straightforward, and a post-simulation verification might be necessary. In specifying the maximum 

sizes, the sizes must be a series multiplied with powers of 2. For example, if the smallest maximum 

size is 1 mm, the other specified sizes should be one of the values in the series 2 mm, 4 mm, 8 

mm, 16 mm, etc. This is to satisfy the Octree meshing algorithm [5]. 

Apart from maximum element sizes, Curvature/Proximity Based Refinement was also enabled 

such that for small features and curves, the meshing algorithm would automatically refine locally 

the mesh to represent the geometry until the pre-set “Min size limit” was reached [5]. 

The Octree method was used to generate the mesh. It is a robust and straightforward meshing 

method. An overview of how the Octree algorithm works can be found in [6]. 
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3.2.2.5. Mesh checking 

After mesh computation, a mesh check was performed with default settings in ICEM CFD. If the 

geometry in ICEM CFD is clean, the user should not expect a lot of errors in this step. Usually, 

duplicate elements can be safely deleted, and multiple edges can be safely ignored. Unconnected 

vertices were removed. 

3.2.2.6. Comments on prism layers 

Prism layers are usually desired in the boundary layer regions because of the high gradients per-

pendicular to the direction of the flow. It significantly reduces the number of elements necessary 

in the near-wall regions and increases numerical accuracy. However, such layers are only easily 

generated when the geometry is relatively simple. With the module, selecting which surfaces to 

generate prism layers became a problem since the flow was highly complex. Generating the layers 

almost always introduced errors, and given the time available with this work, prism layers were 

not pursued. A very fine mesh was used in these regions instead, for robustness of mesh gener-

ation, at the expense of computational resources since the number of elements increased consid-

erably without prism layers. 

3.2.2.7. Smoothing 

With an error-free mesh from the checks performed in Section 3.2.2.5, the mesh was then 

smoothed. Smoothing the mesh improves mesh quality. The user specifies the number of smooth-

ing iterations and the up to quality value. ANSYS recommends a quality of 0.15 for complicated 

models [6]. If time is sufficient, mesh elements with the lowest qualities can be highlighted and 

improved manually. 

3.2.2.8. Manual mesh checking 

It is important to do a manual checking of the mesh at some point after the initial meshing. The 

user may check for the element sizes, especially in the near-wall regions; and that all regions that 

were intended to be meshed were indeed meshed. 

3.2.2.9. Boundary conditions and output 

Boundary conditions were then set within ICEM CFD. All the surfaces with a mesh on one of its 

sides could have their boundary conditions specified at this step. Two-sided surfaces were left to 

be configured later. The mesh in ICEM CFD was then translated and output to the mesh format of 

the solver. 
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3.2.3. Solution 

3.2.3.1. Solution on the CERN cluster 

The chosen solver was ANSYS Fluent, a widely used solver for CFD studies. It is robust and has 

a wide range of models to fit with the problem. CFD case files from Fluent were uploaded to the 

CERN cluster to solve and result files were downloaded, automatically. 

3.2.3.2. Importing into Fluent 

The mesh output from ICEM CFD (*.msh) was passed to ANSYS Fluent for solving, using the 

Workbench interface. Fluent was set to open the mesh and set up the case file as double-preci-

sion. Parallelisation of the mesh on the local workstation was not necessary, since this could be 

done on the cluster. 

3.2.3.3. Case setup 

This section includes a step-by-step setup guide for the Fluent case file, for the SAS-only case 

(Section 3.7). Changes to the settings for the main-beam-tunnel-wall case are to be described 

accordingly in Section 3.9. 

General 

The first step in Fluent was to check the mesh. Fluent checks the mesh for integrity and errors, 

and the mesh must pass this step. The user may also request a mesh quality report for reference. 

A pressure-based solver was used, with absolute velocity formulation. The simulation was steady-

state. Gravity was set to 9.80665 m/s2 in the appropriate direction. 

Models 

The energy equation was turned on. Turbulence was modelled with the SST k-ω model (see Sec-

tion 3.3), with default model constants and options. Radiation was modelled with the Discrete 

Ordinates model (see Section 3.5.2), with Energy Iterations per Radiation Iteration set at 10. 

DO/Energy Coupling was turned off (see Section 3.5). Solar Load was turned off as well. Angular 

Discretization was set to have these values: Theta Divisions = Phi Divisions = 3; and Theta Pixels 

= Phi Pixels = 1. Number of Bands was set to 0. 

Materials 

Depending on the problem (Sections 3.7 and 3.9), the number of materials in the domain might 

vary. Nevertheless, these materials were common: liquid water, air, copper, and aluminium. 

The default material properties stored in Fluent for these materials were used, except for the den-

sity of air. The density of air was modelled with the incompressible ideal gas law. For all the ma-

terials, the absorption and scattering coefficients were set to 0, and the refractive index was set to 

1; since no absorption, scattering, or refraction of the fluids would be taken into account in this 

simulation. 
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Cell zone conditions 

Appropriate materials were assigned to the cell zones, which should have been clearly defined in 

the meshing step. None of the materials participated in radiation, except air in the tunnel and water 

in the pipes. The heating elements were set to have a constant source term for the appropriate 

amount of heat generation, in terms of W/m3. The volume of the heating elements could be ob-

tained from the CAD file. 

For Operating Conditions, the operating pressure was left as default, at 101325 Pa. An appropriate 

value reduces round-off errors. Gravity should have been enabled already due to the setting in 

General. The operating temperature was irrelevant since the Boussinesq model was not used in 

estimating density change. An operating density was specified at 1.1839 kg/m3, the corresponding 

density for 25 °C air [7]. 

Boundary conditions 

The boundary conditions are described in the respective sections in each case. See Sections 3.7.4 

and 3.9.4. 

Reference values 

Reference values could be used for reporting values such as heat transfer coefficients, by setting 

a reference temperature, for example. This was not set for the two cases. 

Solution methods 

The Coupled scheme was used for pressure-velocity coupling. For spatial discretisation, Gradient 

was set as Least Squares Cell Based. Pressure was set to Second Order. Momentum, Turbulent 

Kinetic Energy, Specific Dissipation Rate, Energy, and Discrete Ordinates were all set to Second 

Order Upwind. Pseudo Transient was enabled. 

Solution controls 

Relaxation factors were set at this step. These values were important in maintaining stability of 

the solution. After several trials, these values are used for the SAS-only case: 0.8 for Pressure; 

0.8 for Momentum; 1 for Density; 1 for Body Forces; 0.75 for Turbulent Kinetic Energy; 0.75 for 

Specific Dissipation Rate; 1 for Turbulent Viscosity; 0.65 for Energy; and 1 for Discrete Ordinates. 

Under Advanced/Expert, all three equations (i.e. Turbulent Kinetic Energy, Specific Dissipation 

Rate, and Energy) were enabled for the pseudo transient method. The time scale factor for turbu-

lent kinetic energy and specific dissipation rate was set to 10; whereas the time scale factor for 

energy was set to 100. 
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Monitors 

Several monitors were set for monitoring the iteration progress. For example, in the SAS-only case 

(Section 3.7), the following values were monitored: mass balance of air; mass balance of water; 

total heat to air (specified on SAS surfaces); total heat to water (specified on SAS and pipe sur-

faces); radiation heat passing through the domain boundaries; net radiation heat from the SAS in 

contact with air; total heat from the heat source; mass-weighted average of the water temperature 

just before it enters the structure and just after it leaves the structure; and the enthalpy flow rate 

of air and water into and out of the domain. 

Solution initialisation 

Hybrid initialisation was used, with 25 iterations. 

Run calculation 

Under Pseudo Transient Options, Time Step Method in Fluid Time Scale was set to Automatic, 

with Timescale Factor at 1. Length Scale Method was selected to be User Specified, with Length 

Scale at 0.5 m (i.e. the length of one SAS) for the SAS-only case. Verbosity was set to 1 so that 

the time scales were printed to the console during iterations. Time Step Method in Solid Time 

Scale was set to Automatic, with Timescale Factor at 1000. 

It was set to run for 500 iterations. 

3.2.3.4. Convergence criteria 

To determine convergence some criteria had to be set. This mainly included the residuals, the 

stability of the solution, as well as the mass and energy balances. Normally the residuals should 

reduce over iterations. Scaled residuals were reported and they depended on initial guesses of 

the solution. The second criterion was the stability of the solution. This was judged with the stability 

of the monitored variables, described in the sub-section Monitors above. They should be within a 

range of tolerance and should not be oscillating. The third criterion was the balances. Since both 

mass and energy were conserved, any imbalances were a significant warning to the solution va-

lidity. 
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3.2.3.5. Input and output parameters 

The ANSYS Workbench environment allows the parameterisation of problems, in which the user 

can specify input and output parameters; and perform what is known as a design point study. This 

is especially convenient when the problem is large, since the user does not have to open the 

Fluent case (and data) file(s) to adjust the input parameters (or obtain the values of the output 

parameters). 

For the SAS-only case, the input parameters were: speed and temperature of the air into the 

domain; backflow temperature of air at the air outlet; ambient emissivity and temperature (for ra-

diation calculations); emissivity of copper; heat generation of the heat sources (per unit volume); 

mass flow rate and temperature of water into the domain; backflow temperature of water at the 

water outlet; and the target mass flow rate of water at the water outlet. 

The output parameters were basically the same as the monitored values in Section 3.2.3.3: mass 

balance of air; mass balance of water; total heat to air (specified on SAS surface); total heat to 

water (specified on SAS and pipe surfaces); radiation heat passing through the domain bounda-

ries; net radiation heat from the SAS in contact with air; total heat from the heat source; mass-

weighted average of the water temperature just before it enters the structure and just after it leaves 

the structure; and the enthalpy flow rate of air and water into and out of the domain. 

3.2.4. Post-processing and visualisation 

3.2.4.1. Results of interest 

There were two main types of results of interest. The first was the heat dissipation values to air, 

to water, and to soil (in the main-beam-tunnel-wall case). The second was the temperature and 

velocity fields of the computational domain. 

3.2.4.2. Visualisation 

Sometimes it may be worth to visualise the flow field or the temperature field of a cross section. 

One may want to inspect the temperature uniformity over a cross section of the accelerating struc-

ture, or over the length of the module. 

The bottom line of visualisation is to inspect whether the flow field and the temperature field match 

with physics, and what is expected before the simulation. 
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3.3. Turbulence model 

3.3.1. Reynolds-averaged Navier-Stokes (RANS) equations 

The flow in the tunnel is turbulent. Assuming that the tunnel cross-section is circular so that the air 

flow can be approximated as a pipe flow, an air speed of 0.4 m/s and a tunnel inner diameter of 

5.6 m (tunnel cross section in Figure 80) give a Reynolds number of approximately 140’000, well 

above ~ Re 2’300 for transition to turbulent flow. Given the limitation of computational resources 

and that time-dependent flow features were not the interest of this work, a time-averaged steady-

state solution was desired. A turbulence model was chosen to solve the Reynolds-averaged Na-

vier-Stokes (RANS) equations. 

The RANS equations are obtained by time-averaging the Navier-Stokes (NS) equations, which 

introduces additional unknowns known as Reynolds stresses. A proper turbulence model for these 

Reynolds stresses must be chosen to close the set of equations. 

3.3.2. The shear-stress transport (SST) k-ω model 

k-ω models are generally more accurate than k-ε models in calculating boundary layer separation 

[8]. Moreover, the formulation of k-ω models in Fluent is y+-insensitive [9]. This circumvents the 

problem described in 3.2.2.4 in that the y+ value of the first element cannot be accurately predicted 

at every point on the solid surface beforehand in complex problems. The model allows flexible y+ 

value for the first element given that it still lies in the logarithmic layer, and switches between 

modes of near-wall resolution and near-wall modelling. 

In this work, an improvement to the standard k-ω model, the shear-stress transport (SST) k-ω 

model was used. Compared to the standard k-ω model, the SST k-ω model is less sensitive to 

freestream values of k and ω [8]. This was desirable since these values were not necessarily 

known at this stage. 

3.4. Buoyancy effects 

Buoyancy effects were accounted for in the simulations from the change in density of air with 

temperature. The density of water was assumed to be constant. The buoyancy effects were mod-

elled with the incompressible ideal gas law. Nevertheless, buoyancy effects were secondary since 

the change in density was minimal and there was forced convection of air over the module. 
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3.5. Radiation model 

3.5.1. Contribution from radiation exchange 

It was thought in the earlier parts of the project that contribution from radiation was significant and 

shall not be neglected. It was from the estimation with the following equation: 

𝑄 = 𝜎𝐴(𝑇𝐻
4 − 𝑇𝐿

4) 

To model radiation exchange between the module and the tunnel wall, an appropriate radiation 

model in Fluent had to be chosen. This discussion is to follow shortly. Although it was later dis-

covered that the heat dissipated by radiation from the structure was overestimated because of an 

overestimation in the emissivity of copper (see Section 3.7.5.4), radiation modelling constituted a 

supplementary part which improved the accuracy of simulation results. 

For the SAS-only case, radiation was modelled for air and water regions. For the main-beam-

tunnel-wall case, radiation was modelled only for the air regions. 

3.5.2. Radiation models in Fluent 

There are a few available radiation models in Fluent, namely, Rosseland, P1, Discrete Transfer 

Radiation Model (DTRM), Surface-to-Surface (S2S), and Discrete Ordinates (DO). The choice of 

the radiation model followed the guideline given in [9]. Since the problem had a low optical thick-

ness, and Rosseland and P1 models are for optically thick problems, they were not considered 

[9]. Moreover, the Rosseland model is insensitive to emissivity [9]. Although DTRM and DO require 

much more computational resources, they are suitable for all optical thicknesses [9] and were 

therefore preferred. 

3.5.2.1. Surface-to-Surface (S2S) 

Before going to the DTRM and DO models, the S2S model is worth some discussion. It is recom-

mended in modelling “enclosure radiative heat transfer with non-participating media” [9], which is 

exactly the configuration with the module inside the “enclosure” of the tunnel wall. When the media 

(i.e. water or air) does not participate in radiation, the S2S model is more efficient than models 

which consider participating media [9]. 

The initial case was set up with the S2S model enabled. It had soon become clear that this model 

was not feasible because of the complexity of the geometry. In principle, the S2S model computes 

the view factor between surface elements, that is, the surface of the geometry is first divided, and 

then computed to determine whether one surface element “sees” another surface element [9]. 

This approach, with a complex geometry (fine details and curvature) of the module, requires un-

reasonably high resolution in performing view factor computation. This in turn requires significant 

time because this cannot be computed on the cluster. The resulting view factor values, at the 

same time, were not accurate enough for the considered geometry and produced significant errors 

which were non-physical. 
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3.5.2.2. Discrete Transfer Radiation Model (DTRM) 

The DTRM model approximates radiation leaving a surface with discrete rays [9]. The number of 

discrete rays is controlled by the angular discretisation specified by the user. Fluent performs a 

ray tracing step before the main solution step and creates a “ray file” for radiation calculation [8]. 

Although this model is straightforward and elegant, its implementation in Fluent does not allow 

parallel processing [9], thus rendering it impossible to use with the current problem. 

3.5.2.3. Discrete Ordinates (DO) model 

The DO model then became the last remaining choice of radiation models available in Fluent. The 

DO model is capable of a large number of effects, such as semi-transparent walls, specular walls, 

and scattering [9], although only some of them were used in the current problem. 

The DO model solves the radiation intensity transport equations in different directions. The number 

of such directions is defined by the number of discrete solid angles from the discretisation process 

[9]. Similar to the DTRM model, the angular discretisation fineness is controlled by the user. The 

DO model is solved in the same way as fluid flow and energy equations [9]. 

The coupling between the energy and radiation intensity equations is recommended when the 

optical thickness is larger than 10 [8]. Since the optical thickness was small for the current problem, 

the coupling was not enabled. 

The uncoupled DO model was chosen for modelling radiation exchange in this work. 
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3.6. Periodicity 

Ideally, the model and the mesh should be set up to be ready for periodic flow computation. When 

the flow is fully developed within the tunnel, the entire length of the collider can be split to the 

smallest repeating unit, or a module, and the flow field should be approximately equal over each 

module, neglecting buoyancy effects from temperature changes. 

There are two ways to approach the periodicity problem. The first pseudo-periodic approach is a 

manual approach to achieve periodic flow. The second periodic heat transfer approach is built into 

Fluent. 

3.6.1. Pseudo-periodic 

The pseudo-periodic approach is simple to apprehend. In a computational domain containing the 

smallest repeating unit and the boundary (tunnel wall), where there is a main flow direction, the 

flow is solved once. A velocity profile, which should correspond to the intended air mass flow rate, 

is specified at the inlet for this first solution. The exact profile does not matter. In the second step, 

the velocity profile at the outlet is taken and input as the inlet velocity profile. This process is 

repeated manually until the difference in the inlet and outlet velocity profiles is within a tolerance. 

It may be helpful to have the exactly identical geometry for both inlet and outlet to help conver-

gence. Also, having the same surface mesh at the inlet and outlet eliminates the error of interpo-

lation. The result from this process is a fully developed flow over the module in the tunnel. 

3.6.2. Periodic heat transfer 

Fluent allows the computation of periodic heat transfer setups by including one module only [8]. 

The considered case is termed as “streamwise-periodic” flow in Fluent, in which there is a constant 

pressure drop across the periodic boundaries [8]. 

For periodic heat transfer setups, thermal boundary conditions of constant wall temperature or 

constant wall heat flux are allowed in Fluent, and these two boundary conditions cannot co-exist 

in the problem [8]. The implementation in Fluent imposes a number of limitations of the case setup, 

including that solid regions cannot be next to periodic planes; and that fluid density cannot be a 

function of temperature [8]. These limitations imply that the problems have to be modified to a 

certain extent in order to satisfy Fluent’s requirements. Volumetric heat sources such as those of 

the heating elements may introduce extra complexity. 
  



 

 

Page 20 / 121  

The most straightforward implementation of the periodic heat transfer setup would be a case of 

specified constant wall heat flux out of the domain. In such case, there is a temperature gradient 

𝜎 across a periodic length 𝐿, as in the following equation given in [8]: 

𝑇(𝑟 + 𝐿⃗⃗) − 𝑇(𝑟)

𝐿
=

𝑇(𝑟 + 2𝐿⃗⃗) − 𝑇(𝑟 + 𝐿⃗⃗)

𝐿
= 𝜎 

The temperature gradient 𝜎 is in turn related to the heat transfer in or out of the periodic domain. 

A step-by-step guide is provided in [8] for solving streamwise-periodic flow with periodic heat 

transfer in Fluent. 

Due to time limitations, the two approaches above have not been implemented. They may be of 

interest in future work. 
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3.7. Super accelerating structure, SAS-only case 

3.7.1. First case as proof-of-concept 

 
Figure 4: Super-accelerating structure 

As a first case, one SAS was taken from the module as a proof-of-concept test for the CFD ap-

proach. Figure 4 shows a slightly simplified CAD model of an SAS. In actual CFD analysis a more 

simplified model was used. Various scenarios were then tested with this geometry to find suitable 

models for fluid flows and radiation. These models and settings have already been presented in 

Section 3.2. With the insights gained, the same models and settings were used on the more com-

plete case involving the main beam part of the module and the tunnel wall in Section 3.9. 
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3.7.2. Problem definition 

One SAS was placed in a “free” space where the domain boundaries were sufficiently far away 

from the structure. 

 
 

Figure 5: Computational domain, SAS-only 

Figure 5 shows an SAS placed in “free” space 1 m away from the domain boundaries. The simpli-

fied SAS geometry was taken from the previous work of A. Vamvakas. The water pipes were 

artificial and extended to the domain boundaries, but they were expected to have a negligible 

effect on the air flow because of their small size. The effect of the artificial geometry in heat dissi-

pated to water was minimal, because the modified geometry was external to the structure. The 

water pipe within the SAS, where most heat transfer to water takes place, was not modified. 
  

1 m 

1 m 

1 m 

1 m 
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The pipes had an inner diameter of 6 mm and were made of copper. They were assumed to be 

thermally bonded to the SAS, which was as well made of copper. Air was modelled to have varia-

ble density with temperature using the incompressible ideal gas law. Water was assumed to have 

constant density. 

In this simplified geometry, the ends of the SAS were slightly cut in the streamwise direction. This 

was to avoid the problem of a too sudden change in geometry in air flow which hinders conver-

gence in this particular case. 

 
Figure 6: Location of the heating elements of the SAS 

For heat sources, heating elements made of aluminium were used instead of an internal heat 

source originating from the cavity (Figure 6). This was to correspond to the setting from the exper-

imental approach in Section 2.4. For one SAS, the heat generated was 780 W. 
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3.7.3. Meshing 

The mesh was generated from the steps described in Section 3.2.2. A tetrahedral mesh was gen-

erated with the Octree method. For the finest mesh, there were approximately 43 million elements, 

while coarser meshes were generated for mesh independence tests. The smallest maximum size 

of elements was set to 1 mm. 
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Figure 7: Cross section of the mesh, SAS-only 

 
Figure 8: Cross section of the mesh showing different regions, SAS-only 

A cross section of the mesh is shown in Figure 7. Figure 8 shows a cross section with different 

fluid/ solid regions. The yellow region corresponds to the rectangular heating elements, and the 

SAS copper region has a sky-blue mesh. The air mesh is purple in colour and the water mesh is 

magenta in colour. 

All of these fluid and solid zones were coupled in the solution process and solved simultaneously. 
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Figure 9: Cross section of the mesh, waveguides, SAS-only 

 
Figure 10: Cross section of the mesh, pipe entry and exit, SAS-only 

Figure 9 and Figure 10 are two other cross sections of the mesh. In Figure 9, the waveguide is 

shown. The empty region in black indicates the lack of mesh for this vacuum. Figure 10 shows the 

mesh at the position where the pipe entered and left the SAS. It can be seen that the mesh of the 

SAS and the mesh of the pipe wall were connected as one single solid region. 
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Figure 11: Surface mesh, SAS-only 

Figure 11 shows the surface mesh of the SAS. Note that the colours are only for visibility of the 

surfaces and are different from those from Figure 7 to Figure 10. 
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3.7.4. Boundary conditions 

3.7.4.1. Types of boundary conditions 

There are a few types of boundary conditions, namely momentum, thermal, and radiation. In the 

follow sections, they are discussed by considering different parts of the domain. 

3.7.4.2. Domain boundary (air) 

Inlet 

At the inlet, an inlet velocity was specified to be normal to the boundary at a certain temperature, 

both were input parameters in Workbench. The turbulence parameters were specified with the 

default Turbulent Intensity (5%) and Turbulent Viscosity Ratio (10). For radiation, the External 

Black Body Temperature Method was set to Boundary Temperature and Internal Emissivity was 

set to 0. 

Outlet 

At the outlet, a pressure outlet (type pressure-outlet in Fluent) was specified with Gauge Pressure 

set to 0. The Backflow Direction Specification Method was set to Normal to Boundary. The back-

flow turbulence parameters were set to be the same as the inlet. The Backflow Total Temperature 

was set as an input parameter in Workbench, which was then set to be 4 – 5 °C higher than the 

inlet air temperature. For radiation, the External Black Body Temperature Method was set to 

Boundary Temperature and Internal Emissivity was set to 0. 

Note that the outflow boundary condition should not be specified in Fluent for the outlet when 

solving for heat transfer problems with two fluids separated by a solid region, or there would be 

convergence issues. See Section 13.2.1.2 in [8]. 

Sides 

At the domain boundary for air, it was assumed that the boundary was sufficiently far away from 

the SAS. The momentum boundary condition of zero shear stress on air was thus imposed (in 

Fluent, Shear Condition/ Specified Shear). For the thermal boundary condition, Thermal Condi-

tions was set to Radiation. External emissivity was set to 1; External Radiation Temperature was 

set as an input parameter in Workbench, which would be at the same temperature as the inlet air 

temperature; and Internal Emissivity was set to 0. The domain boundary was set to be transparent 

to radiation (BC Type set to semi-transparent under the Radiation tab, other settings in the tab left 

at default). 
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3.7.4.3. Domain boundary (water) 

Inlet 

A mass flow rate was set at the inlet normal to the boundary (type mass-flow-inlet in Fluent), at a 

certain water total temperature (it was assumed that the total temperature equals the static tem-

perature); both were input parameters in Workbench. The turbulence parameters were the same 

as those for the air inlet boundary in Section 3.7.4.2. For radiation, the External Black Body Tem-

perature Method was set to Boundary Temperature and Internal Emissivity was set to 0, same as 

that in Section 3.7.4.2. 

Outlet 

A pressure outlet (type pressure-outlet in Fluent) was specified with Gauge Pressure at 0. The 

Backflow Direction Specification Method was set to Normal to Boundary. A target mass flow rate 

was set as the negative of the mass flow rate specified at the inlet, which was also a parameter in 

Workbench. The backflow turbulence parameters were set to be the same as the inlet. The Back-

flow Total Temperature was set as an input parameter in Workbench, which was then set to be 3 

°C higher than the inlet water temperature. For radiation, the External Black Body Temperature 

Method was set to Boundary Temperature and Internal Emissivity was set to 0. 

Similarly, the outflow boundary condition should not be specified, as described in Section 3.7.4.2. 

3.7.4.4. Domain boundary (solids) 

For surfaces adjacent to solid zones and form part of the domain boundary, they were of type wall 

in Fluent. There was no momentum boundary condition applicable. Thermal Conditions was set 

to Heat Flux, with zero heat flux across the surface. The setting Internal Emissivity had no effect, 

since radiation was not solved inside solid zones. Under the Radiation tab, BC Type was set to be 

opaque. 
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3.7.4.5. SAS 

Boundary conditions were specified on surfaces. There were two types of surfaces for the SAS. 

The first type separated an unmeshed region (vacuum e.g. found in the beam cavity) and the 

copper region of the structure. These were just walls in Fluent. The second type of surfaces were 

interfaces. They separated regions of meshes representing different materials. For example, an 

interface can separate the copper region of the SAS and the air region of the tunnel. These were 

the surfaces where the coupled boundary condition applies. 

There was not much one could specify for the first type. There were no adjacent fluid regions, so 

momentum boundary conditions did not apply. It was assumed that no heat flux crossed the wall, 

same as the domain boundary setting for solids. Radiation had not been modelled here, and it 

would not have been possible since for radiation transport in the DO model a mesh was necessary 

in this vacuum region. 

The second type of surfaces was automatically identified by Fluent when reading the mesh. They 

were automatically set to be Coupled under Thermal Conditions. On the air side, a no-slip wall 

was specified. Internal Emissivity was set to be the emissivity of copper, an input parameter in 

Workbench. Under the Radiation tab, BC Type was set to be opaque. On the copper side, the 

setting Internal Emissivity had no effect since radiation was not solved in solid zones. Under the 

Radiation tab, BC Type was set to opaque. 

3.7.4.6. Heating elements 

The heating elements were specified to have a volumetric heat generation which gave a total of 

780 W for the four heating elements in one SAS. Similarly, the surfaces of the heating elements 

had coupled thermal boundary conditions between the aluminium zone of the heating elements 

and the air zone, or the copper zone on the other side of the surface. 

On the air side of the air-aluminium interface, a no-slip condition was specified. Internal Emissivity 

was set to 1 and the surface was set to opaque. On the aluminium side, no momentum conditions 

were available. The setting Internal Emissivity had no effect since radiation was not solved in the 

solid zones. Under the Radiation tab, BC Type was set to opaque. 

On the copper side of the copper-aluminium interface, no momentum conditions were available. 

The setting Internal Emissivity had no effect since radiation was not solved in the solid zones. 

Under the Radiation tab, BC Type was set to opaque. On the aluminium side, similarly, no mo-

mentum conditions were available. Similarly, the setting Internal Emissivity had no effect since 

radiation was not solved in the solid zones. Under the Radiation tab, BC Type was set to opaque. 
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3.7.4.7. Pipe 

The pipes had similar boundary conditions as described in the previous sections. 

Inner surface – Water side 

At the inner surface of the pipe, a no-slip boundary condition was specified on the water side. 

Thermal Conditions was automatically set to Coupled. Internal Emissivity was set to the emissivity 

of copper, an input parameter in Workbench. Under the Radiation tab, BC Type was set to opaque. 

Inner surface – Copper side 

On the copper side, there was no momentum boundary condition. Thermal Conditions was auto-

matically set to Coupled. The setting Internal Emissivity had no effect since radiation was not 

solved in the solid zones. Under the Radiation tab, BC Type was set to opaque. 

Outer surface – Air side 

At the outer surface of the pipe, a no-slip wall boundary condition was specified on the air side. 

There was no heat flux across the interface: Thermal Conditions set to Heat Flux, where heat flux 

was set to 0 and Internal Emissivity was set to the emissivity of copper, an input parameter in 

Workbench. Under the Radiation tab, BC Type was set to opaque. 

Outer surface – Copper side 

On the copper side, there was no momentum boundary condition. Thermal Conditions was set to 

Heat Flux, with heat flux set to 0. The setting Internal Emissivity had no effect since radiation was 

not solved in the solid zones. Under the Radiation tab, BC Type was set to opaque. 
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3.7.5. Results 

3.7.5.1. Convergence 

The cases achieved convergence with about 500 iterations. It took 6 hours on the CERN cluster 

with 32 cores for the finest mesh. 

3.7.5.2. Results reporting 

The results were reported with output parameters listed in Section 3.2.3.5. Heat dissipated to wa-

ter and air were calculated from the differences in enthalpy flow rates at their respective inlet and 

outlet. For example, the heat dissipated to air was derived from the difference between air enthalpy 

outflow rate and air enthalpy inflow rate. The heat dissipated by radiation was given by the output 

parameter for radiation heat passing through the domain boundaries. 

3.7.5.3. Mesh independence test 

Mesh independence tests were performed by doubling and quadrupling the Global Element Scale 

Factor in ICEM CFD. The Min Size Limit under Curvature/Proximity Based Refinement was ad-

justed accordingly so that after scaling with the Global Element Scale Factor the resulting value 

was constant. This was necessary to resolve the smaller features in the geometry. 

The results reported for different meshes are as follows: 

 

Global Element 
Scale Factor 

Air Inlet 
Temperature 
(°C) 

Enthalpy Change 
Rate of Air (W) 

Enthalpy Change 
Rate of Water (W) 

Net Radiation Heat 
through Boundary (W) 

Total Heat 
Dissipated 
(W) 

1 21 54.112 699.12122 27.400854 780.634074 

2 21 55.524 712.12822 27.1213 794.77352 

4 21 56.486 693.07053 27.146991 776.703521 

1 25 39.13833275 719.45096 21.168561 779.7578538 

2 25 40.10631913 731.27496 21.048059 792.4293381 

4 25 40.6591333 714.76958 21.065851 776.4945643 

1 30 23.638 743.52126 12.880305 780.039565 

2 30 24.317 756.4637 12.813536 793.594236 

4 30 24.892 740.55073 12.7975 778.24023 

1 35 5.77 769.79369 4.2262865 779.7899765 

2 35 6.677 783.92678 4.2432718 794.8470518 

4 35 6.862 767.80334 4.2001928 778.8655328 

Table 1: Mesh independence test, copper emissivity 0.8, SAS-only 
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Global Element 
Scale Factor 

Air Inlet 
Temperature 
(°C) 

Enthalpy Change 
Rate of Air (W) 

Enthalpy Change 
Rate of Water (W) 

Net Radiation Heat 
through Boundary (W) 

Total Heat 
Dissipated 
(W) 

1 21 55.476 719.79986 3.4515551 778.7274151 

2 21 56.077 731.96969 3.9837736 792.0304636 

4 21 57.942 715.27261 3.437516 776.652126 

1 25 40.31856632 736.36994 2.6824564 779.3709627 

2 25 40.54064089 750.7891 3.2297047 794.5594456 

4 25 41.854045 732.42454 2.6715439 776.9501289 

1 30 24.599 753.62749 1.6418402 779.8683302 

2 30 24.681 766.0872 2.2181591 792.9863591 

4 30 25.859 750.53556 1.6306035 778.0251635 

1 35 10.265 773.92195 0.55973696 784.746687 

2 35 7.937 786.59862 1.2093298 795.7449498 

4 35 7.752 770.81677 0.54976661 779.1185366 

Table 2: Mesh independence test, copper emissivity 0.05, SAS-only 

Table 1 gives the values for different meshes for a copper emissivity of 0.8. Table 2 gives the 

same values, except the copper emissivity was corrected to 0.05. Section 3.7.5.4 explains the 

change in the copper emissivity. 

It can be seen that for most of the results, the three meshes with different element sizes gave fairly 

consistent values. There was an exception for the 2x mesh, where there was a systematic devia-

tion of the values of the enthalpy change rate of water from those of other meshes for both copper 

emissivity values; and a deviation of the net radiation heat for the copper emissivity of 0.05. This 

might be due to some highly skewed elements located somewhere in the water pipes or these 

cases required much more iterations for proper convergence. The total heat dissipated for the 2x 

mesh also gave ~795 W for all the cases, which was 15 W larger than the nominal 780 W. 

It was concluded that the element sizes were in the desired range, and that the 2x mesh was only 

an exception. The finest (1x) mesh was used to report the results. 

3.7.5.4. Overestimation of copper emissivity 

In the beginning the emissivity of copper was set to 0.8, and it produced an underestimation of 

heat dissipated to water. It was later known that the emissivity of copper had in fact been measured 

experimentally and it was more than one order of magnitude lower, at 0.05. 

The results reported in this Section (3.7.5.4) are from an air inlet velocity of 0.4 m/s. The water 

inlet volume flow rate was 1.3 L/min, which was converted to an equivalent mass flow rate (density 

is constant for water in the simulation) for the boundary condition in Fluent. The water inlet tem-

perature was 27 °C. 
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Figure 12: Heat dissipation values to air and by radiation at different air temp., SAS-only 

Figure 12 shows the sum of heat dissipation values by convection to air and by radiation. The plot 

and the FEA values are from A. Moilanen. The experiment values are from V. Andavan and A. 

Vamvakas. Reporting the sum of the two heat dissipation values instead of separated values was 

necessary because it was not possible to distinguish between heat dissipation by convection and 

by radiation in the experiment with available sensors. It is noted that these values in the experiment 

were measured indirectly, that only the temperature change in water and the power input to the 

heating elements were actually measured. In this plot the finite-element (FEA) results have been 

adjusted according to the results from CFD. The adjusted air convective heat transfer coefficient 

was 6 W/(m2∙K). The water convective heat transfer coefficient was not adjusted and was chosen 

to be ~ 4000 W/(m2∙K). On the x-axis, air inlet temperatures were specified for CFD and ambient 

temperatures were specified for FEA. This is because in ANSYS Mechanical, one has to specify 

an “ambient” temperature on which the user input convection coefficient is based. 
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Figure 13: Heat dissipation values to water at different air temp., SAS-only 

Figure 13 shows the heat dissipation values to water by convection. The plot and the FEA values 

are from A. Moilanen. The experiment values are from V. Andavan and A. Vamvakas. 

One can easily observe from Figure 12 and Figure 13 that the numerical solutions underestimate 

the heat dissipated by convection to water and overestimate the sum of heat dissipation by con-

vection to air and by radiation. This is due to the overestimation of the copper emissivity, as it 

becomes clear in Section 3.7.5.5, when compared to experiments. 
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3.7.5.5. After correction of copper emissivity 

Incoming air at 0.4 m/s 

 
Figure 14: Heat dissipation values to air and by radiation at different air temp, SAS-only 

 
Figure 15: Heat dissipation values to water at different air temp., SAS-only 
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Incoming air at 1.3 m/s 

 
Figure 16: Heat dissipation values to air and by radiation at different air temp., SAS-only 

Figure 14 to Figure 16 report the heat dissipation values after the correction of copper emissivity. 

The plots and the FEA values are from A. Moilanen. The experiment values are from V. Andavan 

and A. Vamvakas. 

It can be seen that in Figure 14 and Figure 15, the CFD values correspond well with the experi-

mental values after the adjustment of copper emissivity. The FEA curve and the CFD curve con-

verged. 

A higher air speed of 1.3 m/s was tested, with results shown in Figure 16. The FEA curve corre-

sponds well with the CFD curve as well. For FEA, the adjusted air convective heat transfer coeffi-

cient was 11 W/(m2∙K). The water convective heat transfer coefficient remained to be ~ 4000 

W/(m2∙K). Experiment values were not available at 1.3 m/s air. 
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3.7.5.6. Contour and vector plots 

This section shows a few visualisation plots generated with CFD-Post before the adjustment in 

copper emissivity, i.e. the values for the case in Section 3.7.5.4 are shown. They were not re-

generated with the new emissivity values because at this stage they are only for illustration pur-

poses and without considering other parts of the module, the flow and temperature fields are not 

of great reference value. These plots were shown in the presentation for the CLIC Project Meeting 

#28 [3].  

 
Figure 17: Temperature field at a cross section of the SAS, SAS-only 

Figure 17 shows the temperature field at a cross section. The temperature of the SAS was at 

approximately 36 °C. 
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Figure 18: Temperature distribution at the surface of the SAS, SAS-only 

Figure 18 shows the temperature distribution at the surface of the SAS. CFD analyses provide the 

valuable capability to visualise temperature distributions of the structure. Although this is as well 

possible in the finite-element model, there are large uncertainties in the results because all of the 

fluid flows are modelled with one averaged heat transfer coefficient, which is definitely not the 

case in reality. 

 
Figure 19: Temperature of water in the pipe, SAS-only 



 

 

Page 40 / 121  

 
Figure 20: Velocity field of air at a cross section around the SAS, SAS-only 

 
Figure 21: Velocity field of air as a vector plot at a cross section around the SAS, SAS-only 

Figure 19 to Figure 21 give other visualisation examples possible with CFD analyses. 
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3.7.6. Comments 

The study performed with one SAS acts as a proof-of-concept case for integrating CFD into the 

system of approaches (Figure 2). It integrates the advantages between experimental methods, 

analytical modelling, finite-element analyses and CFD, and provides good estimation for the coef-

ficients used in the finite-element and analytical models. 

However, this is only a very simplified case. The insights learnt from this were to be applied to the 

more comprehensive main-beam-tunnel-wall case in Section 3.9. 

3.7.7. Failed cases 

This section is dedicated to some of the failed cases that are worth a mention during the testing 

of different approaches for the SAS-only case. Almost all failed cases arose due to artificial sim-

plification of cases, which might be either unrealistic or rejected by the code. In other words, they 

could be avoided if the full case was considered without any artificial simplification, but that would, 

however, introduce other issues such as convergence and meshing due to much higher complex-

ity. 

3.7.7.1. Virtual thickness of a surface as a heat source 

It is an available feature in Fluent that the user can specify a thin layer of material on a surface 

(Section 6.3.14.3.7, Thin-Wall Thermal Resistance Parameters in [8]). It allows the specification 

of the material, the thickness, and the heat generation rate (power per unit volume) of the layer. 

Fluent then solves the one-dimensional steady heat conduction equation for the heat transfer [8]. 

The idea of specifying a heat generation at a surface stemmed from the finite-element simulations 

performed by A. Moilanen. In his simulation case, only the solid was solved and the fluid flows 

were modelled with a constant heat transfer coefficient. ANSYS Mechanical might have allowed 

to specify a heat generation on a surface under such conditions. A heat generation was specified 

in the finite-element case on the curved surfaces at the centre of the SAS, where the heating 

elements were located. 

In reality, specifying a heat generation value at a surface is non-physical since heat has to be 

generated from a volume. Fluent does not allow the specification of heat generation at a surface, 

except using the aforementioned thin-wall approach as a workaround. A test case with this feature 

enabled, with wall thickness 1 mm, on the same surfaces was set up but the solution immediately 

failed. It might be due to the complexity of the geometry. This was not then pursued since meshing 

the heating elements corresponds to the experiment, whereas heat generation on these surfaces 

was an approximation in the first place for convenience in the finite-element simulations in ANSYS 

Mechanical with the existing geometry files. 
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3.7.7.2. Pipe inlets and outlets inside the domain 

Since the pipes were artificial, it was first attempted to just construct the pipes such that the water 

inlet and outlet were right next to the SAS body, for two reasons, 1) lower complexity since less 

water flow had to be computed; and 2) fewer artificial effects on the air flow since the artificial 

pipes did not have the same geometry as the real pipes. It was shortly discovered that Fluent does 

not allow inlets and outlets within the computational domain, but only at the domain boundaries. 

As a compromise the pipes were extended to the side boundaries of the domain. 

3.7.7.3. Abrupt change in geometry close to the air inlet boundary 

The original simplified geometry provided by A. Vamvakas included one SAS with the flanges 

connecting with the compact loads. It was then deemed necessary to cut the two sides in the axial 

direction to consider only one SAS, since there were overlapping regions between consecutive 

SAS’s. At first it was cut to the beginning of the protruding feature, which was already existing in 

the simplified geometry, as shown in Figure 22. This cut had two problems. 

The first problem was that cutting until this point had no physical meaning, in the sense that in 

reality there was a spring connecting two SAS’s and this protruding feature was in fact a hollow 

cavity for the beam rather than a solid obstruction against the air flow. 

The second problem was that such a small protruding feature introduced an abrupt change in 

geometry close to the air inlet boundary. This in turn introduced abrupt changes in the velocity 

(see Figure 23), and thus required a much finer mesh for accurate results. Also, since in this case 

the velocity at the boundary was prescribed as a constant speed at the direction normal to the 

boundary, the resulting flow field would not be realistic due to the close proximity of an obstruction 

to the boundary. The flow had to change direction at some point before the obstruction, and this 

direction change required a certain distance, which might be beyond the distance between the 

SAS main body and the boundary.  

Although the first problem already pointed out that the geometry should not have been cut to this 

point, the second problem provided some insights into the issues of having obstructions close to 

the boundary. It should be taken note in future cases when setting up boundary conditions and 

simplifying geometries. 
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Figure 22: Geometry of SAS with small protruding feature to air inlet boundary, SAS-only 

 
Figure 23: Velocity field with small protruding feature to air inlet boundary, SAS-only 
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3.8. Modelling of heat transfer to soil 

3.8.1. Importance 

It is important to understand or be able to estimate the amount of heat flow into the soil through 

the tunnel wall, so to identify an optimal and equilibrium operating temperature of the collider. This 

can be in the range of ~ 100 W per meter of tunnel, as shown in the preliminary analyses in the 

following sections. 

 
Figure 24: Role of external models in the entire approach 

Figure 24 shows the role of external models in the approach chart. 

3.8.2. Previous approach and its validity 

3.8.2.1. Steady-state heat-resistance model 

The previous, existing approach was a simple one-dimensional steady-state series-heat-re-

sistance model in cylindrical coordinates [10]. It had three resistance components, namely, 1) 

convection heat transfer resistance between freestream air temperature within the tunnel and the 

tunnel wall; 2) conduction heat transfer resistance within the concrete wall layer; and 3) conduction 

heat transfer resistance in the soil region. The heat transfer equation given in [10] is as follows, 

where the terms are self-explanatory: 

𝑄𝐴𝐼𝑅−𝐺𝑅𝑂𝑈𝑁𝐷 =
𝑇𝐴𝐼𝑅 − 𝑇𝐺𝑅𝑂𝑈𝑁𝐷

1
2𝜋𝐷𝑇𝑈𝑁𝑁𝐸𝐿ℎ𝐿

+
ln (

𝐷𝑇𝑈𝑁𝑁𝐸𝐿 + 2𝑡𝐶𝑂𝑁𝐶𝑅𝐸𝑇𝐸
𝐷𝑇𝑈𝑁𝑁𝐸𝐿

)

2𝜋𝑘𝐶𝑂𝑁𝐶𝑅𝐸𝑇𝐸𝐿
+

ln (
2𝑟𝐺𝑅𝑂𝑈𝑁𝐷

𝐷𝑇𝑈𝑁𝑁𝐸𝐿 + 2𝑡𝐶𝑂𝑁𝐶𝑅𝐸𝑇𝐸
)

2𝜋𝑘𝐺𝑅𝑂𝑈𝑁𝐷𝐿
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3.8.2.2. Incorrect assumptions 

This approach is unfortunately invalid for two reasons: 1) assuming the existence of a steady state 

in terms of temperature distribution (and thus heat transfer) in the soil; and 2) assuming the exist-

ence of an undisturbed soil temperature at a distance (𝑟𝐺𝑅𝑂𝑈𝑁𝐷) sufficiently far from the heat 

source, i.e. the air in the tunnel. 

The model can be invalidated with a simple thought experiment. Imagine that there is a point heat 

source lying in an infinitely large body of soil. The heat source is always maintained at a certain 

temperature 𝑇𝐻. Initially, the entire soil body is at a temperature 𝑇𝐿, where 𝑇𝐿 < 𝑇𝐻. The second 

law of thermodynamics dictates that heat must flow from the heat source to the soil, and heat 

slowly propagates radially outwards. One can then easily observe that 1) there is no steady state 

for this problem as heat always propagates outwards; and 2) “undisturbed” soil will be disturbed 

after some sufficient amount of time. 

Putting in other words, one must be clear that there is no active cooling in the soil to maintain the 

soil temperature at a certain distance from the tunnel (𝑟𝐺𝑅𝑂𝑈𝑁𝐷 in the equation above) to be exactly 

that set temperature (𝑇𝐺𝑅𝑂𝑈𝑁𝐷 in the equation above) indefinitely. A heat source of constant tem-

perature, e.g. 𝑇𝐴𝐼𝑅 in the equation above, would continuously heat up the soil further and further 

away from it. A steady-state condition does not exist, and the temperature profile obtained from 

the heat-resistance model in [10] is only a profile at one particular point in time when the heat has 

just propagated to the distance 𝑟𝐺𝑅𝑂𝑈𝑁𝐷. The solution temperature profile, thus the heat dissipated 

to soil, directly depends on the choice of 𝑇𝐺𝑅𝑂𝑈𝑁𝐷 and 𝑟𝐺𝑅𝑂𝑈𝑁𝐷 in the steady-state model, of which 

an appropriate method of estimation or modelling has not been, and can hardly be, provided. 

Assuming a temperature 𝑇𝐺𝑅𝑂𝑈𝑁𝐷 for heat transfer analysis through the wall is only a ‘first approx-

imation’ [11, p. 425]. In the case of having a strong heat source (i.e. the tunnel), such an approxi-

mation is inadequate. 

Although the approach is ultimately incorrect, before the realisation of an appropriate model, an 

ANSYS case was set up along with an analytical solution for a steady-state model, before a similar 

model was found in [10]. It is provided in Section 6.2. 
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3.8.3. Inspiration from temperature profiles underground 

Despite the argument given, it is intuitive for the concept that there is an “undisturbed” temperature 

at a certain distance from a heat source. It is particularly apparent when one measures the tem-

perature profile at different depths from the ground with a probe – it would most likely be a decay-

ing pattern which approaches an “undisturbed” temperature asymptotically. 

This is indeed true, as revealed in [12]. What is overlooked, however, is that this decaying tem-

perature profile is transient, and, periodic. In simple words, it is periodic that, in summer times, the 

ground temperature is hotter than this “undisturbed” temperature, whereas in winter times, the 

ground temperature is cooler than this “undisturbed” temperature. In this sense, the so-called “un-

disturbed” temperature is in fact approximately the average of the ground temperature over the 

year, see Figure 25. 

 
Figure 25: Variation of underground temperature profile in 155 days [12] 

Givoni et al. stated the following: 

The “natural”, unmodified temperature of the ground is governed by two boundary condi-

tions: the cyclic annual pattern of the surface temperature and the constant temperature at 

a depth of several meters. Over large homogeneous areas, the “depth” temperature equals 

the long-term annual average of the surface temperature [13, p. 16]. 

It follows that in the underground tunnel case, the “undisturbed temperature” at some distance 

from the tunnel wall is approximately the time-average of the temperature of the tunnel wall, ne-

glecting the effect from the ground surface. The question then becomes for what periods the col-

lider is supposed to operate when it is placed underground. This, however, was not known at the 

time of writing. Nevertheless, an analytical model was developed (Section 3.8.5). An ANSYS Me-

chanical Transient Thermal case was set up (Section 3.8.6) and a Mathematica code was written 

(Section 3.8.7). 
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3.8.4. Thermal properties of concrete and soil 

Some efforts were made to determine the likely thermal properties of the concrete and soil in the 

region. For transient analyses, the thermal diffusivity, denoted by 𝛼, is particularly important: 

𝛼 =
𝑘

𝜌𝑐𝑝
 

where 𝑘 is the thermal conductivity, 𝜌 is the density, and 𝑐𝑝 is the specific heat capacity. 

For concrete, the thermal properties were directly taken from [10]: 

Density, 𝜌 = 2400 kg/m3 

Thermal conductivity, 𝑘 = 2.5 W/(m∙K) 

Specific heat capacity, 𝑐𝑝 = 1000 J/(kg∙K) 

For soil, thermal properties were difficult to estimate since they are significantly affected by the 

soil composition, moisture content and temperature [14], [15]. For silt loam, for example, an in-

crease in soil moisture content from 5 wt.% to 35 wt.% can increase the thermal conductivity by 4 

times [14]. At this stage, however, an exact value is not necessary. What is of interest is the ap-

proximate magnitude of the heat absorbed by soil. 

It is known that most of CLIC would be in molasse (M. J. Stuart, personal communication, Novem-

ber 28, 2017). Three borehole records (5140, 5489, 10601) were provided by M. J. Stuart, which 

are included in Section 6.5. But since the records only provided data for water content and density, 

external literature had to be searched for thermal properties. Such data, unfortunately, was not 

readily available. A compromise was made and the thermal properties for molasse were obtained 

from p. 49 in [16], for granitische Molasse (granitic molasse). It was chosen because it was the 

same type of soil (Molasse basin) and the density was similar to that from the boreholes (~ 2600 

kg/m3). The properties obtained are as follows: 

Density, 𝜌 = 2600 kg/m3 

Thermal conductivity, 𝑘 = 3 W/(m∙K) 

Specific heat capacity, 𝑐𝑝 = 1120 J/(kg∙K) 

One can easily observe that the thermal properties of soil are similar to that of concrete, in this 

particular case. They can be combined and solved with relative ease since no coupling is involved, 

as shown in Section 3.8.7. 
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3.8.5. Analytical model 

Refer to Figure 26. 

 
 

Figure 26: Cross-section of the tunnel for the transient approach 

The heat transfer model is easily constructed from the one-dimensional transient heat equation in 

cylindrical coordinates: 

1

𝑟

𝜕

𝜕𝑟
(𝑟

𝜕𝑇𝑖

𝜕𝑟
) −

1

𝛼𝑖

𝜕𝑇𝑖

𝜕𝑡
= 0          𝑖 ∈ {𝑐, 𝑠}          𝑟1 < 𝑟 < ∞          𝑡 > 0 

There is one equation for each layer, namely, concrete (denoted with subscript 𝑐) and soil (denoted 

with subscript 𝑠). 𝑟 extends to infinity as the soil layer is assumed to be semi-infinite. 

Initially, the temperature across the entire domain is 𝑇𝑖𝑛𝑖: 

At (𝑟 = 𝑟, 𝑡 = 0) 

𝑇𝑐 = 𝑇𝑠 = 𝑇𝑖𝑛𝑖 

The initial temperature is taken as the typical undisturbed ground temperature at the intended 

depth of the tunnel, which is 16.2 °C (A. M. Rodriguez, personal communication, November 17, 

2017). This is then set as the initial temperature, 𝑇𝑖𝑛𝑖 = 16.2 ℃. 

[17] provides an example for estimating the temperatures around the tunnel along the tunnel loop 

length of the Future Circular Collider at CERN. 
  

air, 𝑇𝑎𝑖𝑟  

soil 

concrete 
𝑟𝑜 

𝑟2 

𝑟1 
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For the concrete layer, the following boundary condition is specified: 

At (𝑟 = 𝑟1, 𝑡 > 0), 

−𝑘𝑐

𝜕𝑇𝑐

𝜕𝑟
|

𝑟=𝑟1

= ℎ(𝑇𝐴𝐼𝑅 − 𝑇𝑐(𝑟 = 𝑟1, 𝑡)) 

where 𝑘𝑐 is the thermal conductivity of concrete. Radiation exchange between the wall and the 

module is not considered, since the effect is insignificant. See Section 3.7.5.5. 

For the interface between concrete and soil regions, the following boundary conditions are im-

posed: 

At (𝑟 = 𝑟2, 𝑡 > 0) 

𝑇𝑐(𝑟 = 𝑟2, 𝑡) = 𝑇𝑠(𝑟 = 𝑟2, 𝑡) 

−𝑘𝑐

𝜕𝑇𝑐

𝜕𝑟
|

𝑟=𝑟2

= −𝑘𝑠

𝜕𝑇𝑠

𝜕𝑟
|

𝑟=𝑟2

 

As 𝑡 increases from 0, heat will propagate in the positive 𝑟 direction. The domain for 𝑟 extends to 

infinity. The above forms a set of coupled partial differential equations.  

However, an outer boundary (𝑟 = 𝑟𝑜), and an end of the time domain (𝑡 = 𝑡𝐸𝑁𝐷) are necessary to 

define the domain for a numerical solution. No boundary condition can be set at this boundary 𝑟 =

𝑟𝑜, however, since 𝑇𝑠(𝑟𝑜, 𝑡) is not defined. Therefore, to circumvent the problem, the end of the 

time domain 𝑡𝐸𝑁𝐷 is limited to the point when the temperature near the boundary 𝑟 = 𝑟𝑜 has not 

been disturbed from its initial temperature, i.e. the heat has not propagated to this boundary. Math-

ematically, it can be stated as: 

| lim
𝑟→𝑟𝑜

𝑇𝑠(𝑟, 𝑡𝐸𝑁𝐷) − 𝑇𝑖𝑛𝑖| < 𝜀 

and 𝜀 is sufficiently small. The problem of artificial boundary and temperature in the steady-state 

approach is circumvented. 

It was unfortunate, however, that attempts to solve the coupled partial differential equations in 

Mathematica failed. This might be due to incorrect setting for the solution resolution. Interested 

readers may work on the unfinished code. The coupling, thus, was only investigated with finite-

element methods in ANSYS. 
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3.8.6. Solution from ANSYS 

Since the coupled partial differential equations could not be solved in Mathematica (or required 

considerable extra effort to do so), the problem was put to ANSYS Mechanical for solution. 

3.8.6.1. Convective heat transfer coefficient 

The convective heat transfer coefficient between tunnel air and tunnel wall was determined using 

the Gnielinski correlation [18], which is suitable for turbulent flow in pipes. 

 
Figure 27: Gnielinski correlation 

Figure 27 shows the plot of convective heat transfer coefficient against air speed using the Gniel-

inski correlation. From [18], the Gnielinski correlation is as follows: 

Nu =
(𝑓 8⁄ )(Re − 1000)Pr

1 + 12.7√𝑓 8⁄ (Pr2 3⁄ − 1)
 

where 𝑓 is the friction factor. 
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The air properties at 300 K were used, the following values obtained from [19]: 

Prandtl number, Pr = 0.707 

Density, 𝜌 = 1.177 kg/m3 

Dynamic viscosity, 𝜇 = 18.46E-6 kg/(m∙s) 

Thermal conductivity, 𝑘 = 26.24E-3 W/(m∙K) 

The inner diameter of the tunnel was chosen to be 5.6 m (tunnel cross section, Figure 80), and 

assuming a roughness of 10 mm, the relative roughness is 10/5600 = 0.002. The friction factor 

from the Moody chart is 0.022. 

3.8.6.2. Results 

To obtain a meaningful result, an operating cycle had to be input into the model for transient be-

haviour. The heat source was assumed to be switching between an on- and off-state. An on-state 

referred to a tunnel air temperature of 32 °C and an off-state referred to a tunnel air temperature 

of 25 °C. There were 3 days of off-state per month, and 3 months of off-state per year. The initial 

temperature was set at 16.2 °C. The model was solved for 37 months, and results are reported 

excluding the first month. 
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Figure 28: Average heat flow into wall at different air speeds 

 
Figure 29: Heat flow variation over time at different air speeds 

Figure 28 illustrates the average heat flow at different air speeds. The averages were obtained 

from the variation of heat flow over time, as given in the six plots in Figure 29. With this approach, 

the average heat flow into the tunnel wall over a given time period can be computed. This average 

can be input to the steady-state CFD analysis of the collider. This serves as an important point in 

the entire workflow. As long as the operating cycle can be estimated or known, an appropriate 

number of heat flow into the tunnel wall can be input to the CFD analysis. 
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3.8.7. Solution from Mathematica 

Although the coupled equations could not be solved with Mathematica, a simpler approach was 

carried out. Since the thermal properties of concrete and soil are similar (Section 3.8.4), they can 

be merged into a single material and it greatly simplifies the solution procedure. This has the 

advantage of much improved speed and convenience of computation, especially when a param-

eter study is to be carried out. 

No coupling of partial differential equations is necessary when only one material is considered. 

The set in Section 3.8.5 is thus simplified to as follows: 

Governing equation: 

1

𝑟

𝜕

𝜕𝑟
(𝑟

𝜕𝑇

𝜕𝑟
) −

1

𝛼

𝜕𝑇

𝜕𝑡
= 0 

Initial condition, at (𝑟 = 𝑟, 𝑡 = 0): 

𝑇 = 𝑇𝑖𝑛𝑖 

Boundary condition, at (𝑟 = 𝑟1, 𝑡 > 0): 

−𝑘
𝜕𝑇

𝜕𝑟
|

𝑟=𝑟1

= ℎ(𝑇𝐴𝐼𝑅 − 𝑇(𝑟 = 𝑟1, 𝑡)) 

For the merged thermal properties, the thermal conductivity of the merged material is taken to be 

equal to the thermal conductivity of concrete. This was decided to ensure that the temperature 

gradient at the wall-air interface was unchanged. The average thermal diffusivity was taken for the 

thermal diffusivity of the merged material. 

Thermal conductivity, 𝑘 = 2.5 W/(m∙K) 

Thermal diffusivity, 𝛼 = 1.036E-6 m2/s 

A similar problem can be found in [20, p. 263] where a complex analytical solution is as well pro-

vided. 

A Mathematica code was written which could search the appropriate domain size (𝑟𝑜), as de-

scribed in Section 3.8.5. The current code, however, was not capable of incorporating an operating 

cycle. The air temperature was set to always be 32 °C and flowing at 0.4 m/s. The initial temper-

ature was set to be 16.2 °C. 
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Figure 30: Temperature profile behind the tunnel wall 

 

 
Figure 31: Variation of wall temperature with time 
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Figure 32: Heat flow through tunnel wall per metre of tunnel 

 

 
Figure 33: Time necessary for different penetration depths 

Figure 30 shows the change of the temperature profile behind the wall at different times. Figure 

31 shows the variation of wall temperature, 𝑇(𝑟 = 𝑟1, 𝑡) with time. Figure 32 shows the variation of 

heat flow per metre of tunnel into the tunnel wall with time. Figure 33 shows the time necessary 

for different penetration depths. Here, penetration depth is defined such that at a specific time, the 

temperature at the penetration depth increases by 0.1 °C. In other words, the penetration depth is 

in effect the location where the “undisturbed” soil region starts. This location moves with time, and 

therefore the steady-state approach is invalid (by assuming a constant 𝑟𝐺𝑅𝑂𝑈𝑁𝐷). 

It is obvious that a merged material gives a much higher flexibility in obtaining different kinds of 

results with ease. 
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3.9. Main-beam-tunnel-wall case 

3.9.1. Heat through tunnel wall 

Section 3.8 has presented an adequate model for the heat transfer through the tunnel wall to the 

soil. Unfortunately, since the operation cycle was not known, a proper value for heat dissipated 

through the tunnel could not be estimated. This section presents a CFD model incorporating the 

tunnel wall with the heat flux through the tunnel wall set to zero. 

3.9.2. Problem definition 

3.9.2.1. Including the tunnel 

The current problem was a significant step up from the SAS-only case and had posed significant 

challenges in geometry simplification, meshing, and solution. Figure 34 shows the geometry of the 

current case. It includes the main beam part of the module, as well as the tunnel wall. The tunnel 

cross section follows the diagram (Figure 80) provided from the civil engineering team (M. J. Stu-

art, personal communication, January 8, 2018). The drive beam part was estimated with a box 

and nothing was solved in the drive beam region. The supports of the girder were measured ac-

cording to the dimensions of the prototype. The pipes were extended to the tunnel boundaries, 

since the exact configuration of pipes outside the vicinity of the module was not known. It took 

months to completely fix and repair the geometry of the main beam for CFD, described in Section 

3.2.1. 
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Figure 34: Computational domain, main-beam-tunnel-wall 

3.9.2.2. Memory requirements 

The requirement for computer memory was much higher than in the case with only one SAS (Sec-

tion 3.7). Since the steps of meshing and loading the mesh in Fluent had to be done locally, the 

vast amount of RAM on the cluster could not be utilised. This placed significant constraints on the 

speed of meshing, because the workstation was set to use the much slower hard disk for extra 

memory space in the form of virtual memory. In one particular meshing attempt, the target element 

size filled up the physical memory (24 GB) very soon and took up at least 55 GB of virtual memory. 

The meshing took more than 72 hours before it was aborted. Therefore, it is highly recommended 

to have sufficient physical memory to load at least the majority of the mesh. 
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3.9.2.3. Approximations for hollow regions 

A new material, i.e. stagnant air, was assigned to the hollow regions of the tunnel in Fluent. These 

hollow regions are indicated by red arrows in Figure 35. The empty regions in the girder were also 

stagnant air. For this material, all the properties of air were retained, except that air flow was not 

computed. This provided a compromise between model complexity and accuracy. It was later 

known that some of the hollow regions were to be filled with water instead of air. Their material 

could easily be individually changed to water, since each hollow region was specified as a sepa-

rate part in the meshing step. Nevertheless, the current setting of stagnant air as the material was 

not expected to alter the results since the setting for wall heat flux was zero in this case. 

 
 

Figure 35: Hollow regions of the tunnel, main-beam-tunnel-wall 

hollow 



 

 

Page 59 / 121  

3.9.2.4. Dummy regions 

 
Figure 36: Dummy regions, main-beam-tunnel-wall 

A dummy was added in front of and behind the module to introduce a slightly developed flow. 

Previous experience showed that, and not surprisingly, placing a strong obstruction near the main 

inlet requires an inlet boundary condition of higher certainty (see Section 3.7.7.3). Failure to do so 

may introduce convergence and accuracy problems. Removing such obstructions, and indeed 

placing a dummy solid in front of and behind the area of interest, introduces a smoother variation 

of flow speed. Nothing was solved within the dummy regions, and the boundary of these dummy 

regions coincided with the air inlet and outlet boundary. The choice of where to “cut” the module 

for these regions was made to ensure that the air inlet boundary was exactly the same as the air 

outlet boundary. This left space for introducing periodicity in the future, although it might require 

remeshing to achieve so. 

  

dummy 
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3.9.2.5. Problem setup 

Similarly, the heating elements in each SAS corresponded to those in the experiments. 780 W of 

heat was generated for each SAS, from the heating elements. 

In the meshing process, surfaces which form the cylindrical cavity at the centre were specified as 

a separate group. This, in turn, enabled the possibility to assign heat flux values from these sur-

faces in Fluent, to mimic the effect of heat released from the beam, rather than what was set up 

in the experiments. To do this, simply assign a heat flux (W/m2) for such surfaces and change the 

material of the heating elements to copper (so to “disable” the heating elements). 

For the compact loads (CLs), 150 W was specified for each CL. There were 20 compact loads per 

module. The heating elements of the compact loads were made of aluminium and lied within the 

compact loads. 

The SST k-ω model was used for turbulence, and the DO model was used for radiation. The entire 

simulation, again, was fully coupled in terms of heat transfer and fluid flow. The procedures for 

setting up the problem largely followed that described in Section 3.2. 

3.9.2.6. Material properties 

The number of materials in the domain increased dramatically compared to the SAS-only case. 

The following lists all of the materials: 

1. Air 

2. Aluminium 

3. Concrete 

4. Copper 

5. Silicon carbide 

6. Stagnant air 

7. Steel 

8. Water 

The thermal properties of air were that from the Fluent default database. The incompressible gas 

law was used for density variations with temperature. Aluminium was found in the heating ele-

ments in the SAS and in the compact loads, and default values were retained. Concrete was 

specified for the tunnel wall. The properties were taken from [10]. For copper, which was found in 

the waveguides and the accelerating structure, and also the pipes, the default values were used. 

Silicon carbide was specified for the girder. The properties were obtained from BOOSTEC indus-

tries (A. Vamvakas, personal communication, October 27, 2017). Figure 85 provides a copy of the 

datasheet. Stagnant air, as described in Section 3.9.2.3, adopted the properties of air from the 

Fluent database for air properties except that the density was set to a constant of 1.1839 kg/m3, 

corresponding to air density at 25 °C [7]. No fluid flow was solved in regions where stagnant air 

was specified. Steel was found in the cradle, the supports of the girder, the springs between SAS’s 

and the waveguide flanges. The default values in Fluent were used. Water was found in the dif-

ferent pipe circuits and solved with constant density. Default values were used. 
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3.9.3. Meshing 

ICEM CFD v17.2 was used. A tetrahedral mesh with approximately 100 million elements was 

generated. This slightly exceeded the physical memory of the workstation of 24 GB. Further in-

crease in the number of elements would drastically increase the mesh generation and loading 

times since the machine would switch to the hard disk for virtual memory space. The smallest 

elements were set to have a maximum size of 1.6 mm, and the time estimated to achieve conver-

gence was approximately 1 week. 

 
Figure 37: Cross section of the mesh, 3D, main-beam-tunnel-wall 

Figure 37 shows a cross section of the mesh in 3D. The dummy regions, and the block for the 

drive beam were not meshed, since no physics would be solved in these regions. The interested 

reader should look at the original mesh files, since it takes heavy computer resources to visualise 

the mesh and produce screenshots for every detail. Nevertheless, Figure 38 to Figure 46 offer 

some of the cross sections for reference. 

Figure 38 shows a cross section of the mesh. The tunnel geometry and structures can easily be 

seen. Figure 39 shows a zoomed-in cross section. The blank rectangle is the drive beam part of 

the module and is not meshed. Figure 40 shows another zoomed-in view, focusing on the main 

beam part. The blank regions are vacuum. Figure 41 zooms in further to the SAS. The deep blue 

regions within the SAS are the heating elements. Figure 42 zooms to the CL. It can be seen that 

the pipe walls are connected to the CL structure. The violet region is water. The thin layer in sky 

blue within the CL is the heating element. Figure 43 shows a cross section from the side. The 

dummy regions can be identified, where no mesh is present. The geometry on the very left is the 

same as the geometry on the very right – the mesh can be made periodic. Figure 44 offers a 

zoomed-in view of some of the dummy regions. Figure 45 displays another cross section from the 

side. At this cross section, the stagnant air within the girder can be seen (blue). Figure 46 zooms 

in to the dummy regions at this cross section. 
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Figure 38: Cross section of the mesh, main-beam-tunnel-wall 
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Figure 39: Cross section of the mesh, module, main-beam-tunnel-wall 
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Figure 40: Cross section of the mesh, main beam, main-beam-tunnel-wall 
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Figure 41: Cross section of the mesh, SAS, main-beam-tunnel-wall 
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Figure 42: Cross section of the mesh, CL, main-beam-tunnel-wall 
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Figure 43: Cross section of the mesh, main-beam-tunnel-wall 
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Figure 44: Cross section of the mesh, dummy structures, main-beam-tunnel-wall 
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Figure 45: Cross section of the mesh, main-beam-tunnel-wall 
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Figure 46: Cross section of the mesh, dummy structures, main-beam-tunnel-wall 
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3.9.4. Boundary conditions 

The boundary conditions set were similar to those described in Section 3.7.4 and were simply 

extended to this case. There were some new settings, however. In this case, water did not partic-

ipate in radiation. Also, the pipes participated in convective and radiation heat transfer to the tunnel 

air but not any heat transfer to the stagnant air and tunnel concrete. 

3.9.4.1. Heat generation values 

Heat generation values were prescribed in units of power per unit volume. 

For the compact loads in the geometry file, each heating element had a volume of 18511.0493 

mm3. Each compact load generated 150 W of heat [21], therefore the prescribed heat generation 

was 8103268.3544 W/m3. 

For the SAS in the geometry file, the four heating elements near the main beam per SAS had a 

total volume of 60092.7963 mm3 and generated a total heat of 780 W. Therefore, the prescribed 

heat generation was 12979925.1828 W/m3. 

3.9.5. Under-relaxation factors 

The under-relaxation factors were problem-specific and required adjustments to the initial 

guesses. The following corrections were used after several attempts: pressure (0.6); momentum 

(0.6); energy (0.5). The others remain unchanged as in Section 3.2.3.3. The length scale under 

Pseudo Transient Options was changed to 2 m. 
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3.9.6. Results 

Up to the completion of the traineeship on 28.02.2018, the model was still running on the CERN 

cluster and had not fully converged. Nevertheless, the intermediate results are reported as follows. 

3.9.6.1. Case 1 – Only 4 SAS’s heated 

The first case concerns that only the heating elements lying in the 4 super-accelerating structures 

were switched on. The results are reported from Table 3 to Table 6. Note that the results were not 

sufficiently converged, as evident in the difference between the total heat dissipated and the the-

oretical total heat dissipation, which was calculated from the nominal values. 

 

 

Air inlet at 21 °C, 0.4 m/s 
Water inlet at 27 °C, 1.3 L/min 
4 circuits to 4 SAS+CL sets 
1 circuit to the CL set at the top 

Heat to air (W) 600.95 

Heat to 1st SAS + CL1 water (W) 646.14 

Heat to 2nd SAS + CL2 water (W) 639.11 

Heat to 3rd SAS + CL3 water (W) 637.43 

Heat to 4th SAS + CL4 water (W) 620.98 

Heat to TOPCL water (W) -33.877 

Total heat dissipated (W) 3110.73 

Theoretical total heat dissipation (W) 780 * 4 = 3120 

Table 3: Heat dissipation from the module, 4 SAS’s heated, main-beam-tunnel-wall 

 

Air inlet at 35 °C, 0.4 m/s 
Water inlet at 27 °C, 1.3 L/min 
4 circuits to 4 SAS+CL sets 
1 circuit to the CL set at the top 

Heat to air (W) -29.401 

Heat to 1st SAS + CL1 water (W) 808.00 

Heat to 2nd SAS + CL2 water (W) 783.85 

Heat to 3rd SAS + CL3 water (W) 782.52 

Heat to 4th SAS + CL4 water (W) 805.01 

Heat to TOPCL water (W) 68.116 

Total heat dissipated (W) 3218.1 

Theoretical total heat dissipation (W) 780 * 4 = 3120 

Table 4: Heat dissipation from the module, 4 SAS’s heated, main-beam-tunnel-wall 
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Air inlet at 21 °C, 0.4 m/s 
Water inlet at 27 °C, 1.3 L/min 
4 circuits to 4 SAS+CL sets 
1 circuit to the CL set at the top 

1st SAS + CL1 water ΔT (°C) 6.86 

2nd SAS + CL1 water ΔT (°C) 7.03 

3rd SAS + CL1 water ΔT (°C) 7.02 

4th SAS + CL1 water ΔT (°C) 6.85 

TOPCL water ΔT (°C) -0.38 

Table 5: Water ΔT, 4 SAS’s heated, main-beam-tunnel-wall 

 

Air inlet at 35 °C, 0.4 m/s 
Water inlet at 27 °C, 1.3 L/min 
4 circuits to 4 SAS+CL sets 
1 circuit to the CL set at the top 

1st SAS + CL1 water ΔT (°C) 8.62 

2nd SAS + CL1 water ΔT (°C) 8.63 

3rd SAS + CL1 water ΔT (°C) 8.61 

4th SAS + CL1 water ΔT (°C) 8.88 

TOPCL water ΔT (°C) 0.74 

Table 6: Water ΔT, 4 SAS’s heated, main-beam-tunnel-wall 

3.9.6.2. Case 2 – 4 SAS’s and 20 CLs heated 

The second case concerns that apart from the heating elements in the 4 SAS’s, the 20 CLs were 

as well heated. Again, note that the results were not sufficiently converged. The results are re-

ported from Table 7 to Table 10. 

 

 

Air inlet at 21 °C, 0.4 m/s 
Water inlet at 27 °C, 1.3 L/min 
4 circuits to 4 SAS+CL sets 
1 circuit to the CL set at the top 

Heat to air (W) 698.44 

Heat to 1st SAS + CL1 water (W) 1231.0 

Heat to 2nd SAS + CL2 water (W) 1222.1 

Heat to 3rd SAS + CL3 water (W) 1221.8 

Heat to 4th SAS + CL4 water (W) 1205.1 

Heat to TOPCL water (W) 539.64 

Total heat dissipated (W) 6118.08 

Theoretical total heat dissipation (W) 780 * 4 + 150 * 20 = 6120 

Table 7: Heat dissipation from the module, 4 SAS’s & 20 CLs heated, main-beam-tunnel-wall 
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Air inlet at 35 °C, 0.4 m/s 
Water inlet at 27 °C, 1.3 L/min 
4 circuits to 4 SAS+CL sets 
1 circuit to the CL set at the top 

Heat to air (W) -132.74 

Heat to 1st SAS + CL1 water (W) 1452.9 

Heat to 2nd SAS + CL2 water (W) 1368.1 

Heat to 3rd SAS + CL3 water (W) 1366.1 

Heat to 4th SAS + CL4 water (W) 1396.3 

Heat to TOPCL water (W) 645.70 

Total heat dissipated (W) 6086.36 

Theoretical total heat dissipation (W) 780 * 4 + 150 * 20 = 6120 

Table 8: Heat dissipation from the module, 4 SAS’s & 20 CLs heated, main-beam-tunnel-wall 

 

Air inlet at 21 °C, 0.4 m/s 
Water inlet at 27 °C, 1.3 L/min 
4 circuits to 4 SAS+CL sets 
1 circuit to the CL set at the top 

1st SAS + CL1 water ΔT (°C) 13.21 

2nd SAS + CL1 water ΔT (°C) 13.43 

3rd SAS + CL1 water ΔT (°C) 13.46 

4th SAS + CL1 water ΔT (°C) 13.29 

TOPCL water ΔT (°C) 5.94 

Table 9: Water ΔT, 4 SAS’s & 20 CLs heated, main-beam-tunnel-wall 

 

Air inlet at 35 °C, 0.4 m/s 
Water inlet at 27 °C, 1.3 L/min 
4 circuits to 4 SAS+CL sets 
1 circuit to the CL set at the top 

1st SAS + CL1 water ΔT (°C) 14.82 

2nd SAS + CL1 water ΔT (°C) 15.04 

3rd SAS + CL1 water ΔT (°C) 15.19 

4th SAS + CL1 water ΔT (°C) 15.65 

TOPCL water ΔT (°C) 7.04 

Table 10: Water ΔT, 4 SAS’s & 20 CLs heated, main-beam-tunnel-wall 
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3.9.7. Comments 

Although full convergence could not be achieved within the time limits, all of the elements essential 

to a successful simulation were put into place. Geometry was fixed, an error-free mesh was gen-

erated (previous attempts by others had failed due to errors reported from the meshing software), 

turbulence and radiation models tested with the simpler SAS case (Section 3.7), and the solution 

was converging, albeit slowly, after the adjustment of appropriate underrelaxation factors. 

3.9.8. Future work 

For future work, the first priority is to run the case to completion (convergence). After this is 

achieved, basic mesh independence tests should be performed. However, it is worth noting that 

the finest mesh reasonably possible on the current workstation had already been used. Therefore, 

such tests could only be performed backwards by decreasing the number of elements. The y+ 

values should also be checked such that the first element should lie at least within the logarithmic 

layer. 

Although the current solution converges, it is still desirable to adjust parameters in Fluent to speed 

up convergence and then perform a parametric study. 

The current case made use of a uniform velocity for the inlet. Ideally, periodicity should be intro-

duced so that the flow field can converge to a fully developed scenario. 
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4. Finite-Element Simulations for Structural Be-
haviour Determination 

4.1. Introduction 

As a side project of the first author’s traineeship, finite-element simulations were performed for the 

adjustable supports of the SAS, including stress-strain simulations for the maximum adjustment 

window of the mechanism, as well as modal analysis for the supports attached to the SAS. The 

material of the adjustable supports was 30CrNiMo8, with a yield strength of 1.034 GPa [22]. All of 

the geometries were provided by J. I. Vainola. 

4.2. Software and general workflow 

This section describes the workflow generally followed in this work to perform a finite-element 

analysis of the structural responses of the module. 

The source STEP files were imported into ANSYS Mechanical via the Workbench environment. 

Materials were assigned to different parts of the geometry. Then, it was necessary to specify the 

contacts. This had to be carefully performed since the contacts affect the final result significantly. 

There are 5 available contact types in ANSYS Mechanical, namely bonded, no separation, fric-

tionless, rough and frictional. Figure 47, obtained from [23], summarises well the difference be-

tween contacts. Otherwise, refer to the section “Definition Settings” in [24]. 

  
Figure 47: Different contacts in ANSYS Mechanical [23] 

In general, no separation was chosen for the contacts, since it was assumed not likely to have a 

gap at the contact, and the friction condition was not known. The contact behaviour was chosen 

to be symmetric. The Augmented Lagrange formulation was chosen after careful consideration for 

contacts between the bars and the sleeve. The normal stiffness factor for the Augmented La-

grange formulation was chosen after a sensitivity study, and the stiffness was updated each iter-

ation. Next, a relatively fine mesh was generated, with Physics Preference set to Nonlinear Me-

chanical. Gravity and displacement constraints were imposed. The solution was monitored with 

the deformation and stresses of the bars, with convergence requirements of 1% for the global 

safety factor, as well as the equivalent stresses of the bars. The problem was solved with an 

iterative solver. 
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A very brief workflow was presented above. This report does not go into the details of the theory 

of the Augmented Lagrange algorithm, and the contact stiffness sensitivity studies. However, a 

summary is given below. 

The Augmented Lagrange method is a penalty-based method. Compared to the pure-penalty 

method, this is less sensitive to the normal stiffness factor [24]. The stiffness factor controls the 

penetration behaviour at the contact, so that the two solids penetrate each other as little as pos-

sible. Large stiffness factors may introduce numerical issues whereas small stiffness factors intro-

duce large errors. The normal stiffness factor can impact the results significantly, see [25] for an 

example. The Normal Lagrange method was not favoured because it required a direct solver [24]. 

The interested reader should refer to [24] for the theoretical formulations. 

For the results reported in the following sections, a normal stiffness factor of 1 was chosen. This 

was chosen based on criteria of the lack of erroneous stress values and maximum stress locations; 

low contact penetration; and CPU time. The trend of the important solution parameters (e.g. max-

imum stresses and safety factors) was monitored to ensure that the solution was stable around 

the chosen stiffness factor. These studies are not presented in this report. The interested reader 

should go to the Excel and Word files left behind in the various folders for a detailed analysis. 
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4.3. Stress-strain simulations 

4.3.1. Bar-sleeve case 

The first problem included two bars and one sleeve. The material in this section is directly taken 

from the presentation in October 2017 [26]. 

4.3.1.1. Simplification 

 
Figure 48: Simplification, bar-sleeve 

The model was first simplified. Refer to the left of Figure 48. There is a plate between the top of 

the sleeve and the SAS. This plate was suppressed since it was assumed to be always bonded 

to the sleeve. The support was as well suppressed because it constituted additional mesh ele-

ments and additional contact conditions (at the interfaces between the bars and the support). Such 

additional conditions gave rise to more assumptions and convergence difficulties. Some test sim-

ulations were run, and they revealed negligible deformations of the support structure (~10 nm). 

The result of the simplification is seen on the right of Figure 48. 

4.3.1.2. Contact definition and solution method 

There were two contacts, i.e. between the horizontal bar and the sleeve; and between the vertical 

bar and the sleeve. The contact was specified to be No Separation, which allows frictionless sliding 

but not gaps between the surfaces. The algorithm chosen was Augmented Lagrange. The settings 

were according to Section 4.2. 
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4.3.1.3. Mesh and convergence 

Initially, there were about 400’000 elements in total. Adaptive mesh refinement was enabled, such 

that ANSYS automatically refined the mesh where necessary after a run, until the pre-set conver-

gence criteria were reached. The convergence requirements were set to be that there was < 1% 

change in monitored values between two successive runs. The monitored values were 1) maxi-

mum equivalent stress in the two bars; and 2) safety factor of the system and of the two bars. 

4.3.1.4. Cases considered 

There were three groups of cases considered. For all the cases, vertical bars of 4 different neck 

thicknesses were tested. The horizontal bars remained unchanged. 

The first group considered only the static load on top of the sleeve, of 228.69 N. This assumed 3 

supports for the weight of the SAS, 46.623 kg, multiplied by a safety factor of 1.5 for the variation 

of loads [27]. The second group considered the load, with the displacement of the horizontal bar 

or the vertical bar. The displacement range was from 0.5 mm to 1.5 mm, in steps of 0.25 mm. The 

third group considered the load, with simultaneous displacements of the horizontal and vertical 

bars. The displacement range was from 0.25 mm to 1 mm, in steps of 0.25 mm. 
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4.3.1.5. Stress 

This section reports the simulated stress values when the bars were displaced. 

Displacement of the horizontal bar only 

 
Figure 49: Stresses of the bars with horizontal bar displacement, bar-sleeve 

Figure 49 shows the stresses of the bars when the horizontal bar was displaced. The colours 

indicate the state of compression or tension. 

 
Figure 50: Maximum equivalent stress of the horizontal bar against horizontal bar displacement, bar-sleeve 
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Figure 51: Maximum equivalent stress of the vertical bar against horizontal bar displacement, bar-sleeve 

Figure 50 and Figure 51 show the maximum equivalent stress found in the horizontal bar and the 

vertical bar respectively, when the horizontal bar was displaced in the x-direction. It is clear that 

the stresses were linearly varying with the displacements, and that the vertical bar experienced a 

higher stress. Using a thinner vertical bar decreased the stresses in both the horizontal bar and 

the vertical bar. 
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Displacement of the vertical bar only 

 
Figure 52: Stresses of the bars with vertical bar displacement, bar-sleeve 

Figure 52 shows the stresses of the bars when the vertical bar is displaced. The colours indicate 

the state of compression or tension. 

 
Figure 53: Maximum equivalent stress of the horizontal bar against vertical bar displacement, bar-sleeve 
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Figure 54: Maximum equivalent stress of the vertical bar against vertical bar displacement, bar-sleeve 

Figure 53 and Figure 54 show the maximum equivalent stress found in the horizontal bar and the 

vertical bar respectively, when the vertical bar was displaced in the z-direction. Similarly, the 

stresses were more or less linearly varying with the displacements. In this case, the horizontal bar 

experienced a higher stress. Using a thinner vertical bar decreased the stress in the horizontal bar 

but increased the stress in the vertical bar. Nevertheless, the stress found in the horizontal bar 

was always higher than that in the vertical bar in the range tested and was thus the dominating 

factor. 
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Simultaneous displacement of both bars 

 
Figure 55: Stresses of the bars with simultaneous displacement of both bars, bar-sleeve 

Figure 55 shows the stresses of the bars when both bars were displaced simultaneously. The 

colours indicate the state of compression or tension. 

 
Figure 56: Maximum equivalent stress of the horizontal bar against simultaneous displacement of both bars, bar-
sleeve 
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Figure 57: Maximum equivalent stress of the vertical bar against simultaneous displacement of both bars, bar-sleeve 

Figure 56 and Figure 57 show the maximum equivalent stress found in the horizontal bar and the 

vertical bar respectively, when both bars were displaced simultaneously in their corresponding 

axial directions. The stresses were more or less linearly varying with the displacements. In this 

case, both bars experienced a similar magnitude of stresses. Using a thinner vertical bar de-

creased the stresses in both the horizontal bar and the vertical bar. 
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Extrapolation up to yield strength 

Since the stress varied linearly with the displacements of the bars, and in some cases the range 

tested had not caused the maximum stress to reach the yield strength of the material, the stresses 

were extrapolated up to the yield strength, using Mathematica. The results are summarised in 

Table 11. 

 

Neck of  
Vertical Bar 

Displacement Range of the 
Horizontal Bar 
(Only Horizontal Adjustment) 

Displacement Range of the 
Vertical Bar 
(Only Vertical Adjustment) 

Displacement Range of Both Bars 
(Simultaneous Adjustment) 

0.5 mm thicker Up to 1.82521 mm Up to 1.40390 mm Up to 1.35708 mm 

Original Up to 1.95669 mm Up to 1.58024 mm Up to 1.41851 mm 

0.5 mm thinner Up to 2.10496 mm Up to 1.78631 mm Up to 1.48287 mm 

1 mm thinner Up to 2.30213 mm Up to 1.98169 mm Up to 1.59089 mm 

Table 11: Displacement range from extrapolation, bar-sleeve 

It can be seen that a thinner vertical bar allowed a wider displacement range while staying below 

the yield strength of the material. Note that these ranges were absolute limits and a safety margin 

should be allowed, also the displacement range reported includes one direction only. In theory the 

range in the opposite direction should be similar thus the actual full range should be double of the 

values reported above. 

There were however a few limitations that were not considered in the simulation. The first limitation 

was that the tilting and movement of the top surface of the sleeve were not considered. In reality, 

there would be a reaction moment and reaction force from the load. The second limitation was 

that the force required to displace the bars could not be accurately estimated since the friction 

conditions between the bars and the support, and between the bars and the sleeve, were not 

known. 
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4.3.1.6. Tendency for the sleeve to tilt – Z-span 

Since the reaction moments and reaction forces from the load were not known, no constraint was 

put on the surface except the weight of the load in the simulation. Nevertheless, a measure was 

used to give an idea of the tendency for the sleeve to tilt when the bars were displaced. It was 

termed as the z-span. 

 
Figure 58: Definition of z-span, bar-sleeve 

Figure 58 shows the z-span as defined (exaggerated for clarity). When the bars were displaced, 

there may be a tilt of the sleeve. The difference between the z-coordinate of the highest point and 

the lowest point of the top surface of the sleeve was the z-span. When without any loads and 

neglecting their own weight, it should be exactly 0. 
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Figure 59: z-span against horizontal bar displacement, bar-sleeve 

Figure 59 shows the z-span against the displacement of the horizontal bar in the x-direction. It can 

be seen that the z-span (tendency to tilt) did not change with horizontal bar displacement. Using 

a thinner vertical bar increased the tendency to tilt. 

 
Figure 60: z-span against vertical bar displacement, bar-sleeve 

Figure 60 shows the z-span against the displacement of the vertical bar in the z-direction. It can 

be seen that the tendency to tilt increased linearly with vertical bar displacement. Using a thinner 

vertical bar increased the tendency to tilt. 
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Figure 61: z-span against simultaneous displacement of both bars, bar-sleeve 

Figure 61 shows the z-span against the simultaneous displacement of both bars. Similarly, the 

tendency to tilt increased linearly with simultaneous displacement of both bars. Using a thinner 

vertical bar increased the tendency to tilt. 
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4.3.1.7. Force for bar displacement 

This section reports the force required for the bar displacements. Note that these are estimates 

since the friction conditions between the bars and the support, and between the bars and the 

sleeve were not known.  

 
Figure 62: Horizontal force to produce horizontal bar displacement, bar-sleeve 

Figure 62 shows the horizontal force required to produce displacement of the horizontal bar. The 

force required varied linearly with the displacement. A thinner vertical bar led to a smaller required 

force. 
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Friction was not accounted for.
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Figure 63: Vertical force to produce vertical bar displacement, bar-sleeve 

Figure 63 shows the vertical force required to produce displacement of the vertical bar. The force 

required varied linearly with the displacement. A thinner vertical bar led to a smaller required force. 
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Figure 64: Horizontal force to produce simultaneous displacement of both bars, bar-sleeve 

 
Figure 65: Vertical force to produce simultaneous displacement of both bars, bar-sleeve 

Figure 64 and Figure 65 show the horizontal and vertical force required to produce simultaneous 

displacement of both bars. The forces required varied linearly with the displacements. A thinner 

vertical bar leads to a smaller required force. 

4.3.1.8. Conclusions 

The conclusions drawn from Section 4.3.1.5 to Section 4.3.1.7 are summarised. First, thinner ver-

tical bars created lower stresses and increased the adjustment range. Thinner vertical bars as well 

required smaller forces to perform adjustments. However, using thinner vertical bars made the 

sleeve more likely to tilt. This may need to be taken into consideration during actual application. 
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4.3.2. Bar-sleeve-SAS case 

 
Figure 66: Geometry, bar-sleeve-SAS 

The problem was extended to include the SAS itself so to address the tilting issue as characterised 

by the z-span measure (Section 4.3.1.6). The presence of the SAS would introduce reaction forces 

and reaction moments. Some minor adjustments were made to the sleeve so to fit with the SAS 

mock-up geometry. 

Figure 66 shows a screenshot of the ANSYS Mechanical case for stress-strain simulations with 

the SAS. The letter A represents the gravitational force. Letters B – G refer to the displacements 

of the bars. For simplicity, the bars are named with their corresponding displacement letters, i.e. 

Bars B – G. 

For simplicity, the material of the SAS was kept as steel, with only a modified density to correspond 

to the actual weight of the structure. Adaptive mesh refinement was not enabled in this case due 

to technical issues with the cluster. The solution methods were kept the same as described in 4.2. 

The contacts between the bars and the sleeves were No Separation, while the contacts between 

the sleeves and the SAS was Bonded. For Bonded contacts, the MPC formulation was chosen 

because of its simplicity. Again, the interested reader should refer to [24] for the theoretical back-

ground for such algorithms. 
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4.3.2.1. Moving Bars B and F 

Here, Bars B and F were moved simultaneously by the same magnitude and direction (pushing 

into the sleeve). The highest stress was always observed in Bar D. Different geometries were as 

well tested for Bar D, namely: 

1. Original 

2. D1-5L50 

3. D1-5L60 

4. D1-25L50 

5. D1-25L60 

They differ by the neck thickness, and the length of the bar. The material was the kept the same 

as 30CrNiMo8. 

 

Geometry Displacement range of Bars B and F before Bar D Yields 

Original ~ 0.75 mm 

D1-5L50 ~ 0.9 mm 

D1-5L60 ~ 1.2 mm 

D1-25L50 ~ 1 mm 

D1-25L60 ~ 1.25 mm 

Table 12: Displacement range, bar-sleeve-SAS 

Table 12 shows the results obtained from the stress-strain simulations in terms of maximum dis-

placement range. They are concluded from Figure 67 to Figure 76. Note that, similarly, these 

displacement values are absolute, and that they show displacement range in only one direction. 

Figure 67 to Figure 76 summarises the variation of safety factor with the displacements of Bars B 

and F when different geometries of Bar D were considered. 
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Figure 67: Safety factor of Bars C, D, E, and G under the displacement of Bars B and F, with original Bar D geometry, 
bar-sleeve-SAS 

 

 
Figure 68: Safety factor of Bars B and F under the displacement of Bars B and F, with original Bar D geometry, bar-
sleeve-SAS 
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Figure 69: Safety factor of Bars C, D, E, and G under the displacement of Bars B and F, with D1-5L50 for Bar D, bar-
sleeve-SAS 

 

 
Figure 70: Safety factor of Bars B and F under the displacement of Bars B and F, with D1-5L50 for Bar D, bar-sleeve-
SAS 
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Figure 71: Safety factor of Bars C, D, E, and G under the displacement of Bars B and F, with D1-5L60 for Bar D, bar-
sleeve-SAS 

 

 
Figure 72: Safety factor of Bars B and F under the displacement of Bars B and F, with D1-5L60 for Bar D, bar-sleeve-
SAS 
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Figure 73: Safety factor of Bars C, D, E, and G under the displacement of Bars B and F, with D1-25L50 for Bar D, bar-
sleeve-SAS 

 

 
Figure 74: Safety factor of Bars B and F under the displacement of Bars B and F, with D1-25L50 for Bar D, bar-
sleeve-SAS 

0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

0.0004 0.0006 0.0008 0.001 0.0012 0.0014 0.0016

S
a
fe

ty
 F

a
c
to

r

Displacement of Bars (m)

Safety Factor of Bars under Displacement of B and F
(Bar D: horizontal_D1-25L50)

C

D

E

G

0

20

40

60

80

100

120

140

160

180

0.0004 0.0006 0.0008 0.001 0.0012 0.0014 0.0016

S
a
fe

ty
 F

a
c
to

r

Displacement of Bars (m)

Safety Factor of Bars under Displacement of B and F (Bar D: horizontal_D1-25L50)

B

F



 

 

Page 99 / 121  

 
Figure 75: Safety factor of Bars C, D, E, and G under the displacement of Bars B and F, with D1-25L60 for Bar D, bar-
sleeve-SAS 

 

 
Figure 76: Safety factor of Bars B and F under the displacement of Bars B and F, with D1-25L60 for Bar D, bar-
sleeve-SAS 
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4.3.2.2. Moving Bars C and G 

Another case of moving Bars C and G simultaneously was tested, with the different Bar D geom-

etries described in Section 4.3.2.1. The change of the results with the change of Bar D geometries 

was negligible. Hence the safety factors are only reported with the original Bar D geometry. The 

highest stress was always observed in Bars B and F. 

Figure 77 and Figure 78 shows the safety factor of bars under the displacement of Bars C and G. 

The curve for Bars B and F are almost overlapping (Figure 78). 
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Figure 77: Safety factor of Bars C, D, E and G under the displacement of Bars C and G (original Bar D geometry), bar-
sleeve-SAS 

 

 
Figure 78: Safety factor of Bars B and F under the displacement of Bars C and G (original Bar D geometry), bar-
sleeve-SAS 
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4.4. Modal analysis 

4.4.1. Purpose 

The main purpose of a modal analysis is to determine the resonance frequencies of the structure, 

such that they do not coincide the frequencies of the power supply (e.g. 50 Hz in Switzerland). As 

long as the resonance frequency stays sufficiently away, the structure is safe from resonating with 

the power supplies, and mechanical equipment such as motors.  

4.4.2. Modifications to the structural simulations 

In ANSYS Workbench, the stresses in the structure were first solved (as in Section 4.3.2). The 

stress and strain were then exported (linked) to the modal solver to solve for the frequencies of 

modes, i.e. pre-stress modal analysis. 

Due to time limitations and issues with the CERN cluster, the mesh size was reduced, and the 

problem was solved locally. Adaptive mesh refinement was as well turned off, since ANSYS does 

not allow enabling convergence criteria in linked systems. 

In stress-strain simulations of Section 4.3.2, for simplicity, the accelerating structure was set to be 

of structural steel, with a modified density so that the total mass in the model equalled the actual 

mass. Here, the material of the accelerating structure was changed to the actual material, copper, 

for higher accuracy. 
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4.4.3. Results 

 
Figure 79: Frequencies reported by ANSYS Mechanical 

The same bar naming convention as Section 4.3.2 is used. Similarly, Bars B and F, or Bars C and 

G, moved simultaneously by the same magnitude in the same direction (into the sleeve). Different 

geometries were tested for Bar D, as listed in Section 4.3.2.1. 

Figure 79 shows an example of how ANSYS Mechanical reports the resonance frequencies. They 

correspond to the different modes using the original Bar D geometry, with no displacements. 

In the range of displacements and geometries considered, all modes had frequencies higher than 

70 Hz, safely away from 50 Hz. It was as well found that the displacements (and hence the corre-

sponding stress and strain) of Bars B and F, or Bars C and G, did not significantly change the 

frequencies. Nevertheless, the following trends were observed: 

1. A thinner Bar D lowered the frequency of the lower modes (~ 1st – 3rd mode) 

2. A longer Bar D lowered the frequency of the higher modes (~ 4th mode or higher, > 200 Hz) 

Section 6.4 in the appendix includes the full results of the modal analysis. Note that at some dis-

placement values of the bars, some of the bars were yielding and were thus plastically deforming. 

The results might not be accurate since the yielding behaviour of the material was not known. 
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5. Conclusions 

5.1. CFD simulations 

This report has presented a complete approach to the steady-state CFD simulations of the two-

beam module for its heat dissipation. For heat dissipation through the tunnel wall, a transient 

model has been determined as necessary and a working model has been presented. This, how-

ever, requires better understanding of the operation cycle. The CFD simulations can be further 

worked on by introducing periodicity and improving convergence behaviour. 

5.2. Structural simulations 

The results for the stress-strain simulations for the adjustable supports with different dimensions 

have been reported. For such simulations, it was crucial to fix a stiffness factor, if it was required 

by the algorithm. The results of these simulations have to be verified with a prototype. 

Modal analyses were as well performed, and the resonance frequencies have been presented in 

this report. 

5.3. Other possible cooling approaches and improvements 

During the course of the project several other cooling approaches were considered. The ap-

proaches in this Section 5.3 are only for the record for the team during discussions rather than 

solely the first author’s original ideas. 

The first solution is to insulate the entire accelerating structure. This directly addresses the issue 

of heat dissipation from the module to air (and perhaps by radiation to the tunnel wall) and confine 

further the heat dissipation to the running cooling water. However, the main issue remains that 

however good the insulation is, there is always heat transferred to air. Although that may be sig-

nificantly reduced, it may still account for something over the length of the entire accelerator, which 

can be as long as 50 km. 

The second proposal is to introduce local cooling. This involves local cooling units between every 

SAS. The basic idea is to locally remove heat, which can be thought of as an insulation layer made 

of air. The major issue with this approach is to dimension such cooling units, but one can compare 

with the cooling requirements of a common consumer desktop PC, which under full load the CPU 

dissipates approximately 100 W of heat. The other issue with the approach is that none of the 

cooling units shall fail during the operation of the accelerator. In this regard, maintenance of all the 

units will also be an issue. In the end, since this is similar to putting an insulation layer of air instead 

of a solid thermally insulative material, there is always heat transferred to air and the problem 

described in the first solution still has to be solved. 
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The third suggestion is to introduce extrusions in the pipes. Currently, 4 straight hollow tubes are 

cut from each super-accelerating structure for water to flow within. To improve heat transfer per-

formance, fins can be added to increase the area of heat transfer. Such features may not be too 

difficult to manufacture. 

It is worth noting that the all of the above approaches can only aim to reduce the heat dissipation 

to air – but not eliminate it. In any case, a strategy to tackle heat dissipation to air from the module 

over tens of kilometres has to be devised. 
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6. Appendix 

6.1. Tunnel cross section 

 
Figure 80: Tunnel cross section (M. J. Stuart, personal communication, January 8, 2018) 
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6.2. Steady-state approach to the modelling of heat transfer to soil 

Refer to  

Figure 81. In the following, 𝑇𝑖 = 𝑇(𝑟 = 𝑟𝑖), where 𝑖 ∈ {1,2,3} 

 
 

Figure 81: Cross section of the tunnel for the steady-state approach 

The governing equation is given by: 

1

𝑟

𝑑

𝑑𝑟
(𝑟

𝑑𝑇

𝑑𝑟
) = 0 

The equation is solved for 𝑇(𝑟) in 𝑟1 < 𝑟 < 𝑟3. 

At 𝑟1, the convection boundary condition is prescribed: 

𝑞 = −𝑘𝑐

𝑑𝑇

𝑑𝑟
= ℎ(𝑇𝐴𝐼𝑅 − 𝑇1) 

At 𝑟3, the temperature boundary condition is prescribed: 

𝑇(𝑟 = 𝑟3) = 𝑇3 

As described in Section 3.8.2.2, the problem of the steady-state approach lies with the artificial 

assumption of the outer soil boundary at 𝑟3, and that 𝑟3 and 𝑇3 are arbitrary. The problem is not 

solved since the problem is only transformed to the problem of specifying 𝑟3 and 𝑇3. 
  

air, 𝑇𝑎𝑖𝑟  

soil 

concrete 
𝑟3 

𝑟2 

𝑟1 

𝑇3 
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An analytical solution to the above equation can easily be found. The temperature at the inner 

tunnel wall is found to be: 

𝑇1 = 𝑇𝐴𝐼𝑅 +
𝑘𝑐𝑘𝑠(𝑇𝐴𝐼𝑅 − 𝑇3)

−𝑘𝑐𝑘𝑠 + ℎ𝑘𝑠𝑟1 ln(𝑟1 𝑟2⁄ ) + ℎ𝑘𝑐𝑟1 ln(𝑟2 𝑟3⁄ )
 

The temperature in the concrete (𝑟1 < 𝑟 < 𝑟2) is found to be: 

𝑇 =
ℎ(𝑇1 − 𝑇𝐴𝐼𝑅)𝑟1 ln(𝑟 𝑟2⁄ )

𝑘𝑐
+ 𝑇2 

The temperature in the soil (𝑟2 < 𝑟 < 𝑟3) is found to be: 

𝑇 =
ℎ(𝑇1 − 𝑇𝐴𝐼𝑅)𝑟1 ln(𝑟 𝑟3⁄ )

𝑘𝑠
+ 𝑇3 

Note that at the interface between concrete and soil the temperature and the heat fluxes are cou-

pled. The ratio of the thermal conductivity of the two materials determine the ratio of the slope of 

temperature of the two materials at the interface. 

A numerical solution was also obtained with ANSYS Mechanical, using arbitrary tunnel parameters 

as follows: 

Thermal conductivity of concrete, 𝑘𝑐 = 0.8 W/(m∙K) 

Thermal conductivity of soil, 𝑘𝑠 = 0.2 W/(m∙K) 

Convective heat transfer coefficient between air and concrete, ℎ = 7.5 W/(m2∙K) 

Inner radius of the tunnel wall, 𝑟1 = 1 m 

Outer radius of the tunnel wall, 𝑟2 = 1.2 m 

Air temperature, 𝑇𝐴𝐼𝑅 = 35 °C 

“Undisturbed” soil temperature, 𝑇3 = 18 °C 

Figure 82 to Figure 84 illustrate some of the results obtained numerically from ANSYS Mechanical 

and analytically. The numerical and analytical approach were in good match. 
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Figure 82: Variation of 𝑇1 with soil thickness (𝑟3 − 𝑟2) 

From Figure 82, 𝑇1 approaches 𝑇𝐴𝐼𝑅 as soil thickness approaches infinity. 

 

 
Figure 83: Variation of heat flow in the wall with soil thickness (𝑟3 − 𝑟2) 

Figure 83 shows that heat flow (per metre of tunnel) approaches 0 W, as soil thickness approaches 

infinity. 
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Figure 84: Temperature profile in the concrete and soil layers 

Figure 84 shows the temperature profile in the concrete and soil layers. It was obtained using 𝑟3 

= 2.2 m, an arbitrary number. 

The main point is that from Figure 82 and Figure 83, one can easily observe that the two most 

important results, the temperature of the wall and the heat flow through the wall depended on the 

choice of the soil thic ness, i.e. how deep the “undisturbed” soil was, under the steady-state and 

“undisturbed” soil temperature assumptions. Consequently, the temperature profile in Figure 84 

as well changed with the soil thickness. 
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6.3. Material properties of silicon carbide 

 
Figure 85: Properties of SiC (A. Vamvakas, personal communication, October 27, 2017) 
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6.4. Results from modal analysis 
 

 Original Geometry horizontal_D1-5L50 horizontal_D1-5L60 horizontal_D1-25L50 horizontal_D1-25L60 

Mode Frequency (Hz) Frequency (Hz) Frequency (Hz) Frequency (Hz) Frequency (Hz) 

1 73.247 71.638 71.545 70.061 69.965 

2 108.29 95.534 95.203 89.560 89.335 

3 147.95 143.96 143.89 142.78 142.74 

4 270.83 270.80 270.82 270.79 226.70 

5 306.57 303.02 302.97 301.67 270.82 

6 415.10 414.96 303.23 414.86 301.65 

Table 13: Modal analysis, no movement of bars 

 Original Geometry horizontal_D1-5L50 horizontal_D1-5L60 horizontal_D1-25L50 horizontal_D1-25L60 

Mode Frequency (Hz) Frequency (Hz) Frequency (Hz) Frequency (Hz) Frequency (Hz) 

1 73.541 72.074 71.858 70.544 70.313 

2 108.03 94.989 94.791 88.924 88.860 

3 147.65 143.81 143.82 142.70 142.72 

4 270.26 270.22 270.24 270.21 227.01 

5 305.97 302.49 302.48 301.18 270.23 

6 415.97 415.81 303.48 415.71 301.19 

Table 14: Modal analysis, Bars B and F move by 0.5 mm 

 Original Geometry horizontal_D1-5L50 horizontal_D1-5L60 horizontal_D1-25L50 horizontal_D1-25L60 

Mode Frequency (Hz) Frequency (Hz) Frequency (Hz) Frequency (Hz) Frequency (Hz) 

1 73.676 72.278 72.005 70.771 70.475 

2 107.90 94.696 94.573 88.582 88.608 

3 147.50 143.73 143.78 142.65 142.70 

4 269.95 269.91 269.93 269.91 227.36 

5 305.65 302.21 302.22 300.91 269.93 

6 416.40 416.24 303.75 416.12 300.94 

Table 15: Modal analysis, Bars B and F move by 0.75 mm 

 Original Geometry horizontal_D1-5L50 horizontal_D1-5L60 horizontal_D1-25L50 horizontal_D1-25L60 

Mode Frequency (Hz) Frequency (Hz) Frequency (Hz) Frequency (Hz) Frequency (Hz) 

1 73.803 72.473 72.145 70.988 70.632 

2 107.75 94.388 94.345 88.224 88.346 

3 147.33 143.64 143.73 142.59 142.67 

4 269.63 269.60 269.61 269.59 227.79 

5 305.31 301.91 301.93 300.62 269.60 

6 416.82 416.65 304.08 416.53 300.67 

Table 16: Modal analysis, Bars B and F move by 1 mm 
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 Original Geometry horizontal_D1-5L50 horizontal_D1-5L60 horizontal_D1-25L50 horizontal_D1-25L60 

Mode Frequency (Hz) Frequency (Hz) Frequency (Hz) Frequency (Hz) Frequency (Hz) 

1 73.921 72.658 72.278 71.195 70.781 

2 107.60 94.068 94.109 87.850 88.073 

3 147.16 143.54 143.67 142.53 142.64 

4 269.30 269.26 269.28 269.25 228.35 

5 304.96 301.59 301.64 300.33 269.27 

6 417.23 417.05 304.49 416.93 300.39 

Table 17: Modal analysis, Bars B and F move by 1.25 mm 

 Original Geometry horizontal_D1-5L50 horizontal_D1-5L60 horizontal_D1-25L50 horizontal_D1-25L60 

Mode Frequency (Hz) Frequency (Hz) Frequency (Hz) Frequency (Hz) Frequency (Hz) 

1 74.031 72.834 72.405 71.393 70.923 

2 107.45 93.734 93.865 87.461 87.791 

3 146.99 143.44 143.61 142.46 142.60 

4 268.96 268.92 268.93 268.91 229.07 

5 304.60 301.26 301.33 300.01 268.92 

6 411.71 417.45 305.00 417.33 300.09 

Table 18: Modal analysis, Bars B and F move by 1.5 mm 

 Original Geometry horizontal_D1-5L50 horizontal_D1-5L60 horizontal_D1-25L50 horizontal_D1-25L60 

Mode Frequency (Hz) Frequency (Hz) Frequency (Hz) Frequency (Hz) Frequency (Hz) 

1 73.754 72.062 71.967 70.398 70.299 

2 108.53 95.811 95.470 89.907 89.676 

3 148.31 144.35 144.28 143.18 143.15 

4 270.26 270.22 270.25 270.22 227.97 

5 306.43 302.85 302.80 301.49 270.24 

6 414.75 414.61 303.20 414.51 301.46 

Table 19: Modal analysis, Bars C and G move by 0.5 mm 

 Original Geometry horizontal_D1-5L50 horizontal_D1-5L60 horizontal_D1-25L50 horizontal_D1-25L60 

Mode Frequency (Hz) Frequency (Hz) Frequency (Hz) Frequency (Hz) Frequency (Hz) 

1 73.991 72.255 72.161 70.549 70.450 

2 108.65 95.955 95.608 90.085 89.850 

3 148.48 144.54 144.47 143.37 143.34 

4 269.96 269.93 269.95 269.92 228.39 

5 306.37 302.78 302.72 301.41 269.95 

6 414.52 414.38 303.33 414.28 301.38 

Table 20: Modal analysis, Bars C and G move by 0.75 mm 

 Original Geometry horizontal_D1-5L50 horizontal_D1-5L60 horizontal_D1-25L50 horizontal_D1-25L60 

Mode Frequency (Hz) Frequency (Hz) Frequency (Hz) Frequency (Hz) Frequency (Hz) 

1 74.216 72.437 72.343 70.687 70.589 

2 108.77 96.101 95.749 90.266 90.027 

3 148.65 144.71 144.65 143.55 143.52 

4 269.67 269.64 269.66 269.63 228.82 

5 306.32 302.71 302.65 301.34 269.65 

6 414.27 414.13 303.56 414.01 301.31 

Table 21: Modal analysis, Bars C and G move by 1 mm 
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 Original Geometry horizontal_D1-5L50 horizontal_D1-5L60 horizontal_D1-25L50 horizontal_D1-25L60 

Mode Frequency (Hz) Frequency (Hz) Frequency (Hz) Frequency (Hz) Frequency (Hz) 

1 74.430 72.606 72.514 70.814 70.718 

2 108.90 96.251 95.892 90.450 90.205 

3 148.80 144.88 144.82 143.73 143.69 

4 269.37 269.33 269.36 269.33 229.04 

5 306.28 302.66 302.59 301.28 269.35 

6 413.98 413.84 303.86 413.73 301.24 

Table 22: Modal analysis, Bars C and G move by 1.25 mm 

 Original Geometry horizontal_D1-5L50 horizontal_D1-5L60 horizontal_D1-25L50 horizontal_D1-25L60 

Mode Frequency (Hz) Frequency (Hz) Frequency (Hz) Frequency (Hz) Frequency (Hz) 

1 74.631 72.761 72.672 70.929 70.835 

2 109.03 96.404 96.038 90.636 90.387 

3 148.96 145.05 144.98 143.89 143.86 

4 269.06 269.03 269.05 269.02 229.40 

5 306.24 302.61 302.53 301.22 269.04 

6 413.66 413.52 304.21 413.40 301.18 

Table 23: Modal analysis, Bars C and G move by 1.5 mm 
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6.5. Borehole records 

 
Figure 86: Borehole 5140 (M. J. Stuart, personal communication, November 28, 2017) 
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Figure 87: Borehole 5489 p. 1 (M. J. Stuart, personal communication, November 28, 2017) 



 

 

Page 117 / 121  

 
Figure 88: Borehole 5489 p. 2 (M. J. Stuart, personal communication, November 28, 2017) 
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Figure 89: Borehole 10601 p. 1 (M. J. Stuart, personal communication, November 28, 2017) 
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Figure 90: Borehole 10601 p. 2 (M. J. Stuart, personal communication, November 28, 2017) 
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