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1 Introduction

Bridges between different fields of physics have always provided fruitful insight into
the exploration of new phenomena. The link between microscopic atomic nuclear
systems and complex macroscopic systems is one such bridge. For the latter, thermo-
dynamics and statistical mechanics have been effective tools. Thus, it was reasonable
to develop thermodynamic concepts, such as temperature and entropy, for nuclear
systems. This development permits a discussion of new nuclear phenomena in a

language which was more often used with macroscopic systems.

One of the most intriguing phenomena observed in macroscopic systems is that of
a phase transition. Analogous phenomena have been sought in nuclear systems, and
today two specific areas are receiving a great deal of attention. One involves the loss of
stability by excited nuclear systems at intermediate energies under certain conditions
of temperature and density which may lead to the disassembly of the nucleus into
massive fragments. The second, at much higher energies, concerns the transition from
hadrons to quarks, and the possibility of observing new phenomena in quark matter,
which is totally unexplored. Evidence for both phase transitions comes, in part, from
the measurement of temperature in hot systems which are produced in heavy ion

collisions.



The concept of a nuclear temperature was introduced very early in the field in the
pioneering work of Bethe(1) and Weisskopf(2). That work was intimately connected
with the exploration of the compound nucleus created in the bombarding nuclear tar-
gets by light projectiles. The early work demonstrated the usefulness of the concept
of temperature in a nuclear context. The subject of temperature has been recently
reexamined in the context of reactions at higher energy, and those involving colli-
sions between heavy ions, for examples see the recent reviews (3, 4) and references
therein. Here questions of its validity have been raised, and new methods have been
used for its measurement. In this review we will examine some of these questions and
problems, and discuss the recent methods which have been applied to the measure-
ment of temperature. We will, however, not attempt to survey the entire history and

development of the broad topic of temperature.

The concept of equilibrium is closely linked to the idea of nuclear temperature.
A fundamental definition of equilibrium is the equipartition of the available energy
among all of the degrees of freedom, and evidence for this partition of energy is
available in the broad range of products that are emitted by excited nuclear systems.
This aspect of nuclear behavior has been examined within the framework of the
“statistical model,” and a discussion of the many facets of this model has already

been presented by Stokstad(5).

Before considering the detailed topic of the ‘measurement’ of nuclear temperature,
we will define this temperature carefully, and examine its validity in the context of
nuclear reactions. This will be discussed in the next subsections. Subsequently,
we will outline the general classes of procedures which are currently being used to
determine magnitude of temperature in the following sections. We will attempt to

link these procedures closely to the fundamental definitions.



Over the years, three general classes of measurements have been used both to test
for equilibrium and to evaluate the temperature: observation of a Maxwell-Boltzmann
velocity spectrum for an individual particle (2), the relative yields of emitted particles
(6), and the relative populations of internal states of emitted particles (7). For each
general class of measurement we will discuss the formalism and features that compli-
cate the extraction of information about temperature. In the following sections we
also review specific recent measurements which have been performed and the results

obtained in each case.

A survey of the literature shows that an enormous amount of effort has been
devoted to studies of the '*N+Ag system at E/A=35 MeV. As indicated in Table 1,
the entire range of techniques that we will describe has been applied to this system
with somewhat discordant results. The reasons for this focussed effort are largely
historical stemming from the fact that the initial application of a new technique based
on excited state populations showed a serious discrepancy among the techniques for
this particular system. We will use this system as a thread to combine and focus our

discussion.

1.1 Basic Definition of Nuclear Temperature

In collisions between large nuclear systems, collective translational kinetic energy can
be deposited into other modes, predominantely the microscopic degrees of freedom
of the total system. One area of nuclear research seeks to explore this process and
the subsequent role the deposition plays in determining the type and behavior of the
final-state particles produced in the collision. Full damping, with the attainment of
equilibration, represents a limit to this process, and nuclear temperature is one of the

natural variables used to characterize systems that have reached this limit.



At the start, it is essential to emphasize the difference between excitation energy
and temperature. A system which is highly excited is often referred to as being “ther-
mally hot”. This expression, however, is not refined enough to make the important
distinction between these two quantities. An individual nucleus is one of nature’s
most perfect examples of an isolated system. Since the nuclear force has a very short
range, a nucleus normally does not share its excitation energy with its external en-
vironment. For this reason some of the classical concepts of temperature which are
associated with external heat reservoirs are not applicable to nuclear systems. In
addition, a whole ensemble of nuclear systems are created in nuclear reactions, and
it is the average behavior of this ensemble to which the concept of temperature is ap-
plied. Thus the ensemble average over isolated systems which is envisioned in statistic

mechanics may be relevant to an assemblage of nuclei excited in a reaction.

The concept of temperature has been defined with great precision in classical sta-
tistical mechanics, and we shall apply this definition to nuclear systems. With this
approach we can easily make the distinction between excitation energy and temper-

ature.

We now turn briefly to general statistical mechanics(8) in order to review some
fundamental quantities that are used to define temperature for isolated systems. One
of these is the number of states near a given total energy. For our discussion let
['(E, N) specify the number of states of a given system, with fixed volume and particle
number N, which lie in the vicinity (AE) of energy E. This function is, of course,
directly proportional to the density of states at energy E, represented by p(E, N),
such that

[(E,N) = p(E,N) x AE. (1)



[t is also convenient to introduce the entropy of the system, S(E, V), by,
S(E,N)=1nl(E,N) =Inp(E, N) + InAE (2).

With these quantities, the definition of temperature provided by statistical mechanics
is
1 _OS(E,N) 0dlnp(E,N) 3
T 9E ~—  9E 3

where we have taken AFE to be independent of E. This definition is as applicable to
a nuclear system as it is to any other isolated system. The only difference is that the
appropriate density of states, p(E, N), must be used. A detailed discussion of this

density will be made after an exposition of the general application of this definition.

1.2 Applicability of the Basic Definition

While the formal definition of temperature is simple, the relevance of the concept
and its measurability depend on further requirements which, in most realistic nuclear
cases, may only be approximately met. The excitation of an isolated system may
characterized by an energy, but statistical mechanics shows that two additional major
features, i.e., the degree of equilibration and the specific density of states, must be

known to characterize an ensemble of systems with a temperature.

The most critical of these requirements is that the ensemble be in full statistical
equilibrium. By this we mean that each of the states included in p(E, N) is populated
with equal probability. In this case it is appropriate to characterize the ensemble by
a temperature, and then and only then will it be possible to measure the value of that
temperature. For highly excited nuclear systems, the requirement of full equilibrium
may be difficult to achieve in practice. As the excitation energy increases, the lifetime

of the system becomes dramatically shorter, thus reducing the likelihood that all the
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states are populated with equal probability. It is difficult to know, a prieri, the degree
to which equilibrium is achieved because the dynamics governing the evolution of the

nuclear system is imperfectly known.

Nonetheless, in order to explore the question of equilibrium it is instructive to
assume that the population of states is sufficiently complete to permit the use of the
concept of temperature. Operationally, the predictions of statistical equilibrium for
specific nuclear systems are often compared to experimentally observed distributions
as a test for thermal equilibrium. If the system is truly in equilibrium, then a variety of
consequences follow. This permits one to look for several signatures of equilibrium as
confirmation that the condition is met. In particular, different methods for measuring
the temperature should all provide the same result. As we shall see, the hoped
for agreement among temperature measurements is not always found. The lack of
agreement argues against the existence of thermal equilibration. On the other hand,
it may also have other explanations since the measurements can be influenced by

aspects other than equilibrium. We shall discuss some of these features below.

Just as a determination of temperature requires an a,ssurnption' about the degree
of equilibrium, it is also requires additional assumptions about the density of states.
This aspect of nuclear systems can not be precisely determined from first principles.
We will devote a section below to a detailed comment on the range of approaches
taken to approximate the density of states, especially of nuclei at high excitation

energies.



2 General Procedures for Temperature Measurement

2.1 Introductory Remarks

The basic definition of temperature provides a framework for a discussion of the
general procedures used to measure its value. For the purposes of the discussion we
will assume that that the conditions of equilibrium are sufficiently met and that the
necessary level densities are known. In addition, we will assume that the excitation
energy is known or, at least, that it has a definite value. This last requirement may
be difficult to fulfill in realistic situations as fluctuations in the value of the energy
deposited during each nuclear collision may be quite large, particularly when several
reaction mechanisms contribute to the emission of a given product. For example, in
one case a systematically varying portion of the colliding system becomes strongly
involved in the collision (incomplete fusion), in another case a fraction of the particles
leave the system before equilibrium is achieved and remove various amounts of energy
(pre-equilibrium particle emission). Uncertainties introduced by processes like these
can introduce wide variations into the value of the excitation energy obtained for
a given target, projectile, and bombarding energy combination. It is essential to
have a well characterized system in order to extract meaningful temperatures. This
requirement, in turn, has spurred efforts to use coincidence techniques and various
reaction filters to select events that are similar in excitation energy as a prelude to

any attempt to measure temperature.

In classical measurements of the temperature of macroscopic systems, small ex-
ternal test-systems are generally brought into thermal contact with the system of
interest. The test-systems are small and do not significantly perturb the macroscopic

system. The response of these test-systems, which is assumed to be standardized
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and well understood, is observed to provide the temperature measurement. Such a
procedure is clearly not possible for nuclear systems, which interact weakly with their
environment. For nuclear systems information is conveyed not through interaction
with an external test-system, but rather through the emission of small portions of
the system itself. The measurement of temperature then relies on the assumption
that these small portions have shared in the equilibrium and density of states and are

characteristic of system as a whole.

The experimental procedures for temperature determination which we outline next
involve the examination of three aspects of the emitted particles: their kinetic energy
spectra, their relative ﬁumber, and their excited state populations. We will show
that, in an ideal situation, each of these aspects can provide measurements of the same
quantity. Under realistic situations, however, each may be influenced in different ways
by the prevailing nuclear conditions. For this reason it is important to apply as many

different techniques and variations as possible to determine a nuclear temperature.

2.2 Connection with the Fundamental Definition

Let us consider the fundamental features of the distributions of emitted particles that
permit the determination of temperature for the ideal case. We consider the case in
which a portion of the system is emitted and leaves behind a residue which we call
the “daughter.” If equilibrium has been achieved prior to emission, then the energy
will be shared between the emitted portion and the daughter. If the energy and
number of particles in the primary system is large enough, and the emitted energy
and emitted portion are small enough, then the daughter can serve the role of a heat
bath in classical thermal dynamics. Following the procedures of standard statistical

mechanics, the relative weight for each final state of the emitted system is given by
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the number of states available to the daughter. Specifically, let us characterize the
small emitted system by a mass number, n, and an energy, ¢, from an initial system
with a mass number, A, and a total energy, E. The emitted energy, ¢, contains the
translational kinetic energy, €, the separation energy, ¢,, and any internal energy «,,

all associated with the small emitted portion:
€ =¢€r + €5+ €,. (4)

It follows from counting states that the general expression for the relative probability,

P(e,n), for obtaining an emitted portion with n and ¢ is given by
P(e,n) x I'(e,n) x I'(E — ¢, N — n), (5)

where ['(E, N) is the number of states in the vicinity of energy E for a system of mass
number N, the first factor being contributed by the emitted system while the second
being contributed by the daughter. The numbers of states is given by the general
functions introduced in Eq.1. We need to obtain the integrated emission rates which
produce the total yields measured in nuclear reactions. It is from these yields that

temperature is to be determined.

Various models have been proposed to relate the rate of emission to P(e,n). One
of the best known models for the emission rate, used for the sequential emission of
nuclear fragments, is based on detailed-balance and was first proposed by Weisskopf

(2). This model provides that

dzN x (Ck)%d
dtde;, ~ T(E,A)

x P(e,n), (6)

where d? N/dtde, is the rate for emission of a specific portion of size n and translational
kinetic energy near ¢; from an original system of size A and and energy FE. The

factor o provides the cross section for the inverse reaction, i.e., the absorption of the
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emitted portion by the (suitably excited) daughter. Such cross sections are essentially

unknown and, therefore, are taken from inverse reactions on ground state nuclei.

Substituting the probability given in Eq.5 for that in the rate of emission, Eq.6,

one finds the ratio

[(E —¢,A—n)
[(E, A)

= exp(—(S(E, A) - S(E — ¢, A—n)), (7)

where the exponential of the entropies, defined in Eq.2, has been inserted for the
level densities. For small values of ¢/FE and n/A this ratio can be approximated by a
Taylor series expansion, some of whose important terms are given by,

exp(—¢ (S—Z)A) + .... = exp(—¢/T...). (8)

Thus, the original Weisskopf emission rate contains, through this factor, the explicit
influence of temperature following directly from from the fundamental definition of

statistical mechanics that 1/T = (0S/0F)n.

The different methods developed over the years to determine the nuclear tem-
perature all follow from Eq.8 but make use of different terms in € as indicated in
Eq.4. Note that the relative probabilities of like emitted fragments will have many
factors in common that will drop out of any ratio. Anticipating later discussion, the
form for the kinetic energy spectrum of a single fragment incorporates substantial
cancellations (but is the most sensitive to temporal integration), whereas the relative
probabilities of unlike emitted fragments have substantially unknown factors. Sig-
nificant cancellation and a lesser degree of sensitivity to temporal evolution is found
for the emission of excited states of a single fragment (but sequential decay of other
emitted species can pose problems). Before continuing with the application of these
ideas to experimental situations, a discussion of some of the intricacies of the nuclear

level densities is presented in the following section.
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2.3 Treatment of Densities of States

We have noted that the crucial link between excitation energy and temperature is
the density of many-body states of the system during decay. We should note that the
density of states of normal nuclei is only known at low excitation energies. At this
point it is useful to consider how to evaluate the density of states or equivalently the

entropy.

Up to now we have not distinguished nuclear systems and macroscopic systems
on the basis of their size. There is, however, at least one important difference be-
tween the two and that is the way the entropy S(E) is commonly evaluated. In
statistical mechanics one considers different physical situations (ensembles) for eval-
uating thermodynamic quantities: fixed energy and particle number (microcanonical
ensemble), fixed temperature and particle number (canonical ensemble), and fixed
température and chemical potential (grand canonical ensemble). In the evaluation
of thermodynamic quantities for macroscopic systems each of these approaches pro-
vides essentially the same result. Thus, the entropy may be evaluated by obtaining
any of the following: Smicrocanonicals Scanonical, OF Sgrandcanonical: This is not the case
for the smaller nuclear systems because the only appropriate ensemble is the micro-
canonical ensemble used for isolated systems. The fundamental definition of nuclear

temperature is thus

1 aSmicrocanonica.l(Ev N)
~ = 9
T OF )

and it is not correct to substitute an entropy obtained with a different ensemble into

this expression.

A great deal of study has shown that the level densities of nuclei at low excitation

energies have a energy dependence similar in form to that of a Fermi gas. Standard
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procedures permit the evaluation of the entropy of a Fermi gas under the conditions

of a grand canonical ensemble. For low excitation energies , E™, the entropy is:
Sgrandcanonical(Ewa ‘V) = Q(GE‘)%, (10)

where a is a constant proportional both to the number of particles and to the density
of the single-particle levels of the Fermi gas at the Fermi energy, ¢;. If Sgrandcanonical
is used to replace Smicrocanonical i EQ.9, one obtains T = (E/a)% as the link between
temperature and excitation energy. This result would be appropriate for macroscopic

systems, but it must be modified for isolated nuclear systems. For small systems

Smicrocanonical = Sgrandcanonical + AS’ (1 1)

where AS becomes vanishingly small compared to Sgrandcanonical as the number of
particles or the excitation energy becomes large. An approximate expression for AS

is available for a Fermi gas, where, at relatively low energy, one finds,
AS ~ —4In(E"), (12)

with v being a number of the order of unity, ranging from 1 to 2 depending on whether
isospin and angular momentum are explicitly considered in the labeling of the states.

When the appropriate Smicrocanonical 1S used to evaluate the nuclear temperature one

finds

1 as randcanonic aAS
_ grand al + )

— = 13
T OFE OFE (13)
For the moderately low energies this provides
1 w\ L -
=% (af B = (3/E") (14)

as the link between excitation energy and nuclear temperature. For large excitation

energies, E*, and large particle number the correction term proportional to v vanishes.
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Following the development of Fermi gases, it is customary to take the density of

nuclear states to be

p(E*) exp(2(aE™)?). (15)

a
(aE=)
The factor a here is called the level density parameter and is adjusted to correspond
to level densities measured at low excitation energies (9, 10). These fits suggest
that a is proportional to the mass of the nuclear system A, and it is further found
that @ = A/8MeV~!. The level densities can be corrected for angular momentum
by including pre-exponential statistical factors and subtracting the collective energy

that is involved in rotation. The latter is often included with an effective moment-

of-inertia, a parameter adjusted to match experimental spectra and yields.

In attempts to measure nuclear temperatures, the conventional procedure has
been to find the best fit for ¢ and the moment-of-inertia in the low energy regime.
With these parameters the level density can be evaluated, and thus the link between
excitation energy and temperature is established, e.g., (9, 10). If the excitation energy
is well known, on the other hand, spectra and relative yields can be used to determine

these parameters under the assumption of full equilibration.

At the higher excitation energies produced in collisions between massive nuclei
with large relative energies, the level density of the many-body system is less known,
and dynamics are important. In this regime there are at least three issues which
involve the level density and should be examined. One would clearly expect some
deviation from the form of the low energy Fermi gas expression given in Eq.14. This
form is only valid in the limit of T/e; — 0, where ¢ is the value of the Fermi energy.
The simplest approach is one that uses the generalization of Eq.13 which links E* to
T for a Fermi gas at any temperature. This approach was taken in Ref. (11) in which

the effective Fermi energy is taken as a fitting parameter instead of the level density
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parameter, a. Once ¢ is chosen, the extension to elevated energies follows from the
ensemble averages of the Fermi gas. An extension of this approach is found in Ref. (12)
in which the emitting system is assumed to expand. The change in density is expected
to effect the Fermi energy, and this change is incorporated by the introduction of a

simple density dependence for ¢, so that it varies like pg.

A second consideration which is made for the level density for highly excited
nuclear systems is based on a more complete treatment of the quantum mechanics
of the many-body system. In particular, one might expect energy and momentum
dependencies in the mean-field which binds the particles. These effects can be treated
by introducing an effective mass for the nucleons. That is, the effective mass, rather
than the free value, is used when determining the energies of the particles in the
gas. This has a subsequent effect on the level density as seen in the studies made by

Shlomo, for example (13, 14, 15).

A third effect is associated with the short-lived nature of the excited single-particle
states which are occupied by the nucleons. Various occupation schemes have been
used to generate the many-body states which provide the level densities and entropies.
The short lives of the single-particle states require that one decide how to count the
contributions of individual nucleons to the overall level density. There have been two
approaches to this problem both of which are based on the generation of a many-body
level density from the occupation of independent single particle levels and follow, in
principle, the development used for an ideal Fermi gas. One of these schemes is based
on constructing two grand canonical partition functions: one representing a system
composed of “nucleus plus vapor”, and the other composed of “vapor” alone. The
difference between the free energies of these the two types of systems is assumed to

supply a description of the hot nucleus alone.
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This procedure, suggested by Tubbs and Koonin (16) and used in references (17)
and (15), involves expressing the free energy of the hot system in terms of the differ-

ence between two partition functions, thus:

In Z(,B,/,l«. Vnucleus) - [TLZ(B,/J, ‘/vapor)- (]‘6)

Here Z(3, u, V') represents the grand canonical partition function with a temperature
1/8, a chemical potential x4 and for a system of independent particles moving in the

appropriate potential V.

In many cases it is assumed that the vapor particles move in no potential at all and
Viapor 1s set to zero. This subtraction procedure has been shown to generate a set of
single-particle states, used for the many-body level density, which include the bound
states and also the narrow resonances both below and above the coulomb-angular
momentum barrier, but not the very broad, short-lived single-particle resonant states.
Mustafa, et al. (18), recently examined a similar approach in which the effect on the
many-body level density of rejecting single-particle levels which lie above the barriers

in finite potentials was studied.

Both of these approaches reduce the level density at high excitation energies by
eliminating contributions of high energy single-particle levels. In this excitation region
the high-energy single-particle levels of a Fermi gas provide important contributions.
These approaches are based on a consideration of the single-particle level densities
and the life-times of these levels alone.. The dynamical effects of collisions, which may
also determine the life-time of the many-body emitting states, is beyond the scope of

these models.

Finally for completeness, we wish to point out that in the formal reaction mod-

els such as the unified model of Feshbach or the R-matrix approach of Wigner, the
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definition of compound “states” of an excited system is based on many-body states
which satisfy specific boundary conditions. The density of such states is thus set by
the imposed boundary conditions. In these formalisms, the “states” have discreet
energies and acquire widths only through couplings to the open channels. The rela-
tionship between the density of these many-body compound nuclear states, and any
reduced density suggested by the short-lived single-particle states, is not completely

clear.

While there has been much theoretical effort in this interesting area, it is difficult
at this time to find specific experimental evidence to suggest the greater validity of
any one of the approaches described above. This is probably due to the fact that
at high energies the influence of the level density is diluted by a wide range of other

phenomena which contribute to the experimental spectra.
3 Spectra of Emitted Particles

3.1 General Form of Spectra

We first consider the details of the method of measurement of nuclear temperatures
through the spectra of emitted particles. In this procedure one examines the relative
yield of a specific single type of emitted particle at different values of kinetic energy, €.
Alternatively, the kinetic energy of the recoil can be measured but this is technically
more difficult and less sensitive. From the discussion leading to Eq.8, the influence
of the temperature on kinetic energy spectra would be expected to come through
a factor of exp(—e;/T) where ¢ is the kinetic energy. In addition, there will be a
dependence on the kinetic energy in the ['(e,n) factor that is contained in P(e,n),

and another in the flux factor, (¢x)?, from detailed-balance. The resulting expression
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for the emission rate has the form:

dN?
dtde

x (e, — Ve )exp(—ex/T) (17)
where Vi represents the Coulomb potential, which is necessary to include when con-
sidering emission of charged particles. Neutron spectra have long been used as sen-

sitive probes of the nuclear temperature due to their copious emission and lack of

Coulomb effects.

Without further consideration, one might expect that the observed spectra could
be compared with the emission rate (Eq.17) to reveal the temperature. For example,
the spectra of neutrons emitted from bismuth and tantalum compound nuclei are
shown in Fig.1. These data, from relatively simple neutron induced reactions, indi-
cated the importance of sequential emission (19, 20). Such comparisons were made
in the earliest work on single neutron emission that formed the basis of compound
nuclear theory (6, 9, 10, 5) and have been applied to a wide range of nuclear reactions
[cf., e.g., (21, 22, 23, 24, 25, 26, 27, 28, 29)]. The apparent simplicity is attractive,
particularly the systematic variation with bombarding energy in the intermediate

energy regime which has been extracted by Westfall, et al. (22) shown in Fig. 2.

However, such an application of this expression to complex nuclear reactions is
too simple for several reasons which we will now elaborate. First, one must establish
that a given species comes primarily from one emission process, in this case thermal
evaporation. Then the expression in Eq.17 is for an instantaneous rate of emission.
To obtain the measured spectrum, dN/de,, one must integrate over the time involved
in the process. In the case of single-chance neutron emission from a (weakly) excited \
compound nucleus, the time integration does not change the overall dependence.
However, when the emission of a given particle can occur over a range of times

(with varying excitations) it will also occur over a range of temperatures 7. Thus,
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the observed spectra will be a convolution over these temperatures ranging from
the highest, at the beginning of the emission process, down to the lowest, at the
end. One would expect the highest energy part of the spectra (usually the smallest
part of the differential cross section) to be dominated by the highest temperatures.
Attempts have recently been made to use reaction filters to observe ‘first chance’
emission of particles (30, 31), and clearly these effects are present. Furthermore,
since V¢ as well as the temperature is expected to vary with emission time, the actual
convolved spectra may appear quite different from Eq.17 (32). Only for the special
case in which the emission occurs under a narrow range of conditions can a simple
connection between temperature and the spectra be made through the use of Eq.17.
Models which properly describe the temporal evolution or cooling during the emission
process will have the best chance to describe the measured spectra. Such models have
been available for a long time for statistical evaporation from compound nuclei [e.g.,
(33, 34, 35, 11)], preequilibrium emission [e.g., (36)] and binary decay [e.g., (37)]
but are not used for ‘moving sources’ because sudden disintegration is invoked, as is

discussed below.

3.2 Sudden Disintegration

It should be said that another scenario for the emission process, that of a sudden dis-
integration of the source into the observed fragments has been invoked to justify using
the simple expressions above. Here, one is not faced with the question of evolution
of the temperature variation inherent in a chain of successive decays. Rather, one
assumes a single “freeze-out” condition. If the source that suddenly disintegrates was
in equilibrium, the production cross section is determined by the probability P(e,n)

of Eq.5. Once more the spectra for a specific type of emerging particle is determined
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by exp(—e€x/T) where T has the same definition as at given in Eq.8, and it reflects
the fundamental definition from statistical mechanics. In this case the pre-factor,
which multiplies the exponential in the spectra has a different power since one does
not have the influence of the flux factor present in the sequential emission scenario.
Furthermore, the Coulomb energy for each emerging fragment depends on the num-
ber and positions of all of the other fragments. This introduces more fluctuations in
the spectra. In addition, one expects to have some of the same collective kinematic
effects in the data discussed below. These include, in particular, the effects of angular
momentum and fluctuations in the velocities of the source. Because a fragment can
emerge from any location in the source, rather than from the surface alone, there
will be additional fluctuations associated with the point of emission if any collective

expansion is present.

It should be clear that there is a startling number of prerequisites for a nuclear
system to meet to be an unambiguous test system for the determination of tempera-
ture. There must be a given amount of excitation energy deposited into the nuclear
system, and that energy must be fully equilibrated among the microscopic degrees
of freedom. Then the temperature can be defined by the fundamental definition of
statistical mechanics, and also the level density, or instantaneous level density, of the
source system must be known. The above conditions can only be met in an interme-
diate energy heavy ion collision only if the other dynamic aspects of the reaction are

well understood. This is the basic task of the field of heavy ion reactions.

3.3 Corrections to the Spectra

The form of the spectral distributions, whether the emission is sequential or sudden,

is also influenced by collective dynamical effects, some of which have been know for
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some time. Three effects are of particular relevance in heavy-ion induced reactions:
collective rotation, translational motion, and collective expansion of the source. Each
of these can effect the spectral shape in ways that are similar to changing the tem-
perature. The first of these, angular momentum, may be directly incorporated into
the equilibrium description of the emission process by including angular momentum
among the labels of the microscopic states for both the emitted system and the daugh-
ter system (38, 39). The effect of this additional labeling consists of a modification
of the expected energy spectra of the emitted particles. In particular, particles which
are emitted with high angular momentum but low temperatures display spectra which
are not dissimilar from those of higher temperatures (40) and low angular momen-
tum. Thus, if one is to learn about the temperature from spectra one must correct
for the contribution from rotational motion. Only in a few ‘moving source’ calcula-
tions has such a correction been attempted, partially due to the lack of information
on the conversion of orbital motion into intrinsic angular momentum in these colli-

sions. A formula that includes the average source angular momentum can be found

in Ref. (41).

Translational motion of the source also has a strong influence on the spectra which
requires disentanglement if one is looking for information about the temperature of a
system. The most straightforward effect to extract is the mean motion of the emitter.
This has been dealt with phenomenologically by finding the source velocity or frame
in which the the spectra appear essentially isotropic. For systems in which angular
momentum is an important feature, the azimuthal dependence with respect to the
reaction frame is still not expected to vanish. More difficult to separate from thermal
information are fluctuations about the mean velocity of the source. These fluctuations

can also produce spectra which appear to show high temperatures. There are two
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main origins for these velocity fluctuations. One is associated the early stages of the
reaction during which incomplete momentum transfer can provide a distribution of
source velocities. The second is associated with the temporal evolution of the source
itself. Each emission is attended by a recoil of the source. The accumulation of
these recoils introduces fluctuations in the source velocity which can influence the
spectra. In particular, it can broaden the width of the peak in the spectra. Since
both types of collective velocity fluctuations will boost the velocity from the emission
frame to the laboratory frame, both will be have an effect on the particle energy which
increases with mass. In most practical applications three moving sources each with a
single velocity and temperature are combined to fit the observed spectra. Depending
on the degree of coverage of the angular distribution, the parameters are formally
overdetermined but they are not orthogonal, and correlated variations are possible.

Examples of early comprehensive data can be found in Refs. (23) and (24).

The last of the collective motions which we will consider is that of source ex-
pansion, or the radial motion of the material of the source. This effect has been
considered as ‘blast waves’ (42) and also simple expansion (43). Here again one is
faced with a boost of the velocity of the emitted system in the laboratory frame, and
once more the effect increases with increasing mass of the emitted system observed.
In Eq.17, above, the effect of the Coulomb acceleration following emission is treated
by the strength the Coulomb force between the source and the emitted system. In
the cases which involve high rates of emission, there is also a probability for a more
complicated Coulomb interaction which can arise when three or more more subsys-
tems interact in the final state through their relative Coulomb fields. This effect is

hard to estimate and requires a detailed model of the decay.

In summary, the temperature of the emitting system does act as the underlying
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determinant of the spectra for each type of emitted particle, when the source is fully
equilibrated. But a range of temperatures can be present for sequential emission
chains, and these are not often treated in simple analyses. On the other hand, the
spectra blend this information with several collective kinematic features each of which
must be understood on its own before one attempts to extract the information on
temperature. It should be noted, however, that it is in the high-energy tails of
the spectra that information about the highest temperatures of the process is most
readily available. Therefore, only at the lowest excitation energies is the procedure
for extracting temperatures from the spectra straight forward. When light projectiles
are used, angular momentum is not an important factor. At low energies, the fusion
process is complete, there are no fluctuations in the excitation energy, and the transfer
of momentum is complete. Also at low energies, pre-equilibrium emission is small, and
the expansion of the source negligible. Furthermore, the emission of charged particles
is limited temporally to the higher excitation energies, hence to the early stages by
Coulomb barriers. With all these experimental conditions the spectra can provide a
good measure of the temperature. Under any other conditions the separation of the
unknown quantities becomes ambiguous and requires detailed models of the reactioﬁ

mechanism.

3.4 Representative Measurements

In recent measurements of emitted fragments from intermediate energy heavy ion col-
lisions, the slopes of the kinetic energy distributions of a large range of residues have
been used to characterize the “temperatures” of moving sources. The remarkable find-
ing is that this source generally has a slope parameter in MeV that is approximately

equal to one-third of the bombarding energy per nucleon (E/Apojectite) independent
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of the mass of the beam. The fact that the slope parameter tracks the bombard-
ing energy is suggestive of injection of energy into internal degrees of freedom, and
its dependence on E/A ;o ectite, rather than on E/(A o ectite+Asarget) as expected for
equilibration over the whole system, is attributed to the localization of the thermal-
ization to the overlap zone of the projectile and target. In this model, the ratio of the
number of “participants” to the number of particles in the whole system is given by
geometry and does not depend strongly on the choice of initial system or bombarding
energy. On the other hand, such a strong dependence on the velocity of the projec-
tile (essentially E/A) may reflect an underlying contribution to the radial velocity of

emitted ions from a direct scattering process.

The kinetic energy spectra of many particles types from our exemplary system
14N + Ag at E/A=35MeV have been reported(44, 25, 45, 46). These distributions
fit very nicely into the moving source framework having fast projectile-like, inter-
mediate velocity and slow target-like sources of particles. The slope parameters of
the “intermediate source” are approximately 11-13 MeV. Therefore, before applying
any other techniques to determine the apparent temperature of this source, there is
nothing exceptional in the simple kinetic energy distributions of fragments from this
reaction system. However, it should be recognized that problems have been indicated
in the literature. Concentrating on the *N + Ag system, the emitted neutrons are
not isotropic as required by the model(25) which points to the importance of angular
momentum. Moreover, the neutron data are in good agreement with the predictions
of a Boltzmann Master Equation model which does not introduce an intermediate
source(36, 47, 48). Rather, the energetic particles are emitted continuously as the

system moves towards equilibrium, after which the bulk of the particles are emitted.
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4 Relative Yields of Different Species

4.1 Total Yields

-

We now consider manifestations of temperature in the relative yields of the various
types of emitted species. The yields of two different fragments can be compared, of
course, but such comparisons rely on detailed knowledge of the isospin dependence of
the level densities. An equation similar to the Saha equation that is used to determine
the ionization temperature in astrophysics (49) can be applied to the fragment yields.
In such an equation the isotropic production cross section per degree of freedom is
proportional to an exponential function of the separation energy, ¢,, divided by the

o

temperature. Such analyses are sometimes referred to as “Qg,” systematics because
the separation energy is essentially the Q value for the emission of a given species from
the emitting system. As before, a relatively simple expression for the distribution of
isobars is obtained, but strong assumptions must be made about the nature of the
emitting system in order to establish the actual value of ¢, for the emission of each
fragment. Moreover, the experimental determinations of the ratio of yields have

their own problems which are due to experimental biases associated with measuring

fragments with different charges.

As a refinement, one might look at the yields of different stable isotopes of the
same element. In principle this also would be determined by the difference in the
separation energy of each isotope species according to the factor exp(—e,/T). But
there will also be a factor associated with the fact that different numbers of nucleons
leave the source. This introduces changes in entropy which are associated with the
change in particle number. In addition, the yields of light fragments are subject to

ambiguities created by secondary (decay) events which follow the primary emission,
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discussed below. The variation with Q value is dominated by the rapid changes in
the binding energies of the light nuclei in actual measurements of the yields of light
species. The exponential function, combined with averages over emitting system and
experimental uncertainties, leads to a reasonable specification of the temperature.
In specific measurements, the integrated yields are often well described by this Qg
function. For example, the total yields of light products from the reaction of **Ni +
58Ni (50) have been shown to be in good agreement with the predicted emission from

a single compound nucleus, see Fig. 3.

In the case of 1*N+Ag at E/A=35MeV, the temperature that was extracted from
the distribution of integrated fragment yields of 8+1 MeV was significantly below the
kinetic energy temperature of 12+2MeV (44), see Table 1. An attempt to remove
the sensitivity to the exact nature, mass and isospin, of the emitting source was made
by taking €, to be the average Q value for fragment emission from a range of sources.
Another recent calculation included a complete network of sequential decay feeding
among the various emitted fragments, see below, which was fit to the integrated
elemental and integrated isotopic yields(46). The expression ¢, = @ — fV¢ was used
in which Q was the difference in binding energies, Vo was the Coulomb potential
between the light fragment and the residue, and f was adjusted at each temperature
to reproduce the yields. The value of f varied systematically with temperature from
a low of 0.85 at T=2MeV to a high of 3.88 at T=8 MeV with similar representations
of the data. Two points now become apparent, first, in neither case is the extracted
temperature equal to the “slope parameter.” In both analyses the slope parameter has
a significantly larger value. Second, these two analyses are not entirely inconsistent.
Note that the higher temperature (8 MeV) obtained in the earlier work results from

the lack of a Coulomb term in ¢,, and if the nominal value of f = 1 is used, then

28



the best value of T is ~4MeV. The relative yields are sensitive to the difference in
Ve from channel to channel, so the results are in rough agreement because for these
light fragments it happens that AVp & @ (with large fluctuations). Because of these
ambiguities, the total yield method has not been widely used by itself to determine

temperatures. Rather, it plays a supporting role that is discussed below.

4.2 Yields of Bound FEzxcited States

To a large extent the difficulties in determining the mass and isospin dependence of
¢, can be removed by considering the thermal population of states within a given
residue that is emitted from the system. The effect of population of states within
the large “daughter” is already contained in ['(E — ¢, A — n), however, this daughter
usually is highly excited and continues to decay. Here we are considering specific
states in the emitted species, now isolated by emission, that carry information about
the temperature. We will focus on the ratio of two states, but the technique is
general. Measuring the temperature by comparing the relative yields of the two
states in one species also avoids many of the kinematic ambiguities ir;herent in spectral

measurements.

In this restricted case we can safely assume that spin, isospin and dynamical
aspects involved in the emission of each of the states is the same. These aspects
include, the distribution of angular momentum, the distribution of source velocities,
and Coulomb barriers. The principle remaining factor which distinguishes the yields
of the states is again the separation emergy, ¢,, associated with each state. Using
Eq.8, the emission rate and total yield is determined by the factor exp(—¢,/T). The
relative emission rate is simply exp(—Ae,/T), where A¢, equals the difference in

energy between the states. However, if the emission occurs from a source which
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is cooling during the emission process, then the yields will be determined by the
convolution of changing rates over the chain of emissions. If the emission rate is

sharply peaked this may not pose a problem.

Pairs of levels usually do not have the same spin, particularly in light nuclei, and so
the relative emission rate should include a factor for the ratio of the spin degeneracies.

Thus, the ratio, R, of two levels in a single nucleus should be given by:

2J, +1

k= 2J; + 1

Exp(—AE/T) (18)

where J, and J; are the spins of the upper and lower states, respectively, and AE =
E, — E, is their energy separation. The variation of this ratio with temperature for the
two bound states of "Li can be inferred from Fig. 4 that shows the fraction of nuclei
in the excited state. At low temperatures the ratio rapidly increases and saturates at

R = 22—{;"% = 1 at high temperatures.

Consider for a moment measurements of the spectral shape and the vields of two
states of a single specific fragment. The results from measurements using the ratios of
yields will be dominated by the temperature associated with the greatest likelihood of
emission. Whereas, the least ambiguous portion of the spectral measurement comes
from the high energy tail which is determined by the highest temperatures in the
reaction. These two temperatures, i.e., the highest and the one where emission is most
likely, need not be the same. Furthermore, if there is emission before equilibrium is
reached, this will also influence the spectra. However, the ratio of yields of two states

may not be affected if the pre-equilibrium contribution to the yield is small.

The primary difficulty with the measurement of relative yields comes from sub-
sequent redistribution of the population after the emission of the (small) fragment

(51, 52, 53). The most important of these difficulties stems from the emission of

30



some other (intermediate mass) excited fragments which themselves decay into lighter
fragments and substantially effect the (lighter) population ratios. The ratio of some
populations may even become double valued due to increased feeding from increasing
populations in highly excited unbound states in heavier emitted species. Thus, the
determination of temperature from relative yields remains ambiguous unless the chain
of secondary processes among emitted excited fragments is known. This requires a
model of the emission process and detailed knowledge of the nuclear structure of the
isotopes which take part. Finally it should be noted that even in the ideal case the
sensitivity to the temperature is limited to values which are of the magnitude of the
separation of energy of the two species that are measured. As indicated in Fig. 4, once
the temperature exceeds this difference, AE, the relative yield becomes saturated, a

phenomena that is well known in classical systems.

4.3 Measurements of Bound States

From a practical standpoint, it is very difficult to measure directly the ratio of bound
states given in Eq.18 as the lifetimes of the y-ray emitting states are generally short
compared to the flight time of the particles. It is convenient to introduce the fraction,
f, of a given type of nucleus that are observed to be in a bound excited state. This
quantity is readily measured from the ratio of the number of observed y-rays to
the total number of the coincident fragments. The «-ray fraction for a simple two-
level system is then f=R/(1+R). Similar y-ray fractions can be measured for systems
with a larger number of levels but more care is needed to account for cascading of
transitions (54), see below. In a sense, such cascading of de-excitation transitions can

be considered a close relative of feeding by particle emission from unbound states.

The first measurements of the emission of excited states of evaporated nuclei
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were made of the bound states of ®Li, "Li, and "Be nuclei(7). Such nuclei can be
thought of as simple two-level systems that were in contact with the thermal bath
before emission as each of these nuclei has effectively only one bound exited state. The
population of the excited states was proposed as an independent test of the formation
of an equilibrated hot zone previously assumed to be formed in intermediate energy
reactions.(55, 23) These fragments were shown to have exponential kinetic energy

distributions that followed the systematics, discussed above.

The first measurements of the gamma-ray fraction showed that relatively few
nuclei were in the excited states(7, 44). In fact, the temperature obtained from the
bound state populations ~1 MeV was an order of magnitude lower than the slope
parameters. As already indicated, the ratio of the relatively close spaced levels in these
nuclei should have been saturated at such a high temperature. However, alternative
production mechanisms, such as sequential decay worked out in detail by Hahn and
Stocker (56, 52, 53), or final state interactions after emission (51), could distort the
distributions. Therefore, the application of the technique to highly excited systems

did not adequately test the technique.

The validity of the technique was shown in several studies of the relative popula-
tions of fragments emitted from compound nuclei(57, 54, 58, 50, 59, 60). Using frag-
ments from composite nuclear systems that have been thoroughly studied removes
the uncertainty about the formation of the thermal nuclear system. For example,
the production of the two-level systems of "Li, "Be and ®Li from the reaction of
12 + N follows the predictions of thermal emission up to bombarding energies of
E/A~10MeV (57) in good agreement with other measurements of this system (61).
In a related study which used a slightly larger compound nucleus, Lee,et al. obtained

similar results, as the relative populations of a broad range of nuclei were shown to be
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in agreement with the predicted compound nucleus temperature when the bombard-
ing energy was below approximately E/A=10 MeV(39, 60). At higher bombarding
energies the relative populations of the excited states decreased, indicating prefer-
ential feeding of the ground states by another mechanism (sequential decay). In a
related test, d’Onofrio,et al. measured the relative populations of "Li bound states
from the reaction of 2°Ne with ®°Ni at E/A = 36.2MeV (58). The population ratios
of the fragments emitted at large angles were found to be nearly saturated and in

agreement with the predictions of a Hauser-Feshbach formalism.

The ~-ray fraction for several states of a given emitted fragment was investigated
by Sobotka et al. in the reaction of *F + '*Tb at 181 MeV. A measurement of
the fractions as a function of particle kinetic energy was included. Importantly, the
results generally indicated that the populations do not depend on kinetic energy,
as expected or even required, for thermal equilibrium. However, a few fractions did
depend on kinetic energy, but these were thought to be products of a binary peripheral
process. These data also indicated substantial feeding of the ground states of the
emitted fragments. Thus, internal ratios of the y-ray fractions of two excited states,
with appropriate cascade corrections, are more indicative of the compound nuclear
temperature than fractions for single states (as the contribution from the ground state
drops out in the ratio). Gomez del Campo, et al., obtained an effective temperature
of approximately 2 MeV from the relative fractions of single bound states in '2C, *N,
and 60 from the reaction of *®Ni with *8Ni at E/A=11 MeV (50). These states are
more widely separated than those in the lithium and beryllium nuclei. The effective
temperature was, once again, less than the predicted compound nuclear temperature
(4.1 MeV). However, detailed Hauser-Feshbach calculations (50, 62), shown to be in

agreement with the integrated fragment yields for this reaction, mentioned above,
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were able to calculate the sequential decay contribution to the population ratios and,

therefore, the observed or effective temperature.

A comprehensive exploration of the various facets of thermal equilibrium evident
in the distributions of bound-state populations was made by Xu,et al. for the reaction
of 32S+ metAg with E/A=22.3MeV (63, 64). The yields of fragments and the y-ray
fractions of a large number of widely separated or high-lying states was measured
and compared to a comprehensive statistical model including all known decays with
approximations for decay from the continua of products up to mass~13. Moreover,
the predictions of the calculation were compared to the integrated elemental yields,
the isotopic yields, and the v-ray fractions so that the required overall agreement
could be tested, somewhat similar to the analysis described in Ref. (50). The yields,
~-ray fractions, and even the ratios of the fractions of two states were shown to
be in agreement with a temperature of ~3-4 MeV after substantial correction for
sequential decay. The authors comment in their conclusions that agreement between
the calculation and measurement may reflect more the accuracy of the sequential
decay calculations than the accuracy of the thermal description (63). An example of

the comparison of the y-ray fractions to the model calculations is shown in Fig. 5.

Summarizing this section, the measurements of the ratios of bound states of emit-
ted light fragments have been found to reflect the temperature of the emitting source
provided that the temperature is relatively low, < 1MeV. Sequential decay of nearby
light fragments preferentially increases the yield of the ground states thus simulat-
ing a lower temperature. This effect was observed both for closely and more widely
spaced levels. Ratios of (bound) states that do not rely on the ground state were less
sensitive to this problem. Comprehensive calculations including all sequential decay

channels can account for the observed y-ray fractions up to temperatures of ~4 MeV
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but require extensive nuclear structure data as input.

4.4 Yields of Unbound States

With the development of experimental techniques to measure correlated pairs of par-
ticles, it is possible to make measurements of the relative yields of unbound as well
as bound states of a given species. This extension provides two advantages over mea-
surements with particle-stable states. First, the unbound states are generally more
widely separated in energy than bound states which increases the saturation tem-
perature and provides an opportunity to determine higher temperature values with
greater precision. For example, comparison of states differing in energy of up to
approximately 20 MeV are presented in Ref. (65). Second, it should be possible to
reduce modification of the emitted populations by secondary decays by selecting the
ratio for two unbound states. This reduces the major complication in determinations

of the temperature with bound state populations.

Before measurement of the ratios of unbound (continuum) states one should ex-
plore a new contribution to the energy, namely the energy of the relative motion
of the subfragments of the emitted system, which we will label as ¢,. For unbound
states this is a continuous variable, and its treatment requires more care than that
taken for the discrete energies of bound states (66, 46). Of particular concern is the
factor I'(e,n) which appears in the expression for the probability, P(¢,n) in Eq.5.
This factor represents the density of states for the emitted system and is primarily

influenced by the interaction between these subfragments.

An analysis of the unbound density of states as a function of the relative energy,
¢, can be performed with the same methods used in statistical mechanics for the

determination of the second virial coefficient of interacting particles. The result is
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that the density of states is modified from that of noninteracting particles to be

LY,
e,

['(e,n) x %(QJ +1) (19)

where 4 is the phase shift in the channel labeled by the angular momentum J. If we

assume a Breit-Wigner characterization of the resonant phase shifts, then we obtain

1 r./2
D(e,n) o Yo(2: + T E,-)z/+ T

(20)

where the widths [';, energies E;, and angular momenta J; are associated with the
resonant states. The integration over the relative energy for each resonant state
provides a value of 1.0. Thus, for counting purposes, each resonant state has unit
weight. The second factor in P(¢,n), i.e. ['(E —¢, A—n) provides the proportionality
to exp(—¢,/T), which has the same origin as the factors exp(—e;/T) for spectra
and exp(—e¢,/T) for bound states, discussed above. Under the assumption that the
emitted species is in equilibrium with the large residual daughter as before, one would
expect the yield as function of relative energy for two-particle continuum states of

the emitted species, ¢,, to be given by:

Lol T
> (2 +1)= (& — E:)? + (0:/2)

L)

exp(—e./T). (21)

This form has been compared to the measured yields to extract the temperature.
This form has also been used to compare the yields of states in different two-particle

channels.

4.5 Measurements of Unbound States

Relatively soon after the first measurements of the bound excited state popula-
tions were reported, measurements of the unbound states of light fragments were

obtained(65, 67). These measurements are technically more difficult as they are based
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on the measurement of the relative momenta of coincident light particles. A large
number of studies of a range of reaction systems have been carried out with pairs of
charged particles (65, 67, 68, 69, 70, 71, 66, 72, 73, 74, 75, 76, 77, 46, 7S, 79, 80, 81)
and also with neutron-charged particle pairs (82, 83, 84, 85). These studies have
concentrated on intermediate energy reactions that produce relatively high excitation
energies and thus emit large numbers of intermediate mass fragments in unbound
states. Unfortunately, a direct calibration of the technique by studying a well known
compound-nuclear system has not been done. However, Natowitz, et al. have recently
collected the measurements of emitted unbound populations from highly excited nu-

clei with A~120 and produced an “intercalibration” (86).

The detection of unbound states itself implies that sequential decay is an impor-
tant process in the production of these self-same nuclei. Therefore, the analyses of
these data have incorporated sophisticated Hauser-Feshbach calculations of the total
isotopic yields and internal feeding. In general, the temperatures extracted from these
analyses have provided predictions of the isotopic yields and the unbound levels in

one framework.

The measurements of coincident pairs of particles have additional technical diffi-
culties that arise when evaluating the coincidence efficiency function. The treatment
of pairs of charged particle and neutron-charged particle pairs is slightly different, and
we will discuss each separately. First, let us consider the measurements of unbound
excited states that decay into pairs of charged particles. These particles are detected
in large hodoscope arrays of individual charged particle telescopes that were originally
developed for correlation function measurements. The data are binned according to
the relative momentum, g, of the two particles, and the distribution contains an un-

derlying background and peaks which correspond to the unbound resonances. The
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coincidence decay yield of an unstable state, labeled Y., is extracted from the the
total yield of a given pair by subtraction of the underlying background correction
function(65). The decay yield is linked to the initial populations through the de-
tection efficiency, e(E*, E), where E™ is the excitation energy and E is the observed
relative energy. The efficiency has been estimated in Monte Carlo calculations which
include the precise geometry, detection thresholds and energy resolution, cf. (65, 46).

The yield as a function of temperature is then:

dn(E™)

= [dBe(E", Bro) S

mea

22

mea

where E* the actual excitation energy and dn(E*)/dE* is the excitation energy spec-
trum and is therefore a sum over the resonances that contribute to the spectrum
including their widths and branching ratios. A detailed discussion of dn(E*)/dE*
has been given by Nayak,et al. (46). As an example, Fig. 6 shows the a+%Li and the
p+°Be excitation energy spectra from the decay of excited °B fragments. Notice
the offset in the proton channel due to the higher separation energy. Such data is
extremely powerful in evaluating the effects of the efficiency function because several

decay channels can be detected from some emitted fragments.

The range of unstable states and the reaction systems that have been measured
is quite large. Even in a single reaction system the detectors will accept a large
variety of charged particles that can be analyzed in this framework. Thus, a “second
level” chi-squared analysis in which the best temperature is determined for all the
observed states has been performed in the more recent measurements (46, 78), similar
to analyses of reactions in which a large numbers of bound states were measured
(63). For exa.mble, the distribution of the excited states in °B nuclei produced in the
reaction of *Ar + '%"Au is shown in Fig. 7 from Ref. (78). Overall, the data are well

described by a temperature of 4 MeV, but notice that the measured yield of the state
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near 6 MeV is too large. The yields have been divided by the spin degeneracy, so the
excess production could represent a population inversion, an incorrect spin assignment
in the literature, or population of an unknown state. The predicted modification of
the distribution by sequential decay is also indicated in the figure by the difference

of the open boxes from the dashed line.

From a broad perspective, all of the measurements of the populations of unbound
states have the interesting feature that the temperature appears to reach an upper
limit of approximately 6 MeV. These measurements have included a broad range
of reactions, some with very large nuclei, and with large bombarding energies, and
most of these had slope parameters much in excess of 6 MeV. This limit could be an

indication of the onset of multifragmentation, in effect, a phase transition.

Measurements of neutron unbound states have been made by detecting charged
particles and neutrons in a colinear geometry and analyzing the relative velocity
spectrum (82). Such a spectrum also contains two components: neutrons emitted
from discrete states, and a continuous background of neutrons erpitted from other
sources (such as the heavy residue). The background has been determined with
less ambiguity than that in the charged particle data by fitting the neutron spectra
observed in coincidence with a given fragment at all angles, see for example Ref. (82,
83), and then transforming the analytical form into the relative velocity spectrum.
An example of such a transformation is shown in Fig.8. The colinear geometry with
a narrow acceptance causes each decay to split into two peaks, faster neutrons having

been emitted near 0° in the moving frame and slower neutrons emitted near 180°.

A more complicated relative velocity spectrum from Ref. (85) is shown in Fig.9
for the decay of 13C* into '2C + n. The positions of the peaks are determined by

the decay energy, and the relative areas are determined by the detection efficiency
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and the state populations. The technique is most sensitive to low energy transitions
that produce neutrons and charged particles with small relative velocities. Therefore,
decays from higher lying excited states to the first excited state in the daughter have

been seen, as shown for '3C*.

The studies of neutron unbound states have concentrated on the reaction of '*N
+ Ag at E/A=35MeV. They have shown that the source of the fragments emitted
at large angles with exponential spectra has a temperature of approximately 3 MeV
(85, 83). Clear evidence has also been shown for a kinetic energy dependence of
the level populations at forward angles, attributed to the importance of projectile

excitation and decay (85).

Bloch, et al., have been able to combine the results of their lithium-neutron
coincidence measurements (83) with the results of the earlier measurements of the
bound state populations of “Li in a uniform picture. The populations of the bound
states, an unbound state, and the feeding from neutron decay of 8Li were found to
be consistent with a a single temperature of approximately 3 MeV when the total
feeding to the ground state was included. Thus, the bulk of the data for the N
+ Ag at E/A=35MeV reaction indicates the production of a large nuclear system
at thermal equilibrium with a temperature on the order of 3 MeV. Dabrowski, et
al.found a similar agreement between the population temperatures and the slope
parameter of the slow source (target-like fragment) for the reaction of ‘°Ar + Ag
with E/A = 44 MeV. Thus, the harder spectral slopes must be due to pre-equilibrium
decay and the dynamical enhancement of the kinetic energy from angular momentum,

etc., and not thermal equilibrium.

Very recently, the excited state production method has been extended to relative

production of the Delta(1232) resonance and nucleons in ultra-relativistic heavy-ion
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collisions (87, 88). Using the assumption of a thermal source for these baryons, the
population of nucleon resonances becomes a function of temperature. The relative
population of the Delta(1232) resonance was extracted from the measured pion dis-

tributions and is consistent with a temperature of 140 MeV !

5 Conclusions

The measurement of nuclear temperatures in heavy-ion reactions has a long and
rich history. The simplest measurements of the slope-parameters of kinetic energy
distributions is well founded in thermal evaporation theory with the ansatz of “sudden
disintegration of an equilibrated source.” The model can be fit to a broad range of
data and is supported by a systematic variation of the parameters with bombarding
energy. Following on the apparent success of this thermal description, many studies
have been made of other features which are consistent with thermal equilibrium,
most significantly the populations of excited states of emitted nuclei. These internal
populations are least sensitive to potentially unknown or uncontrollable aspects of

the fragment production mechanism.

The apparent thermal population of the unbound excited states of emitted light
nuclei has been clearly demonstrated in recent years. The populations of the states
have been shown to follow the simple Boltzmann distributions but are substantially
modified by sequential decay at high temperature. Population ratios containing the
ground state have been shown to be particularly sensitive to perturbation by feeding
from unbound levels. The distributions of bound states have been shown to follow
the compound nuclear temperature up to about 2 MeV but are not useful at higher
temperatures due to the typically small level spacing and the difficulties created by

feeding. The populations of unbound levels are generally more widely separated and
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are less subject to feeding (in fact, they represent the feeding). A large number of
population ratios have been measured with both neutron and charged particle decay
channels. Overall, the results show that the temperatures of the emitting nuclei do
not exceed approximately 6 MeV even when the slope parameters are many times
larger. This discrepancy is most likely due to contributions to the kinetic energy of
the particles from collective motion that is not thermalized during the collision but

is not quantitatively understood at present.

During the last ten years the concept of nuclear temperature and the methods of
studying it have received considerable attention in the field of heavy ion reactions. The
reason for this interest is that equilibrium and temperature represent central concepts
in the thermodynamic description of the reactions and their evolution. Although
not all the problems associated with the subject have been solved, we have shown
that studies of temperature and equilibrium have lead to considerable progress in
understanding reaction mechanisms. The field has come a long way since the era
in which the temperature of the system was assumed to be the slope parameter of
the particle spectrum. The addition of other methods of measurement within the
thermodynamic framework has revealed a rich collection of new phenomena, which
are now being treated in the models of the reactions. The eventual goal of the field,
to specify the thermodynamic properties of nuclear matter itself, has been and will

continue to be significantly advanced by these inquiries.
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Table 1: Overview of the nuclear temperature measurements for the reaction of N
with "**Ag at E/A=35 MeV.

Observed Quantity Angular Range Temperature Reference
Charged Particle Spectra 90-110° 8.6 MeV (7)
50-90° 1242 - (44)
50-90° 13+2 (25)
15-83° 13+1 (45)
31-46° ~ 12 (46)
Coincident Neutron Spectra 20-160° 3,12 MeV (25)
15-83° 10+£2 (45)
Fragment Isotopic Yields 90-110° 8+1 MeVi{ (44)
31-46° 41 (46)
Bound State Populations 50-90° ~1 MeV (44)
50-90° ~1 MeV (83)
Neutron Unbound States 50° 3 MeV (83)
Charged Particle Unbound States 31-46° 3-4 MeV (46)

t Somewhat ambiguous due to limited angular range.
1 The difference between these two analyses is the treatment of the Coulomb energy,
see the text.
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Figure 7 The relative populations of states in '°B, normalized by the spin-degeneracy,
are shown as a function of their excitation energy with central and peripheral
collision triggers (78). The predicted yields including sequential decay are shown
by the open boxes, and a simple exponential with T=4 MeV is shown by the
dashed line.
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