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1 Introduction

This Ph.D. thesis describes a measurement of the b-tagging efficiency for selected
b-tagging algorithms at the ATLAS experiment. Apart from this main focus the
influence of b-tagging on a measurement of the top-quark cross-section is discussed.
In addition some measurements of characteristics of the sensors of the ATLAS Pixel
Detector are shown.
The LHC delivers proton-proton collisions at 7 TeV center-of-mass energy since
2010 with steadily increasing instantaneous luminosity. These collisions are being
recorded with the ATLAS Detector which is a state-of-the-art 4π multi-purpose
particle detector. The collected data is used on the one hand for commissioning of
the detector and of the different physics objects that are needed to link detector
signals to predictions from simulations based on inputs from particle physics theory.
On the other hand measurements of parameters like cross-sections of known processes
are conducted for the first time at this center-of-mass energy. Those measurements
help the commissioning of the detector as well since performance measurements and
physics measurements are closely intertwined. In addition they provide useful input
to theoretical physics since they can be directly compared to predictions assuming the
standard model of particle physics or assuming extensions of this model. Especially
measurements on heavy objects like the top-quark provide a window to new physics.
No discovery was claimed by the ATLAS Detector so far which is not surprising since
the total integrated luminosity in 2010 was 45 pb−1 and has just reached 1 fb−1 at
this point in 2011, but it was already possible to set limits on models like quark-
contact interactions which would allude to a substructure of quarks or to set limits
on super-symmetric extensions on the standard model.
Chap. 2 gives a brief overview of the standard model which is the basic theory of
particle physics and uses it to motivate the construction of particle colliders and
particle detectors. Chap. 3 then describes the ATLAS Detector and its different
subsystems. For the Pixel Detector some qualification measurements for the sensor
are presented in Chap. 4. Chap. 5 introduces the concept of b-tagging and the main
classes of b-tagging algorithms are presented with a focus on the SV0 tagger and the
JetProb tagger which are the two taggers currently calibrated and used in physics
analyses. Chap. 6 shows the application of the prelT method to measure the b-tagging
efficiency in detail. It also shows results of the first measurements of the top-quark
pair-production cross-section at 7 TeV center-of-mass energy and focuses on the role
b-tagging algorithms play in these measurements.

1





2 Particle Physics

The theory of particle physics aims to give a description of the fundamental building
blocks that form all things that exist and of their interactions. The theory in its
current form is called the standard model of particle physics [1]. It postulates the
existence of quarks and leptons as fundamental particles. This means that every ob-
served object is comprised of these particles but the particles themselves do not have
a substructure. It also postulates the existence of three fundamental interactions, the
strong force, the weak force and the electromagnetic force. The weak force and the
electromagnetic force are unified in the electroweak theory. The fourth known force
of nature, the gravitational force, is not part of the standard model. Furthermore the
existence of the Higgs boson is postulated. At this point every particle predicted by
the standard model except for the Higgs boson has been observed and experimental
data is consistent with standard model predictions to a high degree, therefore this
theory is relevant and future more general theories will likely contain the standard
model as a special case.
The theory itself is not developed in this chapter, instead a brief summary of impor-
tant predictions of this theory are given to set the stage for physics with the ATLAS
experiment. Of the many different motivations for this experiment the potential for
the discovery of the Higgs boson is developed. b-quark and top-quark physics are
covered in some detail since they are important for this work and a brief summary
of electroweak decays is given for that purpose. In addition the concept of a particle
jet is introduced.

2.1 Particle accelerators and the LHC

Tab. 2.1 contains a list of the particles postulated by the standard model. There is
an antiparticle for each quark and lepton but it is not important for this work to
distinguish particles from antiparticles. If necessary the antiparticle is marked with
an over-bar. The dynamics of these particles are described by a U(1) x SU(2) x SU(3)
gauge group theory. It describes the interaction of quantum fields that represent the
particles like the scattering of two electrons by exchange of a photon. It also states
that particles can be annihilated and created during those exchange processes, for
example muons can weakly decay to electrons and neutrinos.
It should be noted that of the particles in Tab. 2.1 only the u quark, the d quark
and the electron comprise stable matter. All other particles are unstable and decay
to those lighter particles. As a consequence, in order to check the predictions of the
standard model, the heavier particles have to be created since they cannot be found
localized in nature in reasonable quantities. This is typically done with particle
accelerators that accelerate electrons or protons to high energies and lead them to
a point where they are collided with a target or with another accelerated particle
beam in opposite direction. Fig. 2.1 shows a calculation that predicts the cross-
sections for the production of different types of particles in proton-proton collisions
for different center-of-mass energies of those collisions. The cross-section σ of a
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Quark Mass [MeV ] Lepton Mass [MeV ] Boson Mass [MeV ]

Up (u) 2.49+0.81
−0.79 Electron (e) 0.511 Photon (γ) 0

Down (d) 5.05+0.75
−0.95 Muon (µ) 105.7 W (80.339± 0.023) · 103

Charm (c) 1.27+0.07
−0.09 · 103 Tau (τ) 1776.82± 0.16 Z (91.1876± 0.0021) · 103

Strange (s) 101+29
−21 νe < 2 · 10−3 Higgs (H) ?

Top (t) (172± 1.6) · 103 νµ < 0.19

Bottom (b) 4.19+0.18
−0.06 · 103 ντ < 18.2

Table 2.1: Summary of the standard model particles. Masses are taken from [2]. No
errors on the electron and on the muon are quoted since the measurements are highly
precise and a higher accuracy than the quoted one is not needed. (u,d), (c,s) and (t,b)
form the three quark families.

production process is defined by
R = σ · L

where R is the observed production rate and L is the number of delivered interactions
per area and time from the accelerator assuming that all production events are
observed.
It is evident that a high creation rate for particles with higher masses can be achieved
by increasing the collision energy to increase the cross-section and by increasing
the luminosity. Therefore particle accelerators are classified by the center-of-mass
energy and the luminosity they deliver. The LHC is a proton-proton circular collider
[4]. A circular collider accelerates particles with electrical fields and bends them
into a circular path with magnets. Two particle beams are accelerated in opposing
directions in this way and are collided at specific points to create the heavy particles.
The LHC has a circumference of 27 km and is situated at CERN near Geneva. It
currently delivers collisions with center-of-mass energies of 7 TeV and has done so
through March-November 2010 with a peak luminosity of 2.1 · 1032 cm−2 s −1 [5]
measured at the ATLAS experiment. It has been estimated that the LHC will
produce enough Higgs bosons to discover the Higgs boson if its mass is in the region
from 120 GeV to 500 GeV with the ATLAS detector when 10 fb−1 of data are
collected [6]. This integrated luminosity will be collected through the next years.
The mass range is interesting since the Higgs mass has been constrained by standard
model calculations including parameters like the W boson mass and the top-quark
mass as shown in Fig. 2.2.

2.2 Particle Detectors and ATLAS

In addition to creating particles of interest it is also necessary to build devices that
can be used to identify and study them. These devices are called particle detectors
and they are built close to the collision point of the colliders. The main goals to
achieve when setting up the discovery of the Higgs boson is enabling the detector
to identify Higgs boson decays and to discriminate the process under study against
background from other processes since other processes occur at a much higher rate
as can be seen in Fig. 2.1. The requirements are similar for other physics goals of
the ATLAS experiment like the search for supersymmetry or generally the search for
heavy particles.
The Higgs boson is predicted to decay on a timescale of ∼ 10−23 s [8] (assuming a
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2.3 Jets
Hard interactions of quarks and gluons: a primer for LHC physics 95

Figure 2. Standard model cross sections at the Tevatron and LHC colliders.

The x dependence, on the other hand, has to be obtained from fitting deep-inelastic and
other hard-scattering data. This will be discussed in more detail in section 4. Note that for
consistency, the order of the expansion of the splitting functions should be the same as that of
the subprocess cross section, see (3). Thus, for example, a full NLO calculation will include
both the σ̂1 term in (3) and the P

(1)
ab terms in the determination of the pdfs via (4) and (5).

Figure 2 shows the predictions for some important Standard Model cross sections at pp̄

and pp colliders, calculated using the above formalism (at next-to-leading order in perturbation
theory, i.e. including also the σ̂1 term in (3)).

We have already mentioned that the Drell–Yan process is the paradigm hadron–collider
hard-scattering process, and so we will discuss this in some detail in what follows. Many of the
remarks apply also to other processes, in particular those shown in figure 2, although of course
the higher-order corrections and the initial-state parton combinations are process dependent.

2.2. The Drell–Yan process

The Drell–Yan process is the production of a lepton pair (e+e− or µ+µ− in practice) of
large invariant mass M in hadron–hadron collisions by the mechanism of quark–antiquark

Figure 2.1: Cross-sections for selected production processes production at different
center-of-mass energies. Two different assumptions for the Higgs mass are shown. The
LHC is marked down at 14 TeV but it is currently operating at 7 TeV. [3]

light Higgs of mass < 140 GeV, the lifetime is shorter if the boson has a higher mass)
so a direct measurement of the particle is impossible since it will not have traveled
any measurable distance from the interaction point before it decays. It has to be
identified using its longer lived decay products which necessitates the design of the
detector to permit particle identification and measurements of particle characteristics
like their trajectories, momenta and energies. This has to be done hermetically
so particles cannot escape from the interaction point undetected, especially since
neutrinos cannot be directly detected and have to be reconstructed by means of
missing energy in the event. The ATLAS detector is a device that is built with these
design goals and it is explained in detail in Chap. 3.

2.3 Jets

Some common decay products from heavy particles that exist long enough to reach
the particle detector are leptons like electrons and muons or light hadrons which

5



Particle Physics

0

1

2

3

4

5

6

10030 300

mH [GeV]

!
"

2

Excluded Preliminary

!#
had

 =!#
(5)

0.02758±0.00035

0.02749±0.00012

incl. low Q
2
 data

Theory uncertainty

July 2010 m
Limit

 = 158 GeV

Figure 5: ∆χ2 = χ2−χ2
min vs. mH curve. The line is the result of the fit using all high-Q2 data (last

column of Table 2); the band represents an estimate of the theoretical error due to missing higher
order corrections. The vertical band shows the 95% CL exclusion limit on mH from the direct searches
at LEP-II (up to 114 GeV) and the Tevatron (158 GeV to 175 GeV). The dashed curve is the result
obtained using the evaluation of ∆α

(5)
had(m

2
Z) from Reference 96. The dotted curve corresponds to a

fit including also the low-Q2 data from Table 3.

12

Figure 2.2: Higgs mass from electroweak fits. ∆χ2 indicates the goodness of fit, the
minimum value is preferred. The different curves are obtained by taking the input
parameters from different measurements but all of them show that a low Higgs mass
near the exclusion limit is preferred. The vertical bands show the 95% CL exclusion
limits on mH from the direct searches at LEP-II (up to 114 GeV) and the Tevatron
(158 GeV to 175 GeV) [7].

are systems of quarks and gluons. Electrons and muons are direct decay products
and are measured with the calorimetry and dedicated muon systems. The hadrons
are created from quarks or gluons with varying multiplicities and kinematics so a
concept is needed to give a representations of those particle showers.
Jets are objects defined to represent final states of quarks and gluons created during
the proton-proton collisions that are stable in the sense that they do not decay
before reaching the detector material (so particles created in the primary interaction
as well as particles from subsequent decays of heavier particles). The quarks and
gluons do not reach the detector material unchanged but they radiate additional
gluons and fragment into hadrons which is dictated by quantum chromodynamics.
One consequence of the theory is that observable states are colorless and of integer
charge which the quarks and gluons are not. Jet algorithms cluster the shower of
colorless particles that is created during the initial particles flight to the detector in
simulations while at the same time being able to cluster detector signals like signals
from calorimeters that stem from these particles to allow comparison of theory and
experiment. In some sense the jets are therefore representations of the initial quark
but they cannot be identified with them since the representation depends on the
algorithm and showering model chosen to do the calculation.
Jet algorithms have to be collinear safe [9]. That means that if a quark with momen-
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2.4 Electroweak decays and the CKM matrix

tum p1 splits into two particles with lower momentum (p1a, p1b) during its fragmenta-
tion and there is another particle with momentum p2 in the vicinity, the resulting dis-
tribution of jets must not differ from the case where the particle does not split. Some
jet algorithms like cone based algorithms suffer from this when p1 > p2 > p1a, p1b.
In addition the algorithms have to be infrared safe. That means that the emission
of a soft gluon from a quark must not lead to a change in the jet distribution. This
might happen if the jet clustering algorithm finds two close-by jets with high energy
in the case where no gluon is emitted but finds only one merged jet in the case where
one of the two high momentum quarks emits a soft gluon in-between the two quarks.
The jet algorithm used for the measurements in this thesis has both these attributes
and is described in Sec. 6.1.3.

2.4 Electroweak decays and the CKM matrix

In the standard model the flavor of a quark is preserved in all interactions except
for weak interactions. The calculation of theoretical predictions for cross-sections
or decay rates in this realm contains phase-space considerations and a calculation
of the process dynamics. The process dynamics are often represented by Feynman
diagrams. Feynman diagrams are a pictorial representation that give an intuitive
idea of a process while at the same time providing a set of rules to calculate matrix
elements which contain the dynamics. The matrix element is a measure of the
amplitude of the process, so the higher the matrix element the higher the rate at
which a certain process occurs. An example Feynman graph for a weak decay is
given in Fig. 2.3.
The electroweak theory allows the change of a quark family by emission of a W
boson. The decay rate for c-quarks and b-quarks shows the dependency

Γff ′ ∼
m5
f

m4
W

|Vff ′ |2

where mf is the mass of the decaying quark, mW is the W-boson mass and Vff ′ is
the CKM matrix element for the quark flavors f and f ′. For top-quarks which decay
predominantly to b-quarks the dependency is

Γtb ∼ m3
t

m2
W

|Vtb|2

The CKM matrix is part of this theory and adds to the prescription of calculating
matrix elements due to the mixing of quark flavors across families. Vff ′ is small if
the quark flavors are not from the same family as can be seen in Eq. (2.1) where the
CKM matrix is given. The CKM matrix elements are known to a higher precision
than stated here but only the order of magnitude is important so the numbers are
rounded. |Vud| |Vus| |Vub||Vcd| |Vcs| |Vcb|

|Vtd| |Vts| |Vtb|

 =

0.974 0.225 0.003
0.225 0.973 0.041
0.009 0.040 0.999

 (2.1)

In the case of a b-quark decay the mass ratio is very low and in addition the CKM
matrix element is small which suppresses the decay when compared to the top-quark
decay where the mass ratio is large and the CKM matrix element is close to unity.
This explains the high lifetime of the b-quark and therefore its tendency to travel
measurable distances before decaying which is exploited for b-tagging.
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2.5 b-hadrons

Since this work is mainly concerned with the identification of hadrons containing a
b-quark some characteristics of b-hadron decays are developed in this section. The
identification of b-quarks is interesting since the decay chains of particles that are
studied with the ATLAS detector oftentimes contain b-quarks. Fig. 2.3 shows two ex-
ample Feynman graphs that illustrate the decay of the top quark and of the predicted
Higgs boson into a final state that contains b-quarks.

t

b

W

t

t

t

t
H

g

g

b

b

1

Figure 2.3: Feynman graphs for the weak decay t→Wb on the left and for the Higgs
production associated with top-quarks with subsequent decay H → bb on the right. In
both cases b-quarks are an important part of the signature.

The mean lifetime of the produced b-quarks is higher than the hadronization scale
which is1 ∼ 3 · 10−24s, therefore b-quarks will hadronize and form b-hadrons before
decaying. A spectrum of confined states containing two or three quarks2 is allowed
in the standard model and the full spectrum is produced in high energy collisions.
Tab. 2.2 shows the fractions of the different hadrons produced in this hadronization.
The dominantly produced hadrons are B-mesons. The decay of this meson can be

Hadron Quark content Produced fraction [%]
B+, B0 (ub̄), (db̄) 40.2 ± 1.3
B0
S (sb̄) 11.2 ± 1.3

b baryons various 8.4 ± 2.2

Table 2.2: Fractions of b-hadrons after hadronization. Combined measurements of
LEP and Tevatron. The fractions of Bc mesons is measured to be lower than the
measurement errors on the other fractions and is therefore omitted. The fraction of
produced B+ is assumed to be the same as the fraction of produced B0 [10].

described by the decay of the contained b-quark with the additional quark as a
spectator and the b-quark will decay predominantly by b→ cW [11]. A B-meson has
a mean lifetime τ ∼1.6 ps [2] and will therefore travel an average distance l ∼5 mm
when produced with a momentum of ∼50 GeV calculated by

l = γvτ, γ =

√
1− v2

c2

−1

(2.2)

This can be exploited by building detectors that can resolve these distances to identify
b-hadrons as will be explained in Chap. 5.

1Assuming Λ =200 MeV
2A two-quark state is called a meson, a three quark state is called a baryon and both are called
hadron.
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2.5 b-hadrons

Furthermore the virtual W-boson that is produced from the b-quark decays lepton-
ically by W → µνµ with a fraction ∼10.6%. An example distribution of the muon
energy in the b-hadron rest-frame can be seen in Fig. 2.4. The spectrum was mea-
sured with the DELPHI experiment. Due to the mass of the b-hadron the produced
muon can have a high momentum relative to the original flight direction of the
b-hadron which will be exploited in Chap. 6.54 The DELPHI Collaboration: Determination of heavy quark non-perturbative parameters from spectral moments
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uncertainty evaluation. Finally, the presence of b→ Xu!ν!

decays results in a similar bias of the lepton spectrum
toward higher energies, due to the larger phase space of
this decay compared to b→ Xc!ν!. This was also corrected
for. Results, after corrections, are given in Table 14.

Several sources of systematic uncertainties have been
investigated and the results are summarized in Table 14.
The sources related to the modelling used in the simulation
are: the fractions of the different D species in the decays,
the different B species and the b fragmentation function.
For the central value of the moments the same branching
fractions for B → D, D∗, D∗∗ as in Sect. 4, the b-hadron
fractions from [21] and the results of [42] for the b-hadron
fragmentation distribution have been used, respectively.
The variations quoted therein have been used for evaluating
the systematic uncertainties reported in Table 14.

The uncertainty related to the background modelling
has been evaluated by changing the simulation predic-
tion for the cascade decays within the uncertainties of the
branching ratios given in [21] and changing the misidentifi-
cation efficiency according to Sects. 2.2 and 2.3. It has also
been checked by comparing the results obtained by using
the background shape as extracted from the anti-tagged
data with that using the prediction from the simulation.

Table 14. Corrected lepton moments and sources of system-
atic uncertainties

M !
1 M ′!

2 M ′!
3

(GeV) (GeV)2 (GeV)3

value 1.3782 0.1838 −0.0301

stat. uncert. ±0.0073 ±0.0058 ±0.0015

B species ±0.0027 ∓0.0017 ∓0.0005

B→ D, D∗, D∗∗!ν! ±0.0010 ∓0.0005 ±0.0001

B fragmentation ±0.0027 ∓0.0020 ∓0.0007

B→ Xu!ν! ±0.0008 ±0.0003 ∓0.0001

e.m. radiation ±0.0035 ∓0.0001 ∓0.0004

Bkg modelling ±0.0026 ∓0.0011 ∓0.0005

B direction reconstruction ±0.0027 ∓0.0018 ∓0.0006

B energy reconstruction ±0.0027 ±0.0011 ∓0.0003

B mass cut ±0.0051 ∓0.0031 ∓0.0017

Unfolding ±0.0031 ∓0.0028 ±0.0029

Tot. syst. ±0.0092 ±0.0055 ±0.0036

Figure 2.4: Spectrum of the lepton energy in the b-hadron rest-frame as measured
with the DELPHI experiment [12].

It is also vital to have an understanding of the production of b-quarks at the LHC
to follow the discussion of the prelT method in Chap. 6. b-quarks are predominantly
produced in pairs of two. The leading order contributions from direct quark pro-
duction are shown as Feynman graphs in Fig. 2.5. Quarks created in the direct
production have momenta in opposite directions in the rest-frame of the colliding
incoming particles.

As examples of higher order corrections the contributions from gluon-splitting are
shown in Fig. 2.6. Here the bb̄ system is boosted in the direction of the gluon
that splits so the opening angle between the two quarks is shallower. This makes
it possible for two b-quarks to be so close to each other that they are resolved as a
single jet by the detector. The ratio of b-quarks produced with a shallow opening
angle to b-quarks produced with a wide opening angle between each other can be as
high as 2 [13], so this has to be considered in the systematic uncertainty treatment
in Sec. 6.6.
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Figure 2.5: Feynman graphs for the direct bb̄ production. qq̄ annihilation on the left
and gluon fusion in the middle and on the right.
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Figure 2.6: Non exhaustive list of Feynman graphs for the bb̄ production by gluon
splitting.

2.6 Top-quarks

In Sec. 6.8 measurements of the top-quark pair-production cross-section are outlined
so a brief description of the production and decay of those quarks is given. Top-
quarks are predominantly produced in pairs, similar to b-quarks. The decay of a
top-quark occurs before hadronization due to its high mass which means that no
consideration of the branching ratios to different hadron types is necessary. The
predominant decay channel is t→ Wb since the other possible quark flavors (s and
d) are heavily suppressed by the CKM matrix.
The possible topologies of the consecutive decays of the W bosons leads to a mul-
titude of signatures. Fig. 2.7 shows the decay tt → WWbb → lνlqqbb which is the
semileptonic decay channel. q denotes a quark in the final state and l denotes a
lepton of arbitrary flavor. The quark flavors can be (u,d) or (c,s). This channel is
sometimes called the golden channel since it provides an easy to measure signature in
particle detectors which consists of the high energy isolated3 lepton, the high energy
single neutrino that leaves a gap of missing energy in the detector, two b-quarks that
can be tagged with the algorithms described in Chap. 5 and two more high energy
jets which can be used to discriminate against background in an event selection. At
the same time this channel still occurs with a decent rate.
In addition there are the decay channels tt → WWbb → qqqqbb which is the full-
hadronic channel and tt→WWbb→ ll′νlνl′bb which is the dileptonic decay channel.
The quark flavors appear in pairs similar to the semileptonic channel and l and l′

denote independent lepton flavors. The Feynman diagrams are similar to the one for
the semileptonic decay with different combinations of the W-boson decay branches.
The fullhadronic decay occurs with the highest rate and the dileptonic decay occurs

3Meaning that the lepton is not in the vicinity of a jet. Leptons from b-hadron decays are oftentimes
not isolated for example.
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2.6 Top-quarks
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Figure 2.7: Production of top-quark pair by gluon fusion and subsequent semileptonic
decay chain.

with the lowest rate. The rates of the different decay processes are summarized in
Tab. 2.3.

Decay channel Percentage of total decays
dileptonic 10.5

semileptonic 43.8
semileptonic one lepton 14.6

fullhadronic 45.6

Table 2.3: Fractions of the three different decay channels of the top-quark assuming
that all W decay channels have the same probability. Semileptonic one lepton is the
amount of semileptonic decays when fixing the lepton flavor [2].

Measurements of top-quark parameters are important for a variety of reasons. The
cross-section at 7 TeV has not been measured before and is a prediction of the
standard model. A measurement can therefore confirm this prediction or it can show
discrepancies which would hint to physics beyond the standard model. Furthermore
the production of top-quarks creates high energy jets and leptons. Those are often
part of signatures for physics searches so the top-quark events are a background to
those searches. A thorough understanding of the background is always necessary for
any measurement and the measurement of the cross-section provides an estimate of
the magnitude of background to expect for those measurements.
The top-quark mass is also an important parameter since it provides constraints
on the Higgs mass as can be seen in Fig. 2.8. Conversely a measurement of both
the Higgs boson and the top-quark mass provides constraints on the validity of the
standard model prediction.
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Figure 4: The 68% confidence level contour in mt and mH for the fit to all high-Q2 data except the
direct measurement of mt, indicated by the shaded horizontal band of ±1 sigma width. The vertical
band shows the 95% CL exclusion limit on mH from the direct searches at LEP-II (up to 114 GeV)
and the Tevatron (158 GeV to 175 GeV).

11

Figure 2.8: A fit of electroweak precision data to obtain predictions for the top-quark
mass and the Higgs boson mass. Inputs are for example the W boson mass and the
prediction is done with standard model calculations. The 68% confidence level contour
in mt and mH for the fit to all high-Q2 except the direct measurement of mt which is
indicated by the shaded horizontal band of ± 1 sigma width is indicated. The vertical
bands show the 95% CL exclusion limits on mH from the direct searches at LEP-II (up
to 114 GeV) and the Tevatron (158 GeV to 175 GeV) [7].
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3 The ATLAS Detector

The ATLAS Detector is one of the two particle detectors at the LHC that is designed
as a device with a high discovery potential over a wide energy range (the other being
the CMS detector) [14]. It is highly hermetic to offer good solid angle coverage
employing an inner tracking device, electromagnetic and hadronic calorimetry and a
muon system. The detector is forward-backward symmetric.
The design is typical for modern particle detectors since it allows to fulfill these
general requirements:

• The energy and momentum of particles created in the collision or their decay
products must be measured with high precision.

• The type of those particles must be identified. The identification principle is
illustrated in Fig. 3.1.

• The detector must be able to trigger on events of interest since it is not possible
and not desirable to record every collision event.

Florian Hirsch,  TU Dortmund, E IV 1

muons

electrons

photons

charged hadrons

Inner
Detector

EM
calorimetry

hadronic
calorimetry

muon
system

neutral hadrons

neutrinos

Monday, May 23, 2011

Figure 3.1: Schematic display of particle identification. Muons pass through the
whole detector. Electrons and photons shower in the electromagnetic calorimeter and
electrons also have a track in the Inner Detector. Hadrons shower mainly in the hadronic
calorimeter (and are not stopped in the electromagnetic calorimeter) and neutrinos are
not directly detected by any part of the experiment.
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The ATLAS Detector

The distinctive feature of the ATLAS Detector is its air core toroid magnet system to
deliver the magnetic field for the muon system. This allows for a thin solenoid magnet
surrounding the Inner Detector cavity since the solenoid magnet is not required to
provide the bending field for the muon system as well as for the Inner Detector. This
puts less material in the way of muons and allows an accurate measurement of their
momentum.
The layout of the ATLAS Detector can be seen schematically in Fig. 3.2. The
subdetectors are described in the following chapters after introducing the coordinate
system used. The Pixel Detector is described in more detail since it is most vital for
b-tagging.
The ATLAS Detector weighs 7000 tonnes and is 44 m long and 25 m high.

Figure 3.2: Schematic view of the ATLAS Detector with labels for the different sub-
systems [15].

3.1 Coordinate system

ATLAS employs different types of coordinate systems for different applications. The
most intuitive one is a three dimensional right-handed cartesian coordinate system
which has its origin in the interaction point. The positive x-direction points from
the origin to the center of the LHC, the positive y-direction points upward and the
positive z-direction points along the LHC tunnel. The y-axis is slightly tilted from
perfectly vertical due to the tilt of the LHC tunnel.
Since the expected physical processes of interest are radially symmetric it is useful to
introduce polar coordinates (r,ϕ) to describe the x,y-plane (also called the transverse
plane). The z-coordinate is replaced by the Lorentz invariant pseudorapidity

η = − ln tan
θ

2
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3.2 Inner Detector

where θ is the azimuthal angle. The rapidity is defined as

y =
1
2

ln
E + pL
E − pL

with E being the particle energy and pL being its momentum along the beam axis.
The rapidity is equal to the pseudorapidity for mass-less particles (or approximately
equal if the particle mass is much smaller than the momentum). In addition quan-
tities like momenta and energy are often expressed in the transverse plane and are
indexed with T (e.g. pT denotes the transverse momentum which is the projection
of the momentum in the transverse plane).
Coordinates of reconstructed track vectors are often characterized by the quantities
d0, the radial distance of the track vertex at the point of closest approach to the
primary vertex also called transverse impact parameter and z0 or z0 sin θ, the lon-
gitudinal distance at the point of closest approach to the primary vertex also called
longitudinal impact parameter. The signed significance of those quantities Sd0 and
Sz0 sin θ is often used where the significance is the quantity divided by its measure-
ment error and the sign is only assigned in combination with a jet and a primary
vertex. It is positive if the angle between the jet and the line joining the primary
vertex and the point of closest approach of the track and the primary vertex is less
than 90◦ and negative otherwise.

3.2 Inner Detector

The Inner Detector is a tracking device designed for high efficiency reconstruction of
charged particle tracks traversing the detector. It consists of 3 subsystems, the Pixel
Detector, the SCT Detector and the TRT Detector and a superconducting solenoid
magnet delivering a field of 2 T. It is designed to detect tracks with a transverse
momentum down to 0.1 GeV and to provide a resolution on d0 that is ∼ 12 µm [16]
for high-pT tracks under optimal conditions. It provides coverage up to |η| < 2.5 and
is designed for a momentum resolution of σpT/pT = 0.05%pT ⊕ 1%. A schematic
view of the Inner Detector can be seen in Fig. 3.3.

3.2.1 Pixel Detector

The Pixel Detector is a semiconductor based tracking device. It relies on silicon
wafers with pixel implantations to gain two-dimensional information of hits induced
by charged particles passing through the active material of the detector. A bias
voltage of 150 V is applied to the sensor to deplete the silicon. Traversing charged
particles create mobile charges in the depleted silicon material that are extracted
and form the detection signal. The Pixel Detector has been designed for reliable
pattern recognition and vertex reconstruction by providing high spatial resolution in
a high track rate environment with low noise. Its performance is characterized in
numerous studies (for example [18] for the tuning of the readout thresholds or [19]
for the efficiency with cosmic ray data). A discussion of measurements of sensor
performance parameters is given in Chap. 4.
The Pixel Detector consists of 1744 building blocks called modules. The modules
are arranged to form a three-layered barrel part and three disks on each side of the
detector respectively to form endcaps. The innermost layer is positioned at a radial
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The ATLAS Detector

Figure 3.3: Schematic view of a slice of the Inner Detector barrel region. The distance
of the different detector layers to the interaction point is indicated [17].

distance of 5.05 cm from the interaction point and is the most vital detector part for
impact parameter or vertex based b-tagging (see Chap. 5).
Each module consists of a sensor tile that is connected to readout chips via bump-
bonds. The readout chips are wire-bonded to a flexible polyimide printed-circuit
board that holds the module control chip and the connector plug for the module.
The module design can schematically be seen in Fig. 3.4.
The pixel sensor consists of a 18 mm x 62 mm tile of diffusion oxygenated float-zone
silicon [21]. Implanted on the high-resistivity n-type bulk material is an array of
47232 diodes, realized as n+ implantations on the readout side, with the complete
back-plane of the sensor tile being highly p+ doped to form the pn junction necessary
for depletion of the sensor. One normal pixel implantation covers an area of 50 µm×
400 µm.
The pixel implantations are connected to 16 readout chips via bump-bond connec-
tions forming 46080 readout channels. This number is not identical to the number of
sensor pixels. To provide full sensor coverage pixels in the middle of the module with
regard to the short pixel edge are ganged since the readout chips do not cover this
region actively. Readout channels are identified with pixels in the following. Pixels
at the borders of readout chips with respect to the long pixel edge are also longer
than the normal pixels with a length of 600 µm. The bump-bond connections were
formed by two different vendors. 46.4% of the modules were bump bonded at IZM
Berlin using an electroplated eutectic PbSn alloy [22]. The remaining 53.6% were
bump-bonded at AMS Rome where indium bumps deposited on readout chip and
sensor were connected using thermocompression [23].
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3.2.2 SCT Detector

The SCT Detector is also a semiconductor based tracking device using single sided
p-in-n technology with AC-coupled readout strips. The strips have a pitch of 80 µm
and two 6 cm-long sensors are daisy chained in the barrel part of the detector whereas
the endcap part uses radial sensors with constant azimuthal angle.
The SCT barrel is tiled by 2112 modules and organized in 4 layers. Each module
has 4 sensor strips where the two sensors at the top of the module are slightly (±
20 mrad from the geometrical center of all strips of the module) rotated relative to
the two sensors at the bottom of the module to provide two-dimensional space-point
information [24].
There are three different designs for the endcap modules of the SCT Detector. The
designs are not detailed here, but they also use the rotated sensor strips to gain
two-dimensional space-point information.

3.2.3 TRT Detector

The TRT Detector is based on polyimide straw tubes of 4 mm diameter filled with
70% Xe, 27% CO2 and 3% O2. They contain 31 µm thick anode wires made of
tungsten coated with 0.5 µm - 0.7 µm gold centered with a precision of 300 µm in
the straw tube.
The TRT straws are placed in barrel and endcap parts in a way that guarantees
that a charged particle with pT > 0.5 GeV and |η| < 2.0 traverses at least 36 straws
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The ATLAS Detector

except in the barrel-endcap transition region. It also contains foils in-between the
straws that provide transition radiation for electron identification.

3.3 Calorimetry

The calorimeters are devices that measure particle shower energies and stop parti-
cles that are not muons from reaching the muon system. The ATLAS calorimeters
cover an azimuthal angle up to |η| < 4.9 and are partitioned into electromagnetic
and hadronic calorimetry to provide identification of photons and electrons versus
hadrons. The calorimeter systems are segmented into cells to provide directional
information. A schematic view of the calorimeter view is given in Fig. 3.5 showing
the distribution of the different calorimeter technologies.

Figure 3.5: Schematic view of the calorimeter [25].

3.3.1 Electromagnetic calorimetry

The electromagnetic calorimeter is a lead-liquid argon detector with accordion-shaped
kapton electrodes and lead absorber plates over its full coverage. The accordion
shape guarantees full ϕ coverage without cracks and liquid argon was chosen due
to its intrinsic linear behavior, its stability of response over time and its radiation-
hardness. The electromagnetic calorimeter has a thickness of ∼30 radiation lengths.
It is furthermore segmented into three layers in 0 < |η| < 2.5 and two layers in
2.5 < |η| < 3.2. The electromagnetic calorimeter is designed to provide an energy
resolution of σE/E = 10%/

√
E ⊕ 0.7%.

3.3.2 Hadronic calorimetry

There are three different hadronic calorimeters. The sampling tile calorimeter covers
a range up to |η| < 1.7 using steel as the absorber and scintillating tiles as the
active materials. The hadronic end-cap calorimeter extends out to |η| = 3.2 and
uses copper-liquid argon. The forward calorimeter provides the rest of the coverage
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3.4 Muon system

and is based on copper-tungsten-liquid argon technology. The hadronic calorimeter
is designed to provide an energy resolution of σE/E = 50%/

√
E ⊕ 3% in the central

region and an energy resolution of σE/E = 100%/
√
E ⊕ 10% in the forward region.

3.4 Muon system

The muon system is designed to use the deflection of charged particles in the magnetic
field created by the toroid magnets to provide muon tracking and triggering. The
muon system uses four different detector technologies. The Monitored Drift Tubes
(MDTs) and the Cathode Strip Chambers (CSCs) measure the muon tracks. The
Resistive Plate Chambers (RPCs) and the Thin Gap Chambers (TGCs) provide
trigger information. The distribution of these systems can be seen in Fig. 3.6.
The track parameters of muons are usually determined by the track parameters of a
track reconstructed in the Inner Detector and matched to the muon track since the
Inner Detector resolution is better for low pT tracks. For high pT tracks the muon
system allows a better measurement. It is designed for momentum resolutions better
than σpT/pT = 10% up to momenta of pT = 1 TeV and the accessible momentum
range goes up to ∼3 TeV.

Figure 3.6: Schematic view of the muon system [26].

3.4.1 Tracking chambers

The MDTs cover a range of |η| < 2.7 in all but the innermost layer of the muon
system. They consist of drift tubes filled with 93% Ar and 7% CO2 gas and contain
a tungsten-rhenium wire of 50 µm diameter. They deliver track coordinate mea-
surements in the bending plane (η) with a resolution of 8 µm per tube layer which
are combined with the measurement of the coordinate in the non-bending plane (ϕ)
from the trigger chambers.
In high η regions the particle multiplicities are higher than ∼150 Hz/cm2 which is
the limit for safe MDT operation, therefore CSCs are used in the first endcap layer
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in the |η| > 2 region. They allow higher rates, the |η| resolution is 60 µm and the ϕ
resolution is 5 mm per plane. They are filled with 80% Ar and 20% CO2.

3.4.2 Trigger chambers

The trigger chambers are optimized for fast tracking information with a focus on
high rates over precision measurements of the track parameters. The barrel region
(|η| < 1.05) is equipped with RPCs which detect ionizations of traversing charged
particles in a mixture of 94.7% C2H2F4, 5% Iso-C4H10 and 0.3% SF6 with parallel
phenolic-melaminic plastic laminate plates at a distance of 2 mm.
The 1.05 < |η| < 2.4 endcap region is equipped with TGCs. They are multi-wire
proportional chambers with a 55% C02 and 45% n-C5H12 gas mixture and a wire
diameter of 50 µm.

3.5 Operation

The ATLAS Detector has taken data from March 2010 - November 2010 adding up
to a total integrated luminosity of 45 pb−1. The delivered luminosity and the total
recorded luminosity are shown in Fig. 3.7.
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Figure 3.7: Development of the integrated luminosity over time in 2010. The instan-
taneous luminosity rises over time which is a sign of the successful commissioning of
the LHC. Taken from the luminosity public results webpage1.

Inner Detector Calorimeters Muon Detectors
Pixel SCT TRT LAr EM LAr HAD LAr FWD Tile MDT RPC CSC TGC
99.1 99.9 100 90.7 96.6 97.8 100 99.9 99.8 96.2 99.8

Table 3.1: Luminosity corrected data taking efficiencies of the subdetectors.

1https://twiki.cern.ch/twiki/bin/view/AtlasPublic/LuminosityPublicResults
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3.5 Operation

The recorded luminosity is slightly lower than the delivered luminosity due to ramp
up procedures for different subdetectors like the Pixel Detector that are only done
once the particle beam is declared to be stable. This means that the detectors are not
in danger of significant damage that could occur if the beam would create unforeseen
large particle densities for example by scraping the beam-pipe that surrounds it.
This also means that the collisions that happen during this time cannot be recorded.
In addition the subdetectors are not fully efficient due to non-functional regions
or incidents like high voltage trips that have to be recovered during runtime. A
summary of the luminosity weighted efficiencies for the data-taking period in 2010
is given in Tab. 3.1.
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4 Pixel Detector sensor studies

In this chapter studies for the characterization of the performance of the sensors used
in the Pixel Detector are described. The measurements were done with data taken
in 2008 and they are currently being updated since they are expected to change
with accumulated irradiation dose. The operating bias voltage for the Pixel Detec-
tor was 150 V when doing the measurements. A more detailed discussion of the
measurements presented here can be found in [27].

4.1 Scans

Since the modules of the Pixel Detector are assembled and integrated into the ATLAS
Detector it is not possible to measure sensor performance parameters under labora-
tory conditions1. For this reason the front-end electronics of the modules contain
charge injection circuitry that allows known charges to be injected into the system
of the semiconductor material and the readout electronics. Each readout cell has a
low and a high injection capacity, the capacities are 7 fF and 40 fF respectively [28].
The injected charge is set by an 8-bit DAC controlling the applied voltage to charge
the capacitor allowing an injection charge range up to ∼200k electrons.
The response of the detector to these injected charges can be measured. The in-
jection/measurement cycle is typically repeated on the order of 100 times to gain
measurement statistics and the whole process is called a scan. A characteristic scan
conducted on the Pixel Detector is the threshold scan where the injection charge is
increased from a low value to a high value and the response of each pixel is mea-
sured. This results in an S-shaped curve of hits collected versus injected charge. The
threshold scan is used to characterize the readout threshold of the pixels as well as
the noise where the center of the S-shaped curve is a measure of the threshold and
the width is a measure of the noise [18].
Scans typically need times on the order of some minutes up to several hours de-
pending for example on the amount of different injection charges used in the scan.
Another aspect that influences the measurement time is the mask staging. The
front-end electronics of the Pixel Detector cannot read out every pixel at the same
time due to limited buffer sizes. Therefore a masking pattern is used that typically
enables every 32th pixel and disables the readout channels of the rest. In a mask
step the pattern is then shifted so that after 32 mask steps each pixel of a module
has been scanned. More details on the scan implementation can be found in [29].

4.2 Disconnected bumps

It is crucial that the bump connections are intact. Every disconnected bump-bond
connection causes a dead detector region that decreases the performance of the de-
tector. The amount of disconnected bumps is monitored over time to ensure sensor

1for example by powering a single module in a controlled environment and measuring its response
to a radioactive source as was done during module production
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Pixel Detector sensor studies

quality and to gain valuable experience for future upgrades of the Pixel Detector.
The amount of disconnected bumps might increase for example due to thermal cycles
of the detector where the temperature in the module changes.
Cross-talk scans are used to find the disconnected bump connections. A high charge
of multiple times the threshold of the readout electronics is injected into the two
pixels neighboring a read out pixel along the long edge. The threshold is set to
approximately 4 ke and the injected charge is 200 ke. The neighboring pixels are
capacitively coupled over the sensor and therefore a cross-talk charge is induced in
the read out pixel [30]. The cross-talk is ∼3.5% which results in an induced charge of
7 ke per injected pixel for normal pixels. For long pixels it is higher since they have
a higher capacitance. The preamplifiers of the pixels not read out are disabled which
increases the cross-talk. The charge chosen is high enough so a single injected pixel is
sufficient to cause an over threshold charge in the read out pixel which prevents being
biased by sensor edges (where only one neighboring pixel exists). By injecting both
neighboring pixels a systematic error from the cases where one of the neighboring
pixels is disconnected is also avoided. The injections are repeated 100 times. If
charge is collected the bump bond connections have to be intact since the cross-talk
in the readout electronics is low due to shielding. A scan for a badly damaged module
is shown in Fig. 4.1. For an intact bump connection 100 collected hits are expected
in a read out pixel where for a disconnected pixel 0 hits are expected. Pixels with
0 hits in the cross-talk scan are therefore disconnected bump candidates.
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Figure 4.1: Module with disconnected bump-bond connections. An especially bad
module with many disconnected bump-bond connections has been chosen since it
demonstrates that the regions of failure are often localized at corners of modules which
is compatible to handling mistakes. Row and column are the local coordinates of a
module identifying pixel positions. The white color marks pixels with 0 hits.

To refine the measurement an analog scan is also conducted. This scan injects charge
into a pixel and reads out the same pixel. If the readout electronics are damaged or
there is other general damage to this readout channel no hits are registered in the
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4.3 Depletion voltage

analog scan. These analog dead pixels will also register no hits in the cross-talk scan
but this does not indicate a disconnected bump so analog dead pixels are removed
from the disconnected bump candidates.
Furthermore a threshold scan is conducted. The threshold scan measures, among
other things, the noise of the pixels. The noise of a pixel is influenced by its capaci-
tance so that a connected pixel has a higher noise than a disconnected one. Fig. 4.2
shows the noise distribution for the disconnected bump candidates and for all pixels
under study. The noise of normal pixels peaks at ∼160 electrons. The additional
structure in the plot is due to the special pixel types like the long and the ganged
pixels that have a higher noise due to their higher capacity. The disconnected bump
candidates noise peaks at ∼120 electrons. A cut on the noise to identify disconnected
bumps is not done since the peaks are close, but the tail in the disconnected bump
distribution is rejected by requiring that the noise of a disconnected pixel must be
less than 300 electrons.

Noise [e]
0 200 400 600 800 1000

N
um

be
r 

of
 P

ix
el

s

1

10

210

310

Disconnected Noise

Entries  94229
Mean    168.5
RMS     175.7
Overflow     9843ATLAS Preliminary

Noise [e]
0 200 400 600 800 1000

N
um

be
r 

of
 P

ix
el

s

1

10

210

310

410

510

610

Connected Noise
Entries    7.810353e+07

Mean      172

RMS      31.7

Overflow   1.12e+04ATLAS Preliminary

Figure 4.2: Distribution of noise from a threshold scan for disconnected bump candi-
dates on the left and for all scanned pixels on the right.

This analysis results in a total of 76980 disconnected pixels in 1697 modules. Not all
modules could be scanned since some of them were having temporary or permanent
problems mainly related to issues with electrical, optical or cooling services. The
ratio of disconnected pixels to total number of pixels is 0.1%. 94.8% of the total
number of disconnected bumps are AMS type bumps, the rest are IZM type bumps.
The integrated distribution of disconnected bump bond connections is shown in Fig.
4.3 where an accumulation of disconnected bumps on chip edges is visible. The larger
connected areas are from few badly damaged modules.

4.3 Depletion voltage

Another study to show the sensor quality is a measurement of the depletion volt-
age (the voltage necessary to fully deplete the silicon along its 250 µm thickness).
The charge collection efficiency is reduced if the sensor is not fully depleted so the
bias voltage applied to the sensor should be at least equal to the depletion voltage.
This quantity will also be monitored over time since it is expected to change with
accumulated radiation dose.
Two different measurements of the depletion voltage were conducted. One measure-
ment relies on cross-talk scans similar to the disconnected bumps measurement. The
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Figure 4.3: Distribution of disconnected bump bond connections for AMS bump
bonded modules on the left and for IZM bump bonded modules on the right. An
accumulation of disconnected bump bond connections on the edges of the readout chips
is visible.

other measurement uses the noise occupancy of the detector to find the depletion
voltage.
The magnitude of the cross-talk depends on the capacitance of the pixel implanta-
tions to ground (or to the edge of the depletion zone facing the pixel implantation)
and to its neighboring implantations. Therefore the cross-talk in a depleted sensor
is lower than the cross-talk in an undepleted sensor. Examples of the growth and
shape of the depletion zone in the transition region between no depletion and full
depletion when changing the applied bias voltage can be found in [31]. A cross-talk
scan with an injection charge of 60 ke is used to find the depletion voltage. The
preamplifiers of the pixels that are not being read out are turned on to decrease the
cross-talk to ∼2% which means that the induced charge is 1.2 ke which is less than
the readout threshold in a depleted sensor. In an undepleted sensor the charge is
high enough to induce cross-talk hits.
The voltage is changed in steps of 2 V and at each voltage step a cross-talk scan is
performed. An example cross-talk scan at 46 V bias voltage is shown in Fig. 4.4.
A ring structure is visible which means that the module is partly depleted. It is
possible that doping inhomogeneities form during the growth process of the silicon
wafers which cause these structures. A grid structure of hits is also visible which is
caused by injection crossings that happen due to the mask steps mentioned before.
Since the depletion voltage is a module quantity it is not important to consider every
pixel so the pixels which are expected to show the grid structure are masked from
the analysis. This leaves a total of 35840 analyzed pixels for each module.
When approaching the depletion voltage with the bias voltage a drop in the total
number of registered hits during the cross-talk scan is expected which translates to a
rise in number of pixels with missing hits (the total number of injections subtracting
the number of registered hits). The number of missing hits is displayed for an
example module in Fig. 4.4. To find the depletion voltage a linear fit is performed
to the rising part of the curve for each module. The intercept of the linear fit with
the high plateau is the depletion voltage. The depletion voltages measured with
this method for 1685 modules are shown in Fig. 4.6. The negative bin contains 24
modules for which the scan failed or the fit did not yield meaningful results.
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Figure 4.4: On the left the result of the cross-talk missing hits for different bias
voltages is shown. The linear fit to the steep part of the distribution is also indicated.
On the right the distribution of hits for the same module is shown at an applied bias
voltage of 46 V. The white color marks pixels with 0 hits.

By means of the noise occupancy it is also possible to measure the depletion voltage.
The noise depends on the detector capacitance as well: a depleted sensor is less noisy
than an undepleted sensor. To measure the noise occupancy the scan machinery is
not needed but data is taken with a random trigger applying different bias voltages.
Similar to the cross-talk scan based method the noise occupancy drops significantly
when the sensor is getting depleted.
In principle the single pixel occupancy could directly be used as a measure for the
depletion voltage. For practical reasons only a limited amount of triggers could be
taken during the time available for the measurement. 200k events were recorded for
each step in bias voltage which leaves most pixels without hits even when approaching
an undepleted sensor. Furthermore the noise occupancy gets too high and blocks the
readout drivers from taking data which means that the voltage cannot be lowered
indefinitely while still taking data in a sensible way.
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Figure 4.5: Number of pixels with hits on the left. On the right an example hitmap
for a bias voltage of 50 V. Some pixels have a high noise in the hitmap which explains
the scale of the plot but most pixels with hits have few hits. The white color marks
pixels with 0 hits.

For those reasons the number of pixels with hits is chosen as the discriminant. When
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approaching the undepleted case the amount of pixels showing hits in 200k events
rises as shown in Fig. 4.5. Fig. 4.5 also shows a hitmap example which shows a
structure similar to the one in Fig. 4.4. The resulting distributions of number of
pixels with hits differ in total number of pixels and in slope so a global cut on
any of those variables would not lead to a satisfactory measurement of the depletion
voltage. Instead the second derivative is calculated and a global cut on the derivative
is applied. The bias voltage at which the second derivative passes a global threshold
is the depletion voltage. The threshold should be chosen as low as possible but a
threshold of 0 is prone to statistical fluctuations. The threshold is set to 3 V−2. The
smallest bias voltage step size is 3 V so a second derivative above 3 V−2 corresponds
to at least 27 more pixels with hits than before the voltage step.
The measurement results for 1625 modules are shown in Fig. 4.6. The negative bin
contains modules where the measurement failed. A comparison of the two measure-
ment is shown in Fig. 4.7. The measured spread of 4 V is comparable with the
voltage step size which is 3-4 V in the noise occupancy based measurement.
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Figure 4.6: Resulting depletion voltage from the cross-talk scan on the left. Resulting
depletion voltage from the noise occupancy based method on the right.

It should be noted that the measurement is cumbersome since the data-taking system
is often blocked by high occupancies and modules that cause these problems have to
be disabled by hand so the time needed for the measurement is high. The cut on the
second derivative is also chosen in an arbitrary way which is unsatisfactory so the
cross-talk method is the preferred method of measuring the depletion voltage.

4.4 Breakdown voltage

The breakdown voltage is the bias voltage at which the depletion zone of the sensor
breaks down and the sensor becomes conductive [32]. To measure the breakdown
voltage IV-curves are taken for groups of 6 or 7 modules. The IV-curve is the current
measured at the power supply for different applied bias voltages. Each group is
supplied by a single power supply.
The bias voltage is changed in steps of 10 V starting at 0 and increasing up to 600 V.
The current output is limited to 2 mA to protect the modules which is sufficient to
measure the breakdown voltage. A typical IV-curve is shown in Fig. 4.8 showing
the breakdown of the module at high voltages. The breakdown voltage is found
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Figure 4.7: Comparison of the depletion voltages from the two methods.

by performing a linear fit to the last points of the IV curve and extrapolating the
intercept point with the voltage axis.
Results for the breakdown voltages measured with this method are shown in Fig. 4.9.
There are a total of 272 power supply groups but one of them could not be mea-
sured due to a problem in the readout chain. It should be noted that the measured
breakdown voltage is always the breakdown voltage of the module with the low-
est breakdown voltage in a power supply group, so the breakdown voltage for most
modules is higher than the measured values. However the mean measured break-
down voltage is 480 V which is safely above the applied 150 V in current operation.
The breakdown voltage will change with accumulated irradiation dose and will be
monitored to guarantee safe detector operation.

4.5 Leakage current

In addition [27] shows a study quantifying the residual leakage current through the
sensor which influences the detector noise. It is below the measurement accuracy of
0.125 nA for 98.5% of the pixels. This quantity will also change with accumulated
radiation dose and the described method can be used to assess the detector status
over time.
A group of 2880 pixels is read out by a single front-end which contains the readout
electronics and the injection circuits. It also contains a MonLeak ADC circuit which
can be digitized over a range of 0.125 nA to 128 nA in steps of 0.125 nA. This
allows a pixel-by pixel measurement of the leakage current. A comparator is used
to measure the current and since only one pixel per front-end can be measured at
a time with this circuit a binary search algorithm with a starting value close to the
expected leakage current is used to speed up the measurement. The results of the
MonLeak measurement with modules with known problems excluded and split by
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Figure 4.8: IV curve for a module with linear fit to the last five points of the curve
and extrapolated breakdown voltage indicated.

bump connection type is shown in Fig. 4.10.

30



4.5 Leakage current

Break-down Voltage

Entries  271
Mean    481.9
RMS     58.46

Break-down Voltage [V]
0 100 200 300 400 500 600

N
um

be
r 

of
 P

P
0s

0

5

10

15

20

25

30

35

40

Break-down Voltage

Entries  271
Mean    481.9
RMS     58.46

ATLAS Preliminary

Figure 4.9: Measured breakdown voltages.
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Figure 4.10: Measured leakage currents with the MonLeak scan.
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5 B-Tagging with the ATLAS Detector

This chapter describes a set of b-tagging algorithms that are used in the ATLAS
experiment. The SV0 tagger and the JetProb tagger are described in detail since
these are the two taggers that have been calibrated at this point. The working
principle of the advanced taggers is also outlined.

5.1 Physics motivation

A b-tagging algorithm uses characteristics of b-quark decays to identify (tag) recon-
structed jets that contain such decays. This aids in the selection of many interesting
signatures. Top-quarks for example decay via the channel t → Wb in >99% of the
cases [33], so b-tagging can be exploited to enhance events containing top-quarks
against the background. Some details on the application of b-tagging for this pur-
pose are shown in Chap. 6.8. Other prominent signatures that make use of b-tagging
algorithms are for example the Higgs boson decay channel H → bb where the Higgs
boson is produced in association with top-quarks as shown in Sec. 2.5.

5.2 Description of b-tagging algorithms

Two properties of the decays of b-quarks are used for b-tagging and they define two
classes of algorithms that are uncorrelated [34]. These are the displacement of the b-
quark decay from the primary interaction and the semileptonic decay of the b-quark
and the kinematics of the resulting muon. Both classes depend on tracks in jets, so
a track-to-jet association is needed. Details about this association as well as a more
detailed description of the physics objects can be found in Sec. 6.1.
The independence of the two classes allows cross-checks and calibrations as will be
detailed in Sec. 5.4, the algorithms are explained in the following.

5.2.1 Impact parameter based taggers

Most of the b-tagging algorithms exploit the fact that most created b-quarks travel a
distance which is measurable with the Inner Detector before they decay. The mean
life-time of a B± meson is (1.638 ± 0.011) ps [2] which allows it to travel a mean
length of 5 mm if produced with 50 GeV transverse momentum as explained in
Sec. 2.5. This can be resolved with the Inner Detector.
Impact parameter based taggers exploit this behavior by requiring the jet candidate
for tagging to contain tracks that are significantly displaced from the primary vertex.
The primary vertex is a measurement of the collision point of the two protons.
The displacement reflects that these tracks are likely not prompt tracks from the
primary vertex but originate from a secondary particle decay. The displacement is
quantified by the tracks signed transverse impact parameter significance Sd0 = d0/σd0
where d0 is the distance of the track to the primary vertex at the point of closest
approach in the transverse plane and σd0 is the associated error on the measurement.

33



B-Tagging with the ATLAS Detector

Example distributions for tracks in jets of different flavor are shown in Fig. 5.1. A
likelihood ratio formalism to transform this quantity into a jet tagging weight is
detailed in [34]. Three b-tagging algorithms exist that use this information: The IP1D
tagger uses the longitudinal impact parameter. The IP2D tagger uses the transverse
impact parameter. The IP3D uses both the longitudinal and the transverse impact
parameter.
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Figure 5.1: Sd0distribution for different jet flavors. The distributions are from an older
study derived from simulation at 14 TeV center-of-mass energy. The discriminating
power of the variable is clearly demonstrated [34].

The JetProb tagger is also based on the signed impact parameter significance but
follows a different approach: The Sd0 distribution for tracks in light jets is approxi-
mately symmetric along the axis defined by Sd0 and the negative side of the distri-
bution is dominated by light jets. The negative side of the distribution is therefore
reflected to the positive side and fit with a resolution function R(x) which is given
by

R(x) = p0e
−x2/2p21 + p2e

−x2/2p23 + e−p4−p5x + e−p6−p7x (5.1)

with free parameters p0-p7. The Sd0 of a given track is then compared to this
resolution function to assign a probability for this track originating from the primary
interaction. The probability is given by

Ptrki =
∫ −|Sid0 |
−∞

R(x)dx

for the ith track in a jet. An example resolution function from a fit to a subset of
the 2010 data is given in Fig. 5.2. A jet tag weight Pjet is then formed from the
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individual track probabilities by doing the combination

Pjet =
N∏
i=1

Ptrki

N−1∑
j=1

(
−ln

N∏
i=1

Ptrki

)j
j!

where N is the total number of tracks in the jet considered by the JetProb tagger.
The cuts for tracks that are considered by the JetProb tagger are detailed in [35].
Pjet implies a probability for the jet not being a light jet and therefore a b-jet or a
c-jet and usually − log 10Pjet is used as the tagging weight. Fig. 5.2 shows the fit of
the resolution function to data and a comparison of the tagger weight on a subset of
the available data to simulation.
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Figure 5.2: Left: JetProb resolution function fit result on data with colors indicating
the different summands in Eq. (5.1). Right: JetProb tagger weight comparison of data
to simulation. The different jet flavors are indicated by the colors [35].

5.2.2 Secondary vertex based taggers

Secondary vertex based b-tagging algorithms directly reconstruct the decay vertex of
the b-quark decay and use properties of the reconstructed decay vertex to tag b-jets.
The SV0 algorithm starts with a track selection that ensures basic track quality
as detailed in [36] and fits two-track vertices that are displaced from the primary
vertex. It then rejects two-track vertices that have a mass consistent with a K0

S

meson, a Λ0 baryon or a photon conversion. Additionally vertices that are displaced
by the radius of one of the Pixel Detector layers are rejected to suppress material
interactions. An inclusive secondary vertex is then fit from the remaining two-track
vertices and then the attempt to reincorporate the tracks failing the selections into
the inclusive secondary vertex is made.
The discriminating quantity used for tagging is the 3-dimensional signed decay length
significance L/σ(L), where L is the distance between primary and reconstructed
secondary vertex and σ(L) is the associated error. The sign is derived similar to the
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sign of the impact parameter significance. Fig. 5.3 shows the L/σ(L) distribution
for different jet flavors and demonstrates the discrimination power of this tagging
algorithm on simulation. It also shows a comparison to a subset of the data collected
in 2010.
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Figure 5.3: SV0 tagger weight comparison of data to simulation. The different jet
flavors are indicated by the colors.

The SV1 tagger also reconstructs secondary vertices. It uses the invariant mass of
the fitted vertex, the ratio of energy in the vertex compared to the total energy in
the associated jet and the number of two-track vertices used for the inclusive vertex.
The first two quantities are used as a 2-dimensional input and the third quantity is
treated as a separate 1-dimensional input. The SV2 tagger uses all three quantities
as a 3-dimensional input.

5.2.3 Advanced taggers

Advanced taggers show a better performance in general. The drawback is that they
are less robust than the taggers shown so far so they are still in the commissioning
phase and no calibration was derived for them as of this point.
The SV1 likelihood is combined with the IP3D likelihood to form the IP3D+SV1
tagger. The likelihoods are added to form the combined tagger and it is called the
baseline tagger. The name baseline tagger should not be deceiving since the tagger
is not calibrated yet and can therefore not be used in physics analyses that rely on
the knowledge of the tagger performance (which most analyses do).
Another algorithm that can be used standalone or in combination with the IP3D
tagger is the JetFitter algorithm. b-hadrons decay predominantly into c-hadrons
which then decay themselves. The JetFitter algorithm exploits this fragmentation of
the b-hadrons and does not require a single secondary vertex fit. Instead it assumes
that the b-hadron and the c-hadron decay vertex are on the direction of flight of the
original b-hadron and then reconstructs the cascade decay.
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5.2.4 Soft lepton taggers

Soft lepton taggers exploit the decay kinematics of leptons from semileptonic b-
hadron decays. The tagging efficiency of these taggers is limited to ∼ 21% due to
the branching fractions of the b-hadrons (including the cascade decay b→ c→ lνlX).
The soft muon tagger and the soft electron tagger use the prelT quantity similar to
the way it is used in the prelT method detailed in Sec. 5.4.1. They use a likelihood
ratio to discriminate between b-jets and background which is derived from the prelT
shapes from simulation. Consequently the prelT method cannot be used to calibrate
them and they are not discussed in detail. More details can be found in [34] and
some data to simulation comparisons are collected on the ATLAS public results web
page1.

5.2.5 Event display

Fig. 5.4 shows an event display that visualizes the b-tagging concept. Event dis-
plays are a representation of the activity in the different parts of the detector with
superimposed reconstructed objects. On the top left the primary interaction point
is shown with orange lines representing the reconstructed tracks. The red track is
a muon track. The cone represents the reconstructed jet built from the calorimeter
signals that can be seen as yellow boxes in the lower left part of the figure. The
tracks associated to the jet on the top right are consistent with originating from a
secondary vertex. The presence of a muon also hints to the jet stemming from a
b-hadron.
The different tagging principles can be seen in this figure: A secondary vertex can be
reconstructed and some of the associated tracks are also displaced from the primary
vertex which means their impact parameter is high. The flight direction of the muon
from the decay is displaced from the central jet direction which would allow soft
lepton tagging with the prelT quantity.

5.3 Performance of b-tagging algorithms

Track reconstruction is not 100% efficient and track parameters can only be resolved
with a certain accuracy as stated in Sec. 3.2. Therefore not all jets containing a
b-quark decay can be tagged. On the other hand, processes like c-quark decays or
track parameter mismeasurements can cause the reconstruction of displaced tracks
and vertices that do not stem from a b-quark decay. This results in a b-tagging
efficiency εb = Nb,tag/Nb that is less than 1 and fake rates εc = Nc,tag/Nc and
εl = Nl,tag/Nl that are greater than 0. Here N is the total number of tagable jets
that contain a b-hadron, a c-hadron or a light hadron (not a b- or c-hadron) and
Ntag is the respective number of tagged jets of that flavor which is a subset of N .
The requirement that the jet be tagable is defined by a certain kinematic range, for
example the jet has to be inside the coverage of the Inner Detector. Oftentimes the
rejection is quoted which is the inverse of the fake rate.
These efficiencies depend on jet parameters like pT, η or number of tracks in the jet
and on the tagger operating point that is chosen for b-tagging. Fig. 5.5 demonstrates
the general trends of these dependencies

1https://twiki.cern.ch/twiki/bin/view/AtlasPublic/FlavourTaggingPublicResultsCollisionData
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Figure 5.4: Event display showing the working principles of b-tagging algorithms.
Explanations are given in the text.

The tagging efficiency drops when approaching low pT and it also drops when ap-
proaching high pT. The low pT drop is due to two effects. On the one hand the
mean b-hadron lifetime depends on its momentum as given by Eq. 2.2. Therefore a
b-hadron with low pT is likely to decay close to the interaction point which makes
resolving the displaced tracks and vertices increasingly difficult. On the other hand
low pT jets contain low pT tracks and the impact parameter resolution decreases for
these tracks due to multiple scattering of the tracks.
Decay products from high pT b-hadrons are collimated and have a high track density
which complicates the pattern recognition. Due to their boost the hadrons could also
decay close to or even after the innermost layer of the Pixel Detector which further
decreases the tagging performance.
At high |η| the performance also drops due to the diminished impact parameter
resolution. This is partly due to an increased amount of material the particles have to
traverse which increases the chance of interactions. The performance is also affected
by the increased distance of the interaction region to the first layer of the Pixel
Detector. In addition the endcap parts of the Pixel Detector are not of the same
quality as the barrel parts, for example the module shown in Fig. 4.1 is in the
endcap part. Fig. 5.6 illustrates the distances in the Inner Detector and its coverage
for particles with different η.
Precise knowledge of those performance parameters is vital when using b-tagging
algorithms for example in a cross-section measurement: If the b-tagging efficiency is
used in the event selection it directly influences the measured event yield and must
be used as a correction factor to obtain the cross-section.
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Figure 12: b-tagging efficiency and purified light jet rejection obtained with the IP3D+SV1 tagging
algorithm operating at a fixed cut of 4 on the b-tagging weight, for t t̄ events.
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(b) Jets with 30< pT < 45 GeV
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(c) Jets with 60< pT < 100 GeV

Figure 13: Rejection of light jets with purification versus jet η for the IP3D+SV1 tagging algorithm and
for two different physics channels: jets from t t̄ events and fromWH (mH = 120 GeV) events, for a fixed
60% tagging efficiency in each bin.
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Figure 5.5: B-tagging efficiency and purified light jet rejection obtained with the
IP3D+SV1 tagging algorithm at a tagger weight cut of 4 for tt̄ events plotted against
pT and η [34]. The simulation is from an older study with 14 TeV center-of-mass energy
so the single values are outdated, but the trend is clearly visible. The trend is similar
for the other tagging algorithms.

It cannot be assumed a priori that the simulation models the b-tagging performance
perfectly. Figs. 5.2 and 5.3 indicate that the agreement of the tagger weights in data
and simulation is not perfect. On a more basic level it is also known that input
quantities to the b-tagging do not agree perfectly between data and simulation. An
example are the track signed impact parameter distributions as shown in Fig. 5.7.
More studies of b-tagging input quantities are summarized in [37]. The b-tagging
performance has to be measured on data due to these known mismatches. The
following section explains the different methods that are used to do this performance
calibration.

5.4 Calibration of b-tagging algorithms

This section shows different methods to measure the b-tagging performance. In
particular the b-tagging efficiency measurement with the prelT method is detailed. The
methods shown can be used to calibrate the impact parameter based and secondary
vertex based taggers with the exception of the tt̄ based calibration methods which
can be used to calibrate all taggers.

5.4.1 Efficiency measurements

There are four different methods currently used to measure the b-tagging efficiency
εb for the different b-tagging algorithms, they are detailed in the following.

prelT method

The prelT method uses the leptonic decay of b-quarks b → µνµX to measure the b-
tagging efficiency. The prelT of a muon in a jet is defined as the component of the
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Figure 5.6: Coverage of the Inner Detector with indicated η levels. Lengths are given
in mm.

momentum of the muon perpendicular to the axis given by the vectorial addition
of the jet momentum axis (~pj) and the muon momentum axis ( ~pµ). It is therefore
defined by (

prelT
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The prelT quantity is visualized in Fig. 5.8. The prelT distribution
of muons from b-decays is harder on average than the prelT dis-
tribution of muons from c-decays or light decays as has been
mentioned in Sec. 2.5. Fig. 5.9 shows the shape differences,
details on the Monte Carlo simulation can be found in Chap. 6.
By fitting the prelT distribution with template shapes for the dif-
ferent jet types the number of b-jets in the sample before and
after tagging can be extracted. With these numbers the effi-
ciency can be calculated as

εb =
Nb,tag

Nb
(5.2)

From Fig. 5.9 it also becomes clear that the method cannot
distinguish the shapes for c-jets and light jets. It is possible
to fix the ratio of c-jets and light jets to reduce the fit to two
dimensions but this was not desired because of the way the light
jet template is derived as detailed in Chap. 6.
The method has intrinsic limitations. It cannot measure the effi-
ciency for jets with a high transverse momentum since the axis of
the muon and of the jet become more collinear the higher the jet
pT and therefore the prelT distributions for the different types of
jets become more similar. The limit for an efficiency measure-
ment with this method is around 140 GeV which is therefore
chosen as the upper limit.
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Figure 5.7: Comparison of signed impact parameter distributions on a subset of the
2010 data. Sd0 is shown on the left and Sz0 sin θ is shown on the right. The agreement
is not perfect and the data distribution is slightly wider. The agreement is being
improved by iterating the detector description and improving the detector alignment
but since perfect agreement cannot be assumed this motivates a calibration of the b-
tagging algorithms.

The application of the prelT method on ∼35 pb−1 of recorded collision data is discussed
in Chap. 6. Prior to that the prelT method was used to measure the performance of
the SV0 tagger on 3 pb−1 of data. The older study is detailed in [38].

System8 method

The System8 method calibrates a b-tagging algorithm using samples with different
b-jet content (the n-sample and the p-sample) and another, complementary b-tagging
algorithm. One sample is the inclusive jet sample, the other one is a sample that
is enhanced in b-jet content by requiring an away tagged jet. This enhances the b-
content since b-quarks are predominantly produced in pairs. Usually a lifetime based
tagger is calibrated using the soft lepton taggers. It is possible to write down a set
of 8 non-linear equations correlating the b-jet and c+light-jet content of the samples
with the tagging efficiencies for those jet flavors and the total event jet counts in the
samples before and after tagging as given in (5.3). It is possible to numerically solve
those equations and extract the b-tagging efficiency as detailed in [39].

n = nb + ncl
p = pb + pcl

nLT = εLTb nb + εLTcl ncl

pLT = α6ε
LT
b pb + α4ε

LT
cl pcl

nMT = εMT
b nb + εMT

cl ncl

pMT = α5ε
MT
b pb + α3ε

MT
cl pcl

nLT,MT = α1ε
LT
b εMT

b nb + α2ε
LT
cl ε

MT
cl ncl

pLT,MT = α7α6α5ε
LT
b εMT

b pb + α8α4α3ε
LT
cl ε

MT
cl pcl

(5.3)
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Figure 5.9: Templates used for the prel
T method for the three different jet flavors. A

good discrimination of b-jets against other jets is visible. The light jet shape and the
c-jet shape are similar therefore the fit cannot distinguish those jets.

α1 = εLT,MT,n
b /(εLT,nb εMT,n

b ) α2 = εLT,MT,n
cl /(εLT,ncl εMT,n

cl )

α3 = εMT,p
cl /εMT,n

cl α4 = εLT,pcl /εLT,ncl

α5 = εMT,p
b /εMT,n

b α6 = εLT,pb /εLT,nb

α7 = εLT,MT,p
b /(εLT,pb εMT,p

b ) α8 = εLT,MT,p
cl /(εLT,pcl εMT,p

cl )

Here n and p are the number of jets in the n-sample and in the p-sample respectively,
nb is the number of b-jets in the n-sample, ncl is the number of c-jets and light jets
combined in the n-sample, pb and pcl are the respective numbers in the p-sample.
The high indices denote the respective numbers in the tagged samples, tagged by
the lifetime tagger (LT) and the uncorrelated muon tagger (MT). The εs are the
efficiencies of the taggers for the different jet flavors. One of the assumptions that
has to be made here is that the combined tagging efficiency εcl is well modeled by
simulation. Since εcl depends on the ratio of c-jets to light jets (since εc and εl are
not the same) this is a potential source of bias.
This method is similar to the prelT method since it implicitly uses the prelT distribution
to measure the efficiency (by using the soft muon tagger for the calibration). Prelim-
inary measurements with this method show good agreement with the prelT method.

D∗µ decays

This method utilizes the partial reconstruction of b-decay chains to identify b-jets.
In particular the decay chain b → XµD∗ → XµD0(→ Kπ)π is investigated. In
jets with muons, D0 candidates are built from oppositely charged tracks with kaon
and pion mass hypotheses and requiring a good match with the expected D0 mass.
The resulting D0 candidate is then combined with a track of the same charge as the
used pion to form the D∗ candidate using a pion mass hypothesis. A reconstructed
muon is also required and the muon charge must be opposite to the D∗ candidate
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5.4 Calibration of b-tagging algorithms

charge. Fig. 5.10 shows the reconstructed mass difference of the Kππ-system to the
Kπ-system for same sign and for opposite sign muons in the jet.
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Figure 5.10: Mass difference of the reconstructed D∗ and the associated D0 candidate
for opposite sign and for same sign muons. The signal peak is fitted with a modified
Gaussian in combination with a power function [40].

With a background subtraction a sample that is ∼93% pure in b-jets can be created
and the efficiency can be measured by applying the tagging criterion on the sample.
More details can be found in [41]. Results from this measurement are used as an
independent cross-check of the prelT method.
This method measures the efficiency for a special category of jets. It probes a track
multiplicity of at least 4 (two pions, a kaon and a muon) which enhances the b-tagging
efficiency. This has to be taken into account when using the measured efficiency in
an analysis or when comparing the measurement to other methods.

Top decays

A complementary approach to measure the b-tagging efficiency exploits the fact that
top quarks decay almost exclusively to a W boson and a b-quark. This implies that
each event that is identified to be a top-quark pair-production event contains two
b-quarks. Two different methods are used to extract the cross-section from those
events. Both methods apply an event selection and an object selection to enhance
top-quark pair-production events similar to the one detailed in Sec. 6.8. A detailed
explanation of the methods can be found in [42]. Results from both top-quark
pair-production based methods are compared to the results from the prelT method in
Sec. 6.7.2.
In the tag counting method the number of events after selection with X tagged jets
(X=0,1,2) is counted. Due to the detector acceptance or detector resolution or effects
like additional b-quark production through gluon radiation the number of detectable
b-quarks in the event is not always exactly 2. With the expected number of observed
events in each of the X bins and the tagging efficiencies for c-jets and light jets
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from simulation the b-tagging efficiency can be extracted. The 0 bin is not used
for this since the signal level in this bin is too low compared to the background.
The efficiency is measured in the semileptonic channel and in the dileptonic channel
with this method. The method allows no kinematic binning since the events contain
multiple jets and the jets are not investigated individually.
In the kinematic selection method a b-tag is required on one of the jets. The jets
are sorted by pT and in the L234 sample the highest pT jet is required to be tagged.
Jets 2, 3 and 4 in order are then used to measure the efficiency. In the L1 sample
the second-to-leading jet is required to be tagged and the leading jet is used for
the efficiency measurement. The efficiency is calculated in two pT bins from the
combined L1+L234 sample (by counting the total number of jets and the number of
tagged jets).

5.4.2 Fake rate measurements

The fake rate has been measured with two different approaches that are not discussed
in detail here. One of them uses the mass reconstructed secondary vertices in a tagged
sample of jets to extract the flavor fractions after tagging. It then extrapolates the b-
fraction and c-fraction before fitting using the b-tagging and the c-tagging efficiencies
which gives the light fraction before tagging. The light tagging efficiency can then
be calculated. Details on this method can be found in [43].
The other method uses the high symmetry of light jets d0 around the axis defined
by d0 = 0 and reflects the number of negative tags to the number of positive tags to
get the fake rate. Details on this method can be found in [44].

5.4.3 Scale factors

The resulting calibration numbers are not given as raw efficiencies but as scale factors
defined by

SF =
εd
εs

(5.4)

where εd is the measured efficiency on data and εs is the efficiency from simula-
tion. This is needed for subsequent analyses using the b-tagging calibration since
the efficiencies depend on the jet pT spectrum which might be different in the client
analyses. With the scale factor the efficiency on simulation can be transformed to
the efficiency on data if the scale factor is not strongly pT dependent itself.
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6 Application of the prel
T method

The prelT method is used to measure the b-tagging efficiency on the dataset collected
with the ATLAS Detector in 2010. Efficiencies are measured for the operating points
summarized in Tab. 6.1.

name SV0 tagger weight b-tagging efficiency light rejection
SV040 10.05 0.400 517
SV045 7.85 0.451 393
SV050 5.85 0.501 271
name -log(JetProb tagger weight) b-tagging efficiency light rejection

JetProb40 3.95 0.407 333
JetProb50 3.25 0.507 130
JetProb60 2.65 0.604 51
JetProb70 2.05 0.707 18
JetProb80 1.40 0.804 7
JetProb90 0.6 0.901 2

Table 6.1: Operating points for the SV0 tagger and for the JetProb tagger. The tagger
weight cut is implied to be read weight > cut. The values for the efficiency and for the
rejection are derived from simulation.

6.1 Physics objects

This section describes the different reconstructed objects used for the prelT analysis
including the basic cuts applied on these objects.

6.1.1 Tracks

A track is used to represent the bended path of a charged particle traversing the
detector. A track includes measurements of the transverse momentum, charge and
spatial quantities of the charged particle trajectory. It is built from space-points
(clusters of hits) in the tracking devices of the Inner Detector. Track seeds are
found by combining three space-points in the silicon based subdetectors. The Pixel
Detector layers and the first layer of the SCT are taken into account [34] for the
seed finding. The seeds are then extended through the rest of the SCT volume and
space-points that are found on the track candidate are collected for a track fit using
a Kalman filter algorithm. The track candidates are then extended through the
TRT to collect more detector entries and the final track is refit with the additional
information. A more detailed description of tracking can be found in [45] which also
contains some data to simulation comparisons of tracking input quantities to validate
that tracks can be used.
The tracks used for the prelT method are required to pass the following quality cuts:
They must contain at least seven precision hits (pixel or micro-strip hits) out of
which at least two have to be in the Pixel Detector and at least four in the micro-
strip detector. The χ2 per degree of freedom of the track fit cannot be larger than
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3. The transverse and longitudinal impact parameters computed with respect to
the primary vertex must fulfill |d0| < 2 mm and |z0 sin θ| < 2 mm, respectively.
The tracks are required to have pT > 4 GeV since muons with a lower pT cannot
be triggered with the ATLAS Detector1 (and muon tracks are needed for the prelT
method). In addition, the tracks are required to have |η| < 2.5 since the Inner
Detector does not cover higher values of η.

6.1.2 Muons

Muons are reconstructed with the STACO algorithm. Standalone tracks from the
muon system are fit with the Muonboy algorithm [46]. It starts by searching for
track segments from drift circles in the MDTs or clusters in the CSCs near activity
regions defined by activity in the trigger systems. Segments that roughly point to
the interaction region are added starting from the outside of the muon system and
extrapolating back through the magnetic field to form a track candidate. The track
candidate is then fit to form the final standalone track taking into account material
budgets in the muon system and inhomogeneities in the magnetic field and it is
extrapolated to the Inner Detector.
The standalone tracks in the muon system are then statistically combined with the
tracks measured with the Inner Detector at the point of closest approach to the beam-
pipe to form combined STACO muons. The combination is done via the covariance
matrix of the single measurements [34].
Muons used for the prelT method are required to pass the same cuts as the tracks
(with the obvious additional requirement that a combined muon has to be formed
by the STACO algorithm).

6.1.3 Jets

Jets represent particle showers in the calorimetry of the detector. The calorimeter
systems measure the direction and energy of the particle shower and the anti-kt
algorithm is used to form jets on topological energy clusters. Different jet algorithms
have been compared [47] and currently the majority of physics analyses have decided
to use the anti-kt algorithm due to its good performance. Therefore jets found with
this algorithm are calibrated.
The algorithm merges the energy clusters to form jets by building a list of dij for
each combination of clusters i and j defined by

dij = min(k−2
i , k−2

j )
(∆R)2ij
R2

and calculating
diB = k−2

i

where ki is the transverse momentum of cluster i, R is set to 0.4 and

(∆R)2ij = (∆ϕij)2 + (∆yij)2

1In fact muons can be triggered with transverse momenta as low as 3 GeV but the cut is chosen
1 GeV higher since it partially avoids effects like trigger inefficiencies close to the threshold of
the trigger. The trigger used in the analysis was also designed to trigger on 4 GeV muons in
the beginning of 2010 data-taking but this threshold was removed later in 2010.
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is the square of the radial distance with ∆ϕij being the difference in polar angle and
∆yij being the difference in rapidity between clusters i and j. The minimum of all
list entries is found. If it is one of the dij the two clusters are merged by adding
their four-momenta and the list is recalculated, otherwise the jet is considered to be
complete and is removed from the list. The algorithm is infrared safe and collinear
safe.
Jets are reconstructed at the electromagnetic scale and need to be corrected to the
hadronic energy scale as described in [48]. The correction has an uncertainty between
2.5% and 14% depending on the kinematic region of the jet which is accounted for
in the systematic uncertainty estimates. The jets are furthermore corrected for the
missing energy deposition from the muon and the neutrino if a muon is associated to
them to make them comparable to jets without muons associated. The correction is
done by subtracting the average energy deposition of a muon in the flight direction
of the muon from the jet and then adding contributions from the muon pT and
the assumed neutrino depending on the kinematics. A validation of this additional
correction is done in [49].
The prelT analysis is done in bins of pT and η which means that the jet pT and the jet
η have to be inside the limits of the respective bin borders to be considered. When
no bin is mentioned jets with 20 GeV < pT < 140 GeV and |η| < 2.5 are considered.
Jets used for the prelT method are associated to muons and to tracks to measure the
prelT quantity. They are associated by doing a spatial matching of jets to tracks with
the distance of the jet axis to the track being ∆R(jet, track). As high pT jets are
more collimated, the association cut varies as a function of the jet pT according to
∆Rmax = 0.239+exp(−1.22−1.64 ·10−5 ·pjet

T ), with the additional requirement that
the cut cannot exceed 0.4. For jets with a pT . 37 GeV, the cone size will be limited
to 0.4, while for a jet with a pT around 150 GeV the ∆R cut is 0.26. For muons the
association cone is fixed to 0.4.
The labeling of the flavor of a jet for simulated data is done by searching for a
spatial match of the jet to a true parton in the simulation. If a b-quark is found
within ∆R < 0.3 of the jet direction, the jet is labeled as a b-jet. If no b-quark is
found the procedure is repeated searching for a c-quark. A jet for which no such
association could be made is labeled as a light jet. With this labeling the truth
efficiency can be calculated on simulation by counting the total number of jets that
are labeled as b-jets and are tagged and dividing them by the total number of b-jets.

6.1.4 Primary vertices

A reconstructed primary vertex represents the collision point of the two protons that
caused a collision event. It defines the origin of the event and for example track
displacements are expressed relative to the primary vertex coordinates. It is recon-
structed using an adaptive vertex algorithm described in detail in [50] and includes
a beam-spot constraint. The algorithm is allowed to fit multiple primary vertices
to account for pile-up (additional proton-proton collision events that contaminate
the collision event under study). The effect of pile-up will become important for b-
tagging when the average number of pile-up vertices increases in the future. At this
point the mean number of primary vertices reconstructed is less than 2 for the data
considered. A preliminary study showed that the measured efficiency when requir-
ing exactly one primary vertex (and thereby rejecting pile-up) is compatible to the
efficiency measured without this requirement. In addition a study where the 2010
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data was split up in early and late periods and the prelT method was used to extract
the efficiency on both did not show a significant dependency on the run period, so
no dedicated treatment for pile-up is done.

6.2 Data sets, event selection and object selection

The data sample used in this analysis corresponds to approximately 35 pb−1 of 7 TeV
collision data collected by the ATLAS experiment between March and November
2010. The analysis uses the official NTUP_BTAG physics containers version p369.
The events were collected with the mu4_J5_matched trigger [51]. This trigger
requires a muon reconstructed from hits in the muon system which is matched to a
calorimeter jet with energy >5 GeV. The jet is not corrected to the hadronic scale in
this case. In principle the ATLAS trigger menu contains these triggers with different
thresholds for the jet pT. They are specifically designed to provide decent data
statistics for the higher pT bins of the analysis since the lower threshold triggers get
heavily prescaled. The analysis was first done adding the events from these trigger
streams which consequently resulted in a lower statistical error. However it turned
out that the discrepancies in the data to simulation comparisons like the ones done
in Sec. 6.6.10 were much larger than they are for a single trigger. Since the muon
kinematics are very important for the analysis it was decided to exclude the higher
threshold triggers to diminish this discrepancy.
The data is split into run periods A-I in ATLAS nomenclature. In periods A-G
the trigger was not prescaled since the luminosity was low enough to collect the full
rate of the trigger. Thereafter the trigger was prescaled by factors up to about 160.
To assure data quality in these periods a good runs list2 is applied which discards
events where vital parts of the detector for this measurement were not taking data
or were not taking data reliably. This selection requires that the Inner Detector, the
muon system and the calorimeter all were fully operational. In addition only data
collected during stable beam periods in which the silicon systems were operated at
full depletion voltage is used.
For an event to be considered for the analysis it has to pass the event selection cuts.
The primary vertex cut requires that the jet must contain a reconstructed primary
vertex with at least 10 tracks associated to the primary vertex. This rejects events
that are triggered by diffractive collisions or spurious interactions in the detector like
beam-gas events.
A heavy flavor enhancement cut is applied that requires that the event contains a
jet which is tagged with an SV0 weight3 > 1. The jet so tagged is then excluded
from further analysis to avoid a bias on the efficiency measurement. This enhances
the b-fraction of the remaining jets since b-quarks are predominantly produced in
pairs and events containing double b-quark production are now selected over events
containing for example double light-quark production. A jet not containing a muon
will, if possible, be discarded rather than one with a muon in order to retain the
maximum possible number of jets with muons for the prelT measurement.

2Name of the good runs list: data10_7TeV.pro05.merged_LBSUMM_top_allchannels_7TeV.xml
3The operating point of the tagger was chosen to enhance heavy flavor while at the same time
retaining a decent efficiency for b-jets. It is not one of the official operating points.
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6.3 Simulated Samples

The simulated samples used in this measurement, listed in Tab. 6.2, are dijet sam-
ples generated with pythia 6.4.21 [52] using the mrst lo∗ parton distribution func-
tions [53]. To simulate the detector response, the generated events are processed
through a geant4 [54] simulation of the ATLAS Detector, and then reconstructed
and analyzed as the data. If not explicitly stated otherwise the same event and object
selection cuts as described in Sec. 6.1 and 6.2 are applied. The simulated geometry
corresponds to a perfectly aligned detector and the majority of the disabled pixel
modules and front-end chips seen in data were masked in the simulation.
All samples simulate di-jet events and they are sliced into different pT regions to
allow decent population statistics in the higher pT regions. The J1-J4 muon-filtered
dijet samples, referred to as the JXµ dijet samples, are required to have a muon
with pT > 3 GeV at generator level. These samples thus contain muons from b-
and c-decays, but have almost no muons from in-flight decays since pions and kaons
are treated as stable particles on generator level. These samples are used to extract
templates for the prelT shape of b-jets and c-jets but they are not expected to repre-
sent the inclusive data sample. The J1-J5 dijet samples, referred to as the JX dijet
samples, have no muon filter applied and are thus a more appropriate representation
of the inclusive data sample.

Sample # events, rounded σ(nb) · εfilter Comment
J1 dijet 7400k 6.78 · 105 17 < pjetT < 35 GeV
J2 dijet 2800k 4.10 · 104 35 < pjetT < 70 GeV
J3 dijet 2800k 2.20 · 103 70 < pjetT < 140 GeV
J4 dijet 1400k 8.77 · 101 140 < pjetT < 280 GeV
J5 dijet 1400k 2.34 · 100 280 < pjetT < 560 GeV
J1µ dijet 2000k 5.28 · 103 17 < pjetT < 35 GeV, pµT > 3 GeV
J2µ dijet 1400k 7.23 · 102 35 < pjetT < 70 GeV, pµT > 3 GeV
J3µ dijet 1000k 3.87 · 101 70 < pjetT < 140 GeV, pµT > 3 GeV
J4µ dijet 1000k 3.55 · 100 140 < pjetT < 280 GeV, pµT > 3 GeV

Table 6.2: Simulated samples used for the prel
T measurement.

The simulation is generally modeling the data well, but there are a few exceptions.
The interaction region is wider in simulation than in data. To partly correct for
this, the distribution of the primary vertex z position is re-weighted in simulation
to follow that observed in data. In addition, the pT spectrum of jets is harder in
data than in simulation. Since the b-tagging efficiency depends strongly on the jet
kinematics, the jet pT spectrum in simulation is re-weighted in order to agree with
that observed in data. The derived reweighting functions can be seen in Fig. 6.1.
The primary vertex z position reweighting has a small effect, the pT reweighting has
a bigger impact.
To obtain an inclusive spectrum from the samples they are added with relative
weights corresponding to their production cross-sections (and their filter efficiencies
in the case of the JXµ samples). By doing this procedure, events from the low jet
pT slices get relatively high weights which means that statistical fluctuations are
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Figure 6.1: Calibration functions used to calibrate the simulated primary vertex z
coordinate spectrum on the left and the simulated jet pT spectrum on the right to data.
The ratio shown is data divided by simulation.

expected to induce a high systematic uncertainty for this method. This effect can
be seen for example in Fig. 6.2 for the lowest pT bin shown.

6.4 Templates

The prelT fit uses three templates. A b-jet template shape is derived from the JXµ
samples by calculating the prelT for all jets that pass the selections that are labeled
as b-jets. Similarly a c-jet template shape is derived from the prelT of all jets labeled
as c-jets. The b-jet template from simulation is validated on data by creating a pure
b-jet sample. This is done by requiring jets on data to be tagged with an IP3D+SV1
weight > 7.6 highly enhancing the b-jet content. The chosen operating point has a
high rejection (∼ only 1 out of 1000 light jets is tagged on simulation). Since the
lifetime tagger used is uncorrelated with the prelT distribution of the selected jets, the
tagged jets can now be used to derive a prelT template on data. The shape comparison
of those tagged jets with muons can be seen in Fig. 6.2. The template shapes agree
well within statistical errors.

In principle the light jet template shape could be derived from the JX samples as
well but it is also possible to derive this shape directly from data. For this purpose
a light-jet enhanced sample on data is created. The heavy flavor enhancement cut
is dropped and instead only events that contain no jet with an IP3D+SV1 weight
> -0.85 are considered. The operating point chosen has an efficiency of ∼80% on
simulation, so the expected b-jet rejection for this antitag is ∼ 96% (since most of the
events containing b-quarks contain two b-quarks). This leaves a sample with mostly
light jets and c-jets. The remaining contamination from c-jets does not diminish the
quality of the measurement since c-jets are fitted with an individual template and
the ratio of c-jets to light jets is automatically adjusted by that.
In fact, the c-jet contamination is a positive effect: The light jet to c-jet ratio in
the data-driven light jet shape is higher than it is in the sample that is fitted with
those shapes. This is due to the fact that the light jet tagging efficiency is lower than
the c-jet tagging efficiency and therefore the rejection of c-jets with this antitag is
higher than the rejection of light jets which increases the light jet to c-jet ratio. This
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Figure 6.2: Shape validation of the prel
T shape used to fit the b-jet fractions. The

simulation shapes for the different jet flavors are taken from the JXµ samples and the
flavor fractions are taken from the JX samples. From top left to bottom right the
20 GeV - 30 GeV bin, the 30 GeV - 60 GeV bin, the 60 GeV - 90 GeV bin and the
90 GeV - 140 GeV bin are shown.

means that part of the c-jets in the sample that is being fit is naturally covered by
the fitted contribution of the light template. So potential systematic biases due to a
mismodeling of the c-jet template shape can only affect the fraction of c-jets that is
not included naturally in the light template fraction.
In principle the overall light jet to c-jet ratio could be fixed to the predicted value
from simulation to simplify the fit since both templates have a similar shape. This
is not done for this method since it would require a detailed understanding of the
c-jet rejection rate to ascertain the exact fraction of c-jets in the data-driven light
template. It would also introduce dependencies on the predicted ratio.
The template still contains a small amount of b-jets as shown in Tab. 6.3 but the
measured efficiency is corrected for this contribution and a systematic uncertainty is
assigned as explained in Sec. 6.6.9.
To exclude possible biases from applying the antitag a comparison of the template
shape derived from simulation with this prescription is compared with the true shape
of light jets from simulation in Fig. 6.3. The agreement is reasonable, the residual
discrepancy stems from the expected c-jet and b-jet contamination of the light tem-
plate which is higher in the low pT bins as can be seen in Tab. 6.3. Deriving a
template shape from data eliminates different possible biases like a mismodeling of
fake muons in light jets or a mismodeling of decays in flight or a mismodeling of the
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ratio of those two contributions and is therefore beneficial for the analysis. Further-
more the statistical error on this data-driven template is smaller than the statistical
error on the simulation based one.
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Figure 6.3: Shape comparison of the jets with the antitag requirement to jets that
are true light jets on the JX samples. For the two high pT bins the J1 and J2 samples
have been omitted to decrease statistical fluctuations due to reweighting. No backtag
requirement was applied to increase statistics. From top left to bottom right the 20 GeV
- 30 GeV, the 30 GeV - 60 GeV the 60 GeV - 90 GeV and the 90 GeV - 140 GeV bins
are shown. The agreement is not perfect which is expected due to residual contamination
of c-jets and b-jets.

For fitting the tagged sample the pretag templates are used as well. This is done
since the b-jet and the c-jet template statistics are lower when derived from simulation
after tagging and also because the light jet template can be derived on the pretag
sample only by definition. To exclude possible biases from that template choice,
tagged templates are derived for each operating point for b-jets and c-jets and the
template shapes are compared with the template shapes derived from the pretag
sample. Figs. 6.4 - 6.7 illustrate the good agreement within statistical errors of the
two sets of templates.

6.5 Fit method

The templates are fit to data using a binned likelihood fit implemented using the
ROOT TMinuit minimization package. The prelT quantity is binned in bins of 0.1 GeV
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Figure 6.4: Shape comparison of the pretag sample and the tagged sample b-jet
shapes. From top left to bottom right the JetProb90, JetProb80, JetProb70, JetProb60,
JetProb50 and the JetProb40 operating points are shown.

size which is a good compromise between granularity and statistical relevance of the
single bins. The negative log likelihood function for a given set of templates to model
the data distribution is given by

ln L = −
n∑
i=1

di ln fi − fi
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Figure 6.5: Shape comparison of the pretag sample and the tagged sample b-jet shapes.
Shown are SV050 on the top left, SV045 on the top right and SV040 on the bottom.

L is the likelihood function, n is the number of bins in prelT , di is the number of jets
in bin i and fi is the predicted number of jets in this bin defined as

fi = ND

3∑
j=1

nji

where ND is the total number of data events and nji is the fraction of simulated
events from template j in bin i [55].
This likelihood does not contain a treatment of the finite Monte Carlo statistics of
the simulation, instead the finite statistics are treated as a systematic uncertainty.
Minimizing this negative log likelihood function using the TMinuit package results
in the best fit for the different contributions of the templates. The quoted statistical
errors are the range that corresponds to an increase of 0.5 in the likelihood function.
The ROOT MINOS error treatment package is used to allow for non-symmetric
errors but for the combined error the direction of highest deviation from the central
value is used.
The stability of the fit is validated on simulation. The fit is performed on the JX
sample with templates derived from the JX sample for all three jet flavors and using
tagged samples for the tagged fit. The light jet template shape is also taken from true
muons in light jets on simulation. This implies that the fit must reproduce the input
from simulation if the fit is unbiased. To also validate the error treatment of the fit
10000 pseudo-experiments are conducted where the pseudo-data from simulation is
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Figure 6.6: Shape comparison of the pretag sample and the tagged sample c-jet
shapes. From top left to bottom right the JetProb90, JetProb80, JetProb70, JetProb60,
JetProb50 and the JetProb40 operating points are shown.

created by varying each bin of the prelT distribution by a Poisson function with the
original bin content as parameter.
A pull distribution is created from that where the pull is defined as

Pull =
εtrue − εmeas

σ

where εmeas is the efficiency from the fit, εtrue is the true efficiency derived from
simulation and σ is the statistical error returned by the fit. Fig. 6.8 shows this
distribution and proves that the fit is unbiased and the error treatment is correct.
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Figure 6.7: Shape comparison of the pretag sample and the tagged sample c-jet shapes.
Shown are SV050 on the top left, SV045 on the top right and SV040 on the bottom.

6.6 Systematic uncertainties

The systematic uncertainties affecting the prelT method are those that either change
the shapes of the prelT templates used to fit the sample composition or those which
change the efficiency in simulation used as the denominator in the efficiency scale
factor calculation (see Eq. 5.2). Systematics can either have a direct impact on the
prelT itself, which is the case for the jet direction resolution, or they can indirectly
affect the prelT distribution by changing the sample composition or the kinematics of
the sample. An example of such a systematic is the jet energy scale uncertainty.
If not stated otherwise in the description of a systematic uncertainty it is estimated by
repeating the prelT fits on data with modified templates. For example the uncertainty
from the jet energy scale is estimated by deriving new b- and c-templates from
simulated events where the jet energy scale has been increased or decreased by one
standard deviation. The difference between the default efficiency scale factor and
that derived with the altered templates is taken as the systematic uncertainty due
to the jet energy scale uncertainty.

In the following a list of all systematic uncertainties considered for the measurement
is presented, the prelT measurement with the templates described before is referred to
as the central value or the central fit. The systematic uncertainties are summarized
in Tabs. C.1 - C.9 in App. C.
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Figure 6.8: Pull distribution for 10000 pseudo-experiments. The mean is ∼0 which
shows that the fit method is unbiased. The width is 1 which shows that the statistical
error estimate is correct.

6.6.1 Jet direction resolution

The jet direction is one of the variables directly entering the prelT calculation. A
poor jet direction resolution makes the prelT distributions for b-, c- and light-quark
jets look more alike. Any difference in the jet direction resolution between data and
simulation would therefore result in a bias of the method.
To investigate if any such bias is present, an independent jet axis was formed by
vectorially adding the pT of all tracks associated to the jet. The difference between
the jet based and the track based axis in both azimuthal (∆ϕ(calo, track)), and polar
((∆η(calo, track)) directions was derived in both data and simulation. It was found
that data and simulation are consistent with each other but a discrepancy on the
order of 10 mrad could not be ruled out. The prelT fit was therefore repeated after
smearing the individual jet axis with a Gaussian function with a width of 10 mrad. It
is however conservative to assume that the jet direction resolution is the only cause
of this mismatch between data and simulation. An equally likely scenario is that the
jet direction between data and simulation agree and that the discrepancies observed
in the ∆R(calo, track) distribution are due to a poor modeling of the tracks in jets
in the simulation. Therefore for each tagger calibrated the efficiency scale factor is
corrected for half of the difference between the unsmeared case and the 10 mrad
smeared case. A 100% relative systematic uncertainty is assigned to this correction
covering the full possible range of perfect calorimeter jet axis resolution to perfect
track jet axis resolution.

6.6.2 Muon momentum resolution

As the muon momentum enters the prelT calculation, any difference between the muon
momentum scale in data and simulation would lead to a bias in the efficiency scale
factor. ATLAS has reconstructed the J/ψ from muon track daughters which is
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summarized in [56]. The reconstructed mass is found to be 3.095±0.001 GeV, to
be compared with the PDG mass of 3.096916±0.000011 GeV. The good agreement
with the prediction shows that simulation models the muon pT spectrum well and
momentum resolution effects higher than a few per mill are excluded. Therefore the
systematic uncertainty on this measurement is negligible and no further treatment
is required.

6.6.3 Jet energy scale

A jet energy scale in simulation which is different from that in data would bias the
pT spectrum of the simulated events used to build the prelT templates. It would also
cause migration between different jet pT bins used in the analysis. The migration
effect is dominating since the change in b-tagging efficiency is large if the jet pT of
a low pT jet is changed by a small amount whereas the change in the prelT shapes is
low.
The systematic uncertainty originating from the jet energy scale is obtained by scal-
ing the pT of each jet in the simulation up or down by one standard deviation
according to the uncertainty of the jet energy scale for each individual jet and re-
deriving the b- and c-templates. This results in two new sets of b- and c-templates
which are used to evaluate the b-tagging efficiency and give the systematic uncer-
tainty on the central fit. The jet pT re-weighting function is not re-derived for the
scaled samples. This leads to a slight overestimation of the systematic uncertainty
since a new re-weighting of jet pT would mitigate part of the effect of the jet energy
change on simulation but since this is not a leading uncertainty no further studies
were conducted to get a more precise estimate.

6.6.4 Modeling of b-production

In dijet data, b-jets can be produced via several mechanisms: flavor creation, flavor
excitation and gluon splitting as has been explained in Sec. 2.5. In the latter case the
angle between the two b-quarks can be so small that both of them end up within the
same jet cone. Such a b-jet, containing two b-quarks, has a larger probability of being
b-tagged than those containing just one b-quark. A study aimed at selecting b-jets
from gluon splitting containing two b-quarks [57] finds that the b-tagging efficiency
for a jet with two b-quarks is larger than for jets with a single b-quark by 10% -
25%, depending on jet pT. If the ratio of double-b to single-b jets is different in data
and simulation due to a wrong input fraction of the production processes a bias is
therefore introduced in the b-tagging efficiency measurement.
The systematic uncertainty associated with the b-production was estimated by vary-
ing the ratio of double-b jets to single-b jets by 100% in simulation and redoing the
prelT fit with the so changed template. The difference to the central fit was taken as
a systematic uncertainty. The modified templates were built by assigning a weight
of either two or zero to events which contain two b-quarks with a relative opening
angle of ∆R < 0.8 on simulation.

6.6.5 Fragmentation

An incorrect modeling of the fragmentation in simulation can affect the momen-
tum spectrum of the muons from the b-decays and thus the prelT distribution. To
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investigate the impact of fragmentation on the efficiency scale factor, the prelT tem-
plates were re-derived on a simulated sample where the Xb, i.e. the fraction of the
b-quark energy carried onto the b-hadron, was changed by 5%. The prelT fits were
then re-done on data using these altered prelT templates, and the difference in the
b-tagging efficiency between this and the default scenarios was taken as a systematic
uncertainty.

6.6.6 Fake muons in b-jets

The prelT templates for b-quark jets are obtained from the simulated JXµ dijet samples
where a muon with pT > 3 GeV is required at generator level. This filter will suppress
b-jets containing a fake muon. The fraction of fake muons in the prelT templates built
from these samples is therefore likely to be lower than in data. As can be seen
in Fig. 6.9, fake muons have a prelT spectrum different from muons from b-decays.
Thus a mismodeling of the contribution from fake muons in b-jets will influence the
b-tagging efficiency measurement.
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Figure 6.9: The prel
T distribution of truth-matched (red) and fake (blue) muons in

b-jets. The prel
T spectrum of the fake muons is softer than that of truth-matched muons

and the fraction is 0.8%.

To investigate the impact of fake muons on the b-tagging efficiency measurement
prelT fits were performed using b-templates with different fake muon fractions. Fake
muons were defined as those not matched to a truth track from a muon. To get a
conservative estimate no requirement on the matching probability was made so that
each track that is loosely associated to a non-muon track counts as a fake muon. With
this definition, 0.8% of the muons were categorized as fake muons. The fraction of
fake muons in b-jets was then increased by a factor of three to create a new prelT
templates for b-jets. The prelT fit was repeated to obtain the difference in measured
b-tagging efficiency.
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6.6.7 prelT template statistics

The templates derived from simulation have a non-negligible statistical error. This
statistical error is not included in the likelihood function so it has to be treated as
a separate systematic uncertainty. To ascertain this systematic uncertainty pseudo-
experiments are conducted on simulation where the template shapes are varied inde-
pendently bin-by-bin with a Gaussian function that takes into account the statistical
error due to the cross-section reweighting 1000 times. The modified templates are
then used to fit the data and the standard deviation of the resulting efficiency dis-
tribution is taken as a systematic error.
The choice of templates is different from the default templates to measure this sys-
tematic uncertainty. The light template is taken from true muons in light jets from
simulation without requiring a tagged jet to increase the light content. For the fit on
the tagged sample the templates are still taken from simulation without tag, but the
variation of those templates is done with respect to the variation of the templates
before tagging because the template after tagging is a subset of the template be-
fore tagging. Therefore the same random number is used for the Poisson fluctuation
on the tagged template and on the pretagged template. In addition the error on
the templates used for the tagged sample is assumed to be the error from the tagged
templates (the templates derived from simulation with a tagging requirement). With
this choice of templates for the fit the template statistics systematic also contains
part of the systematic error that might arise from modeling the light template with
the data-driven template since statistics for the comparison in Fig. 6.3 are limited.
The variation of the simulated light template within its statistical error covers this
effect.
Furthermore the usage of untagged templates to fit the tagged sample is validated
in a similar way. Figs. 6.4 - 6.7 show that the templates before and after applying
the tagging requirement agree well within statistical errors. When evaluating this
systematic the statistical errors of the tagged templates are used for the fit on the
tagged sample so that possible biases are covered.

6.6.8 Scale factor for inclusive b-jets

The prelT method can only measure the b-tagging efficiency scale factor in data for
semileptonically decaying b-jets. The scale factor is the same for inclusive b-jets if
the modeling of the difference in b-tagging efficiencies between the two classes of jets
is perfect. To assess the quality of the modeling of this difference the number of
tracks associated to jets and displaced by d0 > 2.3mm is used. The efficiency for
semileptonically decaying b-jets and inclusive b-jets is similar when fixing the number
of displaced tracks and the difference between the two categories arises through
different respective distributions of displaced tracks in jets. This mismodeling can
be absorbed by an additional scale factor given by the following calculation.
The prelT measurement measures the tagging efficiency for b-jets containing muons in
data and yields a scale factor to use on simulation given by

SFµMC→Data =
εµData
εµMC

which is only valid for jets with muons as discussed above. Here εµData is the b-tagging
efficiency measured on data with the prelT method and εµMC is the efficiency derived
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from simulation for jets containing muons (corresponding to the prelT object and event
selection). The users who apply the scale factor measurement to their analyses are
interested in the efficiency for inclusive b-jets in a given sample since they will likely
not have a specific selection on jets containing muons. This inclusive scale factor can
be written as

εinclData = εµMC · SFµMC→Data · SFµ→inclData

= εinclMC · SFµMC→Data ·
SFµ→inclData

SFµ→inclMC

(6.1)

where SFµ→inclData is the scale factor for going from jets with muons to inclusive jets
on data and SFµ→inclMC is the respective scale factor on MC. εinclMC is the efficiency for
all jets derived from simulation.
The user applies the scale factor provided to εinclMC by default so the fraction in
Eq. (6.1) can be treated as an additional multiplicative term to the scale factor.
The denominator is derived from MC, the enumerator can be written as

SFµ→inclData =

∑
bin

N incl
bin · εinclbin

/∑
bin

N incl
bin∑

bin

Nµ
bin · εµbin

/∑
bin

Nµ
bin

=

∑
bin

Rinclbin · εinclbin∑
bin

Rµbin · εµbin
(6.2)

=

∑
bin

Rinclbin · εµbin,MC∑
bin

Rµbin · εµbin,MC

(6.3)

where N incl
bin is the number of jets in a bin of an arbitrary binning, Nµ

bin is the
respective number of jets with associated muons. Rbin is the ratio of all jets in that
bin (Rbin = NbinP

bin
Nbin

) with higher index from the respective Nbin used. The binning

is arbitrary in principle, here a binning in number of displaced tracks is used as
explained above. Going from Eq. (6.2) to Eq. (6.3) the assumption is made that
the efficiency in a given bin is the same for jets with muons and inclusive jets (the
prerequisite for doing this method) and that the scale factor SFµMC→Data is close to
unity which turns out to be true in Sec. 6.7.
The resulting additional scale factor is calculated with equation Eq. (6.3). For the
calculation the displaced track multiplicities are taken from jets labeled as b-jets
for simulation and from jets tagged with the SV050 tagger for data. The inclusive
sample used is not the true inclusive sample but the sample where jets with muons are
subtracted. Allowing a muon contribution in the sample would lower the systematic
uncertainty but this is not done since the inclusive input data is not available for the
analysis in a feasible way so the conservative estimate is used. Since the systematic
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uncertainty is known to be overestimated it is not taken as a correction to the
measured value but is fully assigned as a systematic uncertainty.

6.6.9 Modeling of the light template

As indicated in Sec. 6.4 the sample used to derive the light template is not a pure
light jet sample since the tagger requirement does not reject all contamination from
b-jets and c-jets. Fig. 6.3 shows that this template from unfiltered simulation and
the true light template of the same samples have a residual disagreement due to
contamination from heavier jets.
The influence of the non-light-content is studied with the JX samples. The flavor
fractions of the light templates derived with the JX samples are shown in Tab. 6.3.
The b-jet contamination will influence the fitted number of b-jets in the prelT dis-

p⊥[GeV]
Template 20− 30 30− 60 60− 90 90− 140

light 63.1 65.8 74.1 80.4
c 31.2 29.5 22.8 17.5
b 5.7 4.7 3.1 2.1

Table 6.3: The true fractions of b, c and light quarks in the antitagged template in
bins of pT in percent.

tribution and therefore directly influence the fit result. To evaluate the effect of a
potential mismodeling of the b-fraction in the light template the fraction is varied up
and down by 100% and the prelT fit result with the created templates is compared to
the normal fit on simulation. The central fit result is also corrected for the additional
b-jet fraction that is contained in the light template. The c-jet content is beneficial
for the analysis as discussed before so no variation of the c-jet content is done.

6.6.10 Muon pT spectrum

The muon pT spectrum is not perfectly modeled by simulation as can be seen in
Fig. 6.10. To estimate the effect of this mismodeling on the prelT measurement the
measurement is repeated after explicitly reweighting the muon pT spectrum on sim-
ulation to match the one in data. The difference to the central fit is assigned as a
systematic uncertainty.
The muon pT discrepancies are also the reason for the choice of trigger as stated
before. When combining triggers with different jet momentum thresholds the dis-
crepancy in the muon pT spectrum is even bigger. This can be seen in Fig. 6.11
and is the reason for choosing only the low pT threshold trigger to maintain a low
systematic uncertainty from this.

6.7 Results

Tab. 6.4 summarizes the measured scale factors for the different tagger operating
points in bins of jet pT. Most measured scale factors are lower than 1 which means
that the simulated efficiency is too high and has to be corrected. A trend to lower
scale factors is visible when increasing the JetProb tagger cut from high efficiency
to low efficiency. The fit results for the untagged and the tagged samples are shown
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Figure 6.10: Data to simulation comparison of the muon pT spectrum. A discrepancy
is visible which gets larger when going from lower pT to higher pT. The pT shapes
are taken from the JXµ samples for the b-jets and the c-jets and from the data-driven
template for the light jets. The fractions of the different jet flavors are taken from the
JX samples. To estimate the impact of this discrepancy the pT spectrum in simulation
is reweighted to fit the pT spectrum in data and the resulting difference in the prel

T fit
is taken as a systematic error. From top left to bottom right the 20 GeV - 30 GeV bin,
the 30 GeV - 60 GeV bin, the 60 GeV - 90 GeV bin and the 90 GeV - 140 GeV bin
are shown.

in App. A in Figs. A.9 - A.17 for all pT bins to give a visual impression of the fit
quality. The scale factors are shown in bins of pT in Figs. A.1 and A.2 and in bins
of |η| in Figs. A.3 and A.4. The graphical representation shows that the scale factor
is compatible with being flat in pT and |η|. The data to simulation comparison of
the b-tagging efficiency is also appended in Figs. A.5 - A.8.
The available simulation statistics are a leading systematic uncertainty. By increasing
the amount of simulated events it will be possible to decrease this source of error for
future measurements. The reweighting of the muon pT spectrum also contributes a
significant part of the total systematic uncertainty. Detailed studies of the triggers
used are underway to get an understanding of the source of the discrepancy in the
pT spectra on data and on simulation. If the agreement can be improved this source
of systematic error will no longer have to be considered.
It is planned to redo the calibration for each new period of datataking if the run con-
ditions change significantly since in this case the b-tagging efficiency might change.
The ATLAS experiment is still in an early phase of running so the conditions change
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Figure 6.11: Data to simulation comparison of the muon pT spectrum for a combi-
nation of muon to jet matched triggers with jet thresholds of 5,10,15,30 and 55 GeV. It
is evident that the agreement is worse than in Fig. 6.10 The pT shapes are taken from
the JXµ samples for the b-jets and the c-jets and from the data-driven template for the
light jets. The fractions of the different jet flavors are taken from the JX samples. On
the left the 30 GeV - 60 GeV bin is shown and on the right the 60 GeV - 90 GeV bin
is shown.

Operating point pT bin [GeV]
20-30 30-60 60-90 90-140

SV050 0.85± 7.5%± 9.1% 0.91± 2.9%± 6.0% 0.88± 4.6%± 3.6% 0.88± 9.8%± 10.1%
SV045 0.80± 7.9%± 9.3% 0.92± 3.1%± 7.5% 0.89± 4.7%± 5.6% 0.87± 10.0%± 9.4%
SV040 0.77± 8.4%± 9.9% 0.92± 2.6%± 9.3% 0.90± 4.8%± 7.2% 0.86± 10.4%± 10.7%

JetProb90 0.99± 6.0%± 2.0% 1.00± 2.9%± 1.7% 0.97± 4.5%± 2.1% 0.99± 8.7%± 0.9%
JetProb80 0.97± 6.3%± 4.3% 0.99± 2.7%± 4.1% 0.94± 4.1%± 3.2% 1.00± 8.5%± 3.4%
JetProb70 0.93± 6.7%± 5.6% 0.97± 2.6%± 5.3% 0.94± 4.2%± 2.9% 0.94± 8.7%± 4.8%
JetProb60 0.90± 6.7%± 8.9% 0.93± 2.7%± 5.9% 0.91± 4.3%± 3.2% 0.87± 9.2%± 6.1%
JetProb50 0.82± 7.7%± 9.2% 0.89± 2.9%± 6.7% 0.87± 4.6%± 3.5% 0.89± 9.5%± 8.2%
JetProb40 0.86± 9.3%± 10.1% 0.84± 3.2%± 7.2% 0.82± 4.9%± 4.0% 0.85± 10.2%± 9.9%

Table 6.4: Measured scale factors for the different operating points. The first uncer-
tainty quoted is the statistical error, the second uncertainty quoted is the systematic
error.

frequently. This means that the statistical error is not expected to decrease sig-
nificantly since the trigger streams used in the analysis are prescaled to give an
approximately constant rate independent of the luminosity.

6.7.1 pT and |η| dependence
The pT dependence of the scale factor is shown in Fig. 6.12 for the 50% operating
points of the SV0 tagger and the JetProb tagger as an example. The chosen binning
due to the amount of available data and simulation statistics is 20 GeV < pT < 30 GeV,
30 GeV < pT < 60 GeV, 60 GeV < pT < 90GeV, and 90 GeV < pT < 140 GeV.
There is no trend visible in the scale factor distribution. No additional assumption
is made about a flat general scale factor but the results are provided to all physics
analyses in this form.
The η dependence of the scale factor is shown in Fig. 6.13 for the 50% operating
points of the SV0 tagger and the JetProb tagger. There is no strong dependence on
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Figure 6.12: pT dependence of the scale factor for the 50% operating point, left for
the SV0 tagger, right for the JetProb tagger. The first bin has a high statistical error
since the bin population is small due to the semileptonic correction of the jet energy.

η in this binning so it suffices to use the pT dependent scale factor for subsequent
analyses.
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Figure 6.13: η dependence of the scale factor for the 50% operating point, left for the
SV0 tagger, right for the JetProb tagger. No significant η dependence is visible in the
chosen binning.

6.7.2 Comparison

Fig. 6.14 shows the comparison of the measured efficiencies to the efficiencies derived
by the other methods described in Sec. 5.4.1 for three operating points. All methods
agree within their combined uncertainties. The measurements cannot be combined
since the efficiencies are derived for different classes of b-jets. The efficiency is derived
for inclusive jets in the case of the prelT method. It is derived for jets that pass the
D*µ selection and respectively the top selection for the other methods. The measured
scale factors with the top-quark based methods tends to be higher than the scale
factor measured with the muon-in-jet based methods. With more statistics for the
top-quark based methods it will be possible to investigate if this is a systematic
effect.
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Figure 6.14: Comparison of measured scale factors with the prel
T method to the scale

factor measured with the other available methods. The uncertainties are statistical
uncertainty and systematic uncertainty combined. On the top left the SV050 operating
point is shown, on the top right the JetProb50 operating point is shown and on the
bottom the JetProb70 operating point is shown.

6.7.3 Cross-checks

Two cross-checks are performed to validate the results of the prelT method. The inter-
mediate results used to calculate the efficiency are the fraction of b-jets in the sample
before tagging and in the sample after tagging. The fraction after tagging can be
validated for the SV0 tagger using control plots of the SV0 mass distribution and the
number of tracks used for the secondary vertex in the SV0 fit in data and simulation.
For the JetProb tagger this is done as well but the cross-check is dominated by the
zero bin where no secondary vertex is reconstructed. For simulation the template
shapes are taken from the JXµ samples. The relative fractions of the jet flavors are
the fit result from the prelT method. The prelT method cannot distinguish c-jets and
light jets so most of the jets identified as light jets by the fit on the tagged sample
are c-jets in reality (the fraction of light jets in a heavy flavor enriched sample after
tagging is low due to the low fake rate of the b-tagging algorithms). The c-jet shape
is also taken for the light jets to reflect this. The cross-checks for the different pT
bins and the different taggers can be seen in Figs. B.1 - B.16 in App. B.
The agreement of the data to simulation shapes is not perfect but a perfect agreement
cannot be expected due to the usage of the c-jet template shape for light jets. In
addition the mass distributions and number of track distributions are not modeled
well on simulation as can be seen in Figs. B.17 - B.20. Here the cross-checks are
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done before tagging and using the light jet shape from JX simulation. In one case
the fractions from the prelT method are used and in the other case the fractions from
JX simulation are used. In both cases the comparisons show discrepancies.
However it can be demonstrated that the disagreement is covered by the calculated
systematic errors and that the cross-checks therefore do not contradict the results of
the prelT method. The most striking disagreement is in the 90 GeV < pT < 140 GeV
bin where the SV0 mass cross-check does not show good agreement. To show that
the systematic error on the measurement covers this disagreement the error on the b-
fraction after tagging is calculated (as opposed to the error on the resulting efficiency
which is used for the result). The error on this fraction is 20% especially due to the
muon reweighting systematic (which is expected since the muon spectrum shows the
worst agreement in this bin, see Fig. 6.10). The b-fraction is increased by 20% and
the light fraction is decreased by 20% and the cross-check is redone. Fig. 6.15 shows
both the cross-check with the central value and after the 20% fraction changes and
the agreement is good after the fraction change.
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Figure 6.15: Data to simulation comparison of the mass of the reconstructed SV0
secondary vertex on the tagged sample with a 50% SV0 tagger efficiency. Left for the
central fit, right with 20% increased b-jet fraction and 20% decreased light jet fraction.
The templates are taken from the JXµ samples and the fractions are taken from the
prel

T fit.
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6.8 Application of b-tagging for a top-quark
pair-production cross-section measurement

The b-tagging algorithms can be used to assist a measurement of the top-quark pair-
production cross-section σtt̄. As mentioned in Sec. 2.6 one of the top-quark decay
products is a b-quark so a typical event where two top quarks are produced will
contain two b-quarks. A multitude of measurements of σtt̄ has been performed on
the dataset of 2010. Some of the measurements use information from b-tagging al-
gorithms while others do not. In this chapter the benefits of using the b-tagging
algorithms are shown while at the same time showing that a smaller uncertainty on
the calibration results would directly benefit the measurements since the b-tagging
calibration uncertainty leads to the largest systematic contribution for the measure-
ment of σtt̄. Furthermore it will be shown how b-tagging can be used for data-driven
cross-checks for one of the methods. The measurements presented are detailed in [58]
and [59] and this chapter focuses on measurements in the semileptonic channel.

6.8.1 Event topology

The semileptonic decay topology discussed in Sec. 2.6 can be translated into objects
measurable with the detector. The exact cut values are only given if they are the same
for each of the discussed analyses. Most cut values differ slightly between analyses
since they are individually optimized but the principle of the event selection is the
same for all measurements.
The typical signature in the detector is an isolated electron or muon, missing energy
from the neutrino and 4 jets with a pT spectrum that is hard enough to distinguish
them from the softer QCD spectrum. In addition two of the jets are b-jets and are
likely to be tagged by b-tagging algorithms. This results in a common baseline event
selection to suppress background events that contain leptons (muons or electrons)
of pT > 20 GeV in the acceptance of the Inner Detector. In the case of an electron
the isolation requirement is satisfied by requiring that a cone around the electrons
energy deposits in the calorimeter (excluding the smaller inside cone which contains
the energy deposits from the electron itself) contains only a small amount of energy.
The muon isolation is tested by excluding muons that have jets in the vicinity.
The missing transverse energy is the imbalance of the vector sum of all calorimeter
energies4. It is required to be > 35 GeV if the lepton is an electron and > 20 GeV
if the lepton is a muon.
The different measurements impose different requirements on the additional jets
in the event. Some explicitly require 4 high momentum jets while others combine
samples where 3 high momentum jets are chosen with the 4 jet sample to retain more
signal statistics. The events with lower jet multiplicities are also used to cross-check
measurement inputs as shown in Sec. 6.8.4.

4In an event which does not contain neutrinos the hermeticity of the detector and momentum
conservation imply that the total directed energy in the transverse plane has to be 0. If it is not
0 a particle has escaped the detector without detection and the only particle that does that is
a neutrino.
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6.8.2 Backgrounds

Background remnants that pass the event selection have similar event topologies or
they occur at high rates so that they can fake similar event topologies. The main
background for all σtt̄ measurements stems from W-boson production in association
with jets where the W-boson decays leptonically. It can be suppressed by b-tagging
requirements except for the case where the associated jets include b-quarks. Z-boson
production in association with jets is a similar but less important background. There
is also a background contribution from QCD multi-jet events which is an example
of the second class of backgrounds since those events only pass the event selection if
a fake lepton is reconstructed5. There are additional small amounts of background
events from single top-quark production and diboson production which are mostly
fixed to their predictions from simulation with a generous uncertainty assigned.

6.8.3 Selected measurements of σt̄t

The main published measurements of σtt̄ use a combination of kinematic quantities
like the aplanarity of the event or the η distribution of the lepton created in the
semileptonic W-boson decay. The quantities are combined in a likelihood fit which
is used to extract the amount of top-quark pair-production events assuming that
the kinematic shapes are similar to the ones in simulation. The method without
b-tagging results in σtt̄ = 171± 17(stat.)+20

−17(syst.)± 6(lumi.) pb where the method
with b-tagging results in σtt̄ =186± 10(stat.)+21

−20(syst.)± 6(lumi.) pb. The methods
cannot be directly compared since they have more differences than the b-tagging re-
quirement but it can be noted that the statistical error is lower when using b-tagging.
This is due to a better suppression of the background and becomes more obvious
when using the simpler count measurements.
The count measurements do not fit kinematic distributions but count the total num-
ber of events after the selection and subtract the expected or measured background.
Without b-tagging the dominating systematic uncertainty of a count measurement
is the uncertainty on the amount of W+jets events with 23%. With b-tagging this
uncertainty this uncertainty is 8% [60]. Now the leading uncertainty is the b-tagging
uncertainty with 12%. This implies that a refinement of the b-tagging calibration
will improve this and other measurements and is an example of the importance of a
good understanding of b-tagging.

6.8.4 One-dimensional kinematic fit method

A measurement that is a middle ground between the robustness of the count methods
and the good performance of the sophisticated multidimensional likelihood fits uses
a likelihood fit with only one input variable, in this case the lepton |η|. Kinematic
shapes for top-quark pair-production events as well as for the W+jets events are
derived from simulation and fit to data. The other backgrounds are fixed to their
prediction from simulation with the exception of the multijet shape normalization
which is derived from data. The fit result with the data points overlaid can be seen in

5This means that either a hadron is not stopped by the calorimeter and is measured as a muon in
the muon system or that a high momentum muon from a heavy flavor decay is created and the
isolation cut fails to discriminate against this.
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Figure 6.16: Distributions of the lepton |η| in data and in the different sources from
simulation. The normalization of the simulation templates is the fit result. It can be
seen that the tt̄ shape is more central than the other shapes. On the left the fit result
in the muon channel is shown and on the right the fit result in the electron channel is
shown.

Fig. 6.16. The measured cross-section is σtt̄ = 204±25(stat.)±39(syst.)±7(lumi.) pb
Details about this method can be found in [61].
Here a cross-check for the template shapes is shown. It is possible to extract pure
kinematic shapes for the two templates that are free to float using b-tagging. This
is very useful since it establishes trust in the method and helps to validate Monte
Carlo simulation generators. For that purpose pure samples of W+jets event and
top-pair events respectively are created.
The W+jets sample is created by requiring that an event must not contain a b-
tag with an SV0 tagger weight higher than 5.85 which corresponds to the SV050
operating point calibrated in Chap. 5.4. Only three jets are required for this shape
comparison to enhance the available data and simulation statistics. This results in
a sample of 84.9% purity in the muon channel and 83.4% purity in the electron
channel. Shape comparisons for different jet selections are shown in Fig. 6.17.
The tt̄ shape is extracted by requiring two jets with an SV0 tagging weight greater
than 5.85. This result in a purity of 91.7% in the muon channel and a purity of
91.3% in the electron channel. A shape comparison of this shape on simulation and
data is shown in Fig. 6.18. The compared shapes agree well within their statistical
errors which is underlined by the result of a Kolmogorov test that is displayed in the
figures.
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Figure 6.17: Distributions of |η| in events with three jets with an anti-b-tag selection
for the muon (left) and electron (right) channels. As simulation the prediction for the
W+jets shape before tagging is shown.
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Figure 6.18: Comparisons of the tt̄ shape with normal selection from simulation with
double b-tagged data for the muon channel and for the electron channel. As simulation
the prediction for the tt̄ shape before tagging is shown.
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7 Summary and Conclusion

The sensor studies presented in this work show that the ATLAS Pixel Detector is
an operational device that can be used with detector conditions (like the supply
voltages) in nominal operating ranges. Sensor damages are low with 0.1% discon-
nected bumps which guarantees high efficiency data-taking. The measured quantities
will be re-evaluated and a trend over time will be established which will aid in the
understanding of radiation damage or other damage (like thermal stress due to cool-
ing cycles) to the detector and will therefore help in the planning process of future
detector upgrades.
The high efficiency of the Pixel Detector is vital for the performance of the b-tagging
algorithms which has been assessed and is close to the prediction from simulation.
With the prelT method it is found that the scale factor that has to be applied to
transform the simulated b-tagging efficiency into the b-tagging efficiency on data is
between 0.85 and 1.0 for most operating points of the JetProb and of the SV0 tagger.
The variation of this scale factor when changing pT between 20 GeV and 140 GeV
or |η| between 0 and 2.5 is smaller than the combined errors of the measurements.
The measurement of the b-tagging scale factors allow measurements of σtt̄ with b-
tagging. The application of b-tagging generally lowers the uncertainty on the mea-
surements as has been shown so b-tagging is a useful tool. The usefulness will extend
as soon as calibrations are done for the advanced taggers which generally have a
higher efficiency while at the same time having a lower fake rate. This will result in
a better signal enhancement over background and therefore in lower measurement
errors.
The measurement uncertainties that arise from the combined measurement error on
the b-tagging scale factors tend to be the dominating systematic uncertainties as is
the case for the σtt̄ measurements. This means that it is beneficial to improve the
necessary future calibrations of b-tagging algorithms to reduce this uncertainty. This
will be achieved especially by exploiting the top-quark based calibration algorithms
more since the luminosity in 2011 is high enough to provide decent event counts for
these methods.
It is possible to search for specific signatures of Higgs boson decays or processes
predicted by theories that extend the standard model and compare them to expec-
tations from simulations. This will eventually lead to the discovery of those particles
if they exist. The application of b-tagging will aid a first discovery and especially the
subsequent cross-section measurements for the discovered particles in a similar way
as it helps the σtt̄ measurement.
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Figure A.1: Scale factor versus pT for the different operating points under study.
Shown are SV050 on the top left, SV045 on the top right and SV040 on the bottom.
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Figure A.2: Scale factor versus pT for the different operating points under study.
From top left to bottom right the operating points shown are JetProb90, JetProb80,
JetProb70, JetProb60, JetProb50 and JetProb40.
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Figure A.3: Scale factor versus |η| for the different operating points under study.
Shown are SV050 on the top left, SV045 on the top right and SV040 on the bottom.
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Figure A.4: Scale factor versus |η| for the different operating points under study.
From top left to bottom right the operating points shown are JetProb90, JetProb80,
JetProb70, JetProb60, JetProb50 and JetProb40.
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Figure A.5: Comparison of measured efficiency and predicted efficiency from simula-
tion versus pT for the different operating points under study. Shown are SV050 on the
top left, SV045 on the top right and SV040 on the bottom.
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Figure A.6: Comparison of measured efficiency and predicted efficiency from simula-
tion versus pT for the different operating points under study. From top left to bottom
right the operating points shown are JetProb90, JetProb80, JetProb70, JetProb60,
JetProb50 and JetProb40.
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Figure A.7: Comparison of measured efficiency and predicted efficiency from simula-
tion versus |η| for the different operating points under study. Shown are SV050 on the
top left, SV045 on the top right and SV040 on the bottom.
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Figure A.8: Comparison of measured efficiency and predicted efficiency from simula-
tion versus |η| for the different operating points under study. From top left to bottom
right the operating points shown are JetProb90, JetProb80, JetProb70, JetProb60,
JetProb50 and JetProb40.

82



 [MeV]rel
T

p
0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000

A
rb

itr
ar

y 
un

its

0

0.02

0.04

0.06

0.08

0.1

0.12

Data

light-flavour jets
c-jets
b-jets

MC stat. error

 [MeV]rel
T

p
0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000

A
rb

itr
ar

y 
un

its

0

0.02

0.04

0.06

0.08

0.1

0.12

0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000

R
at

io

0.5
0.6
0.7
0.8
0.9

1
1.1
1.2
1.3
1.4
1.5

 [MeV]rel
T

p
0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000

A
rb

itr
ar

y 
un

its
0

0.02

0.04

0.06

0.08

0.1

Data

light-flavour jets
c-jets
b-jets

MC stat. error

 [MeV]rel
T

p
0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000

A
rb

itr
ar

y 
un

its
0

0.02

0.04

0.06

0.08

0.1

0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000

R
at

io

0.5
0.6
0.7
0.8
0.9

1
1.1
1.2
1.3
1.4
1.5

 [MeV]rel
T

p
0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000

A
rb

itr
ar

y 
un

its

0

0.02

0.04

0.06

0.08

0.1
Data

light-flavour jets
c-jets
b-jets

MC stat. error

 [MeV]rel
T

p
0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000

A
rb

itr
ar

y 
un

its

0

0.02

0.04

0.06

0.08

0.1

0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000

R
at

io

0.5
0.6
0.7
0.8
0.9

1
1.1
1.2
1.3
1.4
1.5

 [MeV]rel
T

p
0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000

A
rb

itr
ar

y 
un

its

0

0.02

0.04

0.06

0.08

0.1
Data

light-flavour jets
c-jets
b-jets

MC stat. error

 [MeV]rel
T

p
0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000

A
rb

itr
ar

y 
un

its

0

0.02

0.04

0.06

0.08

0.1

0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000

R
at

io

0.5
0.6
0.7
0.8
0.9

1
1.1
1.2
1.3
1.4
1.5

Figure A.9: Result from the prel
T fit on the sample before tagging. From top left to

bottom right the 20 GeV - 30 GeV, the 30 GeV - 60 GeV the 60 GeV - 90 GeV and
the 90 GeV - 140 GeV bins are shown.
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Figure A.10: Result from the prel
T fit on the sample after tagging for the 20 GeV -

30 GeV bin. Shown are SV050 on the top left, SV045 on the top right and SV040 on
the bottom.
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Figure A.11: Result from the prel
T fit on the sample after tagging for the 20 GeV -

30 GeV bin. From top left to bottom right the operating points shown are JetProb90,
JetProb80, JetProb70, JetProb60, JetProb50 and JetProb40.
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Figure A.12: Result from the prel
T fit on the sample after tagging for the 30 GeV -

60 GeV bin. Shown are SV050 on the top left, SV045 on the top right and SV040 on
the bottom.
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Figure A.13: Result from the prel
T fit on the sample after tagging for the 30 GeV -

60 GeV bin. From top left to bottom right the operating points shown are JetProb90,
JetProb80, JetProb70, JetProb60, JetProb50 and JetProb40.
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Figure A.14: Result from the prel
T fit on the sample after tagging for the 60 GeV -

90 GeV bin. Shown are SV050 on the top left, SV045 on the top right and SV040 on
the bottom.
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Figure A.15: Result from the prel
T fit on the sample after tagging for the 60 GeV -

90 GeV bin. From top left to bottom right the operating points shown are JetProb90,
JetProb80, JetProb70, JetProb60, JetProb50 and JetProb40.
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Figure A.16: Result from the prel
T fit on the sample after tagging for the 90 GeV -

140 GeV bin. Shown are SV050 on the top left, SV045 on the top right and SV040 on
the bottom.
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Figure A.17: Result from the prel
T fit on the sample after tagging for the 90 GeV -

140 GeV bin. From top left to bottom right the operating points shown are JetProb90,
JetProb80, JetProb70, JetProb60, JetProb50 and JetProb40.

91





B prel
T method cross-checks

Reconstructed SV0 mass [GeV]
0 1 2 3 4 5

A
rb

itr
ar

y 
un

its

0

0.02

0.04

0.06

0.08

0.1

0.12 Data

light-flavour jets
c-jets
b-jets

MC stat. error

Reconstructed SV0 mass [GeV]
0 1 2 3 4 5

A
rb

itr
ar

y 
un

its

0

0.02

0.04

0.06

0.08

0.1

0.12

0 1 2 3 4 5

R
at

io

0.5
0.6
0.7
0.8
0.9

1
1.1
1.2
1.3
1.4
1.5

Reconstructed SV0 mass [GeV]
0 1 2 3 4 5

A
rb

itr
ar

y 
un

its

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14
Data

light-flavour jets
c-jets
b-jets

MC stat. error

Reconstructed SV0 mass [GeV]
0 1 2 3 4 5

A
rb

itr
ar

y 
un

its

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0 1 2 3 4 5
R

at
io

0.5
0.6
0.7
0.8
0.9

1
1.1
1.2
1.3
1.4
1.5

Reconstructed SV0 mass [GeV]
0 1 2 3 4 5

A
rb

itr
ar

y 
un

its

0

0.02

0.04

0.06

0.08

0.1

0.12 Data

light-flavour jets
c-jets
b-jets

MC stat. error

Reconstructed SV0 mass [GeV]
0 1 2 3 4 5

A
rb

itr
ar

y 
un

its

0

0.02

0.04

0.06

0.08

0.1

0.12

0 1 2 3 4 5

R
at

io

0.5
0.6
0.7
0.8
0.9

1
1.1
1.2
1.3
1.4
1.5

Figure B.1: Data to simulation comparison of the mass of the reconstructed SV0
secondary vertex on the tagged sample for the 20 GeV - 30 GeV bin. The templates
are taken from the JXµ samples and the fractions are taken from the prel

T fit. Shown
are SV050 on the top left, SV045 on the top right and SV040 on the bottom. The c-jet
template is used for the light jets since the fit cannot distinguish c-jets from light jets
but a c-jet is more likely to be tagged. Therefore perfect agreement cannot be expected.

93



prel
T method cross-checks

Reconstructed SV0 mass [GeV]
0 1 2 3 4 5

A
rb

itr
ar

y 
un

its

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9 Data

light-flavour jets
c-jets
b-jets

MC stat. error

Reconstructed SV0 mass [GeV]
0 1 2 3 4 5

A
rb

itr
ar

y 
un

its

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

0 1 2 3 4 5

R
at

io

0.5
0.6
0.7
0.8
0.9

1
1.1
1.2
1.3
1.4
1.5

Reconstructed SV0 mass [GeV]
0 1 2 3 4 5

A
rb

itr
ar

y 
un

its

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7
Data

light-flavour jets
c-jets
b-jets

MC stat. error

Reconstructed SV0 mass [GeV]
0 1 2 3 4 5

A
rb

itr
ar

y 
un

its

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0 1 2 3 4 5

R
at

io

0.5
0.6
0.7
0.8
0.9

1
1.1
1.2
1.3
1.4
1.5

Reconstructed SV0 mass [GeV]
0 1 2 3 4 5

A
rb

itr
ar

y 
un

its

0

0.1

0.2

0.3

0.4

0.5

0.6 Data

light-flavour jets
c-jets
b-jets

MC stat. error

Reconstructed SV0 mass [GeV]
0 1 2 3 4 5

A
rb

itr
ar

y 
un

its

0

0.1

0.2

0.3

0.4

0.5

0.6

0 1 2 3 4 5

R
at

io

0.5
0.6
0.7
0.8
0.9

1
1.1
1.2
1.3
1.4
1.5

Reconstructed SV0 mass [GeV]
0 1 2 3 4 5

A
rb

itr
ar

y 
un

its

0

0.1

0.2

0.3

0.4

Data

light-flavour jets
c-jets
b-jets

MC stat. error

Reconstructed SV0 mass [GeV]
0 1 2 3 4 5

A
rb

itr
ar

y 
un

its

0

0.1

0.2

0.3

0.4

0 1 2 3 4 5

R
at

io

0.5
0.6
0.7
0.8
0.9

1
1.1
1.2
1.3
1.4
1.5

Reconstructed SV0 mass [GeV]
0 1 2 3 4 5

A
rb

itr
ar

y 
un

its

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35
Data

light-flavour jets
c-jets
b-jets

MC stat. error

Reconstructed SV0 mass [GeV]
0 1 2 3 4 5

A
rb

itr
ar

y 
un

its

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0 1 2 3 4 5

R
at

io

0.5
0.6
0.7
0.8
0.9

1
1.1
1.2
1.3
1.4
1.5

Reconstructed SV0 mass [GeV]
0 1 2 3 4 5

A
rb

itr
ar

y 
un

its

0

0.05

0.1

0.15

0.2

0.25 Data

light-flavour jets
c-jets
b-jets

MC stat. error

Reconstructed SV0 mass [GeV]
0 1 2 3 4 5

A
rb

itr
ar

y 
un

its

0

0.05

0.1

0.15

0.2

0.25

0 1 2 3 4 5

R
at

io

0.5
0.6
0.7
0.8
0.9

1
1.1
1.2
1.3
1.4
1.5

Figure B.2: Data to simulation comparison of the mass of the reconstructed SV0
secondary vertex on the tagged sample for the 20 GeV - 30 GeV bin. The templates
are taken from the JXµ samples and the fractions are taken from the prel

T fit. From top
left to bottom right the operating points shown are JetProb90, JetProb80, JetProb70,
JetProb60, JetProb50 and JetProb40. The c-jet template is used for the light jets since
the fit cannot distinguish c-jets from light jets but a c-jet is more likely to be tagged.
Therefore perfect agreement cannot be expected.
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Figure B.3: Data to simulation comparison of the mass of the reconstructed SV0
secondary vertex on the tagged sample for the 30 GeV - 60 GeV bin. The templates
are taken from the JXµ samples and the fractions are taken from the prel

T fit. Shown
are SV050 on the top left, SV045 on the top right and SV040 on the bottom. The c-jet
template is used for the light jets since the fit cannot distinguish c-jets from light jets
but a c-jet is more likely to be tagged. Therefore perfect agreement cannot be expected.
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Figure B.4: Data to simulation comparison of the mass of the reconstructed SV0
secondary vertex on the tagged sample for the 30 GeV - 60 GeV bin. The templates
are taken from the JXµ samples and the fractions are taken from the prel

T fit. From top
left to bottom right the operating points shown are JetProb90, JetProb80, JetProb70,
JetProb60, JetProb50 and JetProb40. The c-jet template is used for the light jets since
the fit cannot distinguish c-jets from light jets but a c-jet is more likely to be tagged.
Therefore perfect agreement cannot be expected.
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Figure B.5: Data to simulation comparison of the mass of the reconstructed SV0
secondary vertex on the tagged sample for the 60 GeV - 90 GeV bin. The templates
are taken from the JXµ samples and the fractions are taken from the prel

T fit. Shown
are SV050 on the top left, SV045 on the top right and SV040 on the bottom. The c-jet
template is used for the light jets since the fit cannot distinguish c-jets from light jets
but a c-jet is more likely to be tagged. Therefore perfect agreement cannot be expected.
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Figure B.6: Data to simulation comparison of the mass of the reconstructed SV0
secondary vertex on the tagged sample for the 60 GeV - 90 GeV bin. The templates
are taken from the JXµ samples and the fractions are taken from the prel

T fit. From top
left to bottom right the operating points shown are JetProb90, JetProb80, JetProb70,
JetProb60, JetProb50 and JetProb40. The c-jet template is used for the light jets since
the fit cannot distinguish c-jets from light jets but a c-jet is more likely to be tagged.
Therefore perfect agreement cannot be expected.
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Figure B.7: Data to simulation comparison of the mass of the reconstructed SV0
secondary vertex on the tagged sample for the 90 GeV - 140 GeV bin. The templates
are taken from the JXµ samples and the fractions are taken from the prel

T fit. Shown
are SV050 on the top left, SV045 on the top right and SV040 on the bottom. The c-jet
template is used for the light jets since the fit cannot distinguish c-jets from light jets
but a c-jet is more likely to be tagged. Therefore perfect agreement cannot be expected.
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Figure B.8: Data to simulation comparison of the mass of the reconstructed SV0
secondary vertex on the tagged sample for the 90 GeV - 140 GeV bin. The templates
are taken from the JXµ samples and the fractions are taken from the prel

T fit. From top
left to bottom right the operating points shown are JetProb90, JetProb80, JetProb70,
JetProb60, JetProb50 and JetProb40. The c-jet template is used for the light jets since
the fit cannot distinguish c-jets from light jets but a c-jet is more likely to be tagged.
Therefore perfect agreement cannot be expected.

100



Number of tracks in reconstructed SV0
0 1 2 3 4 5 6 7 8 9 10

A
rb

itr
ar

y 
un

its

0

0.1

0.2

0.3

0.4

0.5

0.6 Data

light-flavour jets
c-jets
b-jets

MC stat. error

Number of tracks in reconstructed SV0
0 1 2 3 4 5 6 7 8 9 10

A
rb

itr
ar

y 
un

its

0

0.1

0.2

0.3

0.4

0.5

0.6

0 1 2 3 4 5 6 7 8 9 10

R
at

io

0.5
0.6
0.7
0.8
0.9

1
1.1
1.2
1.3
1.4
1.5

Number of tracks in reconstructed SV0
0 1 2 3 4 5 6 7 8 9 10

A
rb

itr
ar

y 
un

its

0

0.1

0.2

0.3

0.4

0.5

0.6 Data

light-flavour jets
c-jets
b-jets

MC stat. error

Number of tracks in reconstructed SV0
0 1 2 3 4 5 6 7 8 9 10

A
rb

itr
ar

y 
un

its

0

0.1

0.2

0.3

0.4

0.5

0.6

0 1 2 3 4 5 6 7 8 9 10

R
at

io

0.5
0.6
0.7
0.8
0.9

1
1.1
1.2
1.3
1.4
1.5

Number of tracks in reconstructed SV0
0 1 2 3 4 5 6 7 8 9 10

A
rb

itr
ar

y 
un

its

0

0.1

0.2

0.3

0.4

0.5

Data

light-flavour jets
c-jets
b-jets

MC stat. error

Number of tracks in reconstructed SV0
0 1 2 3 4 5 6 7 8 9 10

A
rb

itr
ar

y 
un

its

0

0.1

0.2

0.3

0.4

0.5

0 1 2 3 4 5 6 7 8 9 10

R
at

io

0.5
0.6
0.7
0.8
0.9

1
1.1
1.2
1.3
1.4
1.5

Figure B.9: Data to simulation comparison of the number of tracks used for the
reconstructed SV0 secondary vertex on the tagged sample for the 20 GeV - 30 GeV
bin. The templates are taken from the JXµ samples and the fractions are taken from
the prel

T fit. Shown are SV050 on the top left, SV045 on the top right and SV040 on
the bottom. The c-jet template is used for the light jets since the fit cannot distinguish
c-jets from light jets but a c-jet is more likely to be tagged. Therefore perfect agreement
cannot be expected.
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Figure B.10: Data to simulation comparison of the number of tracks used for the
reconstructed SV0 secondary vertex on the tagged sample for the 20 GeV - 30 GeV
bin. The templates are taken from the JXµ samples and the fractions are taken from
the prel

T fit. From top left to bottom right the operating points shown are JetProb90,
JetProb80, JetProb70, JetProb60, JetProb50 and JetProb40. The c-jet template is
used for the light jets since the fit cannot distinguish c-jets from light jets but a c-jet is
more likely to be tagged. Therefore perfect agreement cannot be expected. The 0 bin
is suppressed.
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Figure B.11: Data to simulation comparison of the number of tracks used for the
reconstructed SV0 secondary vertex on the tagged sample for the 30 GeV - 60 GeV
bin. The templates are taken from the JXµ samples and the fractions are taken from
the prel

T fit. Shown are SV050 on the top left, SV045 on the top right and SV040 on
the bottom. The c-jet template is used for the light jets since the fit cannot distinguish
c-jets from light jets but a c-jet is more likely to be tagged. Therefore perfect agreement
cannot be expected.
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Figure B.12: Data to simulation comparison of the number of tracks used for the
reconstructed SV0 secondary vertex on the tagged sample for the 30 GeV - 60 GeV
bin. The templates are taken from the JXµ samples and the fractions are taken from
the prel

T fit. From top left to bottom right the operating points shown are JetProb90,
JetProb80, JetProb70, JetProb60, JetProb50 and JetProb40. The c-jet template is
used for the light jets since the fit cannot distinguish c-jets from light jets but a c-jet is
more likely to be tagged. Therefore perfect agreement cannot be expected. The 0 bin
is suppressed.
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Figure B.13: Data to simulation comparison of the number of tracks used for the
reconstructed SV0 secondary vertex on the tagged sample for the 60 GeV - 90 GeV
bin. The templates are taken from the JXµ samples and the fractions are taken from
the prel

T fit. Shown are SV050 on the top left, SV045 on the top right and SV040 on
the bottom. The c-jet template is used for the light jets since the fit cannot distinguish
c-jets from light jets but a c-jet is more likely to be tagged. Therefore perfect agreement
cannot be expected.
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Figure B.14: Data to simulation comparison of the number of tracks used for the
reconstructed SV0 secondary vertex on the tagged sample for the 60 GeV - 90 GeV
bin. The templates are taken from the JXµ samples and the fractions are taken from
the prel

T fit. From top left to bottom right the operating points shown are JetProb90,
JetProb80, JetProb70, JetProb60, JetProb50 and JetProb40. The c-jet template is
used for the light jets since the fit cannot distinguish c-jets from light jets but a c-jet is
more likely to be tagged. Therefore perfect agreement cannot be expected. The 0 bin
is suppressed.
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Figure B.15: Data to simulation comparison of the number of tracks used for the
reconstructed SV0 secondary vertex on the tagged sample for the 90 GeV - 140 GeV
bin. The templates are taken from the JXµ samples and the fractions are taken from
the prel

T fit. Shown are SV050 on the top left, SV045 on the top right and SV040 on
the bottom. The c-jet template is used for the light jets since the fit cannot distinguish
c-jets from light jets but a c-jet is more likely to be tagged. Therefore perfect agreement
cannot be expected.
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Figure B.16: Data to simulation comparison of the number of tracks used for the
reconstructed SV0 secondary vertex on the tagged sample for the 90 GeV - 140 GeV
bin. The templates are taken from the JXµ samples and the fractions are taken from
the prel

T fit. From top left to bottom right the operating points shown are JetProb90,
JetProb80, JetProb70, JetProb60, JetProb50 and JetProb40. The c-jet template is
used for the light jets since the fit cannot distinguish c-jets from light jets but a c-jet is
more likely to be tagged. Therefore perfect agreement cannot be expected. The 0 bin
is suppressed.
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Figure B.17: Data to simulation comparison of the mass of the reconstructed SV0
secondary vertex before tagging. The fractions are the taken from JX simulation. The
light template is also taken from JX simulation. From top left to bottom right the
20 GeV - 30 GeV, the 30 GeV - 60 GeV the 60 GeV - 90 GeV and the 90 GeV -
140 GeV bins are shown.
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Figure B.18: Data to simulation comparison of the number of tracks used for the
reconstructed SV0 secondary vertex before tagging. The fractions are the taken from
JX simulation. The light template is also taken from JX simulation. From top left to
bottom right the 20 GeV - 30 GeV, the 30 GeV - 60 GeV the 60 GeV - 90 GeV and
the 90 GeV - 140 GeV bins are shown.
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Figure B.19: Data to simulation comparison of the mass of the reconstructed SV0
secondary vertex before tagging. The fractions are the results from the prel

T method.
The light template is taken from JX simulation. From top left to bottom right the
20 GeV - 30 GeV, the 30 GeV - 60 GeV the 60 GeV - 90 GeV and the 90 GeV -
140 GeV bins are shown.
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Figure B.20: Data to simulation comparison of the number of tracks used for the
reconstructed SV0 secondary vertex before tagging. The fractions are the results from
the prel

T method. The light template is taken from JX simulation. From top left to
bottom right the 20 GeV - 30 GeV, the 30 GeV - 60 GeV the 60 GeV - 90 GeV and
the 90 GeV - 140 GeV bins are shown.
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C Systematic uncertainties of the prel
T method

No η p⊥[GeV]
Systematic Cut 0− 1.2 1.2− 2.5 20− 30 30− 60 60− 90 90− 140
B-hadron direction 0.58 0.14 0.15 2.21 0.08 1.55 3.77
Light Template Modeling (b
variation)

0.88 0.79 0.95 0.81 0.80 0.65 0.24

Jet Energy Scale 0.20 0.18 0.04 0.80 0.15 0.33 0.12
B Fragmentation 0.03 0.12 0.24 1.11 0.17 0.09 0.15
Fake Muons 0.20 0.18 0.04 0.80 0.15 0.33 0.12
B Decay 2.47 1.85 2.35 4.58 3.00 0.70 0.42
B Decay (up/down) 0.33 0.12 0.42 1.04 0.41 0.07 0.01
mc Stats 1.70 1.81 2.71 5.14 2.00 1.83 2.39
Gluon Splitting C 0.59 0.21 0.74 0.12 0.61 0.92 7.25
Gluon Splitting B 0.36 0.54 0.59 2.40 0.07 0.60 0.75
Muon Reweighting 3.34 0.71 2.11 4.13 3.62 1.87 3.37
SF to inclusive jets 1.40 2.19 0.79 1.59 2.91 1.08 4.16
Total 4.89 3.61 4.47 9.05 5.98 3.57 10.10

Table C.1: Systematic uncertainties in percent for the SV050 working point.

No η p⊥[GeV]
Systematic Cut 0− 1.2 1.2− 2.5 20− 30 30− 60 60− 90 90− 140
B-hadron direction 0.50 0.08 0.05 1.72 0.32 1.93 3.23
Light Template Modeling (b
variation)

0.88 0.83 0.95 0.81 0.76 0.65 0.35

Jet Energy Scale 0.19 0.19 0.05 0.80 0.35 0.33 0.05
B Fragmentation 0.03 0.11 0.23 1.10 0.08 0.09 0.15
Fake Muons 0.19 0.19 0.05 0.80 0.35 0.33 0.05
B Decay 3.05 1.92 2.39 4.58 3.02 0.63 0.30
B Decay (up/down) 0.33 0.13 0.42 1.04 0.23 0.07 0.02
mc Stats 1.73 1.85 2.80 5.46 2.01 1.93 2.60
Gluon Splitting C 0.17 0.23 0.72 0.17 0.14 0.73 6.44
Gluon Splitting B 0.16 0.54 0.59 2.92 0.48 0.60 0.68
Muon Reweighting 5.83 1.31 2.62 4.14 5.71 4.59 2.80
SF to inclusive jets 1.32 2.34 0.34 1.58 3.03 1.19 4.57
Total 7.02 3.92 4.75 9.28 7.50 5.64 9.39

Table C.2: Systematic uncertainties in percent for the SV045 working point.
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Systematic uncertainties of the prel
T method

No η p⊥[GeV]
Systematic Cut 0− 1.2 1.2− 2.5 20− 30 30− 60 60− 90 90− 140
B-hadron direction 0.41 0.12 0.10 1.71 0.18 2.13 5.07
Light Template Modeling (b
variation)

0.88 0.85 0.95 0.81 0.80 0.65 0.30

Jet Energy Scale 0.19 0.18 0.05 0.80 0.14 0.32 0.11
B Fragmentation 0.03 0.10 0.23 1.10 0.18 0.08 0.22
Fake Muons 0.19 0.18 0.05 0.80 0.14 0.32 0.11
B Decay 4.33 1.93 2.50 4.59 4.52 0.62 0.35
B Decay (up/down) 0.34 0.12 0.43 1.04 0.40 0.08 0.01
mc Stats 1.75 1.93 2.85 6.59 2.11 2.09 2.99
Gluon Splitting C 0.47 0.22 0.66 0.09 0.27 0.63 6.77
Gluon Splitting B 0.38 0.54 0.61 2.93 0.20 0.62 0.78
Muon Reweighting 7.08 2.84 3.63 4.14 7.17 6.34 2.92
SF to inclusive jets 1.17 2.39 0.29 1.22 3.03 1.26 4.99
Total 8.65 4.73 5.44 9.94 9.30 7.25 10.72

Table C.3: Systematic uncertainties in percent for the SV040 working point.

No η p⊥[GeV]
Systematic Cut 0− 1.2 1.2− 2.5 20− 30 30− 60 60− 90 90− 140
B-hadron direction 0.59 0.42 0.76 0.56 0.69 1.21 0.33
Light Template Modeling (b
variation)

0.45 0.37 0.43 0.30 0.46 0.51 0.20

Jet Energy Scale 0.11 0.33 0.02 0.06 0.15 0.13 0.04
B Fragmentation 0.00 0.00 0.05 0.02 0.02 0.01 0.00
Fake Muons 0.11 0.33 0.02 0.06 0.15 0.13 0.04
B Decay 0.41 0.31 0.32 0.21 0.50 0.08 0.09
B Decay (up/down) 0.04 0.04 0.04 0.00 0.05 0.00 0.00
mc Stats 0.69 0.71 0.89 1.77 1.28 0.69 0.69
Gluon Splitting C 0.16 0.21 0.04 0.11 0.10 1.22 0.12
Gluon Splitting B 0.22 0.06 0.08 0.07 0.21 0.19 0.01
Muon Reweighting 0.01 0.16 0.31 0.22 0.26 0.90 0.00
SF to inclusive jets 0.44 0.53 0.62 0.73 0.56 0.16 0.35
Total 1.22 1.22 1.47 2.04 1.74 2.15 0.88

Table C.4: Systematic uncertainties in percent for the JetProb90 working point.

No η p⊥[GeV]
Systematic Cut 0− 1.2 1.2− 2.5 20− 30 30− 60 60− 90 90− 140
B-hadron direction 0.89 0.12 0.80 1.83 0.24 0.27 2.17
Light Template Modeling (b
variation)

0.79 0.61 0.75 0.63 0.75 0.65 0.51

Jet Energy Scale 0.12 0.24 0.01 0.13 0.17 0.41 0.21
B Fragmentation 0.02 0.03 0.04 0.05 0.05 0.11 0.32
Fake Muons 0.12 0.24 0.01 0.13 0.17 0.41 0.21
B Decay 1.38 0.70 0.76 1.21 2.22 0.91 0.31
B Decay (up/down) 0.10 0.07 0.08 0.03 0.14 0.05 0.06
mc Stats 1.30 1.23 1.75 3.28 1.52 1.49 1.65
Gluon Splitting C 0.20 0.15 0.08 0.06 0.13 2.22 0.04
Gluon Splitting B 0.30 0.01 0.28 0.12 0.33 0.51 0.21
Muon Reweighting 1.41 0.25 0.06 0.48 2.50 0.94 1.55
SF to inclusive jets 0.98 1.20 1.46 1.50 1.58 0.44 1.20
Total 2.85 2.01 2.66 4.31 4.10 3.19 3.44

Table C.5: Systematic uncertainties in percent for the JetProb80 working point.
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No η p⊥[GeV]
Systematic Cut 0− 1.2 1.2− 2.5 20− 30 30− 60 60− 90 90− 140
B-hadron direction 0.86 0.01 1.08 2.62 0.05 0.77 2.54
Light Template Modeling (b
variation)

0.88 0.70 0.95 0.77 0.80 0.65 0.51

Jet Energy Scale 0.21 0.16 0.01 0.08 0.18 0.39 0.25
B Fragmentation 0.04 0.12 0.23 0.01 0.16 0.10 0.34
Fake Muons 0.21 0.16 0.01 0.08 0.18 0.39 0.25
B Decay 2.30 1.38 2.06 2.00 2.84 0.76 0.46
B Decay (up/down) 0.32 0.08 0.37 0.07 0.39 0.06 0.08
mc Stats 1.51 1.45 2.08 3.89 1.74 1.33 1.83
Gluon Splitting C 0.70 0.18 0.71 0.12 0.62 1.43 1.75
Gluon Splitting B 0.33 0.46 0.46 0.20 0.09 0.58 0.54
Muon Reweighting 2.53 0.50 1.79 1.19 3.28 1.42 2.21
SF to inclusive jets 1.34 1.68 1.61 1.69 2.23 0.68 2.06
Total 4.25 2.81 4.16 5.56 5.30 2.92 4.79

Table C.6: Systematic uncertainties in percent for the JetProb70 working point.

No η p⊥[GeV]
Systematic Cut 0− 1.2 1.2− 2.5 20− 30 30− 60 60− 90 90− 140
B-hadron direction 0.61 0.06 0.42 1.62 0.26 1.52 3.05
Light Template Modeling (b
variation)

0.88 0.75 0.95 0.81 0.80 0.65 0.51

Jet Energy Scale 0.20 0.15 0.02 0.80 0.16 0.35 0.20
B Fragmentation 0.04 0.13 0.24 1.10 0.16 0.09 0.24
Fake Muons 0.20 0.15 0.02 0.80 0.16 0.35 0.20
B Decay 2.41 1.43 2.18 4.59 2.92 0.62 0.39
B Decay (up/down) 0.33 0.09 0.39 1.04 0.40 0.07 0.03
mc Stats 1.66 1.66 2.35 4.69 2.32 1.45 2.05
Gluon Splitting C 0.82 0.05 0.68 0.15 0.80 1.04 2.97
Gluon Splitting B 0.35 0.40 0.49 2.92 0.09 0.58 0.35
Muon Reweighting 2.73 0.59 2.04 4.13 3.44 1.60 2.14
SF to inclusive jets 1.67 2.14 1.32 1.68 2.74 0.93 3.10
Total 4.58 3.24 4.27 8.85 5.91 3.21 6.10

Table C.7: Systematic uncertainties in percent for the JetProb60 working point.

No η p⊥[GeV]
Systematic Cut 0− 1.2 1.2− 2.5 20− 30 30− 60 60− 90 90− 140
B-hadron direction 0.52 0.09 0.33 1.48 0.34 1.52 4.07
Light Template Modelling (b
variation)

0.88 0.78 0.95 0.81 0.80 0.65 0.48

Jet Energy Scale 0.20 0.17 0.02 0.80 0.16 0.37 0.14
B Fragmentation 0.04 0.13 0.25 1.10 0.17 0.09 0.23
Fake Muons 0.20 0.17 0.02 0.80 0.16 0.37 0.14
B Decay 2.45 1.67 2.10 4.59 2.96 0.68 0.42
B Decay (up/down) 0.33 0.10 0.38 1.04 0.40 0.07 0.01
mc Stats 1.70 1.75 2.65 5.49 1.95 1.65 2.54
Gluon Splitting C 0.71 0.19 0.50 0.19 0.73 0.99 4.28
Gluon Splitting B 0.36 0.51 0.46 2.92 0.09 0.61 0.48
Muon Reweighting 4.54 0.63 3.49 4.13 4.59 1.82 2.47
SF to inclusive jets 1.84 2.58 0.59 1.12 3.08 1.21 4.41
Total 5.90 3.73 5.07 9.19 6.68 3.51 8.22

Table C.8: Systematic uncertainties in percent for the JetProb50 working point.
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Systematic uncertainties of the prel
T method

No η p⊥[GeV]
Systematic Cut 0− 1.2 1.2− 2.5 20− 30 30− 60 60− 90 90− 140
B-hadron direction 0.50 0.31 0.62 1.31 0.32 1.22 4.99
Light Template Modeling (b
variation)

0.88 0.80 0.95 0.81 0.80 0.65 0.44

Jet Energy Scale 0.20 0.18 0.02 0.80 0.15 0.37 0.17
B Fragmentation 0.03 0.12 0.25 1.10 0.17 0.08 0.21
Fake Muons 0.20 0.18 0.02 0.80 0.15 0.37 0.17
B Decay 2.47 1.54 2.05 4.58 2.98 0.76 0.43
B Decay (up/down) 0.33 0.11 0.38 1.04 0.41 0.06 0.01
mc Stats 1.76 2.12 2.93 6.78 2.17 2.03 3.27
Gluon Splitting C 0.71 0.05 0.73 0.15 0.73 0.93 4.64
Gluon Splitting B 0.36 0.33 0.48 2.92 0.07 0.63 0.62
Muon Reweighting 4.54 0.64 1.92 4.13 5.15 2.25 2.36
SF to inclusive jets 2.15 3.30 0.54 1.95 3.28 1.57 5.93
Total 6.02 4.37 4.37 10.12 7.24 3.96 9.93

Table C.9: Systematic uncertainties in percent for the JetProb40 working point.
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Nomenclature

ADC Analog-to-Digital Converter

AMS Alenia Marconi Systems, now Selex Sistemi Integrati

ATLAS A Toroidal LHC Apparatus

CERN Organisation Européenne pour la Recherche Nucléaire

CMS Compact Muon Solenoid

CSC Cathode Strip Chamber

DAC Digital to Analog Converter

EM Electromagnetic

IZM Fraunhofer Institute for Reliability and Microintegration

LHC Large Hadron Collider

MDT Monitored Drift Tube

RPC Resistive Plate Chamber

SCT Semiconductor Tracker

TGC Thin Gas Chamber

TRT Transition Radiation Tracker
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