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practical experience which has been gained so far in 2 ”typical" system examples have been modeled and OCR Output
The purpose of this paper is to describe the of several weeks. During the evaluation period,

product was acquired following an evaluation period
application domain. RTSA, with the precision necessary for simulation. The
system, mapping the problem-domain model into the modeling Language (ESML) *5* to create an executable
cation as a reference for implementing the actual standard notations from the Extended Systems
behavior, one can take this executable system specifi tured analysis (RTSA) *2***. It uses extensions to the
shows that the system model exhibits the expected in C or C++. The tool has its roots in real-time struc

language. One can include extemal functions writtensystem’s dynamic behavior. When the simulation
transition diagrams (STDs), and code in the mini—specdomain. Subsequent simulation allows to study the
combination of data-flow diagrams (DFDs), stateindependent and describes the system in the problem

Usually, engineers will build a system model as asystems. Ideally, a system model is implementation

exercise the model.proceeding to detailed system design or building the
create the simulation structure, and (iv) a simulator totime·dependent systems at the system level, before

The objective is to model and to simulate such
Figure 1: Foresight — Toolset

to record them for further analysis.
of thousands detector channels, to filter the data, and
data-acquisition systems to collect data from hundreds SimulatorLibrary
high-energy-physics experiments one will find large
vacuum pumps, radio-frequency equipment, etc.. ln

DATABASEaccelerator equipment, like thousands of magnets,
of the first category are used to conuol all particle
control systems and data-acquisition systems. Systems

Editors Analyzerthese systems fall into one of two broad categories:
the structure of matter and forces in nature. In general,
Particle Physics (CERN) use complex systems to study

a model, (iii) an analyzer to check the model and toResearchers at the European Laboratory for
(i) editors (graphical and text) and (ii) libraries to build

INTRODUCTION Foresight lll. Foresight is a tool-set that consists of
gained with the commercially available product

The experience described in this paper has beenbased on that experience will be drawn.
practical examples will be presented, and conclusions

TOOLsuch a tool. After a brief description of the tool,
practical experience which has been gained from using

some conclusions will be drawn.level. The purpose of this paper is to describe the
and their simulation will be described and, finally,simulate time-dependent systems at the specification
that has been used. Then examples of system modelsTools have become available to model and to
following chapter will give a brief overview of the tool
using a system modeling and simulation tool. TheABSTRACT
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necessary to scan the 128 channels for valid data.
Figure 2: Silicon-detector readout scheme the FIFO as functions of the SDS time, i.e.; the time

shows the average occupancy of the output buffer and
based on a mean trigger rate of 100 kl—Iz. Figure 3
results which have been obtained so far. They are

Trigger | Control Circuitry
tions. The following figures illustrate some of the

Sampling Clock
file to provide the input data for the Foresight simula
plus the effects of electronic noise, were stored in aChannel 128___j_______| §
events that were included. The resulting hit patterns,

S I-|A@—| Buffer the detector response to these events and background
simulation program GEANT“°] was used to calculateChannel 1 # H § were generated. Then, the high-energy-physics

Anal0¤ MMY particular, events that meet the trigger requirements
were used to study the dynamic module behavior. In
mini-specs. After validating the models, physics datadata buffer.
(which include elements from the library), STDs andanalog-to-digital converter (ADC), and (iv) an output

block to skip empty channels during readout, (iii) an lated *9]. The models consist of a combination of DFDs
module have been developed, validated, and simuand write operations, (ii) the sparse-data—scan (SDS)
etc., Models of the integrated circuit and the 8-chipare (i) the control circuitry to supervise memory read
delay values, losses as a function of these parameters,as a circular buffer. Further components of the ASIC
buffer size, pointer-memory size, acceptable readoutmemory-cell arrangement (Analog MMY), configured
study important system parameters, like optimalone will find a pre-amplifier (Amp) and an analog
at the various stages of the readout process and tolts principle is shown in Figure 2. ln each channel,
module to monitor the processing time of each triggerserving 128 detector channels, is under development

The task was to model and to simulate such aan application-specific integrated circuit (ASIC),
two million detector channels. For the readout system,

token-ring configuration for readout purposes.present design of the silicon detector foresees some
to build modules which group 8 of these chips in aAtlas experiment [7* which is planned for the LHC. The
output buffer for further processing. Current plans areconcept for a large silicon detector, forming part of the
after analog-to-digital conversion are stored in anstudy. The RD2 collaboration *‘* is developing a
SDS block scans the 128 channels for valid data whichthe Large Hadron Collider (LHC), is currently under
freezing of cells also launches the readout process. TheAt CERN, a next generation particle accelerator,
first—out memory (FIFO) in the control circuitry. The
location pointers for each recorded event in a first-infor a Large Particle Detector.
will occur. Therefore, it is necessary to store bufferProject 1: Model and Simulate the Readout System
freeze and unfreeze operations buffer fragmentation
contiguous space in the buffer, because after repeatedwhich we now describe in more detail.
buffer. In general, event data will occupy a nona 2-day training course, before starting those projects
the normal operation of the circular analog-memorydidn’t. With one exception, all current users attended
which have not been frozen will be overwritten duringhad previous CAE or programming experience, others
and to keep the data for further processing. Cellsengineers, physicists, and students. Some of the users
event data, to prevent them from being overwrittenUntil now, the tool has been used at CERN by
analog-memory cells that hold the corresponding
event. The trigger signal is used to freeze all thosePRACTICAL EXPERIENCE
respect to the data that have been sampled for this
the detector-readout ASIC after a fixed delay, withcarried out so far.
system) will generate a trigger signal. lt will arrive atmodeling and simulation examples that have been
interesting event occurs, logic circuitry (extemal to thisfriendliness. The next chapter will describe system
occupy a certain number of locations (cells). If anaided-engineering (CAE) tools, and (iii) its user
into the analog-memory buffer, where they will(ii) the possibilities to link it with existing computer
sampled at a given rate (every 25 ns) will be written(i) the tool’s modeling and simulation capabilities,

The operating principle is the following. Datasimulated . This allowed to draw conclusions about
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Figure 5: Readout time as function of SDS time scheme is based on directly measuring and regulating OCR Output
liquid helium that circulates in a pipe. The current
excess heat is absorbed by partly evaporating theSparse-Data-Scan Time [ns]
the model) are surrounded by liquid helium and100 200 300 400 500 600 700 800 9001000
The principle is shown in Figure 6. Magnets (heaters in
of the magnets, has been designed, built and tested ml

10 Figure 6: Cryogenic system for superconducting magnets
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model of the cryogenic system, using heaters insteadon SDS time

(27 km) of the accelerator tunnel. A full—scale (20 m)Figure 3: Average FIFO and buffer occupancy depending
regardless of their position along the circumference
the magnets at the correct working temperature,Sparse-Data-Smn Time {ns]

100200 300400 500600700 0009001000 genic distribution system is necessary to maintain all
1.5 equate refrigeration to the magnets. A special cryo

cryogenic system must produce and distribute ad
magnets operated in pressurized helium at 1.9 'K. The

§ 2.0 The LHC accelerator will use superconducting

Cooling System for Superconducting Magnets
g 2.5

Project 2: Model and Analyze a Liquid-Helium

conditions and (ii) to evaluate alternatives.3·° [' -I-r=u=o ·¤~ouzpu¤ Bum
way (i) to study the system behavior under different
time. After these encouraging results, work is under
and maximum readout times as a function of SDSevents which occupy 3 analog·memory locations and
for a SDS time of 100 ns. Figure 5 illustrates averageFigure 4 shows the read0ut—time distribution for
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and a module that uses several of these chips, and
variety of applications is very positive.this project, the tasks are (i) to model the VLSI circuit

corresponding data will respond to this request. For modeling and simulating real-time systems for a
experience which has been gained until now inwill present a marker and all elements that hold

The overall conclusion of this paper is that thesingle event. During the readout process, the system
marker serves to retrieve all data that belong to a

involved in a large collaboration.unique and system-wide marker is recorded. The
for further processing. Along with the samples, a distributing reference models to the different parties
values, assumed to represent a detector signal, is kept Language) descriptions could be of great help in

speed-integrated·circuit Hardware Descriptionabove-threshold sample into a buffer. This set of
problem, like mapping STDs into VHDL (Very-highpre-programmed number of samples that followed the
future. It is felt that even partial solutions to thatprogrammed number of samples that preceded and a

’complete" signal, circuitry will transfer a pre complete solutions are not expected for the near
of a button. Work in this direction is under way, butsignal. In response to this "trigger", and to acquire the
model into the application domain, ideally at the pushassumes that the sample is from a valid detector

A further issue is mapping the problem—domainthat exceeds a given (programmable) threshold, it
a given rate. Whenever the chip detects a sample value

collect data about the system’s dynamic behavior.the inputs of the MEC chip where they are sampled at
in a second step, the compiled code will be used tolowed by a longer decay time. Such signals arrive at
graphical and interactive features, in a first step. Then,particle detectors have a fairly short rise time, fol
one can build and validate system models using all theThe principle is the following. Signals from certain
factor of 40. If the code generator becomes available,

one uses a data-driven scheme. show improvements of the simulation speed by a
Unlike the configuration described in project I, this exists and has been demonstrated ll". Early test results

(and validated) system models into compilable codeand to store valid detector data for further processing.
addressed. A prototype that converts graphically builtMEC [*3], has been developed. Its purpose is to detect
tion in simulation speed. But this issue is beingFor LHC experiments a special VLSI chip, the
time. The price to pay for the interactivity is a reduc
helpful to optimize the use of creative engineeringLarge-Scale Integrated (VLSI) Circuit.
opposed to writing and debugging code) is veryAcquisition System Based on an Existing Very
short period of time. It is felt that this approach (asProject 3: Study the Feasibility of Building a Data
build and to validate system models in a relatively
tion, single-step model execution, etc.; allow them totest, to be performed on a 50 m long magnet string.
interactive simulator which offers features like anima(ii) to decide which scheme to implement for a real-life
building models, (ii) the libraries, and (iii) the highlydifferent operating parameters of each scheme, and

Users find that (i) the graphical approach fortion will then be used (i) to find optimal values for the
models are currently in the validation phase. Simula

dependent systems.weeks to develop the models for both schemes. The
possible to build and to simulate models of timeprogram ml. It has taken a cryogenics expert a few
amount of overhead (e.g.; training and support), it washeat exchanging process, described as an external C
relatively short period of time and with a minimumcombination of DFDs and STDs. Linked to them is the

The above described examples show that within aof the systems and the valve were modeled as a
been developed. The programmable-logic controllers

CONCLUSIONSbehavioral and functional simulation models have
advantages and disadvantages of both schemes,

the module is in the validation phase.operating temperature of the magnets. To study
functions, etc.) and validated. Currently, the model ofand detection, but may eventually result in a lower
been built (as a combination of DFDs, STDs, extemaldeal with a significant delay between heat absorption
rates, system readout time). The model of the chip haslevel of the helium in the pot. The latter method has to
chips in subsystem loops) and parameters (like eventtemperature indirectly, measuring and controlling the
different system configurations (like number of VLSImagnet. An altemative scheme is to regulate the
(ii) to study the system behavior as a function ofthe temperature of the helium that surrounds the
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