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1 Introduction

The structure functions of nucleons which deseribe the distribution of quarks
‘inside nuclear matter have been measured, for both free and bound nucleons,
in a variety of high precision experiments with electron, muon, and neutrino
beams [1]-[9]. In these measurements, it has been observed that the structure
function Fi'(x,Q?) of a nucleus A, and consequently the quark distributions
measured in complex nuclei, is different from the structure function of a free
nucleon [6, 11].

Most of the experimental data on structure functions of nuclear targets
have been measured below z = 0.8, where x is the Bjorken scaling variable.
However, many effects predicted by nuclear models such as-the high mo-
mentum component of Fermi motion, few nucleon correlations, multiquark
clusters etc., are expected to manifest themselves mostly in the region close
to z = 1.0, which is the kinematic limit for a lepton scattered from a free
nucleon. Due to substantial experimental difficulties, this kinematic region
has remained almost unexplored so far. Upper limits on F3* from a mea-
surement of deep inelastic neutrino scattering on iron have been given in
ref. [10]. Measurements from electron scattering on nuclear targets at lower
beam energies have recently been reported [12].

In this paper, we report on the first experimental measurement of the
bound nucleon structure function F¢ (z, @?) at large squared four-momentum
transfer )7, in the region z > 0.8. The data were obtained in deep inelastic
scattering of a beam of 200 GeV muons on a carbon target. The analysis
of data in the range 0.25 < z < 0.8 from the same experiment has been
reported in [1].

2 Cross section and nucleon structure func-
tions ,

In the experiment described here, the quark structure of a nucleus of mass
A is probed in the inclusive deep inelastic scattering reaction

pt Ao E X, 1)

where 4 is the scattered muon and X is the hadronic final state. The domi-
nant contribution to the cross section of reaction (1) comes from single photon



exchange. In this approximation, the double differential cross section can be
written as
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where « is the electromagnetic coupling constant, E is the energy of the
incident muon, (? is the squared four momentum transfer from the muen
to the nucleus, z and y are the Bjorken scaling variables and Fiz, QY
and R(z,Q?) are the structure functions of the nucleus. We follow the
convention that the structure functions are normalized to the number of
nucleons in the nucleus.

In the laboratory frame, the Lorentz invariant variables Q2, « and y are
related to measurable quantities by the expressions:

Q* = 4EE'sin®(9/2), )
v=FE-F, i (4)

_ @ _r
L= M’ y= Es (5)

where E’ is the energy of scattered muon, ¢ is the scattering angle, and M
is the mass of the target particle. When M is taken to be the nucleon mass,
then 0 < # < A and F§ is defined in the same interval.

The structure function B4(z, Q?) = o /o4 is the ratio of absorption cross
sections for virtual photons of longitudinal and transverse polarization. We
have shown in ref. [1] that in the region Q% > 40 GeV? and 0.25 < z < 0.8
this structure function is compatible with zero, R® = 0.015 £ 0.013 (stat.) £
0.026 (syst.). This measurement is also compatible with perturbative Quan-
tum Chromodynamics (QCD) calculations which predict R to decrease with
z and @? and to become small in the kinematic region of our measurement
[13]. Furthermore, the contribution of R to the cross section (2) decreases
with increasing « except for very large values of y which are excluded from
the present analysis. We therefore conclude that R can be safely assumed to
be zero in the analysis of Fi(z,Q?) in our kincmatic range.

3 Apparatus and data taking

The data were collected with a high luminosity spectrometer in the CERN
SPS muon beam. The experimental apparatus is shown in' Fig. 1 and has
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Fig. 1: Schematic view of the spectrometer.
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been described in detail elsewhere [14]. It consisted of a 50 m long seg-
mented toroidal iron magnet which was magnetized close to saturation and
surrounded a 40 m long carbon target. The hadronic shower produced in the
deep inelastic interaction was absorbed by the target and by the spectrom-
eter iron within a few meters from the interaction point and the surviving
scattered muon was focused towards the spectrometer axis. The toroids were
equipped with twenty planes of trigger counters segmented into concentric
rings around the beam axis to permit a Q2 selective trigger, and with 80
planes of MWPC measuring the track in two orthogonal projections. Four
hodoscopes along the spectrometer axis detected the incoming muons and
measured their trajectories. A wall of scintillation counters in front of the
specirometer provided a veto against the beam halo,

The momenta of the incident muons were measured with a spectrometer:
consisting of an air-gap magnet and four scintillator hodoscopes in the beam
line. The average energy of the incident beam was 200 GeV. Due to energy
loss in the target, the average muon energy at the interaction point was
194 Gev. The beam intensity was typically 2 - 107 ¢ per 1.4 sec beam spill
from the accelerator, and was counted with the beam hodoscopes using two
different methods {14]. After corrections for deadtime, the results obtained
by the two methods agreed to =~ 1%. The total number of incident muons
used for this measurement was (4.23 £0.13) - 101,

The trigger required signals from four consecutive trigger planes situated
anywhere in the apparatus, corresponding to scattered muon tracks longer
than 8 m, in coincidence with a beam signal and in anticoincidence with the
halo signal.

4 Event reconstruction

The recorded events were processed using the program PATRAC [15] with
the following steps:

s pattern recognition and event reconstruction;
o selection of events;

o computation of detector efficiencies;



¢ computation of the incident muon flux and corrections for dead time
losses.

The kinematic reconstruction determined the scattered muon momentum
and the scattering angle #. In the event selection, each track was required
to have al least 4 points measured in each projection and 10 points in total;
the average number of points in each projection was 28. The vast majority
of events has a simple topology of a single scattered muon track. A typical
event is shown in Fig. 2.

The rejection of background from halo feed-through and accidental tracks
was based on geometrical and timing cuts and the requirement that the tracks
had to be geometrically consistent with the trigger pattern recorded by the
scintitlation counters. Ouly about 2% of the events could not be unambigu-
ously identified as good or background and were scanned visually. About
half of the scanned events were found to be good. The misidentification of
background events as good events, and of good events as background, was
- found to be less than 0.1% by visual scanning of control samples of both
categories,

Only data taking runs with a stable performance of the beam and of
all detectors were retained for the final analysis. This requirement led to a
rejection of about 10% of the raw data. The events selected for the calculation
of structure functions had to fulfill the following criteria:

o the interaction vertex is contained in the fiducial volume of the target;:

o the scattered muon track is contained in the fiducial volume of the
spectrometer;

o the reconstructed events have E' > 30 GeV, Q2 > 52GeV?2, and 0.4 <
x < 1.8. In this region, the geometrical acceptance of the spectrometer
is flat in x and Q% and is everywhere larger than 65%:

¢ the reconstructed events are observed in a region of good resolution in
the scattering angle 6 (¢ > 0.045 rad).

After these cuts we obtain 7.6 - 10? cvents for the analysis of structure [une-
tions. OF these, 1356 evenis are reconstructed in the rauge « > 0.8. We
have retained the events with 0.4 < r < 0.8 for comparison with the results
reported in [1] which were obtained with a somewhat different method.
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5 Determination of F{(z, Q%)

Monte Carlo simulation of the experiment

The experiment has been simulated with a Monte Carlo program based on
the GEANT package {16]: This simulation serves to correct the measured
differential cross section for acceptance losses and for resolution smearing of
the spectrometer The program contained a detailed descnptmn of the beam
and the spectrometer, including:

o the phase spa.ce of the incoming'beam;

o efficiencies and resolution properties of all detectors. Typical efficien-
cies were = 97% for the trigger counters and = 98% for the MWPC’s;

» multiplescattering and energy loss of both incident and scattered muons,
including the statistical fluctuations of energy losses [17];

¢ additional detector hits from 8 rays generated along the muon track and
from hadronic shower punch-through close to the interaction vertex.

A sample of 110 000 Monte Carlo events was generated in the region 0.8 <
z < 1.8; the Monte Carlo data generated for the analysis reported in [1]
were used for z < 0.8. The four-momentum transfer was generated in the
interval 30 GeV? < .Q? < 260 GeV2. The simulated events were processed
through exactly the same reconstruetion program and event selection as the
experimental data.

The quality of the simulation procedure has been checked by comparing
experimental and simulated event distributions. A good agreement is ob-
served, thus providing evidence for a good understandmg of the apparatus

(Fig. 3}.

Radiative corrections

To evaluate the one-photon exchange cross section and to determine Ff from
the measured data, corrections for higher order processes have to be applied.
This is done in the Monte Carlo program by weighting each generated event
with a correction factor ége = 0'/0'0, where o is an appromma,tlo:n to the
measured deep inelastic scattering cross section and oo is the one-photon



exchange cross section of eq. (2). The same corrections as described in ref.
[1] have been used for z < 1. For z > 1.0, only the lepton line corrections
from refs. [18] have been applied, replacing the nucleon mass M by 2M in
all kinematic relations to account for the fact that the scattering may partly
occur on substructures larger than a nucleon. Corrections to the hadron line
and from electroweak interference have been neglected since they depend on
the quark dynamics which are poorly known in this kinematic region. They
are estimated to be smaller than 2% of the cross section. The parametrisation
of F{(z,Q?) used for the calculation of épc was the same as given in egs.
(7} and (8) below. For a few typical values of 2 and y, re(z,y) is shown in
Fig. 4.

Evaluation of F€(z, Q?)

Due to the resolution of the spectrometer, an event with true variables (z, Q?)
is reconstructed with variables (¢',Q%). The density of registered events
N, (x',Q%) is related to the differential cross section d2¢/dzdQ? by

. 9t 2 d20' ’ r
Nr(ac',Qz):ﬁ//dwdQ dwsze(z,Qz)p(:r,:r,Qz,Qz ) (6)

T Q2

where the luminosity £ is the product of the muon flux and the number of nu-
cleons in the target, e(x, Q%) is the geometric acceptance, and p(x, 7', @2, Q')
is the resolution function of the apparatus, i.e. the probability deusity to ob-
serve an event with true variables (z, Q?) at (z',Q%).

The acceptance function ¢(z, Q?) and the resolution function p(x,x',Q% Q%)
are determined from the Monte Carlo simulation. In the presence of signif-
icant resolution smearing, and with a finite number of Monte Carlo events,
it is difficult to construct an explicit mathematical description of p. It is
therefore customary to evaluate d?c/dzdQ?, and thus Fy(x,@?), from eq.
(6) with an iterative method as described in [1].

For the present analysis, we have adopted a simplified procedure for the
I evaluation which is better adapted to the limited statistical accuracy of
the data. It consists in a direct comparison of the experimental and Monte
Carlo event distributions, using in the simulation - i.e. in the right hand
side of eq. (6) - trial structure functions which differ from the previously




Table 1: . The structure function FY per nucleon measured in this ezperiment,

as a function of © and Q®. The statistical error is given by AF;. The f;

indicate the different systematic errors discussed in the test; they are given

as multiplicative factors by which F{ has to be multiplied .or. divided.” The

upper limits forz > 1.15 are given for a confidence level of 90%. The absolute
. normalisation uncertainty of the data is smaller than 3%.

T Q* F, | AF | [ fe fs | fa

(GeV?) | (107%) | (1075) |. - : - .
085 61 1560 g4 |[1.160 [ 1.055 | 1.083 [ 0.997
85 1260 69 | 1.096 | 1.036 | 1.068 | 0.99%
150 1090 78 | 1.060 | 1.010 | 1.043 | 0.999
0.95 61 266 23 | 1.240 | 1.110 | 1.140 {0.997
85 258 19 [1.163 | 1.075 | 1.102 | 0.999
150 261 28 11.105 | 1.022 | 1.070 | 0.999
1.05 61 64.1 7.4 | 1.320 | 1.202 | 1.203 | 0.998

© 85 47.8 5.2 |1.238 | 1.137] 1.149 | 0.999
150 45.8 5.1 |1.176 | 1.046 | 1.109 | 0.999
1.15 | - 61 < 27.0

85 < 15.1
150 < 22.3
1.30 61 < 6.9
85 <54
150 < 3.8

Table 2: Results on the slope parameter s for x > 0.8. As indicates statistical
and systematic errors combined in quadrature ‘ ‘

Q? s | As
(GeV?)
52— 70 |16.8 [ Tos
70 —100 | 16.9 | F13

100 — 200 | 16.3 | 732
52 — 200 | 16.5 | To%

10
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measured ones only at x > 0.75:
FS(z,Q%) = Fl(z,Q%), «<0.75 ' (7)

F(2,Q%) = Ff(z = 0.75,Q%) exp(—s(z — 0.75)), =z >0.75  (8)

where F{ is a polynomial parametrization of the measured FC from ref. [1]
and s is a free parameter. The exponential dependence of FY at large z
is predicted in certain theoretical models which describe nuclear effects in
structure functions by multiquark clusters [19, 20, 21, 22] or few nucleon
correlations in nuclei [23}.

Varying the parameter s between 6 and 22.5 in eqn. (8), we have com-
pared Monte Carlo and experimental event distributions dN,(z")/dz’, inte-
grated over Q?. The variation of the x? of this comparison with s is shown
in Fig. 5. The best agreement, taking into account statistical errors only,
was observed for s = 16.5133, with a x?/d.o.f. = 4.0/5. The corresponding
ratio of experimental and simulated events is shown in Fig. 6 and is found
to be compatible with unity.

To search for a Q? dependence of F¥, we have split the data in three Q?
bins of 52 — 70 GeV?, 70 — 100 GeV?, and 100 — 200 GeV?, The resulting
FY at the three bin centers is given in Table 1 and is shown in Fig. 7. In
each @? bin, F{ has been fitted with an exponential exp{(—sz). The resuit-
ing fit parameters are shown in Table 2. Within the errors, we observe no
dependence of s on Q. The data are, however, also compatible with a small
Q* dependence of FY (scaling violation) which is predicted by perturbative
QCD and which is clearly established at smaller values of z [1].

The systematic uncertainties of our data are discussed in detail in section
6 below. The systematic errar on s was obtained by modifying the measured
F{ for the effect of each individual source of systematic error in turn and
repeating the fit. The corresponding individual variations of s were then
combined in quadrature. Since the resolution of the spectrometer deteriorates
rapidly with increasing 2, only upper limits on F{ have been obtained for
z > 1.15. )

To establish the presence of nuclear effects in F%’, we have compared our
data to predictions of conventional nuclear Fermi motion calculations. As an
example, we have used the model of ref. [24], simulating the distribution of
reconstructed events dN,(z')/dz’ with the trial FY of equs. (7, 8), where s is
defined as s = In K(Q)?) and where K is a polynomial used tc approximate the

12
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calculations of ref. [24]). The comparison with the experiment is shown in Fig.
8a. The Monte Carlo simulation reproduces the experimental dN, (z'}/dz" in
the range 0.4 < r < 0.8, confirming the good agreement between the present
analysis and the one of ref. [1]. The data start to disagree with the Monte
Carlo simulation at z = 0.8. The overall x? of the comparison amounts to
33.0 for 9 degrees of freedom. We conclude that at £ > 0.8 the data exhibit a
nuclear effect which is not described by conventiopal models of Fermi motion.

6 Systematic errors

The most important effects which lead to systematic errors on FZ(z,Q?) are
uncertainties on

¢ the magnetic field of the spectrometer,

e the incident muon energy F,

the spectrometer resolution,

detector inefficiencies,

the absolute cross section normalization.

Many other sources of systematic errors have also been considered.

The magnetic field of the spectrometer has been calibrated with a global
uncertainty of 0.15% [1]. The corresponding uncertainty on F{ (z,Q?) is
presented in Table 1 as a multiplicative factor f,.

The uncertainty in the incident muon energy E at the interaction vertex
originates from two sources: (a) from the spectrometer measuring the mo-
mentum of the incident muons upstream of the apparatus and (b) from the
corrections for the energy loss AF in the carbon target. The first uncertainty
amounts to 0.15%. The accuracy of the calculations of AE is of the order
of 1% and the largest energy loss in the target was about 7%, such that the
uncertainty in E due to the AE correction is between 0 and 0.07% depend-
ing on the vertex coordinate. These uncertainties can change FP(z, Q%) at
x=1.0 by 15% at Q% = 61 GeV? and by 3.5% at @ = 150 GeV?. They are

shown in Table 1 as a factor f.

14



To estimate uncertainties from the spectrometer resolution, we have con-
sidered separetely the central region of the resolution function of the spec-
trometer, and its tails. The width of the central region has been checked
with calibration runs where beams of known energy were sent directly into
the spectrometer. From a Monte Carlo simulation of such calibration runs,
we estimate that the systematic uncertainty on the width of the central part
of the resolution function in x is less than 5%. This error was introduced in
turn into the Monte Carlo simulation of the experimental data to obtain an
FE' different from FS by a factor f, which is also given in Table 1.

The calibration runs did not yield sufficiently accurate information about
the tails of the spectrometer resolution function which are mainly caused by
Coulomb scattering at large angles. Uncertainties due to a possible underes-
timate of such tails have been evaluated with the help of a Monte Carlo pro-
gram where multiple Coulomb scattering is simulated following the Moliere
theory, i.e. it includes a detailed treatment of large angle scattering and thus
accounts for long range correlation effects. This was compared to our results
based on the Monte Carlo simulation with the standard GEANT algorithm
where multiple scattering is treated in the Gaussian approximation. As ex-
pected, these different treatments do indeed lead to different predictions for
the spectrometer resolution in various kinematic variables (Fig. 9). However,
since these differences appear only in the far distant tails of the resolution
functions, they give rise to differences in the reconstructed event distribu-
tions which are insignificant when compared to the statistical errors. The
ratio of the two corresponding event distributions is shown in Fig. 10, from
which we conclude that systematic errors on FY due to an underestimate of
large angle scattering in the spectrometer resotution does not exceed 15% for
z < L2 ,

Uncertainties in the MWPC and trigger counter efficiencies were esti-
mated to be 0.5% and 0.3%, respectively. The resulting uncertainties in
F¢(x,Q?) are below 0.3% at £ = 1.0. They are shown in Table 1 as a fac-
tor fy and are very small when compared to the other errors. The absolute
normalization uncertainty of the data is estimated to be smaller than 3% {1].

To search for possible other experimental uncertainties, the structure func-
tion FY (z,Q?) has been evaluated in bins of the vertex position and of the
azimuth angle. Also the effect of kinematical cuts has been carefully stud-
ied. In all cases, no variations beyond the statistical fluctuations have been
observed.
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In order to convince ourselves that the nuclear effects observed in the
large r region are not faked by resolution or other systematic effects, we

have repeated the same analysis on our data taken with a liquid hydrogen -

target under otherwise identical experimental conditions, and with the same
beam energy of 200 GeV [2]. In contrast to the carbon data, the free proton
data are well described by the Monte Carlo simulation (x%/d.o.f. = 5.4/8)
(Fig. 8b). This demonstrates the good understanding of the spectrometer
resolution. If the discrepancy between the carbon data and the Monte Carlo
simulation at large z (Fig. 8a) were due to an underestimate of resolution
smearing or other experimental effects, the same discrepancy would have
been observed in our hydrogen data which differ from the carbon data only
in the target material. As in the case of the carbon data, the proton structure
functions F{z,Q?) from the present analysis and from the analysis described
in [2] agree well in the overlap region 0.4 < z < 0.8.

7 Discussion of results

The structure function F§'(z, Q%) at © =1 obtained in the present experiment
amounts to (1.2¥5%) - 107 in our 2 range (Fig. 7). This value can be
compared to a wide spectrum of theoretical models [25, 26, 27, 28, 29] for
F{{(z = 1) which give predictions in the range 107° < F{ < 1073, The
predictions of ref. [28] and [29] are excluded by our data. The data agree
well with the quark cluster model of ref. [25] where Fi¥(z, Q%) is treated as
the sum of pure nucleon and six-quark components, the admixture of the
six-quark clusters amounting to about 5%.

in Fig. 7, we compare our data to the calculations of Frankfurt and
Strikman [26] whe predict the existence of few nucleon correlations inside a
nuclens. Depending on the strength of such correlations, their model gives a
range of predictions for F¥(z) which are shown by the shaded areas in Fig.
7. We conclude that the data are in reasonable agreement with this model.

In the model of ref. [27] the nuclear structure function Fi'(z) is described
as the sum of the free nucleon structure function and of an exotic component
which is due to the quark dynamics in the short distance interactions between
two nucleons in a nucleus. Fermi motion of both the nucleons and of the
exotic component is taken into account. The prediction of the model for
F§{z) obtained at @ = 60GeV? is very close to the lower boundary of the

shaded region in Fig. 7 and thus also agrees with the data,
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8 Conclusion

We have presented the first measurement of the nuclear structure function
Fi(x,Q%) at high Q*(Q* > 52GeV?) and z{0.8 < z < 1.3) from deep
inelastic muon-carbon scattering. The observed FS(z,Q?) in the region of
x = 1.0 is too large to be explained in the framework of conventional Fermi
motion models. The structure functions obtained can be fit by an exponential
Ff(z) o« exp(—sz) with s & 16. No Q? dependence of s is observed within
the acenracy of this experiment. The results on FP(z,Q?) are consistent
with models which predict nuclear effects near the single nucleon kinematic
litit from few nucleon correlations, multiquark clusters, or exotics.
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Bensenyrn A.C. m ap. ' E1-93-133
CtpykrypHbie GpyHKIHH sxpa yraepoaa BOimau x = |

[1poana n3NpoBanbl JaHHBIC, NOJYUCHHNE B ITYOOKOHEyNnpyroM pacces-
HMH MIOOHOE ¢ sHeprueil 200 2B Ha yriepomHoil MMIOIEHM NP 3HAMEHHIX

KBaZparta IepeAaBacMoro 4-ummnyasca 52 MB? < Q2 < 200 I'sB? B oBnactu
3HayeHMiH OGbepKeHOBCKOM nepeMeHHOH, 6AM3KuX K X = 1, YTO COOTBETCTBYET
KHHEMAaTHYCCKOMH IPAHAIE 114 paccesHMs Ha cBobonnom nykore. [Moxyueno,
UTO TIDH 3TOM 3HAYEHHH X CTPYKTYPHas (PyHKUUS YIIEPOAA COCTABAYET

Fg =~ 1,2-10™% 3asucumocts CTPYKTYPHOU DyHKI MK yraepoaa ot X B o0acTu

x> 0,8 xopomo ORHCWBAETCH IKCIOHEHTOH Fg « exp(~§X) ¢ HmapaMeTpoM
s = 16,5 £ 0,6. .

Pabora sunonnena a JlaGopatopun ceepxsricoxux sHeprait OUSAU.

TpenprnT OOBEIMHEHHONO MHCTHTYTA AAEPHBIX MCCnenoranmit. ly6na, 1993

Benvenuti A.C. et al. E1-93-133
Nuclear Structure Functions in Carbon Nearx = 1 :

Data from deep inelastic scattering of 200 GeV muons on a carbon target

with squared four-momentum (ransfer 52 GeV? < Q2 < 200 GeV? were
analysed in the region of the Bjorken variable close to x = I, which is the
kinematic limil for scattering on a free nucleon. At this value of x, the carbon

structure function is found to be Fg = 1.2-10% The x dependence of the
structure function for x>08 is well described by an exponential
Fg x exp(—sx) withs = 16.5 = 0.6. -

The investigation has been performed at the Particle Physics Laboratory,
JINR.

Preprint of the Joint lnstitute for Nuglear Research. Dubna, 1993
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