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Abstract

The production of isolated photons in hadronic Z decays is measured with the
ALEPH detector at LEP using a sample of 450,000 hadronic events. The corrected
rate is given for several values of the minimum invariant mass squared cut between
the photon and the jets. This measurement of final state radiation from the quarks
is compared with the predictions of parton shower models JETSET, ARTADNE and
HERWIG as well as with the predictions of QCD matrix element calculations.
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1 Introduction

The main source of isolated photons in hadronic decays of the Z in e* e~ annihilation is final
state radiation (FSR) from quarks. Since the properties of the radiated photons reflect
the properties of the radiating quarks, energetic FSR photons provide a unique probe of
the early parton showering mechanism free of fragmentation effects [1]. Thus, a detailed
study of FSR appears as a test of QCD phenomenology [2].

In perturbative QCD, matrix element calculations of the FSR rate have been made
up to O(ae,) [3,4,5] corresponding to the emission of one gluon and one photon at tree
level. The cross-sections are given in terms of the scaled invariant mass squared variable
Yeur Detween the photon and the partons, enabling also the jet topology of the whole
associated event to be determined. These calculations have now been implemented in a
Monte-Carlo framework, allowing a better comparison with the available data [4,6].

An alternative to fixed order matrix element calculations which quickly become pro-
hibitive for higher orders, is given by parton shower models. In these models, the conversion
of the primary partons into hadrons is described by a probabilistic cascade which effec-
tively sums up all leading terms and part of the next-to-leading terms of the perturbative
expansion. The models differ in the implementation of next-to-leading and sub-leading
terms. Three parton shower models which include FSR photon production are studied in
this work : JETSET 7.3 [7], ARIADNE 4.2 [8] and HERWIG 5.4 [9].

Each parton shower model simulates the partonic cascade by a semi-classical algorithm
based on elementary branching processes. The elementary branching of partons can be
formulated in terms of perturbative QCD splitting functions as in JETSET and HERWIG
or in terms of colour dipole splitting as in ARIADNE. In addition, in order to account
for interference effects [10], an ordering condition is imposed on subsequent branchings,
either in terms of transverse momenta as in ARIADNE or in terms of emission angles as
in JETSET or in HERWIG. Each parton shower model has parameters whose values are
fixed by adjusting them to reproduce the inclusive charged particle distributions and the
event shape variables in hadronic Z decays [11]. This leaves no more free parameters with
which to adjust the photon emission. Since it has been shown that the predictions from
the parton shower models for the FSR photon rate differ [2], a comparison with the data
might ultimately discriminate between the various parton shower models and lead to a
better understanding of the mechanisms of parton cascades.

The measurement presented in this paper is based on a sample of 447,706 hadronic Z
decays collected in 1989, 1990 and 1991 at cenire of mass energies between 88 GeV and 95
GeV, corresponding to an integrated luminosity of 19.8pb~".

Following an earlier ALEPH publication based upon only 180,000 hadronic events [12],
this paper presents a detailed comparison of the measured FSR photon properties with
the parton shower models and matrix element calculations. The comparison is extended
to individual jet topologies in terms of the y., variable.

The outline of this paper is as follows. After the properties of the ALEPH detector
have been recalled, the selection of isolated photon candidates in hadronic events and
the photon identification method are presented. The subtraction of various background
contributions is then described and the systematic errors on the FFSR. signal are discussed.
The parton shower models are presented and a first comparison of their predictions with




the data is given. These models are then used to correct the observed signal for detector
and fragmentation effects, allowing the production rate to be compared with predictions
at parton level. f

2 The ALEPH Detector

The ALEPH detector is described in detail in [13].

Charged particles are detected in an inner tracking drift chamber (ITC) surrounded by
a large cylindrical time projection chamber (TPC) inside a 1.5 T superconducting solenoid.
Tracks with polar angles 8 such that |cos 8| < 0.95 traverse at least 6 TPC pad rows. The
momentum resolution, determined using dimuon events, is Ap/p? = 0.8 -1073(GeV /c)™L.

The single track finding efficiency in hadronic events is about 99% for transverse momenta
above 200 MeV/ec.

Photons and electrons are detected in the electromagnetic calorimeter (ECAL) which
surrounds the TPC inside the coil. The calorimeter is instrumented down to polar angles
6 such that |cos 8| < 0.98. It is divided into a barrel and two end-caps, each segmented in
azimuth into 12 modules. Each module consists of 45 lead plates interspersed with planes
of proportional tubes filled with a mixture of Xe(80%) and CO;(20%). These plates are
grouped in three stacks of 4, 9 and 9 radiation lengths in depth. Ionization in the gas
induces charges that are collected on segmented cathode planes {(“pads”). The pads from
consecutive planes are connected to form projective towers covering an angular region of
0.8% x 0.8° each on average. Each tower is read out in three successive storeys in depth,
corresponding to the three stacks. Anode wire signals are summed plane by plane, giving
45 read-out channels per module.

The response of the ECAL to electrons and photons has been studied with ete™ —
ete,(ete")ete™, ete "y and ptu~y events. The energy resolution has been measured
in the energy range from 1 GeV to the beam energy to be (AE/E)? = ((2.5 +0.1)%)* +

((19.9 + 0.3)%/@)2. The angular resolution is typically 4 mr/VE.

The photon conversion probability in the material in front of the ECAL varies from
4.8% at 90° to the beam axis to 9.0% at 30° to the beam axis. These values, calculated
using a simulation of the ALEPH detector, were increased to 6.5% at 90° and 10.5% at
30° when the vertex detector and a new beam pipe were installed in 1991.

The hadron calorimeter (HCAL) has 23 layers of iron absorber interleaved with limited
streamer tubes 9x9 mm? in cross-section. It is divided into barrel and endcap sub-detectors
and has a tower readout similar to the ECAL with towers of angular size about 3.7° x 3.7°.
The energy resolution of the HCAL is about 80%/+E for hadronic showers.

The ECAL barrel and endcaps are rotated in azimuth by 1.8° relative to the HCAL so
that the HCAL modules cover the small gaps (“cracks”) between the ECAL modules. Thus,
the ALEPH detector is a hermetic fine grained detector well suited for photon detection,
particle separation and energy flow measurement in hadronic events, an important feature
for the reconstruction of jets.

For each event, the magnitude and the direction of the energy flow is reconstructed
by combining the information from all sub-detectors, taking advantage of the redundancy
of energy and momentum measurements. The reconstructed “energy flow objects” are



charged particles, V% (long-lived neutral particles decaying into two reconstructed tracks
with opposite charges), photons and neutral hadronic energy. The performance of the
energy flow algorithm is discussed in [14].

3 The Selection of Isolated Photon Candidates

3.1 The Hadronic Event Selection

A track reconstructed in the ITC/TPC is required to originate from within a cylinder
centred on the interaction point, with a 2.5 cm radius from the beam direction and a +7
cm length along the beam direction, and to have a polar angle 4 such that | cos 8| < 0.95
and a minimum of 4 reconstructed TPC coordinates. An event must have at least 5 such
“good” tracks and the sum of the energies of the tracks must be greater than 10% of the
centre of mass energy. In addition, the number of energy flow objects is required to be at
least 15 and the visible mass of all energy flow objects is required to be larger than 40%
of the centre of mass energy.

The efficiency of this hadronic event selection is determined by a Monte-Carlo simu-
lation to be (97.26 + 0.06) % with small contaminations of 77 events, (0.042 + 0.002) %
and v events, (0.08 £ 0.012) %.

The number of events satisfying this hadronic event selection is 447,706 comprising
18,245, 145,805 and 283,656 events respectively from the 1989, 1990 and 1991 data taking.
The fraction of events at the Z peak (1/s=91.2 GeV) is 73%. All hadronic events are
examined for isolated photon candidates in the ECAL.

3.2 The Photon Identification

ECAL towers with significant energy deposition are grouped into clusters. Photon candi-
dates are selected from clusters with energy F, greater than 5 GeV which are not linked
to a reconstructed track in the ITC/TPC (“neutral” clusters).

The polar angle 8, of the vector joining the barycentre of the cluster to the centre of
the detector must be such that | cos 8,| < 0.95. When the tower with the maximum energy
is at the edge of an ECAL module in azimuth (“crack”), the cluster is eliminated. This
condition introduces a 5.5% loss in the barrel and a 6% loss in the endcaps.

The transverse energy of the cluster with respect to the beam axis is required to be
larger than 5 GeV. This cut eliminates a region of phase space where initial state radiation
(ISR) background is significant.

Clusters which deposit more than 40% of their energy in the third stack of the ECAL
(non-electromagnetic clusters) are rejected, thus removing about 55% of clusters originat-
ing from long-lived neutral hadrons. The efficiency for this cut to retain photons is mea-
sured using a reference sample of 2189 kinematically fitted radiative dimuon and Bhabha
events with E, > 5 GeV. The overall efficiency is (98.1+0.3) % but decreases slowly with
energy (98.8+0.4) % for E, < 10 GeV and (96.9 + 1.1) % for 30 < E, < 40 GeV).

The separation of single photons from clusters produced by #°, n° or several unrelated
photons employs the transverse shape of the energy deposition. This is characterized by
the fraction Fy of the cluster energy contained in the sub-cluster of 2x2 adjacent towers

3



with maximum energy (leading sub-cluster) [12]. Using the variable F,, a normalised
estimator RF, is defined : )
Fy — (F4
_ 1
3 ®
where (F4) and o4 are the average and the standard deviation of the F4 distributions
measured with the reference sample of eey and ppy events as a function of E, and é,.

RF4 =

> - F/.
2 I ; ‘ ALEPH
9 B K .
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9 ’
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Figure 1: The #° rejection efficiency of the photon identification cut RF; > -2 for n%
as a function of the »° energy, obtained from a Monte-Carlo simulation of the ALEPH
detector. The dashed line represents the probability for a 7% to produce a single cluster in

the ECAL.

Applying a cut RFy > —2, (94.9 £ 0.5) % of the single photons in the reference sample
are retained, independent of energy. The rejection efficiency for 7% is calculated using
a Monte-Carlo simulation and is plotted in figure 1. The drop of the rejection efficiency
at low energy is due to the separation of the two photons from the #° into two separate
clusters. The cut on RF, also removes 95% of the remaining clusters ‘due to long-lived
neutral hadrons.

Taking into account the energy and angular distributions of photons in the reference

sample, the systematic uncertainty on the photon identification efficiency is estimated to
be 1%.

3.3 Isolation

In order to reduce the non-prompt background, the photon candidate is required to be
isolated from other particles in the event using a cone of half-angle 20°. It is required that
no charged track with momentum greater than 500 MeV is found inside the cone, nor any
other ECAL neutral electromagnetic cluster with energy above 500 MeV, nor any neutral
HCAL cluster with energy above 2 GeV. Clusters in HCAL are not considered for the
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Figure 2: The isolation probability as a function of the angle to the nearest jet measured
with random vectors inserted into hadronic events. The full points correspond to the
measurements with the 1990 and 1991 data. The histograms refer to the. corresponding
measurement with the Monte-Carlo. The open points correspond to the modified ratios
after the isolation correction.

isolation. condition if they are at an angle of less than 2.6° to the photon candidate and
if their energy is less than 20 GeV. Otherwise, a small fraction (less than 4%) of photons
would be rejected due to energy leakage from the ECAL into the HCAL, close to ECAL
cracks.

This definition of isolation by a geometrical cone is sensitive to the distribution of
low energy fragments around jets and the presence of noise in the calorimeters. However,
these systematic effects can be measured independently by inserting isotropic random
vectors representing photons into hadronic events in the data and the simulation [12].
The fraction of random vectors surviving the isolation condition is a measurement of the
isolation probability. Comparisons of these probabilities in the data and in the Monte-
Carlo simulation are shown in figure 2 as a function of their angle 8;., to the nearest jet.
Jets are found by applying the JADE [15] algorithm (EO recombination scheme) to all
energy flow objects using yoe = 0.01 and Ey;, = v/s. The isolation probablhty is larger in
the data than in the simulation for small #;;. When using charged tracks only in the 20°
cone, the isolation probabilities agree. The observed difference is related to an excess of
low energy neutrals in the Monte-Carlo compared with the data. The conclusions of this
study do not depend on the value of y.. used for the jet algorithm nor on the angular



distribution used for the random vectors.

This inadequacy of the simulation can be corrected if the thresholds used for neutral
ECAL clusters in the 20° cone are adjusted. If a 450 MeV (420 MeV) threshold is taken for
the 1990 (1991) data, while the 500 MeV threshold is kept in the simulation, the measured
isolation probabilities agree (see figure 2).

The reduction of the thresholds in the data compared with the simulation is referred
to later as the “isolation correction”. This correction, which depends strongly on Oje: as
illustrated in figure 2, corresponds to a reduction of the final number of prompt photons
with E, > 5 GeV by 2.0 %. In the following, the isolation correction is taken to be the
systematic error coming from the isolation condition.

3.4 The Isolated Photon Candidate Samples

Finally, the isolated photon candidates must satisfy the requirement that their angle
0;e to the nearest jet is larger than 40°. If the energy E;.. of the nearest jet is greater than
20 GeV, the cut on 8, is reduced to 20°. Jets are found by applying the JADE algorithm to
energy flow objects as described previously in section 3.3, removing the photon candidate
and any associated HCAL cluster. This cut on 8;.; and E;. removes low multiplicity jets
close to the photon candidate which may not be reproduced well by the simulation and
has the advantage of reducing further the non-prompt background.

After all cuts, 1336 isolated photon candidates remain. The number of candidates as
a function of energy is given in table la.

Reduced samples are defined using the y.,, variable in the following way [16]. Jets are
reconstructed with the JADE algorithm applied to all energy flow objects for a given y...,
removing the photon candidate and any associated HCAL cluster. A y, variable is defined

for the photon as :

v, = min 2E;E,(1 — cosOy_je:)
=

s
where the minimum runs over all jets ¢ in the event, E; is the energy of jet 7 and 8, ;.
is the angle between jet : and the photon candidate. The photon candidate is kept if
Yv > Yeut-

Defined in this way, the y., variable is a convenient measure of the degree of isolation.
The number of candidates as a function of y.,, is given in table 1b.

4 Background Subtractions and Systematic Errors

4.1 Initial State Radiation Background

The ISR background is estimated using a high statistics simulation of hadronic events
generated with the same /s distribution of the luminosity as the data. Numbers are
given in table 1. This background amounts to (5.8+0.5) % for E, > 5 GeV but it is
concentrated at low photon energy (9% for E, < 10 GeV) and at very high energy (9%
for E, > 40 GeV). The ISR background fraction is almost independent of y.,,. The ISR
rate is calculated using the generator DYMUS3 [17]. This calculation is based on structure
functions with exponentiation of all leading logarithms including also the most important




(a) Background Data
Energy | Data (Corrected MC estimate) (Background

(GeV) | (Raw) ISR Non-prompt Total Subtracted)

5-7.5 264 | 242436 | 586+ 5.7 | 82.7+ 6.7 | 181+23(x18+ 8+12)
7.5-10 193 | 15.44+2.9 | 23.2+ 3.6 | 38.6% 4.6 | 154+16(X15+ 5+ 5)
10-15 274 | 15.8+2.9 | 1554+ 2.9 31.3+ 41| 243X17(£17+ 14 3)

)
)

15-20 173 | 10.1 £2.3 6.0+ 1.8| 16.14 3.0 | 157+14(+£14+ 3+ 2
20-25 131 24+£1.1 7.1+ 2.0 94+ 23| 122+12(+12+ 3+ 2

25-30 99 | 3.2x1.3 71+ 2.0 102+ 24 89+10(£10+ 0+ 2)
30-35 721 0.510.5 9.8+ 23| 103+ 24 62+ 9+ 9+ 1+ 3)
35-40 73| 0.940.7 9.3+ 22| 102k 24 63+ 9(£ 9+ 0% 3)
> 40 57| 51+1.7| 1044+ 24| 154+ 2.9 42+ 9(+ 8+ 1+ 3)
> 10 879 | 37.94+4.5 | 65.1+& 6.0 1 103.0L£ 7.5 | T76x£37(x31+ 9118)

(
> 9 1336 | 77.41+6.5 | 1469+ 8.9 | 224.3+11.1 | 1112 £56( £38 +22 4-34)

(b) Background Data
Yeut Data (Corrected MC estimate) (Background
(Raw) ISR Non-prompt Total Subtracted)
0.005 1188 | 70.94+6.2 | 105.2+ 7.6 [ 176.1 £9.8 { 1012 +47( 36 +17 £26)
0.01 1126 | 63.6+5.9 | 102.5+ 7.5 |166.1+9.5 | 960 +46( +35 116 £25)
0.02 958 | 57.4+5.6 | 73.8+ 6.3 |131.34+8.5| 827 +£39(324+12+19)
0.03 844 | 51.1+5.3 | 61.6+ 5.8 |112.7+7.8| 731 £36( £30+10+£16)
0.04 725 | 45.94+5.0 | 463+ 5.0 | 92.3+7.1 | 633+31( 128+ 6+13)
0.06 569 | 31.5+4.1 | 36.0+ 4.4 | 67.446.1 | 502+28(+25+ 7+£10)
0.08 445 | 20.5+3.3 | 32.2+ 4.2 | 52.7+5.4 | 392+24(£22+ 6+ 9)
0.1 361 | 166+3.0 | 311+ 4.1| 477551 | 313422(+20L 4+ 9)
0.15 258 1 11.0+2.5 | 33.0+ 4.2 | 44.0+4.9 | 214+20(+17+ 2410)
0.2 215 | 7.84+2.1| 341+ 43| 41.8+4.8( 173119( 154 2410)
Yeur = 0.06 |
and Ej,, 437263438 | 9.5+ 23| 359+4.4 | 401+22( 4214 4+ 3)
> 15 GeV

Table 1: Number of isolated photon candidates and background fractions as a function of
{a) the photon energy and (b) the jet resolution parameter y.. Errors on the Monte-Carlo
predictions are statistical only. The error on the background subtracted data is the total
error. The contributions, added in quadrature, for the statistical and the systematic errors
coming from the isolation and the background subtraction are given in parentheses.




next-to-leading terms. With this generator, up to two photons are produced in the initial
state. Considering that a first order calculation would give 20% more ISR, a conservative
systematic uncertainty of 10% is assigned in order to account for possible higher-order
terms. The interference between initial and final state radiation is neglected in the vicinity

of the Z peak [1].

4.2. Non-Prompt Background

The rate of non-prompt background is calculated using the previously mentioned Monte-
Carlo simulation of hadronic events. The hadronisation of quarks and gluons and hadron
decays are simulated using JETSET 7.3. The predicted non-prompt background for E, > 5
GeV is 92.6+7.1 events. This background comes mainly from 7° (70%), 7 (8%) and long-
lived neutral hadrons (12%). The simulation also indicates that 70% of these hadrons come
from direct fragmentation. The remaining background is mostly due to p decay. Since this
background arises from a small part of the particle phase space, its determination is subject
- to large uncertainties and the following checks have been performed.
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Figure 3: The ¥, distribution of isolated photon candidates satisfying all cuts except the
RF, cut for photon identification.

A check can be made using candidate ECAL clusters failing the photon identification
cut RF;y > —2. The F, distribution of candidate clusters satisfying all cuts but leaving
out the photon identification cut is shown in figure 3. Isolated photon candidates are
concentrated at high values of Fy. The region Fy < 0.75 is dominated by the non-prompt
contribution and can be used as a background monitor. The energy distribution of isolated

clusters with F; < 0.75 is shown in figure 4a. The data show an excess compared with the
prediction for E, < 15 GeV.
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Figure 4: (a) Energy distribution of isolated clusters with F4 < 0.75. (b) Momentum
distribution of isolated charged tracks. The ratio of the data to the Monte-Carlo prediction

is shown above each distribution.
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A second check can be made with charged particles using the same isolation and Bet
cuts as for the photon candidates. The momentum distribution of isolated charged tracks
is shown in figure 4b. The data show an excess compared with the Monte-Carlo prediction
for p < 15 GeV while there is acceptable agreement for p > 15 GeV.

Another background dominated sample can be defined using candidate clusters having
at least one other electromagnetic ECAL cluster with more than 500 MeV in the 20° cone,
revealing the presence of a fragmentation halo or decay partners. The energy distribution
of this “tagged” sample is shown in figure 5a for photon candidates (RFy > —2) and in
figure 5b for non-photon candidates with F, < 0.75. The comparison with the Monte-Carlo
prediction again reveals an excess of clusters in the data for E, < 15 GeV. This sample
also gives some confidence that what is observed for F, < 0.75 can be extrapolated to the
signal region RFy > —2.

These three checks agree within statistics, indicating an underestimate of the non-
prompt background in the simulation. The predicted non-prompt background events are
therefore weighted by a factor of 2.5 if E, < 10 GeV and by a factor of 1.5 if 10 < E, <
15 GeV. The non-prompt background for E, > 5 GeV then becomes 146.9+8.9 events
corresponding to a 11.0% fraction. It is more important at low energy (18% for E, <10
GeV) and at high energy (15% for E, > 30 GeV) where the separation between photons
and 7% is less efficient. Although the background rises steeply below 10 GeV, the low
energy region between 5 and 10 GeV is included since here the models might diverge
substantially in their predictions {2]. As a function of ye., the non-prompt background
decreases from 8.9% for yeur = 0.005 to 6.3% for y... = 0.06, then increases to 16% at the
highest ;.

The three checks have a statistical accuracy of about 10% for E., < 15 GeV and 15% for
E, > 15 GeV. Extrapolating these observed backgrounds to the signal region, a systematic
uncertainty of 20% (30%) is assigned for E., < 15 GeV (E, > 15 GeV). This error translates
to a 3% systematic error on the FSR prompt photon rate for B, > 5 GeV.

4.3 FSR Signal and Summary of Systematic Errors

The numbers of prompt photons after background subtraction are given in table 1. The
background from 77 and v events is neglected. Systematic errors on the number of
prompt photons with E, > 5 GeV are summarized in table 2.

The total systematic error for the full sample with E, > 5 GeV is 4%, with the
main contributions coming from the isolation (2.0%) and the non-prompt background
subtraction (3.1%). The number of prompt photons with E, > 5 GeV is

1112 + 38(stai.) + 45(syst.)

with a total experimental error of 5.2%.

The systematic errors for y., = 0.005, 0.06 and 0.2 are also indicated in table 2. The
error coming from the isolation decreases with increasing y..; as photons are more isolated
for larger ycu:. The error from the background subtraction decreases down to a minimum
of 2% for y... = 0.06 and then increases up to 6% for Yeur = 0.2.

In the following, only the two main systematic errors (isolation and non-prompt back-
ground subtraction) are considered for the estimate of the total systematic error. Their
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- Yeut = 0.06
Error Source NO Yeut | Your = 0.005 | Your = 0.06 | your = 0.2 | and E.
> 15 GeV
ECAL Energy Calibration 1.0 1.0 1.0 1.0 1.0
Photon Identification 1.0 1.0 1.0 1.0 1.0
Isolation 2.0 1.7 1.4 1.1 1.0
Simulation of jets 0.5 0.5 0.5 0.5 0.5
ISR background 0.6 0.6 0.5 0.4 0.6
Non-prompt background 3.1 2.5 2.0 5.8 0.7
Total systematic error 4.0 3.4 - 2.9 6.1 2.0
Statistical error 3.4 35 4.9 8.9 5.3
Total experimental error 5.2 4.9 5.7 11. 5.7

Table 2: Summary of experimental errors (in %) on the number of prompt photons with
E, > 5 GeV. Errors are added in quadrature.

values are indicated in table 1. The error coming from the non-prompt background subtrac-
tion is larger than the error coming from the isolation correction except for 15 < E, <25
GeV where the non-prompt background is small. The total systematic error is always
comparable or significantly smaller than the statistical error.

This FSR signal can be compared with the predictions of the parton shower models
JETSET, ARIADNE and HERWIG.

5 Final State Photon Radiation in Parton Shower Models

5.1 The Parton Shower Models

The parton shower models provide a simulation of the parton cascade based on a leading-
logarithm approximation (LLA) of perturbative QCD. The hadronisation process is simu-
lated using a phenomenological approach.

In JETSET (7], coloured partons radiate quarks and gluons according to the QCD
splitting functions using a running strong coupling as a function of transverse momentum
squared. Soft gluon coherence is taken into account by ordering the emission angles. In
addition, the probability of the first branching is matched to the O(a,) matrix element.
The hadronisation of coloured partons is modelled according to the “Lund string model”.

Apart from the standard version, three alternative versions of JETSET, studied in
[11], are also considered in this paper. The first variant has no matching to the O(a,)
matrix element at the first branching (“No O(e,) matching” !), the second variant has
no ordering of the emission angles (“Incoherent”) and the third variant has a constant
a, = 0.215 instead of a running coupling constant (“Constant «,”).

In ARIADNE (8], the parton cascade is formulated in terms of colour dipoles, each
dipole radiating according to the O(«,) matrix element. Soft gluon coherence is included

1This variant was called “Without O(e,)” in [11].
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as a consequence of the ordering of the transverse momenta of subsequently radiating
dipoles. The hadronisation in ARIADNE is performed as in JETSET.

In HERWIG [9], the parton shower is formulated as in JETSET in terms of QCD
splitting functions but with a choice of kinematical variables ensuring gluon coherence and
azimuthal correlations within and between jets. Previous versions had shown a depletion
in the region of phase space where a hard photon or gluon recoils against a nearly collinear
quark-antiquark pair. Version 5.4 includes a correction for this using the O(a,) matrix
element {18]. The hadronisation is done using the “cluster fragmentation” algorithm where
no explicit fragmentation functions are used.

The parameters used for JETSET, ARIADNE and HERWIG are given in table 3a.
With these parameters, the three generators give a good description of event shape vari-
ables and inclusive charged particle distributions in hadronic events (11]. The parameters
of the three variants of JETSET, given in table 3b, have also been adjusted to the ALEPH
data [11]. With the fitted parameters, the “No O(«,) matching” variant is almost as good
as the standard version whereas the “Constant «,” variant and especially the “Incoherent”
variant give worse descriptions of the data than the standard version.

In the parton shower models, photon radiation is treated in the same way as gluon
radiation, replacing colour charges by electric charges and the QCD running coupling «,
by a fixed electromagnetic coupling taken at the Thomson limit a = 1 /137 [19]. A separate
cut-off parameter is also added for limiting the photor radiation independently of the gluon
radiation (M}, for JETSET, p]"™" for ARIADNE and VPCUT for HERWIG).

For each generator, FSR events corresponding to more than 2 million hadronic events

were produced and processed through the full ALEPH simulation and reconstruction pro-
grams,

5.2 Comparison of the Parton Shower Models with the FSR Signal

The predictions of the parton shower models for the expected number of FSR photons are
compared with the data in table 4 as a function of yey, in figure 6 for the full sample and in
figure 7 for the samples with y.,, = 0.005, 0.06 and 0.2. The transverse energy (figure 6b)
which together with the energy describes the emission process is calculated with respect
to the thrust axis. In order to represent the primary event direction, the thrust axis is
computed using all energy flow objects in the event, including the photon?.

The predicted shapes reproduce the measured shapes of distributions, indicating that
final state radiation is indeed responsible for most of the observed events. In the follow-
ing, it is assumed that the observed events are coming from FSR only. However, some
differences between the predictions of JETSET, ARIADNE and HERWIG arise.

The rate predicted by JETSET (see table 4) is too low by (21+6) % compared with
the data, confirming the previous measurement by ALEPH [12] and the other LEP col-
laborations [2]. The excess of data is located at low photon energy. The agreement with
the data is therefore better at high y... where only high energy photons contribute (see
figure 7). The excess of data compared with JETSET is located at small transverse energy
pL with respect to the thrust axis, at small ;e and at large E;,,. ‘

2The definition of the thrust axis has changed compared with the previous publication [12] where the
thrust axis was computed using only charged tracks.
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(a)

JETSET 7.3 ARIADNE 4.2 HERWIG 5.4
Strong Coupling | Apra = 310 MeV | Agep = 212 MeV Arra =154 MeV
Gluon Radiation M2,.=15 GeV | p!™"=0.90 GeV M, = 0.865 GeV
Photon Radiation | M, =1 GeV pi =1 GeV VPCUT =1 GeV
Fragmentation 0=0.358 GeV 0=0.364 GeV My = 3.65 GeV
Parameters B=0.84GeV-2 | B=0.76 GeV~? | VQCUT = 0.48 GeV
A=05 A=105 VGCUT = 0.
(b) “No O(a,) matching” “Incoherent” “Constant a,”
Strong Coupling Arra =189 MeV Arra = 380 MeV a, = 0.215
Gluon Radiation Mg, =118 GeV M:, =159 GeV | MJ, =1.07 GeV
Photon Radiation M]..=1 GeV M]. =1 GeV M. =1 GeV
Fragmentation 0=0.392 GeV 0=0.414 GeV 0=0.421 GeV
Parameters B = 0.63 GeV~—? B =123 GeV-? | B = 0.41 GeV2
A =105 A=105 A =105

Table 3: Parameters of the parton shower models (a) and the JETSET variants (b). The
meaning of these parameters is discussed in [11].

JETSET ARIADNE HERWIG
Yeut Data FSR Ratio FSR Ratio FSR. Ratio
DO Yeut 1112456 | 9204+13 | 1.214+.06 | 1190+17 | 0.93+.05 | 1163 +16 | 0.96 +.05
0.005 1012 +47 | 840 £12 | 1.21 .06 | 1091 +16 | 0.93 .05 | 1050 +16 | 0.96 +.05
0.01 960 +46 | 809+12 | 1.19+.06 | 1054 +16 | 0.91 .05 | 1010 +15 | 0.95 +.05
0.02 827439 | 728 +11 | 1.14+.06 | 920415 | 0.90+.05 | 896 +14 | 0.92 £.05
0.03 731 £36 | 646 +11 | 1.13+.06 | 815+14 | 0.904+.05 | 784+14 | 0.93+.05
0.04 633 +31 | 571+10 | 1.11+.06 | 726+13 | 0.87+.05| 695+13 | 0.91 +.05
0.06 50228 | 446+ 9] 1.124+.07 | 576+12 | 0.87+.05 | 543411 | 0.924.05
0.08 392+24 | 360+ 8 1.09+.07 | 471+10| 0.831+.06 | 436+10 | 0.90 +.06
0.1 313+22 | 295+ 7| 1.06+.08| 390+10 | 0.80+.06 350+ 9 | 0.89+.07
0.15 214 +20 | 201+ 6 { 1.06£.10 | 268+ 8| 0.80+.08 | 2224+ 7| 0.97+.09
0.2 173 £19} 61+ 5|1.084.12 | 2224+ 7| 0.784+.09! 179+ 6| 0.97+.11
Yeut = 0.06 '
and Ej,., 401 £22 { 338+ 8| 1.19+.07 | 417+10|0.96+.06! 397410 |1.01+.06
> 15 GeV

Table 4: Comparison of the measured FSR signal with the numbers predicted by parton
shower models. For each model, the ratio of the data divided by the prediction is also
given. The error on the prediction is statistical only. The error on the ratios corresponds
to the quadratic sum of statistical and experimental systematic errors.
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Figure 6: Various distributions of isolated photon candidates (before background subtrac-
tion) : (a) energy distribution, (b) transverse energy to thrust axis, (c) angle to the nearest
jet and (d) energy of nearest jet. Ratios of the background subtracted data to JETSET,
ARIADNE and HERWIG predictions are shown above. Errors are statistical only.
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Figure 8: Energy distribution (a) and transverse energy to thrust axis (b) of isolated photon
candidates with ., = 0.06 and E;.s > 15 GeV. Ratios of the background subtracted data
to JETSET, ARIADNE and HERWIG predictions are shown above.

Figure 7 indicates that the non-prompt background is reduced for Ej.; > 15 GeV at
higher values of y.,;. In the sample with ., = 0.06 and E;.: > 15 GeV, only 2.2% remains,
inducing a small systematic error of 0.5% on the FSR signal (table 2). Comparing this
clean signal with the predictions of the parton shower models (table 4), the excess of data
with respect to JETSET remains. A miscalculation of the non-prompt background is
therefore excluded as an explanation for the discrepancy between the data and JETSET,

The rate predicted by ARIADNE is slightly higher than the data (table 4). This
tendency is more pronounced for large values of ye:. This can be related to the fact that
for the energy distribution (figure 6a) the ARIADNE prediction agrees well with the data
at low photon energy but is too high at high photon energy. On the other hand, the
shape of the p, distribution (figure 6b) is reproduced well by ARIADNE. The HERWIG
predictions are similar to those provided by ARIADNE with rather better agreement over
the full y.,; range (table 4).

Final conclusions are drawn after the theoretical errors on the parton shower model
predictions have been evaluated.
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6 Determination of the Final State Photon Production Rate

To compare the measurements with other experiments and with theoretical estimates at
parton level, the observed numbers of events are corrected for detector and hadronisation
effects.

6.1 Acceptance Corrections

Acceptance correction factors are computed using the parton shower models described
previously. The acceptance factor is defined as the observed number of events divided by
the corresponding number of FSR events generated at the parton level.

At parton level, it is required that E, > 5 GeV, | cos 4,| < 0.95 and that the energy sum
of all partons inside a 20° cone around the photon is less than 500 MeV. With these cuts,
the FSR rate is expressed in a region close to the experimentally accessible region, therefore
reducing extrapolations into unmeasurable domains of phase space where the theoretical
error could be large. Furthermore, these cuts are useful to get reliable predlctzons in matrix
element calculations [4].

The acceptance correction factor as a function of y,, is shown in figure 9 for JETSET,
ARIADNE and HERWIG separately. The factors vary between 58% for Yeur = 0.005 to 72%
for yeut = 0.2. The inefficiency at high y.,, is mainly due to geometrical effects (conversions
in front of the ECAL, coverage and cracks of the ECAL, photon identification cuts) while
the reduction of efficiency at low y.; is due both to the isolation condition and the cut
on transverse energy at 5 GeV with respect to the beam axis. Some disagreements at the
level of 5% are observed. The HERWIG acceptance has a tendency to be systematically
lower than those from JETSET and ARIADNE. If the acceptance correction factors are
considered separately for each jet multiplicity, discrepancies of up to 15% are seen for
Yeur = 0.005 for the v + 2 jets rate.

The acceptance factor is shown in figure 10 as a function of the photon energy (a)
and the photon transverse energy with respect to the thrust axis (b) for y., = 0.005 and
Your = 0.06. The maximum difference between the values given by the parton shower
models is 10% for yeu: = 0.005 (figure 10a) and 10% for p; < 2.5 GeV (figure 10b). For
Yeut = 0.06, no clear systematic trend is visible ; the acceptance factors agree within errors.

The acceptance factors from JETSET, ARIADNE and HERWIG are averaged, weight-
ing each value by the inverse of its statistical error squared. A theoretical error of 5%
is assigned to the acceptance factor. When the maximum difference between the average
value and any of the three individual values is larger than 5%, this maximum difference
is taken as the theoretical error. The theoretical error is added quadratically to the sta-
tistical error. Average acceptance correction factors are given in table 5 as a function of
Yeut. Variations of the acceptance correction factors due to a change of one of the parton
shower parameters (table 3) are smaller than 5%. The qualitative conclusions of the paper
do not change if for the comparison with a given parton shower model the acceptance as
determined by this model is used instead of the average.

The corrected FSR rate as a function of .., is given in table 5. The relative theoretical
error coming from the acceptance correction is comparable to the experimental error at
Yeur = 0.005 and decreases as y.,; increases.
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Yout Acceptance FSR. rate

0.005 | 0.575£0.029 | 3.82 + 0.26( +0.18 £+ 0.20)
0.01 |0.631+0.032 | 3.30+0.23(+0.16 + 0.17)
0.02 {0.67430.035 | 2.67+0.19( £ 0.13 £0.14)
0.03 {0.6921+0.036 | 2.30 £0.16( +0.11 £0.12)
0.04 {0.69610.036 | 1.98 +0.14( £ 0.10£0.10)
0.06 { 0.700+0.037 | 1.56 £ 0.12( £ 0.09 + 0.08)
0.08 |0.716+0.038 | 1.19 +0.10( £+ 0.07 £ 0.06)
0.1 0.713 £0.038 0.95 £ 0.08( - 0.07 £ 0.05)
0.15 | 0.707+0.039 | 0.66 = 0.07( £ 0.06 + 0.04)
0.20 }0.721 £0.041 | 0.52 £ 0.06( £ 0.06 £ 0.03)

Table 5: Acceptance corrections and FSR event rate per 1000 hadronic events as a function
of ycue. The error on the acceptance includes the estimate of the theoretical error. The
error on the FSR rate is the total error. The errors in parentheses are the experimental
error and the theoretical error from the acceptance correction respectively.

Yeur

¥ +1 jet

v+ 2 jets

Y+ = 3 jets

0.005

0.01£0.01(£0.014+0.00

1.11 £0.21 (£ 0.08 £ 0.19)

2.7340.20( +£0.14 £ 0.14)

0.01

0.03+0.03( +0.01 £-0.02

1.57£0.16 ( £0.10 £ 0.13)

1.72 £ 0.13( £ 0.10 £ 0.09)

0.02

0.04+0.01 ( £ 0.01 £ 0.01

1.96 £ 0.14 ( £ 0.10 £ 0.10)

0.66 =+ 0.07 ( £ 0.06 + 0.04)

0.03

1.92 £ 0.14 ( £ 0.09 £ 0.10)

0.33 £ 0.05 ( & 0.04 £ 0.02)

0.04

0.05+0.02( +0.02 £ 0.01

1.75+0.13( £0.09 £+ 0.09)

0.174+0.03(£0.03 £0.01)

0.06

)
)
0.04 % 0.02( £ 0.02+0.01)
)
)

0.10+0.03( £ 0.02 £0.01

1.41 £0.11( £0.08£0.07)

0.05+0.02( £ 0.02 £ 0.01)

0.08

0.13+0.03 ( +0.03 £ 0.01)

1.05 £ 0.09 ( £ 0.06 £ 0.06)

0.01+0.01( £0.01 £+ 0.00)

0.10

0.17 £ 0.03 ( £ 0.03 + 0.01)

0.79+0.07( 4 0.05 1 0.04)

0.00 £ 0.00( £ 0.00 + 0.00)

0.15

0.26 + 0.04 ( £ 0.04 £ 0.02)

0.40 £ 0.05 ( & 0.04 £ 0.02)

0.00 £ 0.00( £ 0.00 £ 0.00)

0.20

0.36 + 0.05 ( +0.05 £ 0.02)

0.16 £0.03(+0.03 +0.01)

0.00  0.00 ( + 0.00 % 0.00)

Table 6: The corrected ¥ 4+ n jet rates per 1000 hadronic events as a function of y.,. The
error on each FSR rate is the total error. The errors in parentheses are the experimental
error and the theoretical error from the acceptance correction respectively.
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Energy Yeut = 0.005 Yeur = 0.06 Yeur = 0.2
(GeV)

5-7.5 289 +£43(+35+25) 28.2+ 9.0 (+8.6 & 2.6) 0.0£0.0(+0.0+0.0)
7.5-10 | 198 £25( £22+13) 49.8+10.6 ( £ 9.5 - 4.6) 0.0+0.0(+0.0+0.0)
10-15 161 +14 (X 12+ 8)| 64.5+ 7.7(£6.9+3.4) 0.1+0.6(+0.630.0)
15-20 1054+11(+104 5)| 43.2+ 6.0{L£55+2.4) 144+2.2(+1.0+2.0)
20-25 82+ 9(+ 8+ 5) 45.1% 6.3(+£5.8+2.4) 10.2+3.2(£2.81+1.4)
25-30 64+ 9(+ 8% 5) 385+ 5.6(+5212.0) 9.7£3.1(+£2.8+1.4)
30-35 47+ 8(+ 7% 3)| 28.6% 5.4(£4.61+2.8) 14.24+3.8(£3.0+2.4)
35-40 42+ 7(+ 6% 3)| 26.24+ 4.7(+£4.51+1.5) 40.0+7.1(+6.14+3.7)
40-55 10+ 2(x 24+ 1) 9.2+ 1.9(£1.9+0.5) 10.43+2.4(+2.141.0)

Table 7: The differential FSR event rate per 10° hadronic events per GeV as a function
of the photon energy. The error on each FSR rate is the total error. The errors in paren-
theses are the experimental error and the theoretical error from the acceptance correction

respectively.

P1 Yeur = 0.005 Yeur = 0.06 Yeur = 0.2

(GeV) . -
0-2.5 116 £23 (+£20+12)| 91.8+16.6( £15.5+5.9)] 102+ 18(+ 18+ 6)
2.5-5 424 +68(£45+51){ 17.5+ 5.8(+ 4.8+3.2)[ 33.6+8.4 (+8.0+2.3)
5-7.5 380 £37(+31+20)| 37.3+ 8.7(x 8.4+8.2)12.9+4.2 (£4.110.7)
7.5-10 | 235+23(+19+£12) 88.1+15.2(£12.0+9.3)] 10.9+4.1 (£3.4+2.3)
10-12.5 | 180+18(+16+ 9)| 156+ 17(+ 15+ 8) 89+9.5(+3.1+8.9)
12.5-15 1 101 +£13 (£ 12+ 5)| 99.1+£12.8(+11.7+5.2) 3.6+4.2(+2.243.6)
15-17.5 | 58+10(+ 8+ 4){ 59.9+ 9.5(+ 85+4.1)] 3.3+2.1( +2.0+0.6)
17.5-20 | 40+ 9(+ 84 5){ 42.9+ 8.9(% 7.844.3)] 9.9+3.5( +3.44+0.8)
20-25 | 158 +38(+33+18) 156+ 3.8(+ 3.3+1.8)] 15.5+4.2 (£3.4+24)

Table 8: The differential FSR event ra.te(per 10° hadronic events per GeV as a function of
the photon transverse energy with respect to the thrust axis. The error on each FSR rate
is the total error. The errors in parentheses are the experimental error and the theoretical

error from the acceptance correction respectively.
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Figure 11: Relative changes to the FSR rate predicted by parton shower models as a
function of y..;. One parameter is changed at a time. Each line corresponds to the new
value of the parameter indicated on the right hand side while all the other parameters are
fixed at their default values given in table 3.

The corrected 4 + n jet rates are given in table 6. Separate acceptance correction
factors are used for each jet multiplicity. The error on the v + 1 jet rate is dominated by
the experimental error. The error on the v + 2 jet rate is dominated by the error from the
acceptance correction for yo, < 0.01. The experimental error dominates the v+ > 3 jet
rate except for small y.,; where it is comparable to the error coming from the acceptance
correction.

The corrected FSR rates as a function of E, and p; are given in tables 7 and 8. The
error on the differential FSR rate as a function of the photon energy is dominated by the
experimental error. The error on the differential FSR rate as a function of p, is dominated
by the experimental error except for 2.5 < p; < 5 GeV where systematic effects from the
acceptance correction seem important. ‘

6.2 Comparison with Parton Shower Models

The FSR rates at parton level predicted by the models are given in table 9 as a function
of Yeur-

The Monte-Carlo errors on the predictions are obtained in the following way. The
parameters controlling the parton cascade were changed, one at a time, to the values given
in figure 11 which shows the effects of these changes on the FSR rate as a function of y,;.
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Yeut Data - JETSET | ARIADNE | HERWIG

0.005 | 3.82+0.26 | 3.08 £0.07 | 4.13+ 0.07 | 4.18 £ 0.04
0.01 |3.30+0.23 | 2.73+£0.05 | 3.66 + 0.04 | 3.60 +0.03
0.02 |2.67+0.19|2.294+0.03 | 3.034+ 0.03 { 2.94+0.02
0.03 |2.30+0.16 | 1.9910.03 | 2.62+ 0.03 | 2.534+0.02
0.04 |1.98+£0.14 | 1.754+0.02 | 2.30+ 0.02 | 2.234+0.02
0.06 |1.56+0.1211.36+0.02|1.80+ 0.02 | 1.73+0.01
0.08 |1.19£0.10]1.06+0.02 | 1.44+ 0.02 | 1.37+0.01
0.1 0.95+0.08 | 0.86+0.02 | 1.19+ 0.02 | 1.11 4+ 0.01
0.15 | 0.66£0.07 | 0.56 +0.01 | 0.81+ 0.01 | 0.73+£0.01
0.2 0.52+0.06 | 0.44 +0.01 | 0.66 & 0.01 | 0.58 +0.01

Table 9: Compa.risoﬁ of the acceptance corrected FSR rate per 1000 hadronic events with
JETSET, ARIADNE and HERWIG predictions. The error on the data is the total error.

The error on each prediction is the total Monte-Carlo error.

The effects due to changing the parameter limiting the photon radiation (M2, , p?™m
VPCUT) are negligible provided its value is kept well below the minimum photon energy.
The observed changes due to the other two considered parameters (A and M?,  p#™" M,)
were then rescaled to correspond to one standard deviation of the fit [11] which determined
the values of these parameters. The scaled changes due to A and MZ,, pf™"

added quadratically to the statistical error to give the total Monte-Carlo error.

The Monte-Carlo errors to the JETSET, ARIADNE and HERWIG predictions are
small and similar. They amount to 2% at y.,, = 0.005, 1% at y.,: = 0.06 and 2% at Yeur =
0.2. The ARTADNE and HERWIG predictions agree within errors at the smallest y.,, but
are significantly different at higher y.,:. The JETSET predictions differ significantly from
the ARTADNE and HERWIG predictions at all values -of Yeut-

, M, were

The FSR rates predicted by the parton shower models are compared with the data in
figures 12 to 18.

The JETSET prediction is three standard deviations too low at low Yeur Whereas the
ARIADNE prediction is two to three standard deviations higher than the data at high
values of ye. The HERWIG prediction is within one to two standard deviations of the
data. ' ' "

In figure 13, the data are compared with the three alternative versions of JETSET.
The prediction of the “Incoherent” variant is lower than the prediction of the standard
version and hence gives an even worse description of the data. However, the “No O(e,)
matching” and the “Constant «,” variants are in good agreement with the data. This is
also true in the case of the v + n jet rates where the “Constant «,” variant of JETSET
provides the best description of data over the full y,, range (figure 14). These conclusions
remain if for a comparison with a given model, the acceptance corrections given by this
model are used instead of the average.

Comparing the data with the predictions, the various parton shower models or some
variants of a given model can be disentangled. This is not easily done by analyzing the
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Figure 12: The acceptance corrected FSR rate as a function of .., and its comparison with
parton shower models. The band around each prediction corresponds to the statistical and
theoretical errors added in quadrature.
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Figure 13: The acceptance corrected FSR rate as a function of y.,, and its comparison with
the three alternative versions of the JETSET model. The band around the standard JET-
SET prediction corresponds to the statistical and theoretical errors added in quadrature.
A similar band could be drawn around the predictions of the variants.
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Figure 14: The acceptance corrected -y + n jet rates as a function of y.,; and their compar-
ison with the JETSET predictions. The predictions of the three variants are also shown.

The bands around the JETSET predictions correspond to the statistical and theoretical
errors added in quadrature.
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Figure 15: The acceptance corrected v + n jet rates as a function of y., and their com-
parison with the ARIADNE predictions. The bands around the predictions correspond to
the statistical and theoretical errors added in quadrature.
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Figure 16: The acceptance corrected « + n jet rates as a function of g, and their com-
parison with the HERWIG predictions. The bands around the predictions correspond to
the statistical and theoretical errors added in quadrature. '
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Figure 17: The differential FSR rate as a function of the photon energy and its comparison
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GNIETS Glover and Stirling
Yeut Data a, =0.118 | o, =0.177 | a, =0.118 | a, =0.103
0.005 | 3.82£0.26 | 4.4740.36 6.671+0.07 | 6.56 +0.06
0.01 |3.30+0.23 | 4.05+0.16 | 3.64+0.02 | 4.9540.05 | 4.95 + 0.04
0.02 | 2.67+0.19 | 3.32+0.08 | 3.14+0.02 | 3.39+0.03 | 3.44+0.02
0.03 |2.30+0.16 | 2.904+0.05 | 2.71 £0.01 | 2.71 +0.02 | 2.76 £ 0.02
0.04 |1.98+0.14 | 2.51+0.04 | 2.37+0.01 | 2.26 +0.02 | 2.31 + 0.01
0.06 |[1.56+0.12 |1.844+0.04 |1.83+0.01 [ 1.66+0.01 | 1.72 +0.01
0.08 [1.1940.10|1.4240.03 | 1.414+0.01 | 1.31+0.01 | 1.34 £ 0.01
0.1 0.95+0.08]1.17+£0.04 } 1.1440.01 { 1.06 +0.00 | 1.08 £ 0.00
0.15 | 0.66+0.0710.78+0.04 | 0.76 £0.01 { 0.74+0.00 | 0.75 + 0.00
0.2 0.52+0.06 | 0.65£0.05 | 0.60+0.01 | 0.62+£0.00 | 0.63+0.00

Table 10: Comparison of the acceptance corrected FSR rate per 1000 hadronic events with
the predictions of the matrix element calculations. The error on the data is the total error.
The error on the GNJETS prediction for @,=0.118 includes systematic errors. The other
errors are statistical only. For @, = 0.177, GNJETS can only be used for y.. > 0.01.

inclusive particle distributions or the event shape variables where a change in the parton
shower can be compensated for by a change in the hadronisation parameters. On the
contrary, FSR photons are not sensitive to hadronisation effects. Since the photon emission
in the parton shower s fully constrained by the modelling of gluon emission, the comparison
between different variants of JETSET is indicative of how higher order corrections are to
be implemented into the models. For instance, the surprisingly good agreement of the
“Constant o,” variant might give a handle on the choice of the evolution variable which
governs the running of «, in the parton cascade.

6.3 Comparison with Matrix Element Calculations

An O(aa,) QCD calculation of the 7 + n jet rates as a function of Y.y has been provided
by Kramer and Lampe at parton level [3]. This calculation employs a recombination
scheme where all final state particles including the photon are treated on the same footing.
However, in this analysis, the isolated photon is initially separated from the other particles
for the jet recomstruction which together with the cuts employed at parton level implies a
different definition of the relevant phase space.

Recently, two Monte-Carlo generators have been made available : GNJETS [6], based
on the calculation by Kramer and Lampe [3], and a generator based on a calculation by
Glover and Stirling [4] (GS). Both generators can incorporate the cuts used to express the
corrected FSR rate. They are expected to give more reliable results for higher values of
Yeut -

The predictions of the matrix element calculations are given in table 10 and compa.red
with the data in figure 19 and figure 20.

The GNJETS predictions depend on the value of a, (taken as a non-running cou-
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Figure 19: The acceptance corrected FSR rate as a function of y.,. and its comparison
with matrix element calculations. The band around the GNJETS prediction corresponds
to the range given by the variations of the cut-off parameters.
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Figure 20: The acceptance corrected 4 + n jet rates as a function of y..; and their com-
parison with matrix element calculations. The bands around the GNJETS predictions
correspond to the range given by the variations of the cut-off parameters.
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pling) and on two intrinsic cut-off parameters [20]. The GNJETS predictions are given
for a, = 0.118, which is a value determined in second order QCD [3], and for e, = 0.177,
corresponding to first order QCD only [16]. The predictions for the total FSR rate, the
v + 1 jet rate and v + 2 jet rate are sensitive to the values of the cut-off parameters. The
effect of changing the value of «, is comparable with the effect of changing these cut-off
parameters.

The GNJETS prediction for a, = 0.118 overestimates the total FSR rate as a function
of Yeue by 15 to 20% except at high y.,. where it agrees with the data. The discrepancy
between the data and the GNJETS prediction comes from the y + 2 jet rate (figure 20).

The predictions of the GS calculation depend on the running coupling constant derived
from the value of A and yYmin, a single cut-off parameter which represents the finite reso-
lution of a hypothetical parton detector. In this analysis, the predictions are insensitive
to the choice of ymin over the full y.. range [21]. Except at high y.u, the GS prediction
differs significantly from GNJETS. The total rate predicted by GS is in good agreement
with the data for y..: > 0.06 but the prediction for the v+ > 3 jet rate is systema.t:ca.]ly
too high. :

7 Conclusions

A clear signal of prompt photons in hadronic Z decays is obtained from a sample of 1336
isolated photons with E, > 5 GeV. The efficiency of the photon identification and the
isolation probability are measured using the data. The main systema.tlc error comes from
the subtraction of the non-prompt background. -

The FSR signal is corrected for both detector and hadronisation effects and is expressed
at parton level where E, > 5 GeV, |cos8,| < 0.95 and the summed energy inside a 20°
cone around the photon is less than 500 MeV. These corrections introduce a theoretical
error comparable with or smaller than the experimental error.

The FSR rate and the v + = jet rates have been measured as a function of y.,; and the
differential FSR rate is given as a function of both photon energy and p, with respect to
the thrust axis for ye,. = 0.005, Yo = 0.06 and yoe = 0.2.

The comparison of the measured FSR rate as a function of y., with the parton shower
models indicates that the JETSET prediction is three standard deviations too low at low
Yeut While the ARIADNE prediction is two standard deviations too high at high y..;. The
HERWIG prediction lies within one to two standard deviations of the data. All three
pa.rton shower models have difficulties in describing the 4 + n jet rates as a function of
Yeue. However, a good agreement between JETSET and all measured rates as a function
ym is found if there is no matrix element matching at the first branclung or if a non-running
strong coupling is used.

The data are reproduced well by the matrix element calculations of Spiesberger and
of Glover and Stirling at high y... only. The ¥ 41 jet rate as a function of ye. is well
described by both calculations but the Spiesberger prediction is too high for the v + 2 jet
rate while the Glover and Stirling prediction is too high for the v+ >3 jets rate.

Using FSR photons, the physics of parton cascades can be tested in a unique way. At
this time, none of the established parton shower models gives a fully adequate description
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of the data.
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