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ABSTRACT

Precision Higgs Coupling Measurements in H → WW∗ → lνlν

Final State with the ATLAS Detector at the LHC

Hee Yeun Kim, Ph.D.

The University of Texas at Arlington, 2015

Supervising Professor: Dr. Jaehoon Yu

The Standard Model (SM) is a gauge theory that describes the fundamental parti-

cles of matter and the forces between these particles. It has been tested to a very high

precision in the past several decades, except for the observation of the Higgs particle,

because of a ramification of the Higgs mechanism. After the discovery of the Higgs par-

ticle in July 2012, at the Large Hadron Collider (LHC) at the European organization for

Nuclear Research (CERN), subsequent studies have been focused on confirming whether

the newly discovered particle is consistent with the SM Higgs, in particular its spin and

its couplings strengths. In this thesis, the Higgs coupling properties are measured using

H→WW∗→ `ν`ν final state. The H→WW∗→ `ν`ν channel has a large branching ratio,

thus it provides a large amount of Higgs signal and more precise Higgs property mea-

surements. The overall significance of Higgs particle observation in this channel is 6.1σ

while the expected significance is 5.8σ at the mass mH = 125.36 GeV. The overall signal

strength is measured to be µ = 1.09 +0.23
−0.21 while µggf = 1.02 +0.29

−0.26 for the gluon-gluon fusion

and µvbf = 1.27 +0.53
−0.45 for the vector boson fusion production mode. The results of the signal

strength are used to measure the Higgs couplings to fermions and to gauge bosons under
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the SM Higgs hypothesis. The measured relative Higgs coupling strength to fermions is

κF= 0.93+0.32
−0.23 and the one to bosons is κV= 1.04± 0.11. This study also presents the mea-

sured inclusive cross-sections for thegluon-gluon fusion (ggF) and the vector boson fusion

(VBF) production modes as well as the fiducial cross-sections of a ggF production mode

of H→WW∗→ `ν`ν.
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CHAPTER 1

Introduction

The Standard Model (SM) [1] is a gauge theory that describes the fundamental par-

ticles of matter and the forces between these particles. It has been tested to a very high

precision in the past several decades, except for the Higgs mechanism [2]. After the Higgs

discovery [3] in July 2012 at the Large Hadron Collider (LHC) [4] at the European Orga-

nization for Nuclear Research (CERN) [5], subsequent Higgs particle studies focus on the

measurement of its properties, including the spin and coupling strengths to determine the

nature of the discovered particle.

In this thesis, the Higgs coupling property measurements using H→WW∗→ `ν`ν

final state are presented. The H→WW∗→ `ν`ν channel has a larg branching fraction

and provides the largest amount of signal among the final states for more precise Higgs

property measurements. This study is divided into sub-categories to optimize signal to

backgrounds ratio. The results of these sub-analyses are combined and to extract the signal

yield the Profile Likelihood method [6, 7] is used. The results of the signal yield are used

to measure the Higgs coupling strength to fermions and gauge bosons under the SM Higgs

hypothesis. The results are interpreted as measurements of the Higgs coupling constants

to fermions and weak bosons. This study also measures the inclusive cross-sections for

the gluon-gluon fusion (ggF), the vector boson fusion (VBF) production modes and the

fiducial cross-sections of a ggF signal region in H→WW∗→ `ν`ν.

Chapter 2 discusses the theory behind the Higgs mechanism and the Higgs study at

the LHC, followed by an overview of the apparatus in chapter 3. Chapter 4 explains how

the major physical objects used in this analysis are reconstructed and selected. Chapter 5
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describes the statistical concepts and the statistical treatments used in this study. Chapter 6

and 7 present details of the H→WW∗→ `ν`ν analysis and the results of coupling strength

and cross section measurements, followed by conclusions in chapter 8.
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CHAPTER 2

The Standard Model of Particle Physics

The Standard Model (SM) [1] is the gauge theory which describes the fundamen-

tal particles and their interactions, with the exception of gravity. The SM consists three

generations of leptons and quarks and their force mediators (gauge bosons) as shown in

Fig 2.1. This model has been well adopted to explain the particle physics world, however,

the mechanism by which these particles have mass was not known. In 1964, several the-

oretical particle physicists, including P. Higgs and F. Englert, suggested a brilliant idea to

explain this. This theory has been known as the Higgs mechanism [2] which introduced a

new particle called the Higgs boson.

Figure 2.1: The Standard Model of elementary particles, with the three generations of
matter, gauge bosons in the fourth column, and the Higgs boson [8].
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For nearly 50 years, experimental particle physicists had been looking for this parti-

cle, and finally, in 2012, the LHC at CERN claimed the discovery of a scalar particle that

appears consistent with the SM Higgs boson.

The SM is built on the following gauge symmetry

S U(3) × S U(2) × U(1) (2.1)

with S U(3) representing the strong interaction of quantum chromodynamics (QCD) and

S U(2) × U(1) corresponds to the electroweak interaction. The gauge symmetry is broken

in the electroweak interaction and gauge bosons acquire mass through the Higgs mecha-

nism.

2.1 Fermions and Gauge Bosons

Fermions are spin 1/2 particles and are divided into two different categories, quarks

and leptons. Quarks come in two types, the up-type and its corresponding down-type.

The up-type quarks are up (u), charm (c) and top (t), and the down-type quarks are down

(d), strange (s) and bottom (b). Leptons also have two types, charged leptons and neutral

leptons. The charged leptons are electron (e), muon (µ) and tau (τ) and the neutral leptons

correspond to each charged lepton, electron neutrino (νe), muon neutrino (νµ) and tau

neutrino (ντ). Quarks have fractional charges, +2/3 for the up-type and -1/3 for the down-

type, while all the charged leptons have charge -1. Each of all quarks and leptons has its

own anti-particle that has the same mass and spin properties but opposite charge (such as

positron (+e) for the electron (−e)).

Gauge bosons are force carriers that mediate the interactions between fermions, and

their spins are 1. Gluons mediate the strong interaction that acts on quarks. The strong

interaction is described by QCD in S U(3) gauge group. Photons meditate the electromag-

netic force while W± and Z bosons are responsible for the weak interaction. The unification
4



of the electromagnetic and the weak interactions is described by S U(2) × U(1). The gluon

and the photon have no electrical charge and are massless while the W± and Z bosons have

charges ±1 and 0, respectively.

2.2 The Higgs Mechanism

The Higgs mechanism [2] describes how fermions and gauge bosons obtain masses.

This mechanism has been introduced and has been developed more than five decades ago

by several theorists including P. Higgs and F. Englert. In 2012, the theory finally was

proved experimentally through the discovery of a Higgs particle at the CERN. P. Higgs

and F. Englert were awarded the 2013 Nobel Prize in physics for their discovery of this

mechanism.

The Higgs mechanism begins with the concept of spontaneous symmetry breaking.

When we write a Lagrangian that is invariant under the φ → −φ transformation, the La-

grangian can take the form of a complex λφ4, as follows. Note that following explainations

are developed under a toy model for understanding of how the Higgs mechanism works.

L = T (φ) − V(φ) = ∂µφ∂
µφ − m2φ2 + λφ4 (2.2)

As seen in Eq. 2.2, there are only even powers and even derivative terms, thus, it does not

changed under the φ → −φ transformation. However, when we consider the minimum

potential energy, this Lagrangian does not satisfy the same symmetry because φ = 0 is not

the actual minimum anymore. In Eq. 2.2, the first term is the kinematic energy terms, and

the second and third terms are the potential energy terms. The minimum potential energy

is at the point where its derivative with respect to φ is 0.

∂V
∂φ

= 0 (2.3)
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A good example of this is the Lagrangian under chiral symmetry in which the left-handed

and right-handed parts of Dirac fields transform independently as follows

L =
1
2

(∂µφ)2 −
1
2

m2φ2 −
1
4
λφ4 (2.4)

where the potential energy term is V(φ) = 1
2m2φ2 + 1

4λφ
4. Its derivative is

∂V
∂φ

= m2φ + λφ3 = φ(m2 + λφ2). (2.5)

Two solutions can be obtained to meet this condition. One solution is φ = 0 when m2 > 0.

The φ4 term is the self-coupling term with the coupling constant λ. The other solution can

be obtained from m2 + λφ2 = 0, where the solutions are

φ = ±

√
−m2

λ
= ±ν. (2.6)

For this case, the minimum potential energy is not at φ = 0 but at φ = ±ν, that means,

the lagrangian is no longer invariant under η → −η when it is expressed as a function of

η through the substitution φ = φ0 + η. This phenomenon is due to the shape of the Higgs

potential that resembles a Mexican hat [9] as shown in Fig 2.2. These two solutions are

illustrated on the left-hand side in Fig 2.2.

Since we now have the real minimum at the solution points in Eq. 2.6, the φ = 0

point is now unstable. If there is a particle at this point, it would hardly stay but would

rather move along the slope in any direction toward the real minima φ = ±ν under very

little perturbation. Now adding the fluctuation term to the solution, we can write the

solution as

φ(x) = ±ν + η(x). (2.7)

If we only takes the positive solution, φ(x) = ν + η(x), the Lagrangian can be re-written

6



Figure 2.2: Solutions for the given Lagrangian in Eq.2.5, a simple solution when m2 > 0
is φ = 0 (left) and two solutions are available as given in Eq.2.6 when m2 < 0 (middle).
These solution are for the spontaneous symmetry breaking and called the “Mexican Hat”
that shown in the right of the figure (right).

L =
1
2

(∂µη)2 − λν2η2 − λνη3 −
1
4
λη4 (2.8)

This is the final Lagrangian of the spontaneous symmetry breaking that consists of 4 terms:

the kinematic energy term 1
2 (∂µη)2, the mass term λν2η2, and the third and fourth terms are

for the coupling terms for three and four legs, respectively.

The Higgs mechanism is one example of a spontaneous symmetry breaking of the

non-abelian model that does not commute any of two elements in the group. Consider a

complex scalar field φ that interacts with electromagnetic fields and also coupled to itself.

The Lagrangian for this case can be written as

L = −
1
4

(Fµν)2+ | Dµφ |
2 −V(φ) (2.9)

where, Dµ = ∂µ − iqAµ. Since the Lagrangian is invariant under the U(1) transformation,

the solution is given as the φ→ eiα(x) and the gauge field Aµ(x)→ Aµ(x)+dµθ is introduced

to maintain the invariance of the solution in the field. The chosen potential form is

V(φ) =
m2

2ν
(φ∗φ − ν2)2. (2.10)
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Based on Eq. 2.6, φ = ±ν is the solution for the vacuum state. However, it can be

perturbed by the real field h(x). Thus the solution for minimum potential is given as

< φ >= ν +
h(x)
√

2
. (2.11)

The real field h(s) is the Higgs field. Then the potential energy is

V = m2h2 +
m2h2

2ν2 (
√

2νh +
h2

4
). (2.12)

The Dµ = ∂µ + iqAµ with given solution , Dµφ, is now

Dµφ = (∂µ − iqAµ)(ν +
h(x)
√

2
) =

1
√

2
∂µh − iqνAµ −

iqh
√

2
Aµ. (2.13)

The the term | Dµφ |
2 in Eq. 2.9 becomes

DµφDµφ =
1
2
∂µh∂µh + q2ν2AµAµ +

√
2q2νhAµAµ +

q2h
2

AµAµ. (2.14)

Then the Lagrangian becomes

L = −
1
4

(Fµν)2+ | Dµφ |
2 −V(φ)

=
1
2
∂µh∂µh + q2ν2AµAµ +

√
2q2νhAµAµ +

q2h
2

AµAµ

− m2h2 −
m2h2

2ν2 (
√

2νh +
h2

4
) −

1
4

(Fµν)2.

This is the Lagrangian for the Higgs mechanism. Each term in this Lagrangian

represents a specific physics interaction. The first terms to notice are is the terms that

include the Higgs field h(x).

Lh
f ree =

1
2
∂µh∂µh − m2h2. (2.15)

These terms look similar to a Klein-Gordon equation with a scalar Higgs field h(x)

and a Higgs mass
√

2m.
8



The gauge boson terms are:

LB
f ree = −

1
4

(Fµν)2 + q2ν2AµAµ. (2.16)

The first term of LB
f ree is the kinematic energy which is present for massless gauge

bosons regardless of symmetry breaking. However, by adopting the real field h(x), this

solution gets a perturbation term, ν → ν + h(x). Hence it introduces a mass term for the

gauge bosons, q2ν2AµAµ. Then the mass is M =
√

2qν.

The rest of the equation corresponds to the coupling. The Higgs self–coupling term

and Higgs-gauge field coupling term are give as follows :

Lh
sel f =

m2h2

2ν2 (
√

2νh +
h2

4
) (2.17)

Lgauge
coup =

√
2q2νhAµAµ +

q2h
2

AµAµ = q2AµAµ(
√

2νh
h
2

). (2.18)

The Higgs boson couples most strongly to the most massive SM particles.

2.3 Higgs boson production at the LHC

Higgs production at the LHC is dominated by the ggF process, which is induced

via the top-quark loop. The second largest production mode is the VBF in that two vec-

tor bosons are initially produced from the interaction with two initial state quarks and are

found to produce the Higgs particle. The associated vector boson mode (VH) is also a

part of the LHC Higgs production, through qq̄→ V∗ → VH Bremsstrahlung-like process.

Smaller production modes can also be exploit, like the tt̄H through gg/qq̄ → tt̄ process.

The Feynman diagrams for these are presented in Fig 2.3. The corss sections of differ-

ent production modes at the Higgs mass 125 GeV [10] are summarized in Table 2.1 and

are also seen in Fig 2.4. The Higgs particle decays to many different final states. The

H→WW∗ channel is a good candidate channel to observe the Higgs particle thanks to its
9



Figure 2.3: Feynman diagrams for various Higgs production modes at the LHC.

high branching ratio. As seen in Fig 2.5, it is ranked on the second largest following the

bb̄ around mH = 125 GeV.

Table 2.1: Summary of the cross sections of major production modes in the LHC for the 7
and 8 TeV at the Higgs mass 125 GeV [10].

cross section (σ) 7 TeV 8 TeV

ggF 15.13 pb 19.3 pb

VBF 1.2 pb 1.6 pb

VH 0.9 pb 1.1 pb

tt̄H 0.09 pb 0.1 pb

Discovery of the Higgs Particle

On the 4th of July 2012, CERN announced the discovery of a Higgs-like particle. This

was a historic moment for particle physics because the SM received its final missing piece

of the puzzle to complete. Two major experiments at the LHC, A Torodial LHC Apparatus

(ATLAS) and Compact Muon Solienoid (CMS), performed independent searches and ob-

served the Higgs signal in the same Higgs mass range [3, 11, 12]. The results from these
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two experiments were cross-checked to ensure the results. The mass measured through

the ATLAS detector is mH = 126.0 GeV ± 0.4(stat.) ± 0.4(sys.) while that of the CMS

detector is mH = 125.3 GeV ± 0.4(stat.) ± 0.5(sys.).

Fig 2.6 shows the exclusion limits for the ATLAS and CMS SM Higgs boson

searches [3, 11, 12] at the time, where a clear excess around 125 GeV forbid the ruling

out of a Higgs particle.
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Figure 2.4: The Higgs cross section at the
√

s = 7 and 8 TeV center of mass energy in the
LHC [10].
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CHAPTER 3

The Apparatus

3.1 The Large Hadron Collider

The Large Hadron Collider (LHC) is designed to supply high energy collisions for

particle physics experiments. It uses the existing 26.7 km tunnel of the Large Electron-

Positron (LEP) collider that was installed and used from 1989 to until 2000 [4] by the

European Organization for Nuclear Research (CERN) [5]. The LHC started its operation

in 2009 with low collision energy, at the center of mass energy (
√

s = 900 GeV). Along the

LHC beam circumference, there are 4 major detectors. Two general purpose detectors, A

Toroidal LHC Apparatus (ATLAS) and Compact Muon Solenoid (CMS), and two special

objective detectors, A Large Ion Collider Experiments (ALICE) for a quark-gluon plasma

studies using heavy ion collisions and LHC-beauty (LHCb) for b-physics using low lumi-

nosity. The location of these detectors is shown in the Fig. 3.1. The LHC operated with a

center of mass energy (
√

s) of 7 TeV in 2011 and 8 TeV in 2012. A tremendous amount

of data has been collected by the detectors and ATLAS detected and analyzed 5.25 fb−1

of 7 TeV and 21.7 fb−1 of 8 TeV data.

The LHC uses protons extracted from hydrogen atoms to form beams and after

a series of accelerations [4], these beams are injected into the LHC. The beam injection

process accelerates the protons to have a desired energy through a sequence of accelerators

in the injection chain. A linear particle accelerator, called Linac2, accelerates the protons

to an energy of 50 MeV. Then the protons are injected to the Proton Synchrotron Booster

(PSB) that boosts the proton to an energy of 1.4 GeV followed by the Proton Synchrotron

(PS) where 1.7 × 1011 proton are grouped and accelerated up to an energy of 25 GeV.
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Figure 3.1: Schematics layout of the LHC [4].

Then, these proton are injected to the Super Proton Synchrotron (SPS) and are accelerated

to an energy of 450 GeV. Protons are finally transferred to the two rings of the LHC both

in a clockwise and anticlockwise direction. After another 20 25 min. the protons reach the

desirable energy. Fig. 3.2 shows the injection chain.

As seen in Fig. 3.2, the LHC consists of eight octant sections. The four detectors

are located each in a different octant, two of octant-sections are reserved for the cleaning

and one section is for the Radio Frequency (RF) cavities and the last one section is for

beam dumping. The RF system in the LHC is in used for accelerating protons and for

increasing luminosity in collision. The RF cavities generate a longitudinal voltage so

14



Figure 3.2: The sequence layout of LHC beam injection procedure [4].

the entering protons experience an acceleration, so that the particle sees an accelerating

voltage at the gap, and the voltage then cancels out as the particle goes around the rest of

the machine [13]. Therefore, and oscillating voltage is applied to make protons always in

the acceleration mode, to ensure that protons are always accelerated. The RF frequency

must have an integer multiple of the revolution frequency, fRF = h frev, which depends on

the particles revolution frequency and hence its momentum. Therefore, the integer number

h is

h = harmonic number =
fRF

frev
=

Trev

TRF
= Trev · fRF (3.1)

where Trev is the period of protons that is given as the length of LHC divide by the speed

of particles, and the fRF of the LHC is 400 MHz. Then, the harmonic number of LHC h is

35640. Protons are exactly in sync with the RF, thus, there are 35640 possible phases in the
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RF and each proton bunch is synchronized with one phase, called buckets. However, not

all the buckets are filled with proton groups but only 2808 buckets are filled with protons.

Figure 3.3: The RF bucket and bunch in LHC [13].

These filled RF buckets are called bunches, as shown in Fig. 3.3. Each bunch is

separated by 2.5 ns, called as a bunch spacing and the distance between the bunches are

7.5 m.

The LHC is required to control the beam behavior while the protons travel through

the LHC vacuum pipes. There are two behaviors to be controlled in order to maintain

circulating beams with high beam intensity. One is a circular movement along with the

beam pipes and the other one is a beam focusing. The LHC magnetic system consists

of 1232 dipole and 392 quadruple magnets. Dipole magnets provide a magnetic field to

sustain a circular path. According to the Lorentz force, the centripetal force Fc is

Fc = q × v × B (3.2)

but also, the centripetal force, Fc

Fc =
mc2

r
=

E
r

= 4 × 10−10N (3.3)
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so, the magnetic field of the dipole magnets is

B =
Fc

q × v
=

4 × 10−10N
(1.6 × 10−19C) × c

≈ 8.33 T (3.4)

The dipole magnetic field is generated through the 160 superconducting cables that

circulate each beam pipe with about 11800 A electric current applied on them. In addition

to that, quadruple magnets are used to make beams to focus the beams. Protons moves

along with circumference of the accelerator, their paths are not stay with the central trajec-

tory. A pair of quadruple magnet systems work together to keep the protons bunched: the

first quadruple focuses the beam width while the second system focuses the beam height.

A diagram of the two magnet systems is in the Fig. 3.4.

Figure 3.4: LHC di- (left) and quadru- (right) pole cross section [14, 15].

Positions of protons, then, are expressed with displacement from central path (x),

and angle with respect to central path (x), as shown at the top in Fig. 3.5. The behavior of

the protons are calculated with simple harmonic motion (SHM), thus the solution of the

motion can be written:

x = Acos(
ω

V
S + φ) , x′ = −A

ω

V
sin(

ω

V
S + φ) (3.5)
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Therefore, this can be shown in a phase space plot: x vs x′, as shown in the bottom of

Fig. 3.5.

Figure 3.5: The position of protons along the beam line [13].

The particles moves along with the this phase space, say k(s), with different ampli-

tudes and different angles. Outside of k(s) = 0, no quadruple magnet force exerts. The

general equation for transverse motion:

d2x
ds2 + k(s) · x = 0 (3.6)

For the solution of Eq. 3.6, three new parameters are introduced, the emittance ε,

the amplitude modulation β(s) and the phase advance Ψ(s). The ε is the transverse length

of the phase space respect to x-axis and the β(s) is the modulation of amplitude due to
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the changing focusing strength. The Ψ(s) is the phase advance depending on focusing

strength. with these parameters the solution can be written as:

x =
√
εβ(s) cos(Ψ(s) + π) , x′ = −

√
ε

β(s)
sin(Ψ(s) + π) (3.7)

Therefore, the bottom figure of Fig. 3.5 is expressed by follows :

Figure 3.6: The position of protons along the beam line [13].

However, the actual emittance that is used in the real calculation, the emittance is

area of the ellipse that contains a certain portion of the particles, i.e. 95 % of emittance that
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has 95% particles, as shown in the bottom plot of the 3.6. Therefore, the beam dimension

is 2
√
εβ(s), and the approximate cross section is 4 εβ = 4πσ2. Therefore, the β is

β =
πσ2

ε
(3.8)

So, the β is about the width of the beam divided by the emittance. Therefore, the β is low,

the beam is squeezed and it the β is high, the beam is wide and straight. The amplitude

fraction at the interaction point, β∗, is defined the distance the focus point that the beam

width is twice as wide as the focus point, as shown in Fig. 3.7. β∗ is used instead of β.

Figure 3.7: The illustration of the β∗ [13].

3.1.1 Luminosity

The Luminosity is a measurement of the number of collisions that can be produced

in a detector cm2 per second. It is proportional with number of particles in a bunch and

inversely proportion with the cross section which is a measurement of the probability that

an events occurs.

L =
f · N2

4 · π · σ2 =
f · N1 N2

4πσ1σ2
(3.9)

where, N is number of protons and f is the bunches crossing frequency. The Luminosity

can be written again with the relationship π σ2 = ε β.
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L =
f N1 N2

4 · ε · β∗
(3.10)

where f = frev · nb · F. The frev is the revolution frequency and the nb is the number of

bunches in the LHC ring. Then, the Luminosity is

L =
frev nb N1 N2

4 · ε · β∗
· F (3.11)

F is the geometrical reduction rate depends on the injection angle of particles and the

r.m.s. of bunch length. σ∗ is the transverse RMS beam size at the IP.

F = (1 +

(
θcσz

2σ∗

)2

)−1/2 (3.12)

Equation 3.11 is the instantaneous luminosity, thus the cumulative luminosity over the

running time is L =
∫

L dt. The design luminosity was 1034cm−2 · s−1, we never have

achieved this luminosity yet.

Figure 3.8: Total Integrated Luminosity and Data Quality in 2011 and 2012 (left) and
Number of Interactions per Crossing (right) of the LHC [16].

The left figure in Fig. 3.8 shows the integrated luminosity that was collected in 2011 and

2012 by ATLAS (yellow), the data used for physics (blue), and the accumulated luminosity
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delivered by the LHC (green), over the years. The average the number of collision in one

bunch crossing (µ) is defined in equation 3.13

µ =
Lσinel

nfrev
. (3.13)

where σinel is the inelastic cross section.

3.2 The ATLAS Detector

A Toroidal LHC Apparatus (ATLAS) is the one of the LHC general purpose de-

tectors. The layout of ATLAS is shown in Fig 3.9. The substructures of ATLAS are

the Inner Detector(ID) for vertex and track reconstruction, a Liquid Argon (LAr) Electro-

magnetic (EM) calorimeter for the electron/photon energy measurement, a tile and LAr

hadronic calorimeters for the hardonic particle measurement and a muon spectrometer for

the Muon tracking built with eight air-core magnet system in the barrel and the end-cap

areas. In addition, there is a forward detector system for luminosity measurement.

The coordinate system of ATLAS is following the Fig 3.10. The origin of the

ATLAS coordinate system follows that the z-axis is parallel with the beam direction, the

x-axis points to the center of LHC and the y-axis points upward. The azimuthal angle φ

is defined in the x-y plane and the polar angle θ is the angle between the beam axis and

some vector originating at the origin. However, η is used in preference to θ since eta is a

longitudinal boost invariant (assuming mass << E). The distance between objects also

can be expressed by η and φ which is represented by ∆R, ∆R =
√

∆φ2 + ∆η2. The x-y

plane is the transverse plane to reflect the momentum, the energy and the missing energy.

Often times energy, momentum, and mass is projected on the the transverse plane and is

called: pt, Et, mt, Emiss
t , etc. This is done since initially there is no momentum in the
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Figure 3.9: Cut-away view of the ATLAS detector. The dimensions of the detector are 25
m in height and 44 m in length. The overall weight of the detector approximately 7000
tonnes [17].

Figure 3.10: The ATLAS detector coordinate system. The z-axis is parallel with the beam
line and the x-y plan is the transverse to the beam direction, where x-axis points to the
center of the LHC and the y-axis is defined as pointing upward [17].

transverse beam prior to a collision. The detector is divided into two areas: A-side and

C-side by the transverse plane at the Interaction point (IP).
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3.2.1 Magnets

The ATLAS magnet system consists of two different types of magnets, a solenoid

and a toroid. In Fig 3.11, the red cylindrical shape in the very inner range represents the

a central solenoid (CS) which is aligned with the beam axis and provides a 2 T magnetic

field to the inner detector. This magnets are located beneath the LAr EM calorimeter. The

barrel toroid (BT) system located in the muon spectrometer (MS). Two end-cap toroids

(ECT) are also within the muon spectrometer system. The BT and ECT are eight-fold

azimuthal symmetry that surrounds the calorimeter system.

Figure 3.11: Geometry of magnet windings and tile calorimeter steel. The eight barrel
toroid coils, with the end-cap coils interleaved are visible. The solenoid winding lies
inside the calorimeter volume [17].

3.2.2 Inner Detector

The Inner Detector (ID) is 6.2 m × 2.1 m in the length (L)× radial distance (R) and

is shielded by a 2 T solenoid field. It is configured three sub detector components, a pixel

detector, a Silicon microstrip semi-Conduction Trackers (SCT), and a Transition Radiation

Tracker (TRT). The pixel and the SCT are responsible for the momentum and the vertex
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measurements, the electron identifications and the pattern recognition. The TRT is able

to detect the transition radiation of passing particles. The spacial coverage of the ID is

| η |< 2.5 while TRT covered | η |< 2.

Figure 3.12: The inner detector schematics of ATLAS [17].

In the barrel area, the three pixel detector layers exist around the beam pipe, up to

the most outer layers extending up to R = 122.5 mm and the four layers of SCT cover

up to R = 514 mm after the pixel detector. The TRT in the barrel extends out to the R =

1082 mm. In the end-cap area, disk shape components are arranged in the perpendicular

to the beam axis. Thus, the coverage of ID in the end-cap is different with the ones in the

barrel area. Table 3.1 summarizes the main parameter of the ID and Fig 3.13 and 3.14

visualize the ID structure.

The pixel detector has the finest granularity with a minimum pixel size in R-φ× z of

50 × 400 µm2. The intrinsic accuracy is R-φ×z of 10 × 115 µm2 in both barrel and end-cap

area. About 80.4 million readout channels are connected to the pixel detector. The pixel

detector measures the track impact parameter d0 and z0, the transverse and longitudinal
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Table 3.1: Main parameter of the inner detector system

Item Position Radial extension (mm) | η | coverage
Pixel 3 cylindrical layers (Barrel) 50.5 <R< 122.5 < 1.7

2 × 3 disks (End-cap area) 88.8 <R< 149.6 1.7 - 2.5
SCT 4 cylindrical layers (Barrel) 299 <R< 514 < 1.4

2 × 9 disks (End-cap area) 275 <R< 560 1.4 - 2.5
TRT 73 straw planes (Barrel) 563 <R< 1066 < 0.7

160 straw planes (End-cap area) 644 <R< 1004 0.7 - 2.5

position to the beam axis at the point of closest approach, respectively, and identifies short

life time particles like b-hadrons and τ leptons.

The SCT provides additional information on vertex measurement and track position,

and has eight strips on each of four layers crossing on their edges. The strips are small-

angle (40 mrad) stereo strips and consist of two 6.4 cm long daisy-chained sensors with

a strip pitch of 80µm in the barrel region. In the end-cap region, a set of strips spreads

radially with the angle of 40 mrad. The average pitch of the strips is approximately 80µm.

The intrinsic accuracy per module is R-φ× z of 17 × 580 µm2 and is connected with about

6.3 million readout channels. The TRT is located at the most outer layer of the ID and

supplies additional information of the coordinates and particle identification. The TRT is

made with the 4 mm diameter straw tubes which are parallel with the beam axis and covers

| η |< 2.0. The TRT only provides the R-φ information and its intrinsic accuracy per tube

is 130 µm. In the barrel, the straw tubes are 144 cm long, and their wires are divided into

two halves at | η | = 0. In the end-cap area, they are 37 cm long and are arranged radially

in wheels. The connected readout channels are about 351,000.

3.2.3 Calorimeter

There are two major sub-detector systems within the calorimeter system. The liquid

argon (LAr) electromagnetic (EM) calorimeter located in the inner area, and the hadronic
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Figure 3.13: Layout of the ID in the barrel showing the Pixel, SCT and TRT detector [17].

Figure 3.14: Layout of the ID in the end-cap region and showing the sensors and structural
elements traversed by two charged tracks of 10 GeVpt in the end-cap inner detector (η =

1.4 and 2.2) [17].

calorimeter system that lies outside the EM calorimeter. The forward detector is located

in the central area of the end-cap region. The calorimeter detector measures the energy

deposition of the all electromagnetic and hadronic particle activities. Therefore, the depth

of the calorimeter is the key design point. The total depth of the LAr EM calorimetor is >
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22 (24) radiation lengths and approximately 9.7 (10) interaction lengths (λ) in the barrel

(end-cap). The full depth at η = 0 is 11λ, 1.3 λ from the outer support. Fig 3.15 shows the

schematics of the calorimeter system.

Figure 3.15: The layout of the Calorimeter system. The barrel area consist of the liquid ar-
gon (LAr) electromagnetic (EM) calorimeter and the tile calorimeter. In the end-cap area,
LAr EM (EMEC), LAr hadronic detector (HEC) and LAr forward (FCal) are surrounded
by tile extended barrels [17].

The liquid argon (LAr) electromagnetic (EM) calorimeter in the barrel area (EMB)

covers | η |< 1.475, while the one in the end-cap (EMEC), covers 1.375 < | η |< 3.2. The

EM calorimeter uses a lead-LAr detector that is made with accordion-shaped capstan elec-

trodes in the azimuthal symmetric. The lead absorber plates cover a full area and are

optimized as a function of η based on the EM calorimeter performance in the energy res-

olution. It provides physics in the | η |< 2.5 while a pre-sampler detector compensates the

energy loss by electrons and photons in | η |< 1.8.
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Figure 3.16: The liquid argon (LAr) electromagnetic (EM) calorimeter : a cylinder shapes
of LAr EM in the barrel area (EMB) is centralized in the figure and the disk-shape of LAr
EM (EMEC) and LAr hadronic detector (HEC) in the end-cap are arranged on perpendic-
ular to the beam axis. The LAr forward (FCal) is located in the central area of the end-cap
area which covers 3.1 < | η |< 4.9 [17].

The hadronic calorimeter surrounds the EM calorimeter and is divided into several

sub-detector system. The LAr hadronic calorimeters in the end-cap region (HEC) covers

the region of 1.5 < | η |< 3.2 and the LAr forward calorimeter (FCal) covers the region

3.1 < | η |< 4.9. In the barrel area, the tile calorimeter covers | η |< 1.0 and covers 0.8

< | η |< 1.7 in the two extended areas (the end-cap region), as seen in Fig 3.17a. The tile

calorimeter uses steel as the absorber and scintillating tiles as the active material. Sixty

four modules are radially spread in the transverse plane. Detailed schematics of each

modules are described in Fig 3.17b.
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Figure 3.17: The detail schematics of the hadronic calorimeter. (a) Segmentation in depth
and eta of the tile-calorimeter modules in the central (left) and extended (right) barrels.
The bottom of the picture corresponds to the inner radius of the tile calorimeter. The tile
calorimeter is symmetric about the interaction point at the origin. (b) Schematic showing
how the mechanical assembly and the optical readout of the tile calorimeter are integrated
together. The various components of the optical readout, namely the tiles, the fibres and
the photomultipliers, are shown.

3.2.3.1 MobiDICK4

As seen in the Figure 3.17b, each tile calorimeter module has a mounted electronic

readout in the most outer layer including photo multipliers tubes (PMTs). During the first

Long Shutdown (LS1), all those electronics are maintained and are upgraded to prepare

for the next run resuming in 2015. MobiDICK4 is an upgraded version of the stand-

alone test-bench for the full certification of the front-end electronics of the TileCal in the

ATLAS experiment [18]. MobiDICK4 communicates with a laptop through the front-end

Graphical User Interface (GUI) that is implemented in the test machine. An Ethernet

connection with the back-end server makes it available to access the Embedded System

on a Field Programmable Gate Array (FPGA). While the MobiDICK4 software keeps the

client-sever architecture of previous versions, the server platform has been replaced to
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utilize a System on Chip (SoC) platform, as opposed to the Versa Module Europa (VME)

modules to the modernize the hardware.

The MobiDICK4 performs independent tests on each electronics of the TileCal

modules with implemented functionalities supported by daughter-boards, including High-

voltage and LED boards. As Pot’s convert the light to the electrical pulse, the signals are

also added in groups of towers in η by analogue summation cards and their signals are

transmitted to the Level 1 Trigger through dedicated cables. Digitized data in groups of

3 PMTs are read-out by one Data Management Unit (DMU). Two DMUs are mounted

on a digitizer board which is equipped with a TTCrx chip. Up to eight digitizer boards′

read-out linked to the one module, called as a super-drawer. Finally an Interface Board

pack transmits the data to the back-end sever and receives Trigger Timing and Control

(TTC) commands from it. MobiDICK4 has specific tests that target the certification of

each of these components. With the light and the electrical signal from daughter-boards,

the MobiDICK4 is able to benchmark the real collision situation in the LHC.

Figure 3.18: The MobiDICK4 hardware box (left) and the associated lepton (right). They
communicates through an Internet which access to the GUI interface implemented in the
MobiDICK4 [18].

In order to analyze the performance of electronics in the super-drawers, hence, the

analogue-digital-converter (ADC) boards are essential role in the given purpose. Thus,
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developing and optimizing the ADC board are essential steps in the project. The sample

outputs from the ADC board are inverted. Up to 128 samples are stored in the FPGA

at a time. Fig 3.20 shows an example of one sampling for the pulse shape measurement

at different charge injection times. In the figure, the pulse shape measurement of the

tower and muon output of the super-drawer performed by MobiDICK4 are sampling with

a known charge at different time offsets. As expected, muon output has a slightly wider

distribution, compared with tower measurement.

Figure 3.19: The MobiDICK4’s mother board (left) and the ADC board (right). The
mother board controls all the functionalities of MobiDICK4. The ADC boards make pos-
sible to perform the key tests to certify electronics of each calorimeter modules [18].

The uniformity of the ADC channels is shown in Fig 3.21. The top plot in each

channels test is the reconstructed response versus channels and the bottom is the deviation

from the mean. Fig 3.21 and 3.22 show all the channels of the ADC board that are tested

and are reconstructed by two different methods: the Flat Filter and the Optimal Filter. Both

Flat Filter and Optimal Filter responses agree. As we see in the Fig 3.22, the linearity of

the reconstructed energy as a function of different charges is very good for both Flat and

Optimal Filters. Therefore, the difference between these two methods is not significant.

The responses of the ADC channel for a given charge are uniform overall. Differences

between the two ADC boards can be further improved by inter-calibration if needed.
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Figure 3.20: ADC pulse shape measurement example with a time variation of the charge
injection [18].
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Figure 3.21: Uniformity of the channels in the ADC board reconstructed at the given
charge which is varied from 50 to 300 pC [18].

33



Injected Charge [pC]
0 50 100 150 200 250 300

C
al

ib
ra

te
d 

R
es

po
ns

e 
[p

C
]

0

50

100

150

200

250

300 ADC Channel_0 PMT 29

Flat Filter 
Optimal Filter 

Injected Charge [pC]
0 50 100 150 200 250 300

C
al

ib
ra

te
d 

R
es

po
ns

e 
[p

C
]

0

50

100

150

200

250

300 ADC Channel_1 PMT 29

Flat Filter 
Optimal Filter 

Injected Charge [pC]
0 50 100 150 200 250 300

C
al

ib
ra

te
d 

R
es

po
ns

e 
[p

C
]

0

50

100

150

200

250

300 ADC Channel_2 PMT 29

Flat Filter 
Optimal Filter 

Injected Charge [pC]
0 50 100 150 200 250 300

C
al

ib
ra

te
d 

R
es

po
ns

e 
[p

C
]

0

50

100

150

200

250

300 ADC Channel_3 PMT 29

Flat Filter 
Optimal Filter 

Injected Charge [pC]
0 50 100 150 200 250 300

C
al

ib
ra

te
d 

R
es

po
ns

e 
[p

C
]

0

50

100

150

200

250

300 ADC Channel_4 PMT 29

Flat Filter 
Optimal Filter 

Injected Charge [pC]
0 50 100 150 200 250 300

C
al

ib
ra

te
d 

R
es

po
ns

e 
[p

C
]

0

50

100

150

200

250

300 ADC Channel_5 PMT 29

Flat Filter 
Optimal Filter 

Injected Charge [pC]
0 50 100 150 200 250 300

C
al

ib
ra

te
d 

R
es

po
ns

e 
[p

C
]

0

50

100

150

200

250

300 ADC Channel_6 PMT 29

Flat Filter 
Optimal Filter 

Injected Charge [pC]
0 50 100 150 200 250 300

C
al

ib
ra

te
d 

R
es

po
ns

e 
[p

C
]

0

50

100

150

200

250

300 ADC Channel_7 PMT 29

Flat Filter 
Optimal Filter 

Injected Charge [pC]
0 50 100 150 200 250 300

C
al

ib
ra

te
d 

R
es

po
ns

e 
[p

C
]

0

50

100

150

200

250

300 ADC Channel_8 PMT 29

Flat Filter 
Optimal Filter 

Injected Charge [pC]
0 50 100 150 200 250 300

C
al

ib
ra

te
d 

R
es

po
ns

e 
[p

C
]

0

50

100

150

200

250

300 ADC Channel_9 PMT 29

Flat Filter 
Optimal Filter 

Injected Charge [pC]
0 50 100 150 200 250 300

C
al

ib
ra

te
d 

R
es

po
ns

e 
[p

C
]

0

50

100

150

200

250

300 ADC Channel_10 PMT 29

Flat Filter 
Optimal Filter 

Injected Charge [pC]
0 50 100 150 200 250 300

C
al

ib
ra

te
d 

R
es

po
ns

e 
[p

C
]

0

50

100

150

200

250

300 ADC Channel_11 PMT 29

Flat Filter 
Optimal Filter 

Injected Charge [pC]
0 50 100 150 200 250 300

C
al

ib
ra

te
d 

R
es

po
ns

e 
[p

C
]

0

50

100

150

200

250

300 ADC Channel_12 PMT 29

Flat Filter 
Optimal Filter 

Injected Charge [pC]
0 50 100 150 200 250 300

C
al

ib
ra

te
d 

R
es

po
ns

e 
[p

C
]

0

50

100

150

200

250

300 ADC Channel_13 PMT 29

Flat Filter 
Optimal Filter 

Injected Charge [pC]
0 50 100 150 200 250 300

C
al

ib
ra

te
d 

R
es

po
ns

e 
[p

C
]

0

50

100

150

200

250

300 ADC Channel_14 PMT 29

Flat Filter 
Optimal Filter 

Injected Charge [pC]
0 50 100 150 200 250 300

C
al

ib
ra

te
d 

R
es

po
ns

e 
[p

C
]

0

50

100

150

200

250

300 ADC Channel_15 PMT 29

Flat Filter 
Optimal Filter 

Figure 3.22: Calibrated responses of all ADC channels as a function of injected charge. It
presents results of two different filers [18].
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3.2.4 Muon Spectrometer

Since muons are minimum ionizing particles, they are able to travel through the

calorimeter with minimal energy loss. The muons spectrometer (MS) measures the muons

paths and momentum with high precision in the range | η |< 2.7. From magnets located

nearby, the muons spectrometer is supplied a magnetic field. The barrel toroids provides

the magnetic field in the | η |< 1.4 and two end-cap magnets provides the magnetic field

in the 1.6 < | η |< 2.7. The range 1.4 < | η |< 1.6 is referred as the transition region where

magnet deflection is provided by two magnet systems, as shown in the Fig 3.23.

Figure 3.23: The layout of the muon spectrometer [17].

There are two precision-tracking chambers in the Muon detector, the monitored

drift tubes (MDT) and the cathode strip chambers (CSC). Over most of the η range, the

precision measurement is done with MDT. However, the cathode strip chambers (CSC) is

used to measure the principal bending direction by the magnetic field for the large η, 2.0

< | η |< 2.7. The independent mechanical structure of the MDT, three to eight layers of
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drift tubes operated at an absolute pressure of 3 bar, assure a robust and reliable operation.

The CSC is the multiwired proportional chamber that is symmetric on φ and the layers of

CSC provides the η information.

Two trigger chambers are available, the resistive plate chambers (RPC) and the thin

gap chambers (TGC) which cover the ranges: | η |< 1.05 and 1.05 < | η |< 2.4, respec-

tively. The information given by the trigger chambers aims to be used for three purposes:

providing bunch-crossing identification, providing well-defined pt thresholds, and mea-

suring the muon coordinate in the direction orthogonal to that determined by the precision-

tracking chambers.

3.2.5 Forward Detectors

Q1 Q2 Q3 D1 D2 Q4 Q5 Q6
IP TAS

TAN

beam 2

beam 1

 Dump
resistor
  boxes

17m
140 m

237m 4m

LUCID ZDC
ALFA

Figure 3.24: Three sub detectors of the forward detector [17].

The forward detector systems are mainly considered to enhance luminosity mea-

surements. The three subsystems are: Luminosity measurement using Cerenkov Integrat-

ing Detector (LUCID), Absolute Luminosity For ATLAS (ALFA) and the Zero-Degree

Calorimeter (ZDC). LUCID lies at ±17 m from the IP and detects inelastic p-p scattering
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in the very large η region (the forward direction) to mainly monitor the online relative-

luminosity for ATLAS. At ±240 m from the IP, the ALFA consisting of scintillating fibre

trackers lies at a very close distance to the beam lines, as close as 1 mm. The ZDC was put

at ±140 m from the IP. Layers of alternating quartz rods and tungsten plates are the materi-

als for the ZDC and the ZDC has a power to measure neutral particles at pseudorapidities

| η | ≥ 8.2.

3.2.6 Trigger System

The trigger system in ATLAS aims to collect meaningful events from the raw col-

lision information due to the limitation of the data storage capacity and the rate at which

the data can be written to disk. The collision rate at the LHC is 40 MHz. Since each

event size is approximately 1.3 Mbyte, about 1 PB/sec of storage are needed to store them

all. Indeed, not all events are physically meaningful. Thus, the ATLAS trigger system re-

duces to the affordable rate to 200 Hz which is about 300 MB/sec data storage is acquired.

The trigger system consists of three distinct levels to manage this complexity: Level-1

(L1), Level-2 (L2) and event filter. The L2 and event filter are all together called as the

High-Level Trigger (HLT). Fig 3.25 is visualized the flow of the ATLAS trigger system.

The L1 trigger searches for high pt objects, such as muons, electrons/photons, jets,

and τ-leptons decaying into hadrons as well as large missing transverse energy (Emiss
t )

and large total transverse energy. The L1 trigger’s events rate is about 75 kHz and within

2.5 µs after the bunch crossing, the decision is made to recorded or not. There are 3

subsystems in the L1 trigger system; the Calorimeter Trigger (L1Calo), the Muon Trig-

ger (L1Muon) and the event-decision part implemented in the Central Trigger Processor

(CTP). The L1Calo decision is based on the information from analogue electronics on

detector sums signals to form trigger towers. Theses signals are digitized by the pre-

processor performing the bunch-crossing identification which is essential to have correct
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Figure 3.25: The ATLAS trigger system flow chart [17].

associate bunch crossing for the signals. A Cluster Processor identifies specific objects

electrons/photons and hereon/τ-leptons using a “sliding window” algorithm that defines

an η−φ area in the detector, the calorimeter. This region, called a region of interest (ROI),

comprises about 2-3% of the full data within an event. A Jet/Energy Processor identifies

jet candidates and evaluates the sum of transverse component for Emiss
t . With the given

thresholds, jets and Emiss
t are discriminated by comparing with it. The merged L1Calo

information is sent to the the Central Trigger Processor. The Muon trigger algorithms are

based on hit on middle RPC / TGC station called “coincidence window” within a geomet-

rical track whose width is related to the DPT threshold applied. Six coincidence windows

(low/high) coincidence window thresholds are defined. The multiplicity of those infor-

mation is sent to the Central Trigger Processor. The Central Trigger Processor manages

to combine all the signal up to 256 different trigger types. This makes up the L1 trigger

menu. Those decisions are stored in the pipeline memories of the sub-detector front-end

electronics to pass to the L2 trigger system.
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The HLT system, which includes the L2 and the event filter trigger system, runs

on a cluster of commercial computers farms. here is associated software that is utilized to

make HLT decision is designed based on the ATLAS offline Athena frame work. At the

level of the L2 trigger system. the data is stored in the Read-Out-Buffers (ROB) when

the decision is made. The L2 trigger is interested in the RoI information which is already

built in the L1 trigger level. Once the RoI builder located at the boundary between the L1

and L2 trigger systems receives the RoI information from the different sources and merges

them into the single structure at the L1 trigger rate. The L2 trigger system reduces the

data provided from the L1 to an event rate about 3.5 kHz within a latency of 40 ms. The

data from L2 trigger system are used in the event filter trigger system to make a final

decision to write on disks. Unlike the L2 trigger, the events filter can access the full event

and nearly replicates full ATLAS event reconstruction. The final event rate is 200 Hz after

the EF.
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CHAPTER 4

Event Generation and Reconstruction

4.1 Event Generation

Due to the complexity of the ATLAS detector, event simulations are requested to

perform the physics analysis. The generation procedure consists of several steps, the hard

scatter of the collision, parton shower (PS), hadronization and underlying event (UE), fol-

lowed by detector simulation and digitization procedures. The colliding protons comprise

many quarks (anti-quarks) and gluons. Therefore, in an event that, the constituent of pro-

tons decay into many partons in the inelastic scatterings and they share the initial colliding

proton momentum. To reconstruct those events with higher accuracy, many generators are

available to model these processes as close as possible to reality. The choice of Monte

Carlo (MC) tools depends on the purposes of what to reconstruct and how much further

complexity to considered. Fig 4.1 shows the process of the events generation.

Figure 4.1: The diagram of the event simulation and the data reconstruction sequence in
the ATLAS experiment.
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It describes the one possible event from the initial hard collision moment to the

hadronization level of decay process. To predict this process, the Parton Distribution Func-

tions (PDFs) [19] is used to predict the generation ratio of those partons by the MC tools.

Parton Distribution Function

It is the theoretical probability of finding a particle with a certain momentum fraction x at

scale Q2 [19]. Each parton has its own Parton Distribution Function (PDFs), f , as shown

in Eq. 4.1.

fa(xa,Q2) , where a = q, g (4.1)

For a precise modeling, the PDFs are essential inputs. The PDFs calculations

are done with the Dokshitzer-Gribov-Lipatov-Altarelli-Parisi (DGLAP) evolution equa-

tion [20]. Since, QCD does not predict parton contents of the protons, the shapes of the

PDFs are determined by a fit to data from experimental observable in various processes.

Two major PDFs are used in this study that are MSTW [21] and CTEQPDFs [22]. The

choice of the PDFs would be different as needed.

4.1.1 Hard Scatter

The hard scatter is the big momentum exchange made between the parton-parton.

This interaction happens within very small distance, hence partons are modeled as a free

particle and use perturbation theory. In contrast to, the soft interactions that dominate

interactions in the events exchange a small energy, which cannot be described with the

perturbation theory. However, since it is not always clear what exactly happen in the

events, one needs to estimate what portion of hard or soft scatter would happen by scaling

the boundary between those two interactions. This scale factor is called “factorization
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Figure 4.2: Visualization of interactions and decays in the collision events.

scale” factor, µF. A nominal setup is µF = µR = Q, where µR is the normalization scale

factor.

4.1.2 Parton Shower

The parton shower (PS) is the higher order correction of the hard scatter. The hard

scatter used at Matrix Element (ME) at leading-order (LO) or next-leading-order (NLO)

level. To predict the LHC events precisely, the PS is used. Since this level of process is not

possible to calculate exactly, the approximation is made and inputs to estimate are angles

they radiate and the ratio of momentum they share. Only the collinearly radiated particles

are taken into the account and do with a loop level 2 → n perturbation calculations.

4.1.3 Hardronization

The hardronization is the generation process of the hadrons from the quarks and glu-

ons due to the color confinement in the gauge theory. Two methods are used to described
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the hadronization process, the Lund String Model [23] and the Cluster Model [24]. The

Lund String Model forms a narrow tube between the hadrons except the highest gluon

due to the gluon self-interaction. The tube configuration with thickness of the order of

1 fm when the separation of the sources becomes much larger than this. If the potential

energy reaches to the level of the hadron mass, the string is about to break at some point

along its length. The Cluster Model is determined on the confinement property of QCD.

The process happens at less energy level than the hard scatter scale, Therefore, partons

are clustered in colourless groups with an invariant mass distributions that are independent

of the hard scattering process. Hence, gluons should decay in the qq̄ pairs for clustering,

called proto − hadrons. Further hadron decays are consequently happening after that.

Figure 4.3: The diagram of the two modeling method, the Lund String Model (left) and
the Cluster Model (right).
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4.1.4 Underlying Event and Pile-up

The underlying events (UE) are particle interactions that are not happen in the hard

scattering and are including multiple parton interactions and beam remnants. Since this

process cannot be calculated with the perturbation theory, it uses an approximation method

to describe. Multiple parton hard-scatterings are the events in which two or more dis-

tinct hard parton interactions occurring simultaneously in a single hadron-hadron colli-

sion. [26]. The LHC has an environment to produce this process easily since the cross-

section increase as the collision energy increasing. Beam remnants are generated when

some partons do not take active part in the hard scatter process.

There are two kinds of pileup: in-time pileup and out-of-time pileup [25]. In-time-

pileup is additional proton-proton collisions occurring in a same bunch-crossing as the

collision of interest. The out-of-time pile-up is additional proton-proton collisions occur-

ring in bunch-crossings just before and after the collision of interest. Therefore, there

would be a un-wanted interactions potentially affect to reconstruct real interaction points

in the events.

4.1.5 Generators and Detector Simulation

Different kinds of event generator are used to simulate physics processes with their

specializing characteristics. Some are described below :

• powheg [27] : is the hard scatter generator at the next-to-leading-order (NLO) order

in QCD. The tool interfaces with herwig and pythia for the parton shower and the

hadronization.

• pythia [28, 29] : is a leading-logarithm (LL) event generator in that semi- and non-

perturbative phenomena models are implemented. It is widely used to simulate all

collision processes including PS in 2 → n perturbations. It uses the Lund string
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hadronization model to model hadronization. The tools also used to model underly-

ing events including in-time pile-up.

• herwig [30] : is a leading order 2→ 2 processes generator. It simulates the hadroniza-

tion and the UE using the cluster model. The jimmy [31] package is used to correct

herwig to model the UE. jimmy calculates the multi-parton cross section as a func-

tion of the hard scatter process, PDFs, and area overlap between colliding protons.

• sherpa [32] : is a general purpose generator to model at the leading order (LO). It

calculates at the matrix-element (ME) level to match parton showers and to remove

overlap diagrams. Combining with pythia or herwig, it provides a better approxi-

mation to simulate full events with the hadronization or at the UE level.

• alpgen [33] : is used for modeling multi-parton hard processes at the LO. Since

the tool has advantages in simulating muti-jet final state events, powheg or pythia is

combined with alpgen in many cases. Due to the fixed order QCD matrix element

are implemented in alpgen, it can provide a better approximation. Thus, it is used to

produce W/Z bosons with many jets.

• acermc [34] : is a hard scatter generator. It could be combine with powheg or pythia

for the PS and the hadronization. The tool has been used to generate events contain-

ing W/Z bosons with jets.

• gg2vv [35] : models the gluon generation that produce WW and ZZ events. The tool

includes a box diagram for the process.

To simulate behaviors of particles going through the detector, geant4 [36] is used . It

adopts the full ATLAS information, i.e. the coordinate system, the temperature, the volt-

age settings and so on. It has a choice of modeling details, FullS im and AT LFAS T −

IIsimulation [37, 38]. In the FullS im, it simulates under the consideration of all the sub

detector detail information and the energy deposition information of each sub detectors,

such as the associated energy, the position and the time, are recorded as hits. Those hits
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are later digitized. The full simulation is useful to study of the tracking performance of

the detector, the energy and Emiss
t resolution, the photon conversion, the lepton/photon

identification, the jet clustering and so on. Thus, the result models are very precise and ac-

curate even though it takes time. The AT LFAS T − IIsimulation contains less information

than the FullS im and treats a condensed geometry information. This simulation method

aims to reduce the simulation time of which more than 90% is spent inside the calorimeter

systems [39]. This algorithm uses the Fast ATLAS Tracking Simulation (Fatras) [40] for

simulating Inner Detector (ID) and the Muon Spectrometer (MS) tracks utilizing geometri-

cal details of the simulated detector area. The Fast Calorimeter Simulation (FastCaloSim)

for simulating calorimeter deposits approximated sizes and shapes of shower based on the

input particles. The AT LFAS T − IIsimulation is more useful when a large amount of

physics samples are produced, like many backgrounds samples for the Higgs study, or the

SUSY study.

4.1.6 Digitization

The hits generated at the simulation stage are digitized to mimic the real data col-

lection procedure. The information in the hits are converted to the detector response signal

called digits. Just like the real data collected from the detector and stored in the readout

devices, those digits are recorded in the data format, Raw Data Objects (RDO) by a digi-

tization software specified to sub detectors. This procedure is called the digitization [37].

The RDO passes to the trigger system of ATLAS to be used.

4.2 Object Reconstruction

4.2.1 Tracks and Vertex

When particles interact, the point it happens is referred as a vertex. The vertex also

can be from underlying events or any hadronic decays, like jets. A vertex associated with
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a hard collision is called as a primary vertex (PMV). A simple schematics of vertices are

shown in the Fig 4.4.

Figure 4.4: Simple schematics of the vertices. The primary vertex (PMV) is represented
by a red dot while the second vertex represents with a blue dots. The vertex associated
with underlying events are represented with the green dots.

Trajectories being generated as the particles travel after the interactions, traces are

left in the sub-detectors. Patterns and distances are different with the passing particle

momentum and charges, as described in Fig 4.5. Tracks are used to refer to these traces.

To reconstruct the tracks, there are two algorithms exist: the inside-out track re-

construction and the outside-in track reconstruction. The inside-out sequence starts from

the hit in the inner silicon detectors (Pixel and SCT). The first step of the inside-out track

reconstruction is the formation of “SpacePoint” objects which are the hit information con-

verted from the silicon detector measurements. Once the SpacePoint seeds are found,

the primary ID pattern recognition starts to find hits toward the outer part of the ID. The

absence of the hit where it is expected in a track trajectory is called a hole. For the perfor-

mance of a successful building track, it should be satisfy a certain quality criteria, which

called a simplified Kalman filtering that tests the track and accept parameter set with the

smallest χ2. The outside-in sequence starts from the hit in TRT. It starts from the most

outer layers of the ID and extends to search the track candidates toward to the Pixel and
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Figure 4.5: Traces of particles in ATLAS. The different types of particles made different
trace shapes and distances as they travel ATLAS detector.

SCT. This method is used for the case that tracks are not found in the inner detector or

tracks are hard to reconstruct from the silicon detector, like from ambiguous hits or sec-

ondary hits. Since the ID is under the influence of the solenoid magnets, the path of the

tacks are helical, and the helical trajectories of tracks are parameterized in ATLAS soft-

ware as a five-dimensional vector in the following form [41]:

τ = (d0, z0, φ0, θ, q/p). (4.2)

where the five track parameters are :

• d0 : The transverse impact parameter, defined as the distance of the closest approach

of a particle to the PMV in the R-φ plane.

• z0 : The longitudinal impact parameter defined as the distance of the closest ap-

proach of a particle to the PMV in the z plane.
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• q/p: The curvature describes the charge of the track multiplied by the track momen-

tum.

• φ : The coordinate of the track at particles point of the closest approach to the PMV.

• θ : The θ coordinate of the track at the particles point of closest approach to the

PMV.

4.2.2 Electrons

Electrons are reconstructed with the information collected from the electromagnetic

(EM) calorimeter and the inner detector (ID) tracks [42]. Once the energy that deposited

in the EM clusters, which is 3×5 rectangular shape cell groups that are consisted of 0.025

× 0.025 segments in the η × φ plane, is reconstructed and select the seed if the cluster is

Et < 3 GeV. The η range is | η |< 2.47 excluding the transition region between the barrel

and end-cap EM calorimeters, 1.37< | η |< 1.52. the cluster is matched to an inner detector

track with an ∆η × ∆φ = 0.05 × 0.1 size sliding window. Since about 20% of energy lose

happens when electrons pass the ID tracks before they reach the EM calorimeter due to

Bremsstrahlung radiation, a correction procedure is considered to improve the modeling

resolution. A Gaussian Sum Filter (GSF) Technique [43] is used for this purpose. This

technique uses a Gaussian sum filter to fit all the electron candidates’ tracks. Hence, the

reconstructed energy difference between the ID tracks and the EM calorimeter is reduced

and the resolution of impact parameter and the electron direction are increased. When this

correction is done, the refitted tracks are matched to the EM calorimeter information for

the electron reconstruction. This procedure is called outside-in reconstruction.

The selected electrons are classified into certain categories depending on how electron-

like or jet-like they are. There are two main methods that are used to make this selection.

The first method is the cut-based on the shower shape, on the reconstructed track and
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the combined reconstruction. Four sets of cuts are categorized depending on the signal

efficiency and jet rejection requirements :

• “loose cuts” : a group of the simple shower shape cuts, energy deposition shower

shape in the middle layer of EM, and very loose matching cuts between the calorime-

ter cluster and the reconstructed track. This gives a high efficiency but low back-

ground rejection.

• “medium cuts” : in addition to the loose cuts, the medium cuts add the information

of the first layer in the EM and the track quality cuts.

• “tight cuts” : a tighter track-matching criteria, the cut on the energy-to-momentum

ratio, the more number of hits in the vertex-layer on the track (to reject the photon

conversions), are a higher ratio between the high and low threshold hits in the TRT

detector (to reject the charged hadron backgrounds) added to the medium cuts.

• “multilepton” [44] : special designed category for the 2012 analysis that developed

in the context of searches for multi-lepton final states, exploiting specific cuts on

high/low Bremsstrahlung categories using GSF information. Since the complexity

of the 8 TeV analysis due to the pile-up, the increasing number of events and so on,

this cut is optimized for the low energy electrons in the H → ZZ∗ → 4l analysis.

This has a almost same level of efficiency with loose cuts but higher rejection on the

background.

The second method is the multi-variate electron identification criteria that combined with

the likelihood method [45]. The signal and background PDFs of the discriminating vari-

ables extracted from the data is used for given electrons. The bremsstrahlung effects are

also included. Additional variables are added to boost up the power of the discrimination.

The loose, medium, and very tight LH categories are available to use.
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Besides the electron identification, the electron isolation cuts [46] are designed to

have a further rejection of hadronic jets mis-identification of electrons. One with calorime-

ter based and one with track based isolation are used.

• Calorimeter based isolation : Econe∆R
T , the sum of the transverse energy deposited in

the calorimeter cells in a cone of ∆R around the electron except the ∆η×∆φ = 0.125

× 0.175 around the electron cluster to correct the energy leakage from the electron

to the isolation cone.

• Track based isolation : The track isolation variable Pcone∆R
T , the sum of the transverse

momentum of the tracks with pt > 0.4 GeV in a cone of ∆R around the electron,

excluding the track of the electron itself. The tracks should be associated to the

PMV and satisfy minimal quality requirements.

4.2.3 Muons

Muons from LHC are distributed in the broad range of energy spectrum. The infor-

mation from the muon spectrometer (MS) has been used to reconstruct muons, moreover

further precision are made with the combined information of the ID. The momentum of

the muon is corrected for deposition in the calorimeter. The best measurement of low to

intermediate momentum muons are done with ID while muon spectrometer takes care of

higher momentum ones. As seen in Fig 4.6, a muon interaction power with metal gets

lower at the muon momentum around 1 GeV and gets higher in ∼ TeV range. Since the

measured muon in the ATLAS is 3 GeV to 3 TeV, the high transverse momentum muon

can go further even though its track leaves about 3 GeV energy in the calorimeter, which

is taken into account in the reconstruction. Therefore, the track reconstruction in the ID

and MS are used to reconstruct the muons by measuring the momentum. Three track

reconstruction strategies are available to use as followed :
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• Stand-alone : only use the muon spectrometer information to reconstruct the muon

track over | η |< 2.5.

• Combined : combination of a muon-spectrometer track with an inner-detector track

over the range | η |< 2.5

• Segment tag : combination of an inner-detector track with a muon-spectrometer

segment

Figure 4.6: Stopping power for positive muons in copper [47].

The used muon reconstruction method is Statistical Combination (STACO) [48]

combined algorithm that that reconstructs the muons by matching the reconstructed ID

track and the muon spectrometer (MS) track in the | η | region ≤ 2.5. The trajectories that

left in the three layers of MS tracks has been reconstructed as a seed. The trajectories

are traced back to the initial interaction point. The ID tracks should satisfy the follow-

ing requirement: the sum of pixel hits and dead pixel sensors crossed by the track must

be greater than zero, the sum of SCT hits and dead SCT sensors crossed by the track

must be greater than four, the number of missing hits in a crossed sensor which is not

dead (“holes”) must be less than three, and a successful TRT extension must be found if
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the track is within the acceptance of the TRT. This algorithm is used χ2
match that define as

χ2
match = (TMS − TID)T (CMS −CID)−1(TMS − TID). T where T is the vector of five track pa-

rameters which is previously defined in Section 4.2.1 and C is its co-variance matrix. The

lowest χ2
match will be the final muon track and the final track vector of those five parameters

is T = (C−1
ID + C−1

MS )−1(C−1
IDTID + C−1

MS TMS ).

4.2.4 Jets

Hadronized partons travelling up to the tile calorimeter and showering with de-

posited energy in the tile calorimeter cells are defined as jets. To reconstruct this objects,

there are two algorithms are studied. The first method is the fixed cone algorithm [49]

that sum the 4-vectors of the particles within a specific cone size ∆R, typically 0.4 or 0.6,

around the seed objects. The kT clustering algorithm [50] works by either combining two

proto-jets or declaring a given jet as a final jet based on Eq. 4.3. If di j < di, the jets are

merged, otherwise, jet i is declared a jet

di j = min(p2
T,i, p2

T, j)
∆Ri j

R
, where di = p2

T,i (4.3)

An anti-kT algorithm takes the inverse of pt in the kT algorithm, thus,

di j = min(p−2
T,i, p−2

T, j)
∆Ri j

R
, where di = p−2

T,i. (4.4)

The fixed cone algorithm is not infrared and collinear safe; two jets can be merged

due to soft radiation between the two jets. The resultant jet axis would then be about

this soft radiation. Hence, the anti-kT algorithms are mainly used, specially, the anti-kT

algorithms with the ∆R = 0.4 [51] is the nominal algorithm in the analysis. In Fig 4.7, the

anti-kT algorithm have finer clusters than the kT algorithm.

53



Figure 4.7: Comparison between the kT (left) and the anti-kT algorithm (right) [50].

The topo-cluster method is used as an input in ATLAS. The topo-cluster method

builds clusters based on the energy deposition in the calorimeter cells. Once identified

seeds cells are selected with energy significant excess more than 4σ over the noise level,

nearby cells are added to the seeds to form clusters. Extra cells at the boundary regions are

also added for the final cluster. After the cluster formation, merging and splitting process

is done to maximize the energy deposition in the cluster. Each clusters are calibrated based

on the their energy density, calorimeter depth, isolation respect to nearby clusters and so

on. The local cluster weighting calibration (LCW) [52] is used for the calibration.

The Jet Energy Fraction (JVF) is used to remove the jets from the pile-up, as it is

defined

JVF = |
ΣtrackspPV

t

Σtrackspall
t

| (4.5)

where JVF = 1 means the jet is from the PMV and JVF = -1 indicates no matching tracks

and the JVF = 0 mean that the jet is from pile-up vertices. Therefore, jets are required JVF

> 0.5 to identify jets that is from the PMV) [53]. This is efficient for suppressing pile-up

jets. Identification of the jets originating from b-quark is necessary for the high pt physics

and the multivariate MV1 algorithm is the nominal strategy to tag the b-jets. The MV1
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takes b jet as a signal and treats other light flavor quarks induced jets as backgrounds [54]

and the output of training is a tag weight for the b− tagging.

4.2.5 Missing Transverse Energy

From the conservation of momentum laws, Emiss
t can be calculated by subtracting

amount of the other reconstructed hard objects, like electrons, muons, from the initial

momentum. Thus, Emiss
t represents existing of undetectable particles [55]. The calculation

of Emiss
t is

Emiss
x(y) = Emiss,e

x(y) + Emiss,γ
x(y) + Emiss,τ

x(y) + Emiss, jets
x(y) + Emiss,CellOut E f low

x(y) + Emiss,µ
x(y) , (4.6)

where each terms are calculated by the negative sum of the corresponding objects cell en-

ergies in the | η |< 4.9, except Emiss,µ
x(y) is | η |< 2.7. The Emiss

t muon is calculated from the

momentum of muons using MS tracks matching to the tracks of ID and muon spectrome-

ters to qualify muons and to avoid the contribution from the fake muons. A correction for

the energy loss in the cryostat caused by a gap between the EM and tile calorimeter has

to be considered. It turns out about ∼5% with pt > 500 GeV in each jets. If the pile-up

suppression correction terms, Emiss, jets,JVFCut
x(y) and Emiss,CellOut E f low S TVF

x(y) , are added to this

Emiss
t , the corrected Emiss

t will be :

Emiss,S TVF
x(y) = Emiss,e

x(y) +Emiss,γ
x(y) +Emiss,τ

x(y) +Emiss, jets,JVFCut
x(y) +Emiss,CellOut E f low S TVF

x(y) +Emiss,µ
x(y) , (4.7)

where, STVF stands for the Soft Term Vertex Fraction. However, the calo-based Emiss
t

still is affected by pile-up. Pile-up has little dependence on the track-based Emiss
t since it

matches the tracks to the PMV. This Emiss
t is denoted by pmiss

t . To calculate a total pmiss
t ,

following definition is used :

~Emiss,track,jetCorr
T = −

∑
i trks

~pt
i
+

∑
j jets

(
~pt

j,trk
− ~pt

j,calo
)
, (4.8)
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where ~pt
j,trk are all tracks associated to jet j and ~pt

j,calo is the jet area corrected transverse

momentum of the jet.
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CHAPTER 5

Statistical Methods

In this chapter, statistical tools used at the LHC and particular modeling strategies

incorporated within ATLAS are discussed. The probability concepts imposed in this study

are based on the frequentist approach that defines [6, 56] :

P(A) = lim
n→∞

number o f occurrences o f outcome A in n measurements
n

(5.1)

In experiment, the probability tends to be a continuous variable. The Probability Den-

sity Function (p.d.f) is that the probability to find a single continuous variable x can be

found within the infinitesimal interval [x, x+dx], and is denoted by f (x), as represented in

Eq. 5.2.

P(x ∈ [x, x + dx]) = f (x) dx (5.2)

where f (x) is normalized to one within the total space of S :

∫
S

f (x) dx = 1 (5.3)

The Poisson distribution is proper to handle independent events, hence, the sum of

all events is the combination of the distribution of individual events.

Pois(N | ν) = νN e−ν

N!
(5.4)
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5.1 Profile Likelihood Function

The likelihood function (L) is the probability of a certain parameter or a set of

parameters in a given output. A simple practical example is the number of observed events

in a single bin N consisting of expected signal events S and background events B. The

parameter µ normalizes the S and is called a signal strength, in which µ = 0 represents the

background only model (null hypothesis) and µ = 1 corresponds to the SM signal model.

Using the Poisson function, the likelihood function is defined as

L(µ) = Pois(N | µS + B) (5.5)

Since the N, S and B are constant, the L is the function of µ. If we have several different

analysis categories, the likelihood is expressed by the combination of likelihoods in each

categories. The B is normalized with a nomalization factor (θ) that is calculated from

Control Region (CR) in the background studies, as represented in Eq. 5.6.

L(µ, θ) =
∏

c∈categories

[Pois(Nc | µS c + θBc)
∏

c∈categories

f (NCR,c | θBCR,c)] (5.6)

Among two apart of the Likelihood function, the first Poisson corresponds to the

signal-enriched region and the second part is about background treatment. Thus, the signal

related parameter µ contains the information in that we are interested. This µ, therfore,

can be a Parameter of Interest (POI). The factor θ becomes a nuisance parameter (NP)

and the NCR is an auxiliary measurement or a global observable that contains the auxiliary

information.

Now, the L is the function of µ and θ. The multiple-parameter analysis asks more

complicated treatment. Unlike with one parameter, in the multiple-parameter analysis, the

other parameter’s behaviors can affect to the calculation of the L. Each parameters in the

list are fully estimated to have a maximized likelihood, and this is called “the Maximum
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Likelihood Estimator (MLE)”. Therefore, the value of two parameters are determined to

maximize the likelihood. The MLE of θ is denoted as θ̂ and the estimated µ is denoted as

µ̂.

For finding the maximum of L in a multiple parameter function, the profile like-

lihood function is adopted. The profile likelihood function reduces the number of inde-

pendent parameters by fixing one parameter at where the L is maximized. Then, the L

becomes a function of only one un-known parameter. For example, when we work with

L(µ, θ), a MLE of θ is used, then θ̂µ is a function of mu. Then we can find µ value where

the likelihood is maximized and that is represented as µ̂.

The MLE and the profile likelihood are important to define the profile likelihood

function ratio (PLR) that is used later as a test statistics.

5.2 Test Statistics

The most common used test statistics in the practical physics is the PLR [56] with-

out including the systematics. To handle with systematics, we have used suxilary measure-

ment. Under the hypothesis testing, the PLR method has the most discriminating power

between two different hypotheses. The basic form of PLR is given as follows :

λ(µ) =
L(µ, ˆ̂θ)
L(µ̂, θ̂)

(5.7)

and the more generic form can be re-defined :

tµ = −2 ln λ(µ) (5.8)

where tµ is a test statistics.

The negative logarithm makes possible the tµ transforming to be like the χ2 distribu-

tion, which is more adoptable formation for statistical treatments to the particle physics,
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like the p−value and the limit measurement [6]. Higher values of tµ indicates increas-

ing incompatibility between the data and the µ [56]. The numerical representative of this

disagreement is defined as the p − value, defined as

pµ =

∫ ∞

tµ,obs

f (tµ | µ)dtµ (5.9)

where tµ,obs is a observed tµ value in the data and f (tµ | µ) is a pdf of tµ under the given

signal strength µ.

Since the positive number of signal events are expected to find, the process has µ≥ 0.

With considering the case of µ̂ < 0 (such that one finds fewer events than even predicted by

background processes alone), the nominal likelihood are divided into two categories based

on µ̂ value :

λ̃(µ) =


L(µ, ˆ̂θµ)
L(µ̂,θ̂)

, µ̂≥ 0
L(µ, ˆ̂θµ)

L(0, ˆ̂θ(0))
, µ̂ < 0

(5.10)

λ̃(µ) is used to discriminate from the nominal profile likelihood that the region is not

divided. The test statistics have different range for µ̂. The corresponding test statistics are

t̃µ = −2lnλ̃(µ) =


−2ln L(µ, ˆ̂θµ)

L(0, ˆ̂θ(0))
, µ̂ < 0

−2lnL(µ, ˆ̂θµ)
L(µ̂,θ̂)

, µ̂≥ 0
(5.11)

As seen in Eq. 5.10 and Eq. 5.11, µ= 0 is considered a very special case. Rejecting this

hypothesis respect to the testing hypothesis has a power to the discovery of a new signal.

Therefore, a special notation for the q0 = t̃0 is defined as follows :

q0 =


−2 ln λ(0), µ̂ > 0

0, µ̂ ≤ 0
(5.12)

λ(0) is the PLR for µ = 0 as defined in Eq. 5.7. Using q0, Th data shows the dis-

agreement with the background-only hypothesis only if µ̂ > 0. However, when the finding
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events is much less than the expected number of events, µ̂ is less than 0. For this case, it

is treated as q0 = 0. The quantified level of disagreement becomes as follows by using

Eq. 5.9.

p0 =

∫ ∞

q0,obs
f (q0 | µ)dq0 (5.13)

Figure 5.1: Illustration of the relation between the p-value obtained from an observed
value of the test statistic tµ. The standard normal distribution of φ(x) = (1/

√
2π)e(−x2/2)

showing the relation between the significance Z and the p-value.

The p− value is historically expressed in its converted form, so called the Z − value

in the unit of σ. The definition is

Z = Φ−1(1 − p0) (5.14)

where Φ−1 is the inverse of the cumulative distribution for a unit Gaussian. The signifi-

cance for the declaration of the discovery is Z = 5 σ, corresponding to p0 = 2.87 × 10−7.

Fig. 5.1 illustrates the p − value and the Z − value.

When the µ have an upper limit, different test statistics are applied for the different

µ̂ region as follows.
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qµ =


−2 ln λ(µ), µ̂≤ µ

0, µ̂ > µ
(5.15)

In the case of considering µ̂≥ 0, the variable λ(µ) is replaced by the variable λ̃(µ). There-

fore, the final definition of test statistics, denoted as q̃µ, is

q̃µ =


−2 ln L(µ, ˆ̂θµ)

L(0, ˆ̂θ(0))
, µ̂ < 0

−2 ln L(µ, ˆ̂θµ)
L(µ̂,θ̂)

, 0 ≤ µ̂ < µ

0, µ̂ ≥ µ

(5.16)

The CLs is a statistical method for setting upper limits on model parameters [57]. To

avoid falsely excluding given a strong deficit, the exclusion limit have limited with 1− pb,

as seen from the equation below :

CLs =
pµ

1 − pb
(5.17)

where pb is the p − value that is from the background only hypothesis distribution. The

standard confidence level for limits is 5% for the historical reason. Fig. 5.2 shows the

concepts of the CLs.

Figure 5.2: (a) Distributions of the statistic Q indicating low sensitivity to the hypothesized
signal model and (b) an illustration of the ingredients for the CLs limit.
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5.3 Systematic Treatments

The measurements of background and signal events other than a signal region, like a

control region, theoretical calculations, are called auxiliary measurements, represented by

N(θ̃ | θ) and the parameters(θ) in this measurement are nuisance parameters that represents

the uncertainty. The expected rate is defined :

ε(θ) = ε0ν(θ) (5.18)

where ε0 is the nominal expected rate, and ν(θ) is the corresponding function to the nui-

sance parameter θ. The exact auxiliary measurement can be differ depending on their

natures.

Statistical Uncertainties

Statistical uncertainties are mostly coming from the MC uncertainties and are modeled by

the Poisson distribution.

N(θ̃ | θ) = P(θ̃ | θM)

ν(θ) = θ
(5.19)

where M is a nominal value of θ̃. The number of events of signal and backgrounds that

includes those uncertainties would be then :

NMC(~θ) = NMC
0 (θ)

Nsyst∏
κ

θκ (5.20)

where NMC
0 is the MC signal and background events of the nominal value of the nuisance

parameters.
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Normalization Uncertainties

Normalization uncertainties are treated by the Gaussian distribution to normalize the mt

distribution.

N(θ̃|θ) = G(θ̃|θ, 1)

ν(θ) = κθ
(5.21)

The variation of the uncertainty is ±1σ of the Gaussian. The number of events of signal

and backgrounds that includes those uncertainties would be then :

NMC(~θ) = NMC
0 (θ)

Nsyst∏
κ

(1 + εκ)θκ (5.22)

The nominal values are varied by (1+ε)θ within the systematic error range and the equation

is redefined using ν(θ) = κθ, as seen in Eq. 5.23 :

ε i
κ±

=
N i
κ,exp(± 1)

N i
κ,exp(0)

(5.23)

where i indicates each CR regions.

Shape Uncertainties

Uncertainties from changing the shape of mt distribution is also the Gaussian distribution

that are :

NMC(~θ) = NMC
0 (θ)

Nsyst∏
κ

(1 + εκθκ) (5.24)

εκ is setting θ = ±1σ. Even though it uses the same Gaussian function, the format of

function is different with the normalization uncertainty case for the historical reason.
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CHAPTER 6

H→WW∗→ `ν`ν Analysis

6.1 H→WW∗→ `ν`ν Analysis

At the Higgs mass of 125 GeV, the H→WW∗→ `ν`ν has comparatively, with re-

spect to the other decay modes, a large branching ratio (B), thus it is a good candidate to

search for the Higgs signal at the LHC. The most dominant production mode is the gluon-

gluon fusion (ggF). In the SM, the ggF produces the Higgs particle primarily through a

top quark loop. The vector-boson fusion (VBF) is the second highest production mode

whose cross section is approximately twelve times smaller than the ggF cross section. The

VBF is followed by the associated production mode (VH). Therefore, in this study, these

production modes are considered as major production modes at the LHC. The Feynman

diagrams of the leading order productions are shown in Fig. 6.1.

H

ggF production

W ∗

W

W

W
q′

q′

VBF production

H

W

W ∗

VH production

q̄

q

V
V

q

q
V

V

H
g

g

Figure 6.1: Feynman diagrams for the Higgs production modes (ggF, VBF, and VH) at the
LHC, where the Higgs coupling vertices to bosons and fermions are indicated by • and ◦,
respectively. The V represents a W or Z vector boson in the figure.
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6.1.1 Analysis Overview

The analysis strategy is summarized in Fig. 6.2. As the flowchart describes, the

analysis is divided into sub-categories based on the lepton flavor combination in the final

state (ee/µµ or eµ), the jet multiplicity in the selected events (n j), and the production

modes (ggF and VBF).

nj =0 nj =1 nj ≥ 2

enriched

VBF-ggF-

enriched

ee/µµee/µµ eµ

VBF-enriched

selection

Pre-

eµ

eµ (8TeV) ee/µµeµ

ggF-enriched

Figure 6.2: Analysis categories based on the jet multiplicity (n j), the lepton flavour com-
binations (eµ and ee/µµ) and the production modes (ggF and VBF).

The H→WW∗→ `ν`ν final state consists of two leptons and two neutrinos from the

W boson decays (W→ `ν, l = e, µ). Therefore the lepton pair flavor combination can be

ee/µµ (Same Flavor, SF) or eµ (Different Flavor, DF). Also, the number of jets is used

to define the analysis categories. In ggF, there are three categories, n j = 0, 1 and n j ≥ 2,

while in the VBF, only one category exists, n j ≥ 2. The ggF n j = 0 and n j = 1 categories is

subdivided into SF and DF channels. However, only DF channel is considered in the ggF

n j ≥ 2 category because of the low sensitivity of the SF channel. The VBF n j ≥ 2 events
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are subdivided into two categories according to the lepton flavour combination, DF or

SF. In this study, regions sensitive to the ggF production are called “ggF-enriched” while

those sensitive to VBF are called “VBF-enriched”. Unlike the ggF analysis, the VBF

analysis uses a Multi Variate Analysis (MVA) based on the boosted decision tree (BDT)

algorithm [58]. In the ggF-enriched categories a veto is applied to remove events that pass

the VBF selection criteria. The backgrounds for this analysis are listed in Table 6.1 and jet

multiplicity distributions are shown in Fig. 6.3 together with the distribution of the number

of b-tagged jets (nb).
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Figure 6.3: Jet multiplicity distributions for all jets (n j) and b-tagged jets (nb). The plots
are made after applying the preselection criteria common to all jet categories.

The Drell-Yan (DY) process is an important background in all jet bins, neverthless

it is particularly abundant in the SF channel, therefore it is treated in different ways in
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Table 6.1: The list of backgrounds to the H→WW∗→ `ν`ν, where ` is an electron or
muon.

Name Process Feature(s)

WW WW Irreducible

Top quarks
tt̄ tt̄→Wb Wb̄ Unidentified b-quarks

t

{
tW Unidentified b-quark

tb̄, tqb̄ q or b misidentified as `;
unidentified b-quarks

Misidentified leptons (Misid.)
Wj W + jet(s) j misidentified as `
j j Multijet production j j misidentified as ``;

misidentified neutrinos

Other dibosons
Wγ γ misidentified as e

VV
Wγ∗, WZ, ZZ→ `` `` Unidentified lepton(s)
ZZ→ `` νν Irreducible
Zγ γ misidentified as e;

unidentified lepton

Drell-Yan (DY)
ee/µµ Z/γ∗→ ee, µµ Misidentified neutrinos
ττ Z/γ∗→ ττ→ `νν `νν Irreducible

the DF and SF channels. Top backgrounds, including single-top, are also notable. This

background is characterised by the presence of high-momentum jets, neverthless it can be

suppressed by vetoing on the presence of b-tagged jets. Top backgrounds represent a high

fraction of the background in the n j ≥ 1 categories, its reduction is difficult due to ineffi-

ciencies in the b-jet identification algorithm. Comparing with DY and top backgrounds,

the WW background is difficult to reduce because its final state is identical to the signal.

After the removal of DY and top backgrounds, the WW background is the main back-

ground in the n j = 0 category which is the most sensitive one. However, due to the spin-0

nature of the SM Higgs [59], the final decay products of the H→WW∗→ `ν`ν tend to
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be more collinear than those of the WW continuum. Therefore, the leptons from the W

decay of the signal events lie in the lower range of the distribution of the dilepton system

invariant mass (m``). Therefore the WW background is reduced with an upper cut on m``.

Monte Carlo (MC) samples are used for all backgrounds and normalized to data using spe-

cial control regions, except for Wj and multi-jet backgrounds that uses only data to extract

the rate of misidentifying jets as leptons. The 7 TeV data analysis uses the same methods

of the 8 TeV analysis. A profile likelihood fit is performed simultaneously to combine the

results from all these categories.

6.1.2 Data and Monte Carlo Samples

6.1.2.1 MC samples

In order to understand the huge number of backgrounds, Monte Carlo (MC) samples

are used. The signal and most background samples are produced by various MC tools. A

list of the MC tools is summarized in Table 6.2 with the σ · B (cross section × branching

fraction) that is used to normalize each process.

The powheg [27] MC which includes the next-to-leading-order (NLO) correction in

αS, is used for the ggF and VBF signal samples and some of the di-boson backgrounds

(WZ and ZZ backgrounds) in the higher invariant mass (m``) regions (m`` > 7 GeV and

m`` > 4 GeV, respectively). These powheg samples are showered with pythia8 [29]. Due

to powheg+pythia8’s inability to produce low m`` off-shell dilepton pairs, sherpa [32] is

used to model for low m`` range. sherpa also produces WW background samples for n j ≥ 2.

pythia6 [28] is combined with powheg to generate top background samples and a part of

WW backgrounds, such as qq̄/qg→WW. alpgen [33]+herwig [30] provides Wγ and DY

background samples with merged tree-level calculations up to five jets. The pile-up is also

modeled with pythia8. The parton distribution function (PDFs) used are ct10 [60] for the
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Table 6.2: The list of Monte Carlo generators used to model the signal and background
processes with their corresponding cross sections times branching fractions, σ · B, for
√

s = 8 TeV.

Process MC generator σ · B (pb)

Signal
ggF H→WW∗ powheg+pythia8 0.435
VBF H→WW∗ powheg+pythia8 0.0356
VH H→WW∗ pythia8 0.0253

WW
qq̄→WW and qg→WW powheg+pythia6 5.68
gg→WW gg2vv+herwig 0.196
(qq̄→W) + (qq̄→W) pythia8 0.480
qq̄→WW sherpa 5.68
VBS WW+ 2 jets sherpa 0.0397

Top quarks
tt̄ powheg+pythia6 26.6
Wt powheg+pythia6 2.35
tqb̄ acermc+pythia6 28.4
tb̄ powheg+pythia6 1.82

Other dibosons (VV)
Wγ (pγt > 8 GeV) alpgen+herwig 369
Wγ∗ (m`` ≤ 7 GeV) sherpa 12.2
WZ (m`` > 7 GeV) powheg+pythia8 12.7
VBS WZ + 2 jets sherpa 0.0126

(m`` > 7 GeV)
Zγ (pγt > 8 GeV) sherpa 163
Zγ∗ (min. m`` ≤ 4 GeV) sherpa 7.31
ZZ (m`` > 4 GeV) powheg+pythia8 0.733
ZZ→ `` νν (m`` > 4 GeV) powheg+pythia8 0.504

Drell-Yan
Z (m`` > 10 GeV) alpgen+herwig 16500
VBF Z + 2 jets sherpa 5.36

(m`` > 7 GeV)

70



powheg and sherpa samples and cteq6L1 [65] for alpgen+herwig and acermc samples.

The Z/γ∗ sample is re-weighted to mrstmcal PDF set [66].

6.1.2.2 Data Samples

Data

The full Run-1 data was used with an integrated luminosity of 20.3 fb−1 taken at
√

s = 8 TeV

in 2012 and 4.5 fb−1 at 7 TeV in 2011. In order to maintain the data quality, events in data

are analyzed only if they were recorded while the detector was running normally.

Triggers

The details of the trigger requirements for 8 TeV are shown in Table 6.3. The trigger

selection efficiency was studied by using a tag-and-probe method with Z/γ∗ data samples.

The single lepton trigger efficiency is about 70% for | η |< 1.05 and 90% for | η |> 1.05 for

muons. For electrons, it is about 90% and increases with the transverse momentum (pt).

Table 6.3: The minimum lepton pt trigger requirements for the 8 TeV data (in GeV).

Name Level-1 trigger High-level trigger

Single lepton
e 18 or 30 24i or 60
µ 15 24i or 36

Dilepton
e, e 10 and 10 12 and 12
µ, µ 15 18 and 8
e, µ 10 and 6 12 and 8
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6.1.3 Objects and Events Selection

6.1.3.1 Leptons

The selection of leptons affects the background composition of this analysis; espe-

cially for the W+jets, QCD multi-jet, and the WW backgrounds. In this study, we restrict

leptons to be either an electron or a muon. Since the combination of leptons in the final

state plays a key role for background removals and affects the background rejections, the

analysis is sub-divided into categories depending on the lepton flavor combination: eµ and

ee/µµ. In addition to the standard ATLAS requirements on leptons, described in Chapter

4, further selections are made on the object reconstruction and identification. In particular

cuts on the longitudinal and transverse impact parameters of the associated track, using

the variables d0/σd0 and z0 sin θ. Moreover, cuts are imposed on the calorimeter-based and

track-based isolation variables.

Electrons

The electron selection utilizes two different Et ranges. For low Et electrons, 10 < Et <

25 GeV, the “Very Tight Likelihood (VTLH)” identification [45] is used while for higher

Et electrons, the medium cut-based identification is used. For soft electrons, Et < 25 GeV,

the VTLH is used to reduce backgrounds from light flavor jets and photon conversions

while maintaining a reasonable efficiency. However, in the relatively higher Et region,

Et > 25 GeV, there is less chance of background objects to be mis-identified as electrons.

Thus, the higher efficiency medium cut-based identification is used for high Et electrons.

In addition to the two identification algorithms, electrons converted from photons (the

conversion flag) are rejected if the associated track did not have a hit in the innermost (b-

layer)layer of the pixel detector in ATLAS. The lepton isolation requirements for electrons

are specified in Table 6.4. The cone size for calorimeter isolation is 0.3, while the cone

size for track based isolation is 0.3 (0.4) for electrons with Et > 15 (< 15 ) GeV. The
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relative calorimeter isolation is required to be Σ Et/Et < 0.2 − 0.28, while the relative

track isolation is required to be Σ pt/Et < 0.06−0.10 depending on the candidate electron

Et. the total electron selection efficiency is summarized in the Table 6.5.

Table 6.4: Electron selection as a function of ET .

ET calo. isolation track isolation impact
(GeV) electron ID topoEtConeCor Ptcone parameters
10-15

Very Tight LH
(iso(0.3))/ET < 0.20 (iso(0.4))/ET < 0.06

d0/σd0 < 3.0,
z0 sin θ < 0.4 mm

15-20 (iso(0.3))/ET < 0.24 (iso(0.3))/ET < 0.08
20-25

(iso(0.3))/ET < 0.28 (iso(0.3))/ET < 0.10
> 25

Medium

Table 6.5: Total electron selection efficiencies and uncertainties for an mH = 125 GeV
Higgs signal sample.

ET Total Eff. Iso. unc. (relative) ID+Rec. unc. (relative) Total Unc. (relative)
10-15 0.412 0.016 0.016 0.022
15-20 0.619 0.009 0.024 0.025
20-25 0.668 0.008 0.027 0.028
25-30 0.755 0.007 0.014 0.016
30-35 0.770 0.007 0.005 0.009
35-40 0.796 0.006 0.003 0.007
40-45 0.798 0.006 0.002 0.006
45-50 0.813 0.006 0.002 0.006

Muons

For muons, lepton isolation requirements are similar to those for electrons. The relative

requirements vary from 0.06 to 0.3 and 0.06 to 0.12 for the calorimeter and track-based

isolation, respectively. The muon associated tracks are required to have d0/σd0 < 3.0
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and z0 sin θ < 1.0. The criteria are summarized in Table 6.6 and the total muon selection

efficiency and uncertainty as a function of pt is summarized in Table 6.11.

Table 6.6: Muon selection.

pT calo. isolation track isolation impact
(GeV) EtConeCor Ptcone parameters
10-15 (iso(0.3))/pT < 0.06 (iso(0.4))/pT < 0.06

d0/σd0 < 3.0,
z0 sin θ < 1.0 mm

15-20 (iso(0.3))/pT < 0.12 (iso(0.3))/pT < 0.08
20-25 (iso(0.3))/pT < 0.18

(iso(0.3))/pT < 0.12
> 25 (iso(0.3))/pT < 0.30

Table 6.7: Total muon selection efficiencies and uncertainties for an mH = 125 GeV Higgs
signal sample.

ET Total Eff. Iso. unc. (relative) ID+Rec. unc. (relative) Total Unc. (relative)
10-15 0.574 0.027 < 0.005 0.027
15-20 0.808 0.012 < 0.005 0.013
20-25 0.904 0.007 < 0.005 0.009
25-30 0.924 0.006 < 0.005 0.008
30-35 0.932 0.006 < 0.005 0.008
35-40 0.942 0.005 < 0.005 0.007
40-45 0.943 0.005 < 0.005 0.007
45-50 0.944 0.005 < 0.005 0.007

6.1.3.2 Jets

Since the analysis depends on the number of jets (n j), the definition of jet is im-

portant. In order to have an accurate number of jets in the event, it is important that our

jet selection avoids to have jets initiated from pileup vertices. In this analysis, jets are

required to satisfy the following criteria::

• |η| < 4.5
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• pT > 25 (30) GeV in the region of |η| < 2.4 (2.4 ≤ |η| ≤ 4.5 ) for the central jet (the

forward jet)

• |JVF| > 0.5 for pT < 50 GeV and |η| < 2.4

The pt requirement for jets is higher in the forward regions in order to suppress pile-up

initiated jets. Having the Jet Energy Fraction (JVF) value greater than 0.5 also gives the

optimal point to suppress pile-up jets. The JVF is only defined for central jets due to the

acceptance of the tracker (see chapter 4.2.4).

b-Jets

The MV1 algorithm [67] is used to identify jets initiated by a b quark. A value of 100 %

implies that a jet is very b-like, while the value of 0 % implies the jet is initiated from a

light quark or gluon. An operating point of 85% was chosen based on a comprehensive

study [68]. Table 6.8 shows the expected significance using 80 and 85% operating points.

In order to maximally suppress top backgrounds, the pt threshold for b-tagged jets is 20

GeV rather than 25 GeV.

Table 6.8: Expected significance when using 80% and 85% operating point for the b-
tagged jet selection.

operating point ZDF0 j
exp ZDF1 j

exp ZDF01 j
exp µ̂

DF01 j
exp

85% o.p. 2.32 1.65 2.80 1+0.43
−0.38

80% 2.32 1.62 2.76 1+0.44
−0.38

6.1.3.3 Missing Transverse Energy

In addition to the calo-based Emiss
t (defined in chapter 4.2.5), this analysis improves

the optimal Emiss
t measurement by utilizing the tracks associated with the primary vertex

(PMV). The Emiss
t calculation is the following
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Emiss
t = −

( ∑
selected obj.

pt +
∑

soft obj.

pt
)
, (6.1)

when the calorimeter-based measurement is adopted. However, the presence of pile-up

lowers the resolution of the Emiss
t . By replacing the soft terms in the calorimeter-based Emiss

t

with tracks (pt > 0.5 GeV) associated to the PMV, the overall Emiss
t resolution improves by

suppressing pileup effects. To distinguish it from the calorimeter-based Emiss
t , it is denoted

by pmiss
t . Tracks associated with leptons or jets are not included in this term. Fig 6.4 shows

the comparison between the calorimeter-based Emiss
t and the track-based pmiss

t , where it is

evident that pmiss
t performs better than Emiss

t .

These different definitions of Emiss
t are used to maximize the significance across all

categories. Table 6.9 summarizes the Emiss
t used in each analysis.

6.1.3.4 Events Selection

For each jet multiplicity category, special selections are applied in order to maximize

the signal-background separation. Table 6.10 shows the detailed criteria for each sub-

analysis. Each selection requirement is designed to reduce specific backgrounds.

Preselection

The preselection is performed before event categorization in jet multiplicity. Exactly two

oppositely charged leptons satisfying the criteria described in section 4.2.2 through 4.2.3

are required. The leading pt lepton (p `1
t ), and the sub-leading pt lepton (p `2

t ) are required

to have pt > 22 GeV and pt > 10 GeV, respectively. The invariant mass of the dilepton

(m``) system is required to be larger than 10 GeV for DF and 12 GeV for SF in order

to remove low mass Z/γ∗ and low-mass meson resonance backgrounds. In the SF chan-

nel, |m``−MZ |>15 GeV is imposed and reduces the Z/γ∗ background by as much as 90%.
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Figure 6.4: Resolutions of (a) Emiss
t or pmiss

t and (b) mt for the ggF signal MC in the n j = 0
category.

Table 6.9: Different Emiss
t used in the H→WW∗→ `ν`ν analysis.

jet bin Emiss
t flavour description

0j eµ + µe pmiss (trk)
t track-based Emiss

t with calorimeter jets
0j ee + µµ pmiss (trk)

t,rel ,Emiss
t,rel projections of the track- and calo-based Emiss

t

1j eµ + µe pmiss (trk)
t track-based Emiss

t with calorimeter jets
1j ee + µµ pmiss (trk)

t,rel ,Emiss
t,rel projections of the track- and calo-based Emiss

t

2j eµ + µe pmiss
t track-based Emiss

t with calorimeter jets
VBF eµ + µe - -
VBF ee + µµ Emiss

t , pmiss
t calo-based and track-based Emiss

t with calorimeter jets
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Table 6.10: Event selection requirements. Values are given for the analysis of 8 TeV data for mH = 125 GeV in units of GeV.

Objective
ggF-enriched VBF-enriched

n j = 0 n j = 1 n j ≥ 2 ggF n j ≥ 2 VBF

Preselection

All n j



p `1t > 22 for the leading lepton `1
p `2t > 10 for the subleading lepton `2
Opposite-charge leptons
m`` > 10 for the eµ sample
m`` > 12 for the ee/µµ sample
|m`` −mZ |> 15 for the ee/µµ sample

pmiss
t > 20 for eµ pmiss

t > 20 for eµ pmiss
t > 20 for eµ No met requirement for eµ

Emiss
t,rel > 40 for ee/µµ Emiss

t,rel > 40 for ee/µµ - -

Reject
backgrounds

DY


pmiss (trk)
t,rel >40 for ee/µµ pmiss (trk)

t,rel >35 for ee/µµ - pmiss
t > 40 for ee/µµ

frecoil < 0.1 for ee/µµ frecoil < 0.1 for ee/µµ - Emiss
t > 45 for ee/µµ

p ``t > 30 mττ <mZ − 25 mττ <mZ − 25 mττ <mZ − 25
∆φ``,met >π/2 - - -

Misid. - m`
t > 50 for eµ - -

Top


n j = 0 nb = 0 nb = 0 nb = 0

- - - p sum
t inputs to BDT

- - - Σ m` j inputs to BDT

VBF topology

- -

m j j inputs to BDT
∆y j j inputs to BDT
Σ C` inputs to BDT
C`1 < 1 and C`2 < 1
C j3 > 1 for j3 with p j3

t > 20
OBDT ≥ − 0.48

H→WW∗→ `ν`ν

decay topology m`` < 55 m`` < 55 m`` < 55 m`` inputs to BDT
∆φ`` < 1.8 ∆φ`` < 1.8 ∆φ`` < 1.8 ∆φ`` inputs to BDT
No mt requirement No mt requirement No mt requirement mt inputs to BDT
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For the DF of ggF categories, pmiss
t > 20 GeV is required, while for SF channel in n j ≤ 1

categories an Emiss
t,rel > 40 GeV is required.

Background rejection

Each of the following requirements reduce certain backgrounds and improve the overall

significance:

• ∆φll,Emiss
t

: Azimuthal angle between the dilepton system and the pmiss (trk)
t . Events are

rejected if angle is close to zero.

• mττ < |mZ − 25| GeV (Z/H → ττ-Veto) : another Z/γ∗ background reduction for

n j ≥ 1 categories. Neutrinos that result from τ−lepton decays tend to be collinear

with the visible decay products of the τ. This information can be used to reconstruct

the invariant mass of the di − τ system (called collinear approximation) [69]. This

helps to suppress both Z/γ∗ and H → ττ events.

• pll
T : Transverse momentum of the dilepton system. This is an additional Z/γ∗ back-

ground reduction cut that is applied for the n j = 0 categories. In n j = 0 events, the

Z/γ∗ should not be boosted, therefore, pll
T should be small.

• nb = 0 (b-Jet Veto) : Top backgrounds have b jet(s) that decay from the top quark(s).

Removal of any b-tagged jets in n j ≥ 1 categories, including VBF, is a powerful

discrimination for top backgrounds.

• frecoil : For the SF lepton combination, this cut removes Z/γ∗ events in the n j ≤ 1

categories. The frecoil variable measures the strength of the recoil system associated

to the two leptons. p j
t is used for the n j = 1 instead of p ``

t used for the n j = 0. The

definition is given as :

frecoil =
|
∑

soft jets |JVF| · ~pT|

p``T
(6.2)
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non-Z/γ∗→ ee, µµ backgrounds and 125 GeV Higgs boson signal. The p ``

t > 30 threshold
boosts the dilepton system, creating the shape difference.

Topological cuts to enhance Higgs signal

• ∆φ`` : Due to the spin-0 nature of the SM Higgs, leptons from the signal have a

tendency to lie parallel to each other. Hence, ∆φ`` < 1.8 discriminates the signal

from the irreducible non-resonant WW background.

• m`` : The invariant mass of the di-lepton system. Since the leptons in signal events

tend to be parallel to each other, their invariant mass also tends to be small.

• mt : is the transverse mass [70] and is used for the statistical fit for the final discrim-

ination. Its definition is

mt =

√
(E``

T + Emiss
t )2 − |p``t + Emiss

t |
2,

where E``
T =

√
|p``t |2 + m2

``. The pmiss (trk)
t is used to improve the resolution of the

selection.
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VBF Topology Kinematics

The VBF uses a Boosted Decision Tree (BDT) [58] in order to separate the signal from

the background. The BDT is trained with the following input variables: m``, mt, m j j,

∆y j j, ∆φ``, Σ pt, ηlep and Σ m` j, described below. The final BDT score is used as the final

discriminating variable in the likelihood fit.

• Σ ptot
t : The total transverse momentum ptot

t of all objects is defined as :

pl1
t +pl2

t +pmiss
t +

∑
pjets
t

where the missing transverse energy used is pmiss
t . This variable rejects QCD multi-

jet and tt̄ events with soft gluon radiation that recoils against the ``+ 2 j system with

no high-pt jets.

• ∆y j j : The rapidity difference between the two identified jets. VBF processes pro-

duce two jets with a rapidity gap. ∆y j j = | y j1 − y j2 |.

• m j j : The invariant mass of the two tagging jets.

• CJV (Central Jet Veto) [71] : Events are rejected if they have jets with pt > 20 GeV

between the two tagging jets which denoted as Central jets.

C j3 =

∣∣∣∣∣ η j3 −
Σ η j j

2

∣∣∣∣∣ / ∆η j j

2
, (6.3)

where η j3 is the pseudo-rapidity of an extra jet, Σ η j j = η j1 + η j2 and ∆η j j = | η j1 − η j2 |.

If C j3 < 1, then j3 is between the tagging jets, and if C j3 > 1, then j3 lies outside of

the the two tag jets in pseudo-rapidity.

• OLV (Outside Lepton Veto) : This variable discriminates events with leptons that lie

outside of the two tagging jets in rapidity.

• ηlep : centrality, it calculates an exact position of two leptons with respect to the two

tagging jets in the η-plane. This variable extends the idea of the OLV. The definition
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of OLV and ηlep are followed

OLVl0 = 2 · |
ηl0 − η̄

η j0 − η j1
|

OLVl1 = 2 · |
ηl1 − η̄

η j0 − η j1
|

ηlep(centrality) = OLVl0 + OLVl1 (6.4)

where η̄ = (η j0 + η j1)/2 , the average η of the two tag jets. If OLV has

OLVl


= 0 :the lepton is right in the middle rapidity gap between the two tag jets.

< 1 :the lepton lies within the rapidity gap between the two tag jets.

> 1 :the lepton is outside the rapidity gap between the two tag jets.
(6.5)

• Σ m` j : the sum of the invariant masses of all four possible lepton-jet pairs. Since

the jets in the VBF are closer to the forward region and the lepton still remains in

the center of the two jet system, the VBF signal tends to have higher values than the

backgrounds.

6.1.3.5 7 TeV Analysis

The 7 TeV analysis is made closer to the 8 TeV analysis even though their data

taking conditions were different. Here are some differences from the 8 TeV analysis. The

7 TeV analysis uses the same lepton triggers with the one that the 8 TeV analysis uses

but with lower pt threshholds. Regardless of Et, all electrons are required to pass a tight

cut-based identification in which the GSF fit is not used and the muon identification also

remains the same with respect to 8 TeV ones. The jet selection is identical in the 7 TeV

analysis, except that a tighter cut on jvf is used. The used MC tools are consistent for both
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analyses, except for the WZ and ZZ backgrounds that are modeled with powheg+pythia6.

The pile-up events are simulated with pythia6. The event selection criteria are nearly

identical to the 8 TeV data analysis. In the SF channel, the Emiss
t is lowered to 35 GeV ,

while the pmiss (trk)
t requirement is not adopted. The p ``

t is increased to 40 GeV in the n j = 0

channel while the pt of the di-lepton + jet system is required to be > 35 GeV in the n j = 1

channel. frecoil is loosened to 0.5 and to 0.2 in the n j = 0 and n j = 1 categories, respectively.

The ggF analysis is not performed in 2 jets, while the VBF analysis is identical.

6.1.4 Signal Extraction

6.1.4.1 ggF Signal

The ggF analysis has two lepton flavor combination categories, SF and DF in three

jet multiplicity channels, n j = 0, 1, and≥ 2. The n j ≥ 2 channel only considers the DF

flavor combination. For each variable in Fig 6.6, the top panel compares the observed

and the cumulative expected distributions while the bottom panel shows the overlay of the

distributions of the individual expected contributions, normalized to unit area to emphasize

shape differences.

Fig 6.6 shows the kinematic distributions in the n j = 0. In the DF channel, one

observes the background composition change as subsequent selections are applied. Most

of Z/γ∗ events are suppressed by the p ``
t > 30 GeV cut. Further removal of Z/γ∗ and WW

backgrounds are achieved by requiring m`` < 55 GeV and ∆φ`` < 1.8, since leptons from the

spin-0 Higgs boson decay tend to be at small angles to each other. Due to the large Z/γ∗

background in the SF channel, there is an additional discriminating kinematic variable

( frecoil) that exploits the soft hadronic recoil in the event. The frecoil < 0.1 requirement

reduces a large amount of Z/γ∗ backgrounds by a factor of seven in the signal region. A

summary of the number of events at each cut with 8 TeV data is shown in Table 6.11.
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Figure 6.6: Distributions of kinamatic variables for the n j = 0 category; (a) p ``
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Table 6.11: Event selection table for the n j = 0 category in the 8 TeV data analysis. It is presented separately for the DF and SF
channels.

Summary Composition of Nbkg

Selection Nobs/Nbkg Nobs Nbkg Nsig NWW Ntop Nmisid NVV NDY
NggF NVBF Ntt̄ Nt NWj N j j Nee/µµ Nττ

eµ sample 1.01± 0.01 16423 16330 290 12.1 7110 820 407 1330 237 739 115 5570
∆φ``,met >π/2 1.00± 0.01 16339 16270 290 12.1 7110 812 405 1330 230 736 114 5530
p ``t > 30 1.00± 0.01 9339 9280 256 10.3 5690 730 363 1054 28 571 60 783
m`` < 55 1.11± 0.02 3411 3060 224 6.3 1670 141 79 427 12 353 27 350
∆φ`` < 1.8 1.12± 0.02 2642 2350 203 5.9 1500 132 75 278 9.2 324 19 12
3
4 mH <mt <mH 1.20± 0.04 1129 940 131 2.2 660 40 21 133 0.8 78 4.3 2.3

ee/µµ sample 1.04± 0.01 38040 36520 163 7.2 3260 418 211 504 29 358 31060 685
∆φ``,met >π/2 1.05± 0.01 35445 33890 163 7.1 3250 416 211 493 26 355 28520 622
p ``t > 30 1.06± 0.01 11660 11040 154 6.8 3010 394 201 396 2.6 309 6700 21
m`` < 55 1.01± 0.01 6786 6710 142 5.0 1260 109 64 251 2.0 179 4840 8.7
pmiss (trk)
t,rel > 40 1.02± 0.02 2197 2160 117 4.3 1097 99 59 133 0.5 106 660 0.3

∆φ`` < 1.8 1.01± 0.02 2127 2100 113 4.2 1068 96 57 122 0.5 104 649 0.3
frecoil < 0.1 1.01± 0.03 1108 1096 72 2.7 786 41 31 79 0.0 69 91 0.1
3
4 mH <mt <mH 0.99± 0.05 510 517 57 1.3 349 11 8 53 - 31 64 0.1

85



Fig 6.7 shows the key kinematic distributions for the n j = 1 analysis. Top back-

grounds become more dominant becasue top quarks decay to t → W + b̄, Hence, top

events could have one ore more b−tagged jets. Events are vetoed if there is a b−tagged

jet with pt > 20 GeV. In the DF category, Z/γ∗ and QCD multijet events are further sup-

pressed by requiring m`
t, the transverse momentum of lepton, and the pmiss

t , since these

backgrounds tend to have a small value for this variable.

The definition of m`
t is:

m`
t = max(m`i

t1,m
`i
t2); (6.6)

m`i
t =

√
2 p `i
t · p

miss
t ·

(
1 − cos ∆φ

)
. (6.7)

The additional requirement of mττ <mZ − 25 GeV significantly reduces the remain-

ing Z/γ∗→ ττ contribution in the DF analysis, as seen in Fig 6.7 (b). In the DF analysis,

the requirement on pmiss (trk)
t,rel is 35 GeV in this category. Other selection criteria are un-

changed from the n j = 0 analysis. Table 6.12 summarizes the event selection in the n j = 1

analysis.

For the ggF-enriched n j ≥ 2 analysis, events are required to fail the VBF selection.

Due to the relatively low statistics of the SF, this analysis only considers DF events. To

suppress Z/γ∗ and top backgrounds, nb = 0 and mττ <mZ − 25 GeV requirements are im-

posed. To ensure to have orthogonality with the VBF and VH analyses [72], some extra

requirements are implemented for this analysis as listed below :

• non-VBF selection:

– VBF cut-based veto: fail of either ∆Y j j > 3.6, m j j > 600 GeV, CJV or OLV

– VBF BDT veto: fail of either CJV, OLV or BDT score > −0.48
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Figure 6.7: Distributions of kinamatic variables for the n j = 1 category; (a) m`
t, (b) mττ, (c)

m``, and (d) ∆φ``.
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Table 6.12: Event selection table for n j = 1 in the 8 TeV data analysis. It is presented separately for the DF and SF channels.

Summary Composition of Nbkg

Selection Nobs/Nbkg Nobs Nbkg Nsig NWW Ntop Nmisid NVV NDY
NggF NVBF Ntt̄ Nt NWj N j j Nee/µµ Nττ

eµ sample 1.00± 0.01 20607 20700 131 32 2750 8410 2310 663 334 496 66 5660
nb = 0 1.01± 0.01 10859 10790 114 26 2410 1610 554 535 268 423 56 4940
m`
t > 50 1.01± 0.01 7368 7280 103 23 2260 1540 530 477 62 366 43 1990

mττ <mZ − 25 1.02± 0.02 4574 4490 96 20 1670 1106 390 311 32 275 21 692
m`` < 55 1.05± 0.02 1656 1570 84 15 486 297 111 129 19 139 6.4 383
∆φ`` < 1.8 1.10± 0.03 1129 1030 74 13 418 269 102 88 6.1 119 5.0 22
3
4 mH <mt <mH 1.21± 0.06 407 335 42 6.6 143 76 30 40 0.5 42 1.1 2

ee/µµ sample 1.05± 0.01 15344 14640 61 15 1111 3770 999 178 13 192 8100 280
nb = 0 1.08± 0.02 9897 9140 53 12.1 972 725 245 137 10 163 6640 241
m`` < 55 1.16± 0.02 5127 4410 48 9.4 351 226 85 73 7.8 79 3420 168
pmiss (trk)
t,rel > 35 1.14± 0.04 960 842 36 6.9 292 193 73 38 0.2 49 194 2

∆φ`` < 1.8 1.14± 0.04 889 783 32 6.3 265 179 68 30 0.2 44 194 2
frecoil < 0.1 1.16± 0.05 467 404 20 3.6 188 98 44 17 - 29 26 1
3
4 mH <mt <mH 1.11± 0.10 143 129 14 2.0 59 23 11 11 - 11 14 -
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• fail of either ∆Y j j < 1.2 or |m j j − 85 GeV| < 15 GeV (where 85 GeV is the average

of the W and Z boson masses)
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Figure 6.8: The distribution of dilepton invariant mass for the ggF-enriched n j ≥ 2 cate-
gory.

The events in the n j ≥ 2 ggF category are contaminated by both the VBF and VH

signal production processes, therefore they are included in the analysis category and con-

sidered as backgrounds when extracting the ggF only component. The composition of the

ggF-enriched n j ≥ 2 for each production modes are shown in Table 6.13.

Table 6.13: The expected number of events and fraction for each production mode in the
n j ≥ 2 channel.

Higgs Production process ggF VBF VH
Number of events 32.47 ± 0.20 6.88 ± 0.11 4.53 ± 0.29
Signal composition [%] 74.0 15.7 10.3

Further selection with m`` < 55 GeV and ∆φ`` < 1.8 reduce the dominant top-quark

background by 70%, resulting in a signal purity of 3.3%. Fig 6.8 shows the m`` distribution

after the VBF othrogonality cuts are applied. The event selection for this category is

summarized in Table 6.14.
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Table 6.14: Event selection table for the n j ≥ 2 ggF-enriched category in the 8 TeV data
analysis. The expected yields from different production modes are shown separately, NggF,
NVBF, and NVH.

Summary Composition of Nbkg

Selection Nobs/Nbkg Nobs Nbkg Nsignal NWW Ntop Nmisid NVV NDY
NggF NVBF NVH

eµ category 0.99± 0.00 56759 57180 76 29 24 1330 52020 959 324 2550
nb = 0 1.02± 0.01 6777 6650 56 23 15 964 3190 407 233 1850
mττ <mZ − 25 1.06± 0.02 3826 3620 49 19 12 610 2120 248 152 485
VBF ortho. 1.05± 0.02 3736 3550 44 9.0 12 593 2090 241 148 477
VH ortho. 1.04± 0.02 3305 3170 40 8.6 7.4 532 1870 212 132 423
m`` < 55 1.09± 0.03 1310 1200 35 7.5 5.0 158 572 124 66 282
∆φ`` < 1.8 1.06± 0.03 1017 955 32 6.9 4.5 140 523 99 60 133
3
4 mH <mt <mH 1.05± 0.07 210 200 13.3 2.6 1.9 35 131 16 15 3
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6.1.4.2 VBF Signal

The VBF-enriched n j ≥ 2 analysis uses a boosted decision tree (BDT) in the multi

variable analysis(MVA) [58]. The nominal BDT method is cross-checked with a cut-based

analysis. Most of the input variables of the BDT analysis have already been discussed in

section 6.1.3.4, neverthless, more details are explained below.

In the VBF production, there is no color connection between the two produced jets,

thus, these two jets are generally well separated in rapidity [73]. The final BDT discrim-

ination score (OBDT) is calculated. The BDT is trained with 8 input variables: Σ C`, ∆y j j,

and m j j for VBF selection; p sum
t and Σ m` j for tt̄ rejection; and ∆φ``, m``, and mt for their

sensitivity to the H→WW∗→ `ν`ν signal.

The final BDT score is an average of the binary scores from each of the individual

decision trees. The score is binned as [−1,−0.48, 0.3, 0.78, 1] with corresponding bin num-

bers from 0 to 3. The bin widths are optimized against the expected signal significance.

The first bin is dominated by backgrounds, therefore, it is removed from the likelihood fit.

The distributions of the input avariables are shown in Fig 6.14 and Fig 6.15 for eµ and

eµ+ ee/µµ, respectively.

The BDT training correlation table is shown in Fig 6.17. The event selection sum-

mary for the VBF BDT analysis is shown in Table 6.15, while the cut-based analysis for

cross-checking is shown in Table 6.16.

Fig 6.18 shows the two cases of candidate events for this study. The top figure is

the ggF−enriched n j = 0 category event at 7 TeV, specifically in the H→WW∗→ eνµν

channel. The bottom figure displays the VBF-enriched eµ event in the n j ≥ 2 category.
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Figure 6.14: Distributions of the variables used as inputs to the training of the BDT in
the eµ sample in the 8 TeV data analysis. The variables are shown after the common
preselection and the additional selection requirements in the n j ≥ 2 VBF-enriched category.
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Figure 6.15: Comparisons of the observed and expected distributions of the variables used
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Figure 6.17: Correlation plots between BDT variables in the validation region of BDT bin
0 (OBDT < − 0.48). They are shown for each pair of training variable in the BDT as well
as the correlation of each training variable with OBDT. The data is indicated by the black
points and the red points are shown for the MC model only with the statistical uncertainty.
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Figure 6.18: Event displays of H→WW∗→ eνµν candidates in the n j = 0 (top) and
n j ≥ 2 VBF-enriched (bottom) categories. The neutrinos are represented by miss-
ing transverse momentum (met, dotted line) that points away from the eµ sys-
tem. The properties of the first event are pe

t = 33 GeV, pµt = 24 GeV, m`` = 48 GeV,
∆φ`` = 1.7, pmiss

t = 37 GeV, and mt = 98 GeV. The properties of the second event
are pe

t = 51 GeV, pµt = 15 GeV, m`` = 21 GeV, ∆φ`` = 0.1, p j1
t = 67 GeV, p j2

t = 41 GeV,
m j j = 1.4 TeV, ∆y j j = 6.6, pmiss

t = 59 GeV, and mt = 127 GeV. Both events have a small
value of ∆φ``, which is characteristic of the signal. The second event shows two well-
separated jets that are characteristic of the VBF production.
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Table 6.15: Event selection table for the n j ≥ 2 VBF-enriched category in the 8 TeV BDT data analysis. (a) is the event yields
after the event selections before the BDT classification and (b) is the event yields in the OBDT bins with the normalization factors
applied to the event yields. The expected yields are shown separately depending on the Higgs production modes; the NggF, NVBF,
and NVH.

(a) Before the BDT classification

Summary Composition of Nbkg

Selection Nobs/Nbkg Nobs Nbkg Nsignal NWW Ntop Nmisid NVV NDrell-Yan
NggF NVBF NVH NQCD

WW NEW
WW Ntt̄ Nt NWj N j j Nee/µµ NQCD

ττ NEW
ττ

eµ sample 1.04± 0.04 718 689 13 15 2.0 90 11 327 42 29 23 31 2.2 130 2
ee/µµ sample 1.18± 0.08 469 397 6.0 7.7 0.9 37 3 132 17 5.2 1.2 10.1 168 23 1

(b) Bins in OBDT

eµ sample
Bin 0 (not used) 1.02± 0.04 661 650 8.8 3.0 1.9 83 9 313 40 26 21 28 2.2 126 1
Bin 1 0.99± 0.16 37 37 3.0 4.2 0.1 5.0 1.0 17 3.1 3.3 1.8 2.6 - 4.0 0.2
Bin 2 2.26± 0.63 14 6.2 1.2 4.2 - 1.5 0.5 1.8 0.3 0.4 0.3 0.8 - 0.3 0.3
Bin 3 5.41± 2.32 6 1.1 0.4 3.1 - 0.3 0.2 0.3 0.1 - - 0.1 - 0.1 0.1

ee/µµ sample
Bin 0 (not used) 1.91± 0.08 396 345 3.8 1.3 0.8 33 2 123 16 4.1 1.1 8.8 137 20.5 0.5
Bin 1 0.82± 0.14 53 45 1.5 2.2 0.1 3.0 0.5 10.4 1.8 0.8 0.2 0.9 26 1.7 0.1
Bin 2 1.77± 0.49 14 7.9 0.6 2.5 - 0.8 0.3 1.1 0.2 0.2 - 0.3 4.4 0.3 0.1
Bin 3 6.52± 2.87 6 0.9 0.2 1.7 - 0.1 0.2 0.2 - - - - 0.7 - -
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Table 6.16: Event selection table for the n j ≥ 2 VBF-enriched category in the 8 TeV cross-check data analysis. The expected
yields are shown separately depending on the Higgs production modes; the NggF, NVBF, and NVH.

Summary Composition of Nbkg

Selection Nobs/Nbkg Nobs Nbkg Nsignal NWW Ntop Nmisid NVV NDrell-Yan
NggF NVBF NVH NQCD

WW NEW
WW Ntt̄ Nt NWj N j j Nee/µµ NQCD

ττ NEW
ττ

eµ sample 1.00± 0.00 61434 61180 85 32 26 1350 68 51810 2970 847 308 380 51 3260 46
nb = 0 1.02± 0.01 7818 7700 63 26 16 993 43 3000 367 313 193 273 35 2400 29
p sum
t < 15 1.03± 0.01 5787 5630 46 23 13 781 38 1910 270 216 107 201 27 2010 23

mττ <mZ − 25 1.05± 0.02 3129 2970 40 20 9.9 484 22 1270 177 141 66 132 7.6 627 5.8
m j j > 600 1.31± 0.12 131 100 2.3 8.2 - 18 8.9 40 5.3 1.8 2.4 5.1 0.1 15 1.0
∆y j j > 3.6 1.33± 0.13 107 80 2.1 7.9 - 11.7 6.9 35 5.0 1.6 2.3 3.3 - 11.6 0.8
C j3 > 1 1.36± 0.18 58 43 1.3 6.6 - 6.9 5.6 14 3.0 1.3 1.3 2.0 - 6.8 0.6
C`1 < 1, C`2 < 1 1.42± 0.20 51 36 1.2 6.4 - 5.9 5.2 10.8 2.5 1.3 1.3 1.6 - 5.7 0.6
m``,∆φ``,mt 2.53± 0.71 14 5.5 0.8 4.7 - 1.0 0.5 1.1 0.3 0.3 0.3 0.6 - 0.5 0.2

ee/µµ sample 0.99± 0.01 26949 27190 31 14 10.1 594 37 23440 1320 230 8.6 137 690 679 16
nb, p sum

t ,mττ 1.03± 0.03 1344 1310 13 8.0 4.0 229 12.0 633 86 26 0.9 45 187 76 1.5
m j j,∆y j j,C j3,C` 1.39± 0.28 26 19 0.4 2.9 0.0 3.1 3.1 5.5 1.0 0.2 0.0 0.7 3.8 0.7 0.1
m``,∆φ``,mt 1.63± 0.69 6 3.7 0.3 2.2 0.0 0.4 0.2 0.6 0.2 0.2 0.0 0.1 1.5 0.3 0.1
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6.1.5 Background Estimation

The major backgrounds encountered in this study are listed here with a short de-

scription :

• WW: non-resonant W pair production

• top quarks (Top): t pair production (tt̄) and single-top production (t) both have the

decay t→Wb. Leptons can come from W bonsons.

• Misidentified leptons (Misid.): W boson production in association with a jet that is

misidentified as a lepton (Wj) and dijet or multijet production with two misidentifi-

cations ( j j) (QCD).

• Other dibosons (VV): Wγ, Wγ∗, WZ, and ZZ

• Drell-Yan (DY): Z/γ∗ decay to e or µ pairs (ee/µµ) and τ pairs (ττ)

The backgorunds giving a small contribution to the analysis are not described in the

following but are taken into account in the final results. For the background estimation, a

control region (CR) is defined with inverted or enlarged kinematic selection values of the

signal region. Details are discussed in the following sections. From the CR, normalization

factors (NF, β) and extrapolation factors (α) are used to predict the number of background

events in the signal region. The conceptual equation is

Best
sr = Bsr · Ncr/Bcr︸   ︷︷   ︸

Normalization factor β

= Ncr · Bsr/Bcr︸   ︷︷   ︸
Extrapolation factorα

(6.8)

where Ncr and Bcr are the observed events in the CR and the MC estimation, respectively,

and Bsr is the MC estimate in the signal region. The β which is the data-to-MC normal-

ization factor in the CR and the α that is the extrapolation factor from the CR to the SR.

Those factors make the study able to estimate the expected number of background events

in the SR. The SR is divided into sub-analysis channels based on the jet multiplicities and

the final lepton pair combinations as discussed previously. However, the CR is not split

into the sub-categories. Thus, the same value of β is used in the same CR. The associated
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Table 6.17: Background estimation methods summary. For each background process or
process group, a set of three columns indicate whether data (•) or MC (◦) samples are used
to normalize the SR yield (n), determine the CR-to-SR extrapolation factor (e), and obtain
the SR distribution of the fit variable (v). In general, the methods vary from one row to the
next for a given background process.

Category WW Top Misid. VV
Drell-Yan

ee/µµ ττ

n e v n e v n e v n e v n e v n e v

n j = 0
eµ • ◦ ◦ • ◦ ◦ • • • • ◦ ◦ ◦ ◦ ◦ • ◦ ◦

ee/µµ • ◦ ◦ • ◦ ◦ • • • ◦ ◦ ◦ • • ◦ • ◦ ◦

n j = 1
eµ • ◦ ◦ • ◦ ◦ • • • • ◦ ◦ ◦ ◦ ◦ • ◦ ◦

ee/µµ • ◦ ◦ • ◦ ◦ • • • ◦ ◦ ◦ • • ◦ • ◦ ◦

n j ≥ 2 ggF
eµ ◦ ◦ ◦ • ◦ ◦ • • • ◦ ◦ ◦ ◦ ◦ ◦ • ◦ ◦

n j ≥ 2 VBF
eµ ◦ ◦ ◦ • ◦ ◦ • • • ◦ ◦ ◦ ◦ ◦ ◦ • ◦ ◦

ee/µµ ◦ ◦ ◦ • ◦ ◦ • • • ◦ ◦ ◦ • • ◦ • ◦ ◦

uncertainties are used as inputs to extract the signal strength later in this study. Most of

the background estimations use data, but MC is used to understand the backgrounds that

have a lack of statistics in the CR or SR. Table 6.17 summarizes whether a background

estimation is purely data-driven, MC normalized to data or pure MC driven. The open cir-

cle means the use of MC and the black solid dot is an indication of a data-driven method.

The N, E and V indicates whether data driven technique or MC estimation is used for the

normalisation factor, the extrapolation factor and the variable distribution respectively.

6.1.5.1 WW Background Estimation

The non-resonant WW is a dominant background in n j = 0 channel and is irre-

ducible. For this background, m`` is the key discriminating variable in the relatively low
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Higgs boson mass range, mH < 2mW , as seen in Fig 6.6. The CR definition for the WW

background is designed to remove the other background contaminations. The following is

imposed

• DF events with pmiss
t > 20 GeV

• p `2
t > 15 GeV

• ∆φ`` < 2.6

• 55 < m`` < 110 GeV

To avoid the Z/γ∗ background, the main background in SF, the CR for the WW events

only contains the different lepton flavor combination. Then, p ``
t > 30 GeV for n j = 0 and

m`
t > 50 GeV for n j = 1 are required. By applying p `2

t > 15 GeV, the W+jets background

is suppressed. In the n j = 0 category, the Z/γ∗→ ττ background reduction is made with

∆φ`` < 2.6 and is made with |mττ −mZ |> 25 GeV in the n j = 1. The m`` range is different

depending on the jet multiplicity, 55 < m`` < 110 GeV for n j = 0 and m`` > 80 GeV for

n j = 1 to maximize the WW yield in the CR. The mt distribution in the CR for n j ≤ 1 is

shown in Fig 6.19.

The purity of the CR is estimated to be 70% in the n j = 0 and 45% in the n j = 1 cate-

gories, respectively. Since the top background is still a dominant background in the n j = 1

category, most of the contamination to this CR is from the top background (tt̄→WbWb).

The higher order QCD process not represented with MC modeling is taken into account by

varying the re-normalization and factorization scale from one-half to two [74]. The PDF

uncertaintys is computed adding in quadrature the largest difference between the nominal

PDF set (ct10 [60]) and the MSTW@008 [61] and NNPDF2.3 [62] with the ct10 pdf

set error calculated using the eigenvector variations of that PDF set. Underlying event

and hadronization uncertainties are taken into account by comparing powheg+pythia6 and

powheg+herwig. The matching uncertainties is estimated by comparing powheg+herwig
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Figure 6.19: WW control region distributions of transverse mass.

and amc@nlo+herwig. Finally, higher order electroweak correction are also included by

reweigting the MC to NLO [63].

The summary of these uncertainties is shown in Table 6.18 for the n j ≤ 1 analy-

sis. The normalization factors is β0 j
WW = 1.22 ± 0.03 (stat.) ± 0.10 (syst.) for the n j = 0 and

β
1 j
WW = 1.05± 0.05 (stat.)± 0.24 (syst.) for the n j = 1.

For the case of n j ≥ 2, both the VBF− and ggF−enriched categories, sherpa is used

to model WW predictions. However, madgraph is used to calculate the uncertainty of the

normalization and the factorization scale, which are 27% for the VBF and 19% for the

ggF-enriched analysis. The uncertainties of different generators are 8–14% on the OBDT

distribution and 1–7% on the mt distribution and the higher order of electroweak renor-
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malization uncertainty is 10%. Its 10–16% OBDT uncertainty and 5–17% mt uncertainty

are also taken into account.

Table 6.18: Relative WW theoretical uncertainties on the extrapolation factor α for n j ≤ 1.
Total (Tot) is the sum in quadrature of the uncertainties due to the QCD factorization and
re-normalization scales (Scale), the PDFs, the matching between the hard-scatter matrix
element to the UE/PS model (Gen), the missing electroweak corrections (EW), and the
parton shower and underlying event (UE/PS).

SR category n j = 0 = 1

Scale PDF Gen EW UE/PS Tot Tot

SR eµ, 10<m`` < 30
p `2t > 20 0.7 0.6 3.1 −0.3 −1.9 3.8 7.1

15< p `2t ≤ 20
1.2 0.8 0.9 0.7 1.7 2.6 3.9

10< p `2t ≤ 15
0.7 1.0 0.4 1.2 2.2 2.8 5.4

SR eµ, 30<m`` < 55
p `2t > 20 0.8 0.7 3.9 −0.4 −2.4 4.8 7.1

15< p `2t ≤ 20
0.8 0.7 1.0 0.5 1.0 2.0 4.5

10< p `2t ≤ 15
0.7 0.8 0.5 0.8 1.5 2.1 4.5

SR ee/µµ, 12<m`` < 55
p `2t > 10 0.8 1.1 2.4 0.1 −1.2 2.9 5.1

6.1.5.2 Top Background Estimation

The top-background is one of the major backgrounds for the H→WW∗→ `ν`ν

study, especially in the n j ≥ 1 category. The W boson associated with tt̄ or Wt processes

decays with mis-identified jets as leptons. In the n j = 0 category, jets are vetoed in both

regions, the CR and the SR, however, the SR is about 3% of the CR and the expected

signal contamination by this is less than 1%. For the n j = 1, the CR asks for at least one
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Figure 6.20: WW distribution of mt2 in the n j ≥ 2 VBF-enriched category.

b jet (nb = 1) while the total number of jets is one (n j = 1). For the n j ≥ 2, separate cat-

egories are considered for both VBF- and ggF-enriched regions with their own selection

requirements.

For n j ≥ 1, the WW CR has the following requirements applied:

• DF events with pmiss
t > 20 GeV

• ∆φ`` < 2.8

• nb ≥ 1

The choice of DF reduces the Z/γ∗ while the ∆φ`` < 2.8 suppress further the

Z/γ∗→ ττ background in the n j ≥ 1 channel. The CR used for the top estimation in the

n j ≥ 1 channels use all jet multiplicities. Thus, the extrapolation factor (α) is selected the

n j ≥ 1 events.

For the n j = 1, the tt̄ is the largest background after removing the DY background.

There are two extrapolation factors considered; one is from top CR to the SR (αS R) and

the other is from the top CR to the WW CR (αWW) and it is needed to estimate the top

contribution to the WW CR. The definition of the CR is:
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• DF events after pre-selection

• nb = 1 in n j = 1 with no additional b jet in 20< pt < 25 GeV

• m`
t > 50 GeV

Having only DF events reject the Z/γ∗, and m`
t > 50 GeV suppresses the j j background.

Fig 6.21 shows the mt distribution in the CR.
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Since the CR asks for a b-tagged jet, while the SR vetoes on b-tagged jets, a 5%

uncertainty on the b-tagging efficiency can affect the estimated yield in the SR as much as

20%. In order to reduce the impact of b-tagging systematics, the b-tagging efficiency is

estimated (εest
1 j ) using the region with 2 jets. As seen in figure 6.21 (b), the pt spectrum of

jets in n j = 1 is similar to the spectrum of those in n j = 2. To take into account the small

difference, εest
1 j is scaled by the factor γ1 j = ε1 j/ε2 j where ε2 j is the probability that one of

the 2 jets is tagged as a b-jet and ε1 j is the probability to tag a b-jet in the n j = 1 SR. Thus,

the estimated b-tagging efficiency in the n j = 1 data is εest
1 j = γ1 j · ε

data
2 j and the εdata

2 j is the

extrapolated efficiency from the n j = 2 data sample. The top-quark background estimate in

the SR is then:

Best
top,1 j = Ncr ·

(1 − εest
1 j

εest
1 j

)
︸     ︷︷     ︸
α

1 j
data

(6.9)

The value of γ1 j is 1.079± 0.002 (stat.) with an experimental systematic uncertainty

of 1.4% and a theoretical uncertainty of 0.8%. The largest source for the experimental

uncertainty is the b-tagging efficiency systematics. The theoretical uncertainty includes

the variation of the renormalization and factorization scales, PDFs, and the parton shower

model, as summarized in the Table 6.19.

The calculated normalization factor is β1 j
top = 1.06± 0.03 (stat.) and the total esti-

mated top-background uncertainty in this regon is 5%.

For the n j ≥ 2 region, there are two regions to study. The first one is the VBF-

enriched. In order to reduce background from top-quarks that have a large number of

b-jets in the final state, the SR requires a b-jet veto. Therefore the remaining jets are

mostly from a light-quark jet from initial-state radiation and also from mis-identificated

b-jet that actually comes from a b-jet but not identified as a b-jet. The CR selection is
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Table 6.19: Relative top-quark background uncertainties for n j ≤ 1. (a) is the uncertainties
on the extrapolation procedure for n j = 0 and (b) is the uncertainties on the extrapolation
factor αtop for n j = 1.

(a) n j = 0

Uncertainty source α
0 j
mc/

(
α1b
mc

)2 εrest Total

Experimental 4.4 1.2 4.6
Non-top-quark subtraction 2.7 - 2.7
Theoretical 3.9 4.5 4.9
Statistical 2.2 0.7 2.3

Total 6.8 4.7 7.6

(b) n j = 1.

Regions Scale PDF Gen UE/PS Tot

Signal region
eµ (10<m`` < 55) −1.1 −0.12 −2.4 2.4 3.6
ee/µµ (12<m`` < 55) −1.0 −0.12 −2.0 3.0 3.7

WW control region
eµ (m`` > 80) 0.6 0.08 2.0 1.8 2.8

made as close as possible to the SR selection. Therefore, the extrapolation factor, α, is

the ratio of b-jet efficiency to b-jet inefficiency. For the BDT training, various kinematic

variables are involved, including m j j. Fig 6.22 shows the distribution of m j j and the OBDT

discriminant. The two highest bins are merged to improve the statistics in the calculation

of the nomalization factor, βi. The Table 6.20 summurize the α and β in each BDT bins.

For the ggf-enriched n j ≥ 2 region, no b−tagged jet is required in the top background

estimation, but m`` > 80 GeV is required to define the CR. With these requirements, the

signal contamination is removed and the purity is about 70%. The normalization factor of

β= 1.05± 0.03 (stat.) is calculatd. The uncertainty of the extrapolation factor α to the SR

is 3.2%. The uncertainty on α is evaluated by varying the MC matrix element generator
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Figure 6.22: (a) m j j and (b) BDT output contributions in the top-quark control region (CR)
distributions in the VBF-enriched n j ≥ 2 category.

Table 6.20: Relative top-quark background uncertainties for n j ≥ 2 VBF on the extrapola-
tion factor α and normalization factor β in bins of OBDT.

OBDT bins ∆α/α ∆β ∆β β

Statistical Systematic

SR bin 0 (un-
used)

0.04 0.02 0.05 1.09

SR bin 1 0.10 0.15 0.55 1.58
SR bin 2 0.12 0.31 0.36

0.95
SR bin 3 0.21 0.31 0.36
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(3.2%), the parton shower model (1.2%), varying the factorization and the renormalization

scale (1.0%) and by varying the PDFs (0.3%).

6.1.5.3 W+jets and QCD Background Estimation

The W+jets and QCD backgrounds come with jets that are mis-identified as leptons.

The used method for estimating W+jets and QCD backgrounds is a fake factor method. In

this method, two lepton categories are defined, “identified” and “anti-identified” leptons.

The “identified” leptons follow the same selection of the SR leptons, while the “anti-

identified” leptons are designed to be orthogonal to the leptons in the “identified” category.

The W+jets CR has one “identified” lepton and one “anti-identified” lepton coming from

the mis-identification of a jet as a lepton. The QCD backgrounds have two leptons that

pass “anti-identified” criteria. The details of definitions are in tables below, Table 6.21

and 6.22 for the electron and Table 6.23 and 6.24 for the muon. As can be seen in the

tables, lepton isolation cuts are the main differences between the two categories because

lepton identification is at the basis of this method.

The SR and CR are defined using the following relations:

Nid+id = NQCD
id+id + NW+jet

id+id + NEW,MC
id+id (6.10)

Nid+anti-id = NQCD
id+anti-id + NW+jet

id+anti-id + NEW,MC
id+anti-id (6.11)

Nanti-id+anti-id = NQCD
anti-id+anti-id + NW+jet,MC

anti-id+anti-id + NEW,MC
anti-id+anti-id (6.12)

where “QCD” denotes the QCD background, the ”W+jets” is the W+jets background and

“EW, MC” denotes all other background contributions. The extrapolation factor in here,
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which is called as a fake factor, is defined as the ratio of the number of objects satisfying

the full lepton identification to the number satisfying the anti-identification selection.

f` ≡
Nid

Nanti-id
(` = e or µ). (6.13)

Table 6.21: The definition of the identification electron.

Identified Electron
Author 1 or 3
pT > 10 GeV

|η| < 2.47, excluded crack region (1.37 < |η| < 1.52)
|z0 × sin(θ)| < 0.4 mm, |d0/σ(d0)| < 3

topoEtCone30Corr/ET < 0.20 , PtCone40/ET < 0.06 (10 − 15 GeV)
topoEtCone30Corr/ET < 0.24 , PtCone30/ET < 0.08 (15 − 20 GeV)

topoEtCone30Corr/ET < 0.28 , PtCone30/ET < 0.10 (≥ 20 GeV)
VeryTight Likelihood (10 − 25 GeV)

Medium++ with conversion bit and b-layer requirement (≥ 25 GeV)

Table 6.22: The definition of the anti-identification electron.

Anti-id Electron
Author 1 or 3
pT > 10 GeV

|η| < 2.47, excluded crack region (1.37 < |η| < 1.52)
|z0 × sin(θ)| < 0.4 mm, |d0/σ(d0)| < 3

NS CT
hits + NPixel

hits ≥ 4
topoEtCone30Corr/ET < 0.30

PtCone30/ET < 0.16
Fails isEM Medium++

Fails the identified electron
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Table 6.23: The definition of identification muon.

Identified Muon Definition
STACO Combined Muon

pT > 10 GeV
|η| < 2.5

|d0/σ(d0)| < 3
|z0 × sin(θ)| < 1 mm

EtCone30Corr/PT < 0.06 , PtCone40/PT < 0.06 (10 − 15 GeV)
EtCone30Corr/PT < 0.12 , PtCone30/PT < 0.08 (15 − 20 GeV)
EtCone30Corr/PT < 0.18 , PtCone30/PT < 0.12 (20 − 25 GeV)

EtCone30Corr/PT < 0.30 , PtCone30/PT < 0.12 (≥ 25 GeV)

Table 6.24: The definition of anti-identification muon.

Anti-id Muon Definition
STACO Combined Muon

pT > 10 GeV
|η| < 2.5

d0 Impact Parameter Requirements Removed
|z0 × sin(θ)| < 1 mm

EtCone30Corr/PT < 0.15 (10 − 15 GeV)
EtCone30Corr/PT < 0.25 (15 − 20 GeV)

EtCone30Corr/PT < 0.30 (≥ 20 GeV)
Track isolation cuts Removed

Fails the identified muon selection

W+jets estimation

The estimated W+jets events are calculated by the number of W+jets events in the W+jets

CR multiplied by the fake factor as expressed in the equation 6.15.

NW+jet
id+id = fl × NW+jet

id+anti-id (6.14)

= fl × (Nid+anti-id − NEW
id+anti-id − NQCD

id+anti-id) (6.15)

The extrapolation factor is extracted from the data for this case and is determined as the

ratio between the identified and the anti-identified lepton in the Z+jets control region sam-

ples. The Z+jets sample consists of e+e− or µ+µ− final state from Z boson. Fig 6.23 shows

113



the pt distribution of id-leptons and anti-id-leptons in the Z+jets control region. The ex-

trapolation factors are extracted on each bin.
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Figure 6.23: Misidentified lepton sample distributions of pt in the Z+jets control sample:
(a) identified muon, (b) identified electron, (c) anti-identified muon, and (d) anti-identified
electron. The symbols represent the data (Obs); the histograms are the background MC
estimates (Bkg) of the sum of electroweak processes other than the associated production
of a Z boson and jets.

Since jets behave differently in W+jets and Z+jets, an uncertainty arise from this

difference. Therefore, the correction factor is applied to compensate the difference. From

the comparison of three different MC tools combination to make MC samples, the correc-

tion factors are 0.99± 0.20 for anti-identified electrons and 1.00± 0.22 for anti-identified

muons. Total systematic uncertainties by the correction factors range from 29% to 61%

for anti-identified electrons and 25% to 46% for anti-identified muons. The total system-

atic uncertainty and the correction factors are summarized in Table 6.25. The fake factors

and their systematic uncertainties are different for the Opposite Charge (OC) and the Same
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Charge (SC) regions used in the analysis due to processes that exhibit charge correlation

between the lepton and the fake lepton, like Wc. The sign of the final status would affect

to the factors and their uncertainty calculation. Thus, the flavor of decayed jet in W+jets is

studied in separated categories, same-charge and opposite-charge regions. Fig. 6.24 shows

the extrapolation factor comparison in the same-charged W+jets with ones of Z+jets.

Table 6.25: Relative uncertainties on the extrapolation factor αmisid for the determination of
the W+jets background. Total is the quadrature sum of the uncertainties due to the correc-
tion factor determined with MC simulation (Corr. factor), the number of jets misidentified
as leptons in the Z+jets control sample (Stat) and the subtraction of other processes (Other
bkg.).

SR pt range
Total Corr. factor

Stat Other bkg.
OC SC OC SC

Electrons
10–15 GeV 29 32 20 25 18 11
15–20 GeV 44 46 20 25 34 19
20–25 GeV 61 63 20 25 52 25
≥ 25 GeV 43 45 20 25 30 23

Muons
10–15 GeV 25 37 22 35 10 3
15–20 GeV 37 46 22 35 18 5
20–25 GeV 37 46 22 35 29 9
≥ 25 GeV 46 53 22 35 34 21

QCD estimation

The QCD or multijet background is defined to have two anti-identified jets as leptons in

the events. Therefore, the fake factor should be applied as f 2 respect to the number of

QCD events in the SR.

NQCD Bkg = f 2 × NQCD
anti-id+anti-id (6.16)
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Figure 6.24: Misidentified lepton extrapolation factors, αmisid, for anti-identified (a) muons
and (b) electrons before applying the correction factor. The symbols represent the central
values of the Z+jets data and the three alpgen+pythia6 MC samples: Z+jets, opposite-
charge (OC) W+jets, and same-charge (SC) W+jets. The bands represent the uncertain-
ties: Stat. refers to the statistical component, which is dominated by the number of jets
identified as leptons in Z+jets data; Background is due to the subtraction of other elec-
troweak processes present in Z+jets data; and Sample is due to the variation of the αmisid

ratios in Z+jets to OC W+jets or to SC W+jets in the three MC samples.
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To take into account the impact of the QCD that has one mis-identified lepton, the follow-

ing relation is used :

NQCD
id+anti-id = 2 × f × NQCD

anti-id+anti-id (6.17)

Therefore, the equations are written in this way :

NW+jets
QCD Bkg = f × NQCD

id+anti-id = 2 × f 2 × NQCD
anti-id+anti-id = 2 × NQCD Bkg (6.18)

Table 6.26 shows the estimated number of events for the multijet and W+jets backgrounds

in the DF channel for the various jet multiplicities. Those values are extracted from the mt

fit with the combination of the statistical and systematic uncertainties. The most systematic

uncertainties are from the extrapolation factors and the correlations between extrapolation

factors in events with two misidentified leptons are the biggest uncertainty for W+jets

background.

6.1.5.4 Dibosons Backgrounds Estimation

Backgrounds from the production of two vector bosons, other than WW, come from

Wγ, Wγ∗, WZ and ZZ, and it is referred as VV background. The VV events represent about

10% of the total estimated background in n j ≤ 1. The large portion of this background are

Table 6.26: W+jets and multijets estimated yields in the DF category. For n j = 0 and 1,
yields for both the opposite-charge (OC) and same-charge (SC) leptons are given. The
yields are given before the mt fit for the ggF-enriched categories and after the VBF-
selection for the VBF-enriched categories. The uncertainties include statistical and sys-
tematic sources.

Category W+jets yield NWj Multijets yield N j j

OC SC OC SC

n j = 0 278± 71 174± 54 9.2± 4.2 5.5± 2.5
n j = 1 88± 22 62± 18 6.1± 2.7 3.0± 1.3
n j ≥ 2 ggF 50± 22 - 49± 22 -
n j ≥ 2 VBF 3.7± 1.2 - 2.1± 0.8 -
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Wγ, Wγ∗, and WZ. The normalization for the VV events uses data samples for the DF

while the theoretical cross section is used for the SF channel. To study Wγ and Wγ∗, the

reconstruction of photon conversions should be considered. The Wγ is identified by one

leptonic decay from W and a photon conversion to e+e− pair in the detector without a track

matched in the pixel detector. There are two electrons and they randomly associate one of

the two with the prompt lepton, making SS and OS.

The accuracy of photon conversion efficiency is crucial to extract the normalization

factor. Z→ µµγ validation samples consisting of either Zγ or Z boson production with

the final state radiation (FSR) is used to validate the modelling of the photon conversion,

where Z decays into µ+µ− final states. The µ+µ−e± invariant mass is required to be within

15 GeV from mZ to reduce contributions from an associated production of a Z boson and

hadronic jets. Similarly, the Wγ∗ background also decays into one prompt lepton and one

e+e− or µ+µ− pair from the virtual γ∗ conversion. In order to validate the Wγ∗ background

estimate, a specific Wγ∗ → eνµµ selection is used. The events of Wγ∗ → eνµµ must

satisfy mµµ < 7 GeV, pmiss
t > 20 GeV and ∆φ(e, µ)< 2.8 for both muons. The distributions

of the mt using the electron and the higher-pt muon and the invariant mass of two muons

(mµµ) are shown in Fig. 6.25(a) and 6.25(b).

The MC simulation is used for the simulation of WZ and ZZ backgrounds. The ZZ

backgrounds mostly decay to e+e−µ+µ− in which one of the electron and the muon from

each Z bosons are not detected. Their contribution to this background is very small as Zγ∗

and Zγ backgrounds are. The point here is different because they are charge symmetric,

we can use the SC region to normalize the Wγ, Wγ∗, and WZ background. Fig 6.26(a)

and 6.26(c) shows the distributions of the transverse mass, and Fig 6.26(b) and 6.26(d)

shows the sub-leading lepton pt. The normalization factors are β0 j = 0.92± 0.07 (stat.) and

β1 j = 0.96± 0.12 (stat.) for the DF channels in the n j ≤ 1 categories.
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Figure 6.25: (a) Wγ∗ transverse mass using the leading two leptons, and (b) Wγ∗ dimuon
invariant mass in Wγ∗ validation region (VR).
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contributions not listed in the legend.
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Theoretical uncertainties of VV backgrounds are dominated by the scale uncertainty

on the prediction in each jet bin. For the Wγ background, a relative uncertainty of 6% on

total cross section is correlated across jet categories, and the uncorrelated jet-bin uncertain-

ties are 9%, 53%, and 100% in the n j = 0, n j = 1, and n j ≥ 2 categories, respectively. The

total cross section uncertainty is 7% for Wγ∗ events where the cross section uncertainty in

each jet bins are 7% (n j = 0), 30% (n j = 1), and 26% (n j ≥ 2).

6.1.5.5 Z/γ∗ Background Estimation

The Drell-Yan (DY) background consists of two opposite charged leptons. Z/γ∗

decays to a pair of leptons; Z/γ∗→ ττ and Z/γ∗→ ee, µµ. Z/γ∗→ ττ is more abundant

in the DF channel and Z/γ∗→ ee, µµ is a major background in the SF category. The

estimation of Z/γ∗→ ττ backgrounds is done with a CR that is defined in each jet bin. The

Z/γ∗→ ee, µµ uses data-driven method to handle the complexity of pmiss
t mis-measurement

in the SF channel. The pZ/γ∗
t , reconstructed as p ``

t , is modeled by the alpgen+ herwig.

However, its modelling is not accurate to simulate soft interactions, specially for n j = 0

category. Therefore, the correction for mis-modeled pZ/γ∗
t is done by re-weighting. The

weights are derived from a data-to-MC comparison in the Z peak and applied for Z/γ∗ →

ee, Z/γ∗ → µµ and Z/γ∗ → ττ. Therefore, an extra systematic comes from this treatment

and it is propagated to the Z/γ∗→ ee, µµ background estimation.

Z/γ∗→ ττ

The Z/γ∗→ ττ control region is used to estimate the background for each categorized

channels, depending on the jet multiplicity and the production modes. Due to the large

contamination from Z/γ∗ → ee and Z/γ∗ → µµ in the SF channel, the CR is reconstructed

using only DF lepton pairs, except in the VBF-enriched n j ≥ 2 region. The criteria used to
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build the CR for each analysis categories are shown in Table 6.27. The bottom of the table

shows the purity and the normalization factors of each categories.

Table 6.27: Z/γ∗→ ττ CR and the normalization factors.

Z/γ∗→ ττ CR

n j = 0, DF n j = 1, DF n j > 2 ggF , DF n j > 2 VBF , DF + S F

pre-selection pre-selection pre-selection pre-selection
m`` < 80 GeV m`` < 80 GeV m`` < 70 GeV m`` < 80 GeV
∆φ`` > 2.8 mττ > (mZ − 25 GeV) ∆φ`` > 2.8 (75 GeV in ee/µµ)

|mττ − mZ |< 25 GeV.

purity = 91% purity = 80% purity = 74% -
β0 j = 1.00± 0.02 (stat.) β1 j = 1.05± 0.04 (stat.) β2 j = 1.00± 0.09 (stat.) β= 0.9± 0.3 (stat.)

Fig 6.27 shows the mt distributions for n j ≤ 1. The MC-to-Data agreement is good

and the sources of uncertainty are mainly QCD scale variations, PDFs and generator mod-

eling. The used MC generators are alpgen+ herwig and alpgen+ pythia. An additional

source of uncertainty is due to the pZ/γ∗
t reweighting in the n j = 0 category, where the

impact of different weights derived with the cut pmiss
t > 20 GeV in the Z-peak region is

evaluated. Table 6.28 shows the uncertainties on the extrapolation factor α to the signal

regions and the WW control regions in the n j ≤ 1 and n j ≥ 2 ggF-enriched categories.

Z/γ∗→ ee, µµ

The Z/γ∗→ ee, µµ CR is designed only in the SF channel where frecoil is a good indicator

of the soft hadronic recoil as seen in Fig 6.6 (d). The definition of frecoil is given in section

6.1.3.4.

For the VBF-enriched n j ≥ 2 category, Z/γ∗→ ee, µµ background is estimated with

an ABCD method. The Z/γ∗→ ee, µµ BDT shape is derived from a region pure in Z/γ∗ at

low m`` and low pmiss
t . The normalization factor computed in the region at low pmiss

t is cor-
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Figure 6.27: Z/γ∗→ ττ control region distributions of transverse mass.

Table 6.28: Relative Z/γ∗→ ττ uncertainties on the extrapolation factor α, for the n j ≤ 1
and n j ≥ 2 ggF-enriched categories. Scale, PDF and generator modeling (Gen) uncertain-
ties are reported. For the n j = 0 category, additional uncertainty due to pZ/γ∗

t re-weighting
is shown.

Regions Scale PDF Gen pZ/γ∗
t

Signal regions
n j = 0 −1.6 1.4 5.7 19
n j = 1 4.7 1.8 −2.0 -
n j ≥ 2 ggF −10.3 1.1 10.4 -

WW control regions
n j = 0 −5.5 1.0 −8.0 16
n j = 1 −7.2 2.1 3.2 -
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rected for the mismodelling of the pmiss
t cut efficiency computed in the Z-peak region. The

normalization factor is computed for each bin of the BDT shape, in particular for the first

bin and for the bins 2 and 3 merged together. The values obtained are : βbin1 = 1.01± 0.15

(stat.) and βbin2+3 = 0.89± 0.28 (stat.)

6.1.5.6 7 TeV Analysis

The 7 TeV analysis is designed to be similar to the 8 TeV analysis in the n j ≤ 1 chan-

nels. The majority of the background CRs have similar criteria to the 8 TeV analysis while

the frecoil cut is looser than the value used at 8 TeV. Due to the lack of statistics, the 7 TeV

study uses a multijet sample to extract the extrapolation factor for W+jets backgrounds

instead of Z+jets events. For the VBF-enriched n j ≥ 2 study, the basic estimation method

are same to the 8 TeV analysis. The normalization factors are summarized in Table 6.30

with 8 TeV data ones.

The uncertainties in the 7 TeV analysis are evaluated using the same procedure

as the 8 TeV analysis including the estimation of the frecoil selection efficiency for the

Z/γ∗→ ee, µµ background estimation. The experimental uncertainty is calculated using

the likelihood fit. The major uncertainty is from the extrapolation factor in the W+jets

estimate which is 29% and 36% for muons and electrons, respectively.

6.1.5.7 Summary

Table 6.29 shows the detailed event yield in the CR of the 8 TeV analysis. They are

all normalized with the normalization factor β shown in Table 6.30. The table shows only

the statistical uncertainty except for the WW background where, in order to quantify the

large deviation from one, the systematic contribution is also included. The value of β is :

1.22± 0.03 (stat.)± 0.10 (syst.).

123



Table 6.29: CR event yields for 8 TeV data. All of the background processes are normal-
ized with the corresponding β or with the data-derived methods.

Summary Composition of Nbkg Purity

Control regions Nobs Nbkg Nsig NWW Ntop Nmisid NVV NDY Nbold/Nbkg
Nee/µµ Nττ (%)

n j = 0
CR for WW 2713 2680± 9 28 1950 335 184 97 8.7 106 73
CR for top quarks 76013 75730± 50 618 8120 56210 2730 1330 138 7200 74
CR for VV 533 531± 8 2.2 2.5 1.1 180 327 19 2.7 62
CR for Z/γ∗→ ττ 4557 4530± 30 23 117 16.5 239 33 28 4100 91

n j = 1
CR for WW 2647 2640± 12 4.3 1148 1114 165 127 17 81 43
CR for top quarks 6722 6680± 12 17 244 6070 102 50 6 204 91
CR for VV 194 192± 4 1.9 1 3.1 65 117 4.7 0.8 61
CR for Z/γ∗→ ττ 1540 1520± 14 18 100 75 84 27 7 1220 80

n j ≥ 2 ggF
CR for top quarks 2664 2660± 10 4.9 561 1821 129 101 10 44 68
CR for Z/γ∗→ ττ 266 263± 6 2.6 13 34 18 4.1 0.1 194 74

n j ≥ 2 VBF
CR for top quarks, bin 1 143 142± 2 2.1 1.9 130 2.1 0.8 6.3 1.1 92
CR for top quarks, bin 2–3 14 14.3± 0.5 1.8 0.6 11.6 0.2 0.2 0.9 0.2 81
CR for Z/γ∗→ ττ 24 20.7± 0.9 2.4 0.9 1.2 0.6 0.2 0.8 17 82

Table 6.30: Control region normalization factors β. The β values scale the corresponding
estimated yields in the signal region. The uncertainties are due to the sample size of the
corresponding control regions.

Category WW Top quarks VV Z/γ∗→ ττ

8 TeV sample
n j = 0 1.22± 0.03 1.08± 0.02 0.92± 0.07 1.00± 0.02
n j = 1 1.05± 0.05 1.06± 0.03 0.96± 0.12 1.05± 0.04
n j ≥ 2, ggF - 1.05± 0.03 - 1.00± 0.09
n j ≥ 2, VBF bin 1 - 1.58± 0.15 -

0.90± 0.30
n j ≥ 2, VBF bins 2–3 - 0.95± 0.31 -

7 TeV sample
n j = 0 1.09± 0.08 1.12± 0.06 - 0.89± 0.04
n j = 1 0.98± 0.12 0.99± 0.04 - 1.10± 0.09
n j ≥ 2, VBF bins 1–3 - 0.82± 0.29 - 1.52± 0.91

Also the normalization factor of the top-quark background in bin-1 of the n j ≥ 2

VBF-enriched category shows a deviation from 1 larger than the statistical uncertainty

but still is well within the systematic error: β= 1.58± 0.15 (stat.)± 0.55 (syst.). Other

normalization factors are compatible with one inside the shown statistical error.
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6.2 Fits in H→WW∗→ `ν`ν

The selected events are used to extract the signal strength and to quantify the signif-

icance of the observed excess. A likelihood function is built using all the events in both

signal regions and control regions and is maximized with respect to the signal strengths,

the background normalization factors and the nuisance parameters used to implement the

systematic uncertainties. This procedure is called “fitting”. In this section, details of the

fitting procedure are described and the final fitting results are shown.

6.2.1 Fit regions

The fitting procedure is designed to reduce the expected error on the signal strength

parameter (µ). The final kinematic variables for the fitting procedure are the transverse

mass (mt) for the ggF analysis and the BDT score (OBDT) for the VBF analysis. Tables 6.31

and 6.32 list up the SR and the CR that are used in the fitting procedure with the sub-

analysis categories in the SR as explained in section 6.1.4. The SR, then, is divided into

bins based on the values of the fit variables, m`` and p `2
t , and two regions distinguished

by the cases where the subleading lepton is an electron or a muon. The profiled CR are

included in the fit procedure and the relative normalization factors are extracted from the

fit itself, while the non-profiled CRs don’t enter directly in the fit but are used to estimate

the backgrounds that are included in the fit procedure. They are shown in Table 6.32 for

completeness.

The DF samples in n j ≤ 1 are categorized into twelve kinematic regions as listed in

Table 6.31, two regions in m``, three regions in p `2
t , and two regions for the sub-leading

lepton flavors, denoted as 12 = 2 · 3 · 2. Since the DF samples in the n j ≤ 1 regions is the

most sensitive channel, the statistics are enough to make this fine binning. However, the

SF samples in the n j ≤ 1 regions are relatively less sensitive, thus, only one bin is designed
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for the fit. The control regions that are included in the likelihood is the profiled CRs and it

determine the normalization of the backgrounds accordingly.

For the final fitting procedure, the mt is used for the ggF production mode analysis.

The mt distribution in the n j = 0 category is binned with ten bins. The bin boundaries are

chosen in such a way that the signal distributes uniformly in each bin. The lowest bin and

the highest bin have the worse signal/background ratio and their boundaries are at 80 GeV

and 130 GeV. The lowest bin has a high contamination of Wj and Z/γ∗→ ττ background

while the highest bin is contaminated by top-quarks and WW background. The remaining

8 bins distribute between 80 and 130 GeV with a bin width of about 6 GeV. The mt

distribution for the n j = 1 category follows the same strategy as the n j = 0 category but is

in six bins with 10 GeV granularity. The ggF-enriched n j ≥ 2 category has a specific bin

boundaries [0, 50, 80, 130,∞] GeV. The VBF-enriched n j ≥ 2 category is fitted using OBDT

score distribution that is binned according the bin boundaries: [−1,−0.48, 0.3, 0.78, 1].

The S/B ratio increases with increasing values of OBDT, therefore the lowest bin is not

used in the fit because it is completely dominated by backgrounds. The other three bins,

1, 2, and 3, are used in the fit. The bin boundaries are chosen to maximize the expected

significance for the VBF process. Fig 6.28 visualizes the fitting procedure for the n j = 0

case as an example.

6.2.2 Fitting tools

As discussed in chapter 5, the likelihood function is used in the fit. L(µ, θ|N) is a

function of the signal strength parameter µ and nuisance parameters θ = {θa, θb, . . .} in the

shown number of event sets N = {NA,NB, . . .}. The likelihood function used in this study

is given in Eq. 6.19.
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Figure 6.28: Simplified illustration of the fit regions for n j = 0, eµ category. The figure
in (a) is the variable-binned mt distribution in the signal region for a particular range of
m`` and p `2

t specified in Table 6.31 and Table 6.32; the mt bins are labeled b = 1, 2, . . .;
the histograms are stacked for the five principal background processes—WW, top, Misid.
(mostly Wj), VV , DY (unlabeled)—and the Higgs signal process. The figures in (b, c,
d) represent the distributions that define the various profiled control regions used in the fit
with a corresponding Poisson term in the likelihoodL. Those in (e, f, g) represent the non-
profiled control regions that do not have a Poisson term in L, but determine parameters
that modify the background yield predictions. A validation region (VR) is also defined in
(b).
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Table 6.31: The fitting region definitions for the SR. These categories are represented in
the Poisson terms in the L (Eq. 6.19)

Signal region categories

SR category i
Fit var.

n j, flavor ⊗m`` ⊗ p `2t ⊗ `2

n j = 0
DF ⊗ [10, 30, 55] ⊗ [10, 15, 20,∞] ⊗ [e, µ] mt
SF ⊗ [12, 55] ⊗ [10,∞] mt

n j = 1
DF ⊗ [10, 30, 55] ⊗ [10, 15, 20,∞] ⊗ [e, µ] mt
SF ⊗ [12, 55] ⊗ [10,∞] mt

n j ≥ 2
ggF

DF ⊗ [10, 55] ⊗ [10,∞] mt

n j ≥ 2 VBF
DF ⊗ [10, 50] ⊗ [10,∞] OBDT
SF ⊗ [12, 50] ⊗ [10,∞] OBDT
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Table 6.32: The fitting region definitions for the CR. These categories are represented in
the Poisson terms in the L (Eq. 6.19).

Control regions that are profiled (•) and non-profiled (◦)

CR Profiled? Sample Notable differences vs. SR

n j = 0

WW
• DF 55<m``<110, ∆φ``<2.6, p `2t >15

Top ◦ DF n j = 0 after presel., ∆φ`` < 2.8
Wj ◦ Same One anti-identified `
j j ◦ Same Two anti-identified `
VV • DF Same-charge ` (only used in DF)
DY, SF • SF frecoil > 0.1 (only used in SF)
DY, ττ • DF m`` < 80, ∆φ`` > 2.8

n j = 1

WW
• DF m``>80, |mττ−mZ |>25, p `2t >15

Top • DF nb = 1
Wj ◦ Same One anti-identified `
j j ◦ Same Two anti-identified `
VV • DF Same-charge ` (only used in DF)
DY, SF • SF frecoil > 0.1 (only used in SF)
DY, ττ • DF m`` < 80, mττ >mZ − 25

n j ≥ 2 ggF
Top • DF m`` > 80
Wj ◦ Same One anti-identified `
j j ◦ Same Two anti-identified `
DY, ττ • DF m`` < 70, ∆φ`` > 2.8

n j ≥ 2 VBF
Top • Both nb = 1
Wj ◦ Same One anti-identified `
j j ◦ Same Two anti-identified `
DY, SF ◦ SF Emiss

t <45 (only used in SF)
DY, ττ ◦ Both m`` < 80, |mττ − mZ |< 25
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(6.19)

The likelihood is built using the follwing factors:

• Poisson function f (Nib | . . .) used to model the event yield in each bin b of the vari-

able fit to extract the signal yield for each category i

• Poisson function f (Nl |Σk βk Bkl) used to model the event yield in each control region

l with the total background yield summed over processes k (Bkl)

• Gaussian functions g(ϑt | θt) used to model the systematic uncertainties t

• Poisson functions f (ζk | . . .) used to account for the MC statistics k

The SR is treated in the first term, it includes the number of signal events scaled by the sig-

nal strength µ, and the sum of the background yields in the SR. The total expected number

of event in the SR, then, λ= µ · S + Σk Bk while the Poisson function f for the probabil-

ity is given as f (N | λ) = e−λλN/N!. The βk is the normalization factor of background k,

and the ν is the corresponding functions that parameterize the impact of the systematic

uncertainties θ. The CR is treated in the second term and is described with the function

f (Nl | λl) for the different CRs, denoted as l. The expected events yields in each CR re-

gions is λl = Σk βk · Bkl, where the Bkl is the estimate of background k in a certain CR, l.

The third term is the term for the systematic uncertainties where the Gaussian p.d.f. con-

straint is adopted. As described in section 5.3, the Gaussian p.d.f. has two different form

of Gaussian functions; ν(θ) = (1 + ε)θ and νb(θ) = 1 + εb · θ. These different forms of func-

tions are used for the normalization uncertainties and the shape uncertainties, respectively.
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The fourth term is for the statistical uncertainties. This term uses the Poisson distribution

f (ξ | λ), where ξ is the central value of the background estimation and the λ= ζ · θ.

Beside the first term, all other terms are dealing with the background estimation,

however, they all affect the prediction of the S and Bk in the first term. As seen in the

overall L, given in the equation 6.19, the multiplication of all the terms is maximized

respect to µ and θ to evaluated at ϑ= 0 and ξ = ζ.

The test statistics is the negative profile-likelihood ratio.

q(µ) = −2 ln
L(µ, θ)
Lmax

∣∣∣∣∣
θ= θ̂µ

, (6.20)

where the numerator is the conditional fit of θ with a fixed value of µ and the denominator

is unconditional maximized fit results respect to µ and θ. The major results in the study

are computed with this test statistics, i.e. p0 which is the test for q0 in the equation 6.20

at the µ= 0 and measures the probability of accidental fluctuation of background to mimic

the signal like events.

6.2.3 Systematic Uncertainties

In the likelihood fit, uncertainties are included in the nuisance parameter treatments.

The uncertainties are categorized into several areas based on their sources, the experi-

mental uncertainty, the theory uncertainty and the statistical uncertainty. The most major

source of the experimental uncertainty are the jet energy scale (JES) and the jet energy

resolution (JER), and the b-tagging efficiency. The lepton resolution and identification,

the trigger efficiency, the missing transverse momentum measurement, and the luminos-

ity calculation also contribute to the experimental uncertainty. Table 6.33 summarizes the

systematic uncertainties for the signal and background yield at 8 TeV. The luminosity un-

certainty (Lumi) is 2.8% for all categories at 8 TeV [75] while it is 1.8% at 7 TeV. The
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JES uncertainties, coming from many different source, are further divided in different cat-

egories by the physical source of the uncertainty, such as MC modeling, pile-up and so

on. The associated uncertainty of JER lies in a range between 2% and 40% depending

on the pt and the η. The b jet tagging uncertainty ranges from 1% from 7.8%. The un-

certainty of the mis-identification rate for the light-quark jets has a dependency from pt

and η, and ranges from 9 to 19%. The c-jet impact on the b jet tagging lies in the range

6−14%. The lepton related uncertainties are estimated from the Z→ ee, µµ, J/ψ→ ee, µµ,

and W→ eν, µν decay samples [48, 46]. The Emiss
t is affected by soft object selections as

well as hard object selections. Therefore, the jet energy and lepton momentum reconstruc-

tion can be big sources of uncertainties. And, also the low-energy modeling for the soft

term impacts to the uncertainty. The pmiss
t also takes into account the track information in

the reconstruction, thus, the track-related soft objects are major sources of uncertainty.

The experimental uncertainties are correlated across all backgrounds in the SR and

CR, therefore, the uncertainty of the extrapolation factor α is applied to the all the study.

However, if the uncertainty is less than 1%, the systematic is neglected and this pruning

procedure leads the study achieving more stable for the fitting procedure. The influence of

experimental uncertainty on the mt shape to extract the signal yield is used all backgrounds

except W+jets and multi-jets and its impact is not significant because the normalization

uncertainty of the individual background dominates the total uncertainty. The theory un-

certainties of the mt shape in some backgrounds for ggF are calculated and are included in

the total uncertainty. For the n j ≥ 2 VBF-enriched category, the OBDT output distribution

is used to calculate the theoretical uncertainty.

Table 6.34 summarizes the post-fit uncertainty results for all sub-analysis categories.

The table shows in three sub-divisions, the experimental and the theoretical, along with the

total uncertainty. In each categories are listed up the signal and backgrounds.
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Table 6.33: Sources of systematic uncertainty (in %) on the predicted signal yield (Nsig)
and the cumulative background yields (Nbkg). The values are post-fit and given for the
8 TeV analysis.

(a) Uncertainties on Nsig (in %)

n j = 0 n j = 1 n j ≥ 2 n j ≥ 2
ggF VBF

ggF H, jet veto for n j = 0, ε0 8.1 14 12 -
ggF H, jet veto for n j = 1, ε1 - 12 15 -
ggF H, n j ≥ 2 cross section - - - 6.9
ggF H, n j ≥ 3 cross section - - - 3.1
ggF H, total cross section 10 9.1 7.9 2.0
ggF H acceptance model 4.8 4.5 4.2 4.0
VBF H, total cross section - 0.4 0.8 2.9
VBF H acceptance model - 0.3 0.6 5.5
H→WW∗ branch. fraction 4.3 4.3 4.3 4.3
Integrated luminosity 2.8 2.8 2.8 2.8
Jet energy scale & reso. 5.1 2.3 7.1 5.4
pmiss
t scale & resolution 0.6 1.4 0.1 1.2

frecoil efficiency 2.5 2.1 - -
Trigger efficiency 0.8 0.7 - 0.4
Electron id., iso., reco. eff. 1.4 1.6 1.2 1.0
Muon id., isolation, reco. eff. 1.1 1.6 0.8 0.9
Pile-up model 1.2 0.8 0.8 1.7

(b) Uncertainties on Nbkg (in %)

WW theoretical model 1.4 1.6 0.7 3.0
Top theoretical model - 1.2 1.7 3.0
VV theoretical model - 0.4 1.1 0.5
Z/γ∗→ ττ estimate 0.6 0.3 1.6 1.6
Z/γ∗→ ee, µµ est. in VBF - - - 4.8
Wj estimate 1.0 0.8 1.6 1.3
j j estimate 0.1 0.1 1.8 0.9
Integrated luminosity - - 0.1 0.4
Jet energy scale & reso. 0.4 0.7 0.9 2.7
pmiss
t scale & resolution 0.1 0.3 0.5 1.6

b-tagging efficiency - 0.2 0.4 2.0
Light- and c-jet mistag - 0.2 0.4 2.0
frecoil efficiency 0.5 0.5 - -
Trigger efficiency 0.3 0.3 0.1 -
Electron id., iso., reco. eff. 0.3 0.3 0.2 0.3
Muon id., isolation, reco. eff. 0.2 0.2 0.3 0.2
Pile-up model 0.4 0.5 0.2 0.8
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Table 6.34: Composition of the post-fit uncertainties (in %) on the total signal (Nsig), total
background (Nbkg), and individual background yields in the signal regions. The values are
given for the 8 TeV analysis.

Sample Total Stat. Expt. Theo.
error error syst. err. syst. err.

n j = 0
Nsig 16 - 6.7 15
Nbkg 2.5 1.5 1.2 1.7

NWW 4.2 2.4 2.3 2.6
Ntop 7.4 2.3 4.2 5.6
Nmisid 17 - 9.9 14
NVV 9.9 4.8 4.6 7.4
Nττ (DY) 34 1.7 33 7.2
Nee/µµ (DY) 30 14 26 5.5

n j = 1
Nsig 22 - 5.3 22
Nbkg 3 1.7 1.4 2.1

NWW 7.7 5.5 2.7 4.6
Ntop 5 3.4 2.9 2.3
Nmisid 18 - 11 14
NVV 14 8.9 6.1 8.5
Nττ (DY) 27 3.3 26 6.3
Nee/µµ (DY) 39 27 26 7.4

n j ≥ 2 ggF-enriched
Nsig 23 - 8.6 22
Nbkg 4.2 1.5 2.2 3.2

NWW 20 - 8.7 18
Ntop 7.9 2.6 3.4 6.7
Nmisid 29 - 16 24
NVV 32 - 9.6 31
Nττ (DY) 18 8 13 10
Nee/µµ (DY) 15 - 14 4

n j ≥ 2 VBF-enriched
Nsig 13 - 6.8 12
Nbkg 9.2 4.7 6.4 4.5

NWW 32 - 14 28
Ntop 15 9.6 7.6 8.5
Nmisid 22 - 12 19
NVV 20 - 12 15
Nττ (DY) 40 25 31 2.9
Nee/µµ (DY) 19 11 15 -
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Table 6.35: Impact on the signal strength µ̂ from the pre-fit and post-fit variations of the nuisance parameter uncertainties, ∆θ.
The + (−) column header indicates the positive (negative) variation of ∆θ and the resulting change in µ̂ is noted in the entry (the
sign represents the direction of the change). The right-hand side shows the pull of θ and the data-constraint of ∆θ. The pulls are
given in units of standard deviations (σ) and ∆θ of ±1 means no data-constraint. The rows are ordered by the size of a change in
µ̂ due to varying θ by the post-fit uncertainty ∆θ.

Impact on µ̂

Systematic source Pre-
fit ∆µ̂

Post-
fit ∆µ̂

Plot of post-fit ±∆µ̂

+ − + −

ggF H, PDF variations on cross section −0.06 +0.06 −0.06 +0.06
ggF H, QCD scale on total cross section −0.05 +0.06 −0.05 +0.06
WW, generator modeling −0.07 +0.06 −0.05 +0.05
Top quarks, generator modeling on αtop in ggF cat. +0.03 −0.03 +0.03 −0.03
Misid. of µ, OC uncorrelated corr. factor αmisid, 2012 −0.03 +0.03 −0.03 +0.03
Integrated luminosity, 2012 −0.03 +0.03 −0.03 +0.03
Misid. of e, OC uncorrelated corr. factor αmisid, 2012 −0.03 +0.03 −0.02 +0.03
ggF H, PDF variations on acceptance −0.02 +0.02 −0.02 +0.02
Jet energy scale, η intercalibration −0.02 +0.02 −0.02 +0.02
VBF H, UE/PS −0.02 +0.02 −0.02 +0.02
ggF H, QCD scale on ε1 −0.01 +0.03 −0.01 +0.03
Muon isolation efficiency −0.02 +0.02 −0.02 +0.02
VV , QCD scale on acceptance −0.02 +0.02 −0.02 +0.02
ggF H, UE/PS - −0.02 - −0.02
ggF H, QCD scale on acceptance −0.02 +0.02 −0.02 +0.02
Light jets, tagging efficiency +0.02 −0.02 +0.02 −0.02
ggF H, generator modeling on acceptance +0.01 −0.02 +0.01 −0.02
ggF H, QCD scale on n j ≥ 2 cross section −0.01 +0.02 −0.01 +0.02
Top quarks, generator modeling on αtop in VBF cat. −0.01 +0.02 −0.01 +0.02
Electron isolation efficiency −0.02 +0.02 −0.02 +0.02

-0.1-0.05 0 0.05 0.1

Impact on θ̂

Pull, Constr.,
θ̂ (σ) ∆θ

−0.06 ± 1
−0.05 ± 1

0 ± 0.7
−0.40 ± 0.9

0.48 ± 0.8
0.08 ± 1
−0.06 ± 0.9
−0.03 ± 1

0.45 ± 0.95
0.26 ± 1
−0.10 ± 0.95

0.13 ± 1
0.09 ± 1
0 ± 0.9
0 ± 1
0.21 ± 1
0.10 ± 1
−0.04 ± 1
−0.16 ± 1
−0.14 ± 1
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The fit of the nuisance parameters impact to the measurement of signal strength, µ̂.

Thus, checking the impact of certain nuisance parameters (NP) on µ̂ before and after the

fitting procedure is necessary. The impact of a single nuisance parameter θ is assessed by

considering its effect on the signal strength, in this following definition.

∆µ̂,± = µ̂(θ̂ ± ∆θ) − µ̂(θ̂), (6.21)

where µ̂ is the post-fit value of the signal strength. The top 20 list of the effective nuisance

parameters to the signal strength is shown in Table 6.35 in the pre and the post fit condition.

6.2.4 Signal Yield and Distributions

The expected signal and background contributions are used to fit the data in both

signal and control regions within given uncertainties. Individual normalization factors (β)

can be changed by the background process in the post fit thus the NPs (θ) can have a

different value from their nominal values.

The post-fit yields are summarized for the 7 TeV and the 8 TeV analyses. Each cate-

gories are normalized with individual normalization factors and are scaled with individual

signal strengths. The comparison of the pre-fit and the post-fit turns out to have a signif-

icant changes. Table 6.36 summarizes the post-fit signal yields with uncertainties (stat.

+ syst.) into the division of the jet multiplicity and the lepton flavor composition. The

Nsignal columns is the expected signal yields in each production modes, ggF and VBF. The

yields and uncertainties includes the impact from the pulls and the data-constraints of NPs.

Following figures are the post-fit distributions of the mt and the OBDT that is used for the

final fit. Fig. 6.29 shows the mt distributions for the variation of jet multiplicities and the

m`` and the p `2
t in n j ≤ 1. Under different conditions, the background contributions are

changed, i.e. the WW process is the dominated background contribution in n j = 0; but the

VV and W+jets processes become very significant in Fig. 6.29 (d). By adding the Higgs
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Table 6.36: Signal region yields with uncertainties. The tables give the ggF- and VBF-enriched post-fit yields for each n j

category, separated for the 8 and 7 TeV data analyses.

(a) 8 TeV data sample

Summary Composition of Nbkg

Channel Nobs Nbkg Nsignal NWW Ntop Nmisid NVV NDY
NggF NVBF Nt Ntt̄ NWj N j j

n j = 0 3750 3430± 90 300± 50 8 ± 4 2250± 95 112± 9 195± 15 360± 60 16 ± 5 420± 40 78± 21
DF, `2 = µ 1430 1280± 40 129± 20 3.0± 2.1 830± 34 41± 3 73± 6 149± 29 10.1± 3.6 167± 21 14± 2.4
DF, `2 = e 1212 1106± 35 97± 15 2.5± 0.6 686± 29 33± 3 57± 5 128± 31 3.8± 1.5 184± 23 14± 2.4
SF 1108 1040± 40 77± 15 2.4± 1.7 740± 40 39± 3 65± 5 82± 16 2 ± 0.5 68± 7 50± 21

n j = 1 1596 1470± 40 102± 26 17 ± 5 630± 50 150± 10 385± 20 108± 20 8.2± 3.0 143± 20 51 ± 13
DF, `2 = µ 621 569± 19 45± 11 7.4± 2 241± 20 58± 4 147± 7 51± 11 5.7± 2.0 53± 10 13.8± 3.3
DF, `2 = e 508 475± 18 35± 9 6.1± 1.4 202± 17 45± 3 119± 6 37± 9 2.3± 0.9 60± 10 9.3± 2.5
SF 467 427± 21 22± 6 3.6± 1.8 184± 15 46± 4 119± 10 19± 4 0.2± 0.1 31± 4 28 ± 12

n j ≥ 2, ggF eµ 1017 960± 40 37± 11 13 ± 1.4 138± 28 56± 5 480± 40 54± 25 62± 22 56± 18 117± 21

n j ≥ 2, VBF 130 99 ± 9 7.7± 2.6 21 ± 3 11 ± 3.5 5.5± 0.7 29 ± 5 4.7± 1.4 2.8± 1.0 4.4± 0.9 38 ± 7
DF bin 1 37 36 ± 4 3.3± 1.2 4.9± 0.5 5.0± 1.5 3.0± 0.6 15.6± 2.6 3.2± 1.0 2.3± 0.8 2.3± 0.7 3.6± 1.5
DF bin 2 14 6.5± 1.3 1.4± 0.5 4.9± 0.5 1.7± 0.7 0.3± 0.4 2.0± 1.0 0.4± 0.1 0.3± 0.1 0.7± 0.2 0.6± 0.2
DF bin 3 6 1.2± 0.3 0.4± 0.3 3.8± 0.7 0.3± 0.1 0.1± 0.0 0.3± 0.1 - - 0.1± 0.0 0.2± 0.1
SF bin 1 53 46 ± 6 1.7± 0.6 2.6± 0.3 3.1± 1.0 1.7± 0.3 10.1± 1.6 0.9± 0.2 0.2± 0.1 1.0± 0.3 28 ± 5
SF bin 2 14 8.4± 1.8 0.7± 0.3 3.0± 0.4 0.9± 0.3 0.3± 0.2 1.2± 0.5 0.2± 0.1 - 0.3± 0.1 5.2± 1.7
SF bin 3 6 1.1± 0.4 0.2± 0.2 2.1± 0.4 0.1± 0.1 0.1± 0.0 0.2± 0.1 - - - 0.5± 0.3

(b) 7 TeV data sample

n j = 0 594 575± 24 49± 8 1.4± 0.2 339± 24 20.5± 2.1 38± 4 74± 15 1.3± 0.6 79± 10 23 ± 6
DF, `2 = µ 185 186± 8 19± 3 0.5± 0.0 116± 8 7 ± 1 14± 2 19± 5 - 24± 3 4.8± 1
DF, `2 = e 195 193± 12 15± 2.4 0.5± 0.0 95± 7 5.3± 0.5 10± 1 37± 9 1.1± 0.5 41± 6 4.1± 0.9
SF 214 196± 11 16± 3.1 0.5± 0.1 128± 10 8 ± 1 14± 2 18± 4 0.2± 0.1 14± 2 14 ± 5

n j = 1 304 276± 15 16 ± 4 3.2± 0.3 103± 15 22± 2 58± 6 20± 4 3.2± 1.6 32± 8 38 ± 6
DF, `2 = µ 93 75± 4 5.7± 1.6 1.2± 0.1 33± 5 7± 1 18± 2 5± 1 - 9± 2 2.7± 0.4
DF, `2 = e 91 76± 5 4.5± 1.2 0.9± 0.1 28± 4 6± 1 16± 2 10± 2 0.7± 0.3 14± 4 2.3± 0.7
SF 120 125± 9 5.3± 1.6 1.2± 0.2 43± 6 9± 1 24± 3 5± 1 2.5± 1.4 9± 2 33 ± 6

n j ≥ 2, VBF 9 7.8± 1.8 0.9± 0.3 2.7± 0.3 1.2± 0.4 0.3± 0.1 1.6± 0.8 0.4± 0.1 0.1± 0.0 0.5± 0.2 3.4± 1.5
DF bin 1 6 3.0± 0.9 0.4± 0.2 0.6± 0.1 0.5± 0.2 0.2± 0.1 0.9± 0.5 0.1± 0.0 0.1± 0.0 0.3± 0.1 0.8± 0.6
DF bin 2–3 0 0.7± 0.2 0.2± 0.1 1.1± 0.1 0.2± 0.1 - 0.3± 0.2 - - - -
SF bins 1–3 3 4.1± 1.3 0.3± 0.1 1.0± 0.1 0.5± 0.2 0.1± 0.0 0.4± 0.3 0.3± 0.1 - 0.2± 0.1 2.5± 1.1
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signal at the mass mt = 125 GeV, the data-to-MC agreement is improved. For the mt

distribution of the SF channel for n j ≤ 1 is shown in Fig 6.30. For the ggF-enriched n j ≥ 2

region, Fig 6.31 shows the mt distribution that contains significant contributions of the

top-quark and the Z/γ∗→ ττ backgrounds. The analysis of VBF-enriched n j ≥ 2 region

requires some extra works. The mt distribution is used as the discriminate variables. The

mt and the m j j are divided into three and two bins between 80 GeV and 130 GeV for the

mt and ≤ 1 TeV for the m j j. Thus, there are 6 defined regions as seen in Fig 6.32, (a) is

the mt distribution and (b) shows the scatter plot of the m j j versus the mt. Fig 6.33 shows

the OBDT and the mt distributions are shown for DF (a) and SF (b). The mt plot is a distri-

bution after combining all three OBDT bins. The mt distribution for the 7 GeV is shown in

Fig 6.34 that has similar tendency with the 8 TeV.

Fig 6.35 is the summary distribution that combines all the lepton flavor compositions

and the jet multiplicity categories in n j ≤ 1 for the 7 TeV and the 8 TeV. The top figure

displays the signal and backgrounds distribution, and if the backgrounds contributions

are removed from the top plots, the distribution remains with the SM Higgs signal at

mH = 125 GeV scaled by the observed combined signal strength and the data residuals

with respect to the total estimated background. The significant excess is observed in the

figure.
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Figure 6.29: Post-fit transverse mass distributions in the DF n j ≤ 1 categories in the 8 TeV
data analysis, for specific m`` and p `2

t ranges. The plots are made after applying all the
selection requirements (see Tables 6.11 and 6.12). The signal processes are scaled with the
observed signal strength µ from the fit to all the regions and the background normalization
include the post-fit β values and effects from the pulls of the nuisance parameters.
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Figure 6.30: Post-fit transverse mass distributions in the n j ≤ 1, SF categories in the 8 TeV
analysis.
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Figure 6.31: Post-fit transverse mass distribution in the n j ≥ 2 ggF-enriched category in
the 8 TeV analysis.
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enriched category in the 8 TeV data analysis: (a) mt and (b) m j j versus mt scatter plot for
data. For each bin in (b), the ratio NVBF/Nrest is stated in the plot, where Nrest includes all
processes other than the VBF signal.
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Figure 6.33: Post-fit BDT and transverse mass distributions in the n j ≥ 2 VBF-enriched
category in the 8 TeV data analysis: (a) BDT output in DF, (b) mt in DF, (c) BDT output
in SF, and (d) mt in SF. For (b) and (d), the three BDT bins are combined.
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Figure 6.34: Post-fit transverse mass distributions in the n j ≤ 1 categories in the 7 TeV data
analysis, for specific m`` and p `2

t ranges. The plots are made after applying all the selection
requirements.
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sitions in the 7 and 8 TeV data analyses. The plot (b) shows the residuals of the data
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√
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events per mt bin and partially correlated between bins. Background processes are scaled
by post-fit normalization factors and the signal processes by the observed signal strength
µ from the likelihood fit to all regions. Their normalizations also include effects from the
pulls of the nuisance parameters.
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CHAPTER 7

Results

All sub-analyses with the 7 and the 8 TeV datasets are combined and the results are

extracted at the mass mH = 125.36± 0.41 GeV corresponding to the measured Higgs boson

mass in the ATLAS detector using the ZZ → 4` and γγ decay modes [12]. The Likelihood

(L) fit is used to test the model. In this chapter, the results of H→WW∗→ `ν`ν analysis

are presented as well as the SM Higgs compatibility.

7.1 Observation of the SM Higgs Boson

Numerical evidence of the Higgs boson from the H→WW∗→ `ν`ν channel is ob-

tained from the exclusion limit plot and the local p0 plot. The SM Higgs boson compat-

ibility can be verified with the measurement of the signal strength, µ. In this study, the

resolution focuses on the low mass SM Higgs. Before the Higgs boson discovery in 2012,

the CLS exclusion test was used over a lager mass range to find the Higgs boson. Even

after the discovery, it is used for the further confirmation of the result. From the exclusion

plot in Fig 7.1 (top), any observation or expectation that is below the limit µ= 1 (solid

blue line) would exclude a SM Higgs boson at a particular mass. Thus, in the absence

of signal, we expect to exclude a Higgs with mH > 114 GeV (dashed black line). With

observed data, the range is changed to above 132 GeV which agrees to the result of the

Higgs mass measurement done with ZZ → 4` and γγ decay channels at the Higgs mass

mH = 125.36 GeV. The p0 tests the probability that the background only model can fluctu-

ate to produce any excess as mimicking the signal observation in data. The tested Higgs

mass is 125.36 GeV for each mass point. From the bottom plot of Fig 7.1, the minimum
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p0 is around mH ≈ 130 GeV. This probability can be converted in terms of the standard

deviation which is the local significance (Z0). The corresponding Z0 is 6.1 standard devi-

ation (σ) at the Higgs mass mH = 125.36 GeV. Based on the 5σ rule (see section 5.2), this

is considered as a discovery of the Higgs particle in the H→WW∗→ `ν`ν channel. The

granularity in this plot is 5 GeV, thus, the actual measurement of the mass can be differ

from 130 GeV with ±5 GeV uncertainty range.
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Figure 7.1: CLS exclusion plot for 110≤mH ≤ 200 GeV (top). The observed values are
shown as a solid line with points where the limit is evaluated. Local p0 as a function of mH

(bottom). The observed values are shown as a solid line with points where p0 is evaluated.
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In order to verify that the observed Higgs boson is compatible to the SM Higgs

boson, the observed best fit of the signal strength (µ̂) should be in good agreement with

the SM Higgs model value: µ̂ = 1 means an excess consistent with a SM Higgs; µ̂ = 0

means no excess is observed, while µ̂ that differs significantly from 1 or 0 means an ex-

cess is observed that is inconsistent with a SM Higgs boson. The µ̂ as a function of mH

is compatible with µ̂ = 1 around 125 GeV area and it reaches very close to zero around

the mH > 160 GeV as shown in Fig 7.2. The behavior of the µ̂ plot is inversely propor-

tional with the branching ratio (σ · B) of H→WW∗ as it increases until mH≈160 GeV and

saturates after that.

 [GeV] Hm
120 140 160 180 200

   µ
B

es
t-

fit
 s

ig
na

l s
tr

en
gt

h 
 

0

1

2

3

4

5

σ1 ± Obs 
 (125.36 GeV)σ1 ± Exp  

-1 = 8 TeV, 20.3 fbs

-1 = 7 TeV, 4.5 fbs

ATLAS
νlνl →WW*→H

Figure 7.2: Best-fit signal strength µ̂ as a function of mH. The observed values are shown
as a solid line with points where µ̂ is evaluated. The expected values for mH = 125.36 GeV
are shown as a solid line without points. The dashed and shaded (solid) bands represent
the one standard deviation uncertainties for the observed (expected) values.
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The two-dimensional L with respect to mH and µ is shown in Fig 7.3. In the top

figure, the minimum point of the observation, which is represented by the black cross,

is at 128 GeV with µ̂ = 0.94. The result of µ̂ is consistent within one sigma of the SM

Higgs model. µ̂ = 1 and the mass lies in the tolerable accordance range to the Higgs mass

measured by H → ZZ → 4` and H → γγ final state channels. The granularity of mH in

this plot is 1 GeV.

The signal strength (µ̂) in this figure has a dependency on σ · B, where B is the

branching ratio of the Higgs decay and σ is the cross section. Removing these influences

in calculation of µ̂ do not effect on the result of the minimum but the overall plot tendencies

are changed. The bottom left plot shows contours of the negative log likelihood ratio as

a function of mH and b = (σ · B)obs/(σSM · B128). B is canceled on each sides, thus, the

signal strength µ is left with dependency of σ. The contour size is much smaller and less

correlated between b and mH (than between µ and mH). A slightly positive slope can be

observed due to the cross section dependency as it increases as a function of mH. The

bottom right plot shows the result after removing the impact of σ and B as seen in the

definition on the y-axis : S = (σ · B)obs/(σ125.36 · B125.36). Therefore, the result shows the

signal strength µ as a function of mH with no impact of the branching fraction and the cross

section. The slope of the plot goes a bit negative because the likelihood calculation is now

proportional to the signal selection efficiency of mH. The acceptance also contributes to

this behavior. The colored areas correspond up to 3 σ range.

7.2 The Evidence of VBF Higgs Production

One of the achievements in this H→WW∗→ `ν`ν analysis is getting an observation

level of the significance in the n j ≥ 2, a VBF-enriched signal region (SR). Unlike the ggF

study done with the cut based method, a BDT MVA method is used for the VBF analysis.
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Figure 7.3: Observed signal strength µ as a function of mH as evaluated by the likelihood
fit. The shaded areas represent the one, two, and three standard deviation contours with
respect to the best fit values m̂H and µ̂. The top plot represents the regular calculation
that includes of the branching fraction (B) and the cross section (σ) while the bottom two
remove the influences from them, removing B (bottom left) and removing both impacts,
B and σ (bottom right).

Since the ggF contribution is still significant in the VBF SR, the ggF signal has to be

profiled when the VBF significance is measured, meanwhile, the global significance is

fixed. Fig 7.4 shows the ratio µvbf/µggf plot at the Higgs mass mH = 125.36 GeV along with

µggf and µvbf plots at the bottom.
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The µvbf/µggf is introduced as a new parameter of interest (POI) in the calculation

and the result is :

µvbf

µggf
= 1.26 +0.61

−0.45 (stat.) +0.50
−0.26 (syst.) = 1.26 +0.79

−0.53. (7.1)
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Figure 7.4: Likelihood scan of a function of µvbf/µggf (top), µggf (bottom left) and µvbf
(bottom right). The colored area represents the standard deviation uncertainty around the
central value represented by the vertical line. For the top plot, a new parameter of interest,
µvbf/µggf,has been introduced in the calculation. For the bottom plots, µggf is profiled when
µvbf is calculated and vice versa.
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which is a ratio between the signal strength of the VBF production mode over the one for

the ggF production mode.

This agrees to the results of the individual production modes that are shown at the

bottom figures of Fig. 7.4. The likelihood lies above 3 σ at µvbf/µggf = 0 in the top figure

of Fig. 7.4. This is the equivalent to the result that µvbf = 0 hypothesis testing on p-value

returns more than 3 σ (3.2 standard deviations (σ)), as shown in the bottom left of Fig. 7.4.

This is the evidence of the existence of the Higgs particle for the VBF production in

H→WW∗→ `ν`ν. The VBF results can be improved as the LHC takes more data in the

coming years.

7.3 Signal strength µ

As already mentioned in the chapter 5, the signal strength (µ) is one of the indicators

that characterizes whether the observed particle is the SM Higgs boson or not. This SM

Higgs compatibility check can be done not only at the combination level of the analysis

but also at the level of sub-analysis. The nominal Higgs mass mH is 125.36 GeV to match

with other ATLAS Higgs studies. The combined µ including all categories is :

µ = 1.09 +0.16
−0.15 (stat.) +0.08

−0.07

( expt.

syst.

)
+0.15
−0.12

( theo.

syst.

)
± 0.03

( lumi.

syst.

)
= 1.09 +0.16

−0.15 (stat.) +0.17
−0.14 (syst.)

= 1.09 +0.23
−0.21.

(7.2)

while the expected value is 1 +0.16
−0.15 (stat.) +0.17

−0.13 (syst.). The individual results by the produc-

tion modes, the ggF and the VBF, are :
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µggf = 1.02 ± 0.19 +0.22
−0.18 = 1.02 +0.29

−0.26

µvbf = 1.27 +0.44
−0.40

+0.30
−0.21 = 1.27 +0.53

−0.45.

(stat.) (syst.)

(7.3)

with split uncertainties based on their sources. The statistical uncertainty is simply from

the number of events in the SR while the control regions (CR) are profiled. However, the

statistical uncertainties from MC samples, from non-profiled CR in Table 6.32, and from

fake-factors for the W+jets background are treated as the experimental uncertainty. The

theoretical uncertainties include the acceptance and the cross section uncertainties, the

normalization uncertainty and the extrapolation factor uncertainty besides W+jets. Sepa-

rate measurements of the ggF and the VBF are done as the each other signals are profiled

while they are measured to avoid the contamination from each other signals. For example,

µvbf is measured while µggf is treated as a background (profiled) and vice versa. The VH

signal is included in the VBF. Therefore, the terms of µvbf takes the VH production into

account. The 2-dimensional likelihood of the signal strength of the ggF and the VBF is

seen in Fig 7.5. The dashed red contours are the expected values. As seen in the figure, the

minimum of the observation is consistent with the SM model, represented with the empty

circle at (1, 1). Table 7.1 summarizes the result of the study with detail uncertainties for

µ, µggf, and µvbf .

Table 7.2 summarizes the significance and the signal strength measurements in all

categories. The strongest signal source is n j = 0 in the eµ (DF) channel followed by the

VBF in the DF category. The ee/µµ (SF) analyses, in general, tends to have a weaker

significance than the DF analyses due to the low statistics in the signal region. Among

the SF analyses, the VBF in the SF category has a significantly high value compared with

other SF categories. The results of the signal strengths mostly agree to the SM Higgs

model in the DF analysis.
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Table 7.1: Summary of uncertainties on the signal strength µ (left) as well as µggf (middle) and µvbf (right). The “profiled
signal region” indicates the contribution of the uncertainty on the ggF signal yield to the µvbf measurement and vice versa. The
measured values are done at mH = 125.36 GeV.

Observed µ= 1.09

Source Error Plot of error
+ − (scaled by 100)

Data statistics 0.16 0.15
Signal regions 0.12 0.12
Profiled control regions 0.10 0.10
Profiled signal regions - - -

MC statistics 0.04 0.04

Theoretical systematics 0.15 0.12
Signal H→WW∗ B 0.05 0.04
Signal ggF cross section 0.09 0.07
Signal ggF acceptance 0.05 0.04
Signal VBF cross section 0.01 0.01
Signal VBF acceptance 0.02 0.01
Background WW 0.06 0.06
Background top quark 0.03 0.03
Background misid. factor 0.05 0.05
Others 0.02 0.02

Experimental systematics 0.07 0.06
Background misid. factor 0.03 0.03
Bkg. Z/γ∗→ ee, µµ 0.02 0.02
Muons and electrons 0.04 0.04
Missing transv. momentum 0.02 0.02
Jets 0.03 0.02
Others 0.03 0.02

Integrated luminosity 0.03 0.03

Total 0.23 0.21

-30-15 0 1530

Observed µggF = 1.02

Error Plot of error
+ − (scaled by 100)

0.19 0.19
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0.13 0.09
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0.08 0.08
0.04 0.04
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0.02 0.01
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0.03 0.03
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0.15 0.08
0.07 0.07
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0.18 0.14
0.02 0.01
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0.15 0.11
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0.05 0.03

0.53 0.45
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Table 7.2: Signal significance Z0 and signal strength µ.

Signal significance

Sample Exp. Obs. Bar graph of
Z0 Z0 observed Z0

n j = 0 3.70 4.08
eµ, `2 = µ 2.89 3.07
eµ, `2 = e 2.36 3.12
ee/µµ category 1.43 0.71

n j = 1 2.60 2.49
eµ category 2.56 2.83
ee/µµ category 1.02 0.21

n j ≥ 2, ggF, eµ 1.21 1.44

n j ≥ 2, VBF-enr. 3.38 3.84
eµ category 3.01 3.02
ee/µµ category 1.58 2.96

All n j, all signal 5.76 6.06
ggF as signal 4.34 4.28
VBF as signal 2.67 3.24

0 1 2 3 4 5 6

Expected Observed uncertainty Observed central value

Tot. err. Tot. err. Stat. err. Syst. err. µobs µobs ± stat. (thick)
+ − + − + − + − ± total (thin)

0.35 0.30 0.37 0.32 0.22 0.22 0.30 0.23 1.15
0.41 0.36 0.43 0.38 0.30 0.29 0.32 0.24 1.08
0.49 0.44 0.54 0.48 0.38 0.37 0.39 0.30 1.40
0.74 0.70 0.68 0.66 0.45 0.44 0.51 0.50 0.47

0.51 0.41 0.50 0.41 0.33 0.32 0.38 0.26 0.96
0.51 0.42 0.56 0.45 0.35 0.35 0.43 0.29 1.16
1.12 0.98 1.02 0.97 0.80 0.76 0.63 0.61 0.19

0.96 0.83 0.91 0.84 0.70 0.68 0.70 0.49 1.20

0.42 0.36 0.45 0.38 0.36 0.33 0.27 0.19 1.20
0.48 0.40 0.47 0.39 0.40 0.35 0.24 0.16 0.98
0.84 0.67 0.97 0.78 0.83 0.71 0.51 0.33 1.98

0.23 0.20 0.23 0.21 0.16 0.15 0.17 0.14 1.09
0.30 0.24 0.29 0.26 0.19 0.19 0.22 0.18 1.02
0.50 0.43 0.53 0.45 0.44 0.40 0.30 0.21 1.27

-1 0 1 2 3
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7.4 Higgs Coupling Measurement

In order to verify whether the observed Higgs boson corresponds to the SM Higgs

model, its properties should be measured. The spin and the coupling are typical properties

to show the compatibility to the SM Higgs. Here, the coupling of the observed Higgs par-

ticle is measured. The LHC Higgs cross section working group has suggested an interim

framework for such studies in this reference [74], therefore, the process of the coupling

measurement follows this guideline. The testing is performed under the assumption of

mH = 125.36 GeV.

The ggF production cross section is proportional to κ2
F through the top-quark or

bottom-quark loops at the production vertex, and the VBF production cross section is

proportional to κ2
V . The branching fraction BH→WW∗ is proportional to κ2

V and inversely

proportional to a linear combination of κ2
F and κ2

V . The denominator corresponds to the

total decay width in terms of the fermionic and bosonic decay amplitudes [74]. Therefore,

the formulae are

µggf ∝
κ2

F · κ
2
V

(BH→ f f̄ + BH→ gg) κ2
F + (BH→VV) κ2

V

µvbf ∝
κ4

V

(BH→ f f̄ + BH→ gg) κ2
F + (BH→VV) κ2

V

.

(7.4)

The small contribution from BH→ γγ depends on both κF and κV and is not explicitly shown.

BH→ f f̄ + BH→ gg is given as ≈ 0.75 and limited by κ2
F > 1/3κ2

V . Therefore, µggf does not

depend on κ2
F but only the κ2

V dependency is left over. Meanwhile, only µvbf is sensitive to

κ2
F. Thereby, the relative coupling strengths to fermions is extracted only from µvbf. The

2-dimensional likelihood scan of those two coupling strengths is showed in Fig 7.6 for

both the observed and the expected. The best fit values of the measured relative coupling

strengths are:
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κF = 0.93 +0.24
−0.18

+0.21
−0.14 = 0.93 +0.32

−0.23

κV = 1.04 +0.07
−0.08

+0.07
−0.08 = 1.04 ± 0.11.

(stat.) (syst.)

(7.5)

As seen in Fig 7.6, the uncertainty of κV is smaller than the one for κF. Since κF

is governed by µvbf, the effects of the VBF rapidly decrease when κF � κV . Thus, this

leads the result that leaves the 3 σ contour open and the resolution of κF is broad. The

recommended framework for the coupling study µvbf = 0 excludes κF � κV .

 Vκ
0 0.5 1 1.5

 
F

κ

0

1

2

3

4

σ1 
σ1 

σ2 

σ2 

σ3 

σ3 

1.04, = Vκ Obs (
0.93) = Fκ  

σ 1 ±  Obs
σ 2 ±  Obs
σ 3 ±  Obs

 Exp SM (1, 1)
σ 3 2, 1, ± Exp SM 

ATLAS

-1 = 8 TeV, 20.3 fbs

-1 = 7 TeV, 4.5 fbs
νlνl →WW*→H

Figure 7.6: Likelihood scan as a function of κV and κF. The best-fit observed (expected
SM) value is represented by the cross symbol (open circle) and its one, two, and three
standard deviation contours are shown by solid lines surrounding the filled areas (dotted
lines).
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Their correlation is ρ= 0.47 where the correlation is derived from the co-variance matrix

constructed from the second-order mixed partial derivatives of the likelihood, evaluated at

the best-fit values of κF and κV .

7.5 Cross Section Measurement

The measured signal strengths are used to calculate σ · BH→WW∗ . This study is cat-

egorized by the production modes and the center of mass energy. The uncertainty treat-

ments are different with the nominal study as those of QCD, PDF and the branching ratio

are fixed at the nominal values.

Inclusive Cross Section

The equation used for the inclusive cross section measurement is :

(
σ · BH→WW∗

)
obs =

(Nsig)obs

A · C · BWW→`ν`ν
· 1∫

L dt

= µ̂ · (σ · BH→WW∗)exp.

(7.6)

whereA is the kinematic and geometric acceptance, C is a correction factor that indicates

the ratio of the number of measured events with respect to the number of events produced

in the fiducial phase space of the detector. Thus, the actual acceptance is the product of

these two, A × C. Therefore, in this measurement, the µ̂ is the measured signal strength

with the specific uncertainty treatment condition described previously. There are three

different cases, the 7 and the 8 TeV in the ggF and the 8 TeV in the VBF. Due to the lack

of statistics, 7 TeV in VBF study was not performed. The results are following.
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µ7TeV
ggf = 0.57 +0.52

−0.51
+0.36
−0.34

+0.14
−0.004

µ8TeV
ggf = 1.09 ± 0.20 +0.19

−0.17
+0.14
−0.09

µ8TeV
vbf = 1.45 +0.48

−0.44
+0.38
−0.24

+0.11
−0.06

(stat.) (syst.) (sig.)

(7.7)

And the corresponding cross sections measurement results are:

σ7TeV
ggf · BH→WW∗ = 2.0 ± 1.7 +1.2

−1.1 = 2.0 +2.1
−2.0 pb

σ8TeV
ggf · BH→WW∗ = 4.6 ± 0.9 +0.8

−0.7 = 4.6 +1.2
−1.1 pb

σ8TeV
vbf · BH→WW∗ = 0.51 +0.17

−0.15
+0.13
−0.08 = 0.51 +0.22

−0.17 pb.

(stat.) (syst.)

(7.8)

while the expected cross-section values are 3.3± 0.4 pb, 4.2± 0.5 pb, and 0.35± 0.02 pb,

respectively.

Fiducial Cross Section

The fiducial cross section measurement requires the definition of a region with a clear

understanding of the performance of the detector. This study aims to have the theoretical

predictions with minimum uncertainties on the kinematics of signal and any jets in the

event. Table 7.3 summarizes the requirements for the defined fiducial volume.

In the given fiducial volume, the definition of the cross section is the following :

σfid =
(Nsig)obs

C
· 1∫

L dt

= µ̂ · (σ · BH→WW∗→eνµν)exp · A,

(7.9)

The uncertainty is smaller than the inclusive case because it does not include the signal

yield extrapolation effect. The largest uncertainty is from the jet multiplicity requirements
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Table 7.3: Fiducial volume definitions for fiducial cross sections.

Type n j = 0 n j = 1

Preselection p `1t > 22
p `2t > 10

Opposite charge `
m`` > 10
p ννt > 20

n j-dependent ∆φ``,νν >π/2 -
p ``t > 30 -

- m`
t > 50

- mττ < 66
m`` < 55 m`` < 55

∆φ`` < 1.8 ∆φ`` < 1.8

on the QCD scale which is totally theoretical. The correction factor C is evaluated with

MC samples for n j = 0 and n j = 1 events. The used correction factors are

C
ggf
0 j = 0.507± 0.027

C
ggf
1 j = 0.506± 0.022.

(7.10)

The experimental systematic uncertainty is approximately 5%, and using MCs, powheg

+herwig, powheg+pythia8 and powheg+pythia6, the theoretical uncertainties are calcu-

lated. The uncertainty from different MC tools is negligible, approximately 2%. Accord-

ing to the simulation, the fraction of measured signal events within the fiducial volume is

85% for n j = 0 and 63% for n j = 1.

Since the VBF contributions is not negligible in the ggF yield,A would be differed

by jet multiplicities and the effect of the theoretical uncertainties on the VBF signal yield is

included in the systematic uncertainties on the cross sections. Thereby the new acceptance

for the study is
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A
ggf
0 j = 0.206± 0.030

A
ggf
1 j = 0.075± 0.017.

(7.11)

And the signal strengths used are:

µ
ggf
0 j,eµ = 1.39 ± 0.27 +0.21

−0.19
+0.27
−0.17

µ
ggf
1 j,eµ = 1.14 +0.42

−0.41
+0.27
−0.26

+0.42
−0.17

(stat.) (syst.) (sig.)

(7.12)

and the corresponding fiducial cross sections, evaluated at mH = 125.36 GeV and using the

8 TeV data, are:

σ
ggf
fid,0 j = 27.6 +5.4

−5.3
+4.1
−3.9 = 27.6 +6.8

−6.6 fb

σ
ggf
fid,1 j = 8.3 +3.1

−3.0
+2.0
−1.9 = 8.3 +3.7

−3.5 fb.

(stat.) (syst.)

(7.13)

while the expected values are 19.9± 3.3 fb and 7.3± 1.8 fb, respectively.
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CHAPTER 8

Conclusions

With a good performance of the ATLAS detector, 25 fb−1 data were collected from

2011 to 2013 and were analyzed for the study of H→WW∗→ `ν`ν. The results of this

study are significant as the observed statistical significance (6.1σ) indicates a clear discov-

ery.

The analysis is optimized to maximize the signal yield against the backgrounds

and is divided into categories with the number of associated jets and the lepton flavor

combinations, as well as the production modes.

The most sensitive channel is the ggF-enriched production mode with no associated

jet in the different flavor lepton combination channel followed by the different flavor lepton

combination channel in the VBF production mode. The n j > 2 in ggF-enriched channel has

only a different lepton flavor combination and the study for this channel is done over the

events that are orthogonal to VBF events. The VBF study is significantly improved by

changing the analysis method from the cut-based to the Boosted Decision Tree (BDT)

method in the multi-variate analysis (MVA).

A fit was performed to reduce the expected error on the signal strength (µ). The

mt distribution and the OBDT distribution are used for the fit procedure of the ggF and the

VBF categories, respectively. After combining all results from the different sub-channels,

a Higgs boson signal excess is observed in the Higgs mass range below 132 GeV. There

is a clear 6.1σ observed excess at the mass mH = 125.36 GeV. The compatibility check

to the SM Higgs boson followed. The Higgs coupling is measured for this purpose by
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utilizing the measured µ for each production modes, the ggF and the VBF. The measured

signal strengths are :

µ = 1.09 +0.23
−0.21

µggf = 1.02 +0.29
−0.26

µvbf = 1.27 +0.53
−0.45.

(8.1)

These results agree to the SM Higgs, where µ = 1. Obtained µggf and µvbf are used for the

Higgs coupling measurement. The relative Higgs coupling strength to bosons, κV , and the

one to fermions, κF, agree with the SM prediction. The measured Higgs coupling constants

are :

κF = 0.93 +0.24
−0.18

+0.21
−0.14 = 0.93 +0.32

−0.23

κV = 1.04 +0.07
−0.08

+0.07
−0.08 = 1.04 ± 0.11.

(stat.) (syst.)

(8.2)

Using the signal strength µ, cross sections can also be calculated. The inclusive

cross section is calculated for the ggF and the VBF production modes in the form of σ · B

at the different center of mass energy (
√

s), 7 and 8 TeV, as follows :

σ7TeV
ggf · BH→WW∗ = 2.0 +2.1

−2.0 pb

σ8TeV
ggf · BH→WW∗ = 4.6 +1.2

−1.1 pb

σ8TeV
vbf · BH→WW∗ = 0.51 +0.22

−0.17 pb.

(8.3)

The fiducial cross sections are also calculated in the exclusive n j = 0 and n j = 1 categories,

where the uncertainty can be minimized. The obtained values are :
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σ
ggf
fid,0 j = 27.6 +5.4

−5.3
+4.1
−3.9 = 27.6 +6.8

−6.6 fb

σ
ggf
fid,1 j = 8.3 +3.1

−3.0
+2.0
−1.9 = 8.3 +3.7

−3.5 fb.

(stat.) (syst.)

(8.4)

The LHC starts new runs in 2015 with higher
√

s and is expected to collect up to

100 fb−1 of data, as seen in Fig 8.1. Thus, a significant improvement is expected in the

H→WW∗→ `ν`ν analysis, in particular for the Higgs property study. With increased

amount of data, the signal strengths can be measured with smaller uncertainty [77]. No-

ticeable improvement also awaits in the Higgs coupling measurements as well, especially

for the κF thanks to higher statistics of VBF signal [78].
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Figure 8.1: Expected luminosity performance in Run II that starts from 2015.
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