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Abstract

A new boson has been discovered and measurements are under wgyhasiiTeV and 8 TeV
proton-proton collision data from the Large Hadron Collider to determinethgneor not this is
the Higgs boson as predicted by the Standard Model of Particle Phy$s Experimentally
measuring the nature of this particle’s couplings to other particles will helprdete this. The
Standard Model Higgs boson is expected to be produced by a varietgadigtion mechanisms.
The SM prediction is that the gluon-gluon fusion (ggF) and vector bassioii (VBF) production
mechanisms are the two production processes with the highest and degbest, rates respec-
tively.

This thesis concentrates on the study of the Higgs boson via its decay intdbteng, which
was one of the key discovery channels. Part of this analysis is to measuratio (R) of these
rates using 13fb! of ATLAS /s = 8 TeV proton-proton collision data and determineXfis
consistent with the SM prediction.

Using the diphoton decay channel, events were selected to form a catdgdata events
which is enriched in VBF events with little gluon-gluon fusion contamination. Tdlecsion
procedure was optimised using a boosted decision tree (BDT) multivariasfea The distin-
guishing feature of this analysis was that the BDT was trained using baokgrevents from the
data sample, so as to reduce the dependency on the modelling of the hackgrocesses. It
was shown that using a BDT classifier, the VBF signal significance improy&4.0% relative to
the standard cut-based analysis and suffers from 12.0% less ggFigtemination. Using this

event classificatiofR was measured as

R = GVBF/(GggF + GVBF) =0.037+ 0.067(St8.1) + 0.035(3)/51)

whereoy gr andoggr are the respective cross sections of the vector boson fusion pracesbe
gluon-gluon fusion process. The SM predictiortis= 0.075 Although the uncertainty on the
current measurement is large, it is shown using pseudodata, that tiée ciicategorisation will

help reduce the uncertainty ®dwhen more data are available.



Acknowledgements

I'd like to take the opportunity to thank the various people who have assistatirogghout the
duration of my PhD. Without my supervisor Dr Pedro Teixeira-Dias, | codtlhave completed
this project. He has provided me with quality advice and much encouragenerthe past four
years. | would also like to thank all the other members of the Royal Hollowaycfgaphysics
group for their support and collaboration, especially to Dr Ricardo @lmdor his supervision
whilst | was based at CERN.

Thanks to all my friends at Royal Holloway and CERN for keeping me same the past
four years. One particular friend I'd like to thank is Tim Brooks. Befbotegan my PhD, my
computing knowledge was extremely limited and Tim gave up a lot of his time to help tne ge
started.

The past four years have been an amazing experience and it couddr’tbeen timed more
perfectly. I've witnessed many important milestones in the LHC project, inciuttia discovery
of the new boson believed to be the elusive Higgs. | feel extremely pradlég be involved and
to work with such amazing people on this very historical analysis.

This PhD was funded by the Science and Technology Facilities Counciktiad on analysis

of data provided by the ATLAS collaboration.



To my family:
Tim and Angela Cantrill,
Sarah, Stuart, Eliza and George Milnes.
Thank you for all your love and support you have shown me over thesye

I love you all very much.



Contents

List of Figures 7
List of Tables 15
Preface 19
1 Theory and Motivation 22
1.1 Building the Standard Model of Particle Physics . . . . . ... ... ... ... 22
1.2 TheMassMechanism . . . . . . . . . . . . . 23
1.3 Higgs Boson Branching Ratios and Production Cross Sections . . ........ 27
1.4 Theoretical and Experiment Constraints on the HiggsMass . . . . . ....... 30
1.5 Measurements ofthe HiggsBoson . . . . . . .. ... ... ... ....... 1 3
1.5.1 MassMeasurement . . . . . . . ... 31
1.5.2 Couplingstothe Decay Particles . . . . ... ... ... ... ...... 32
153 SpinandParity . . . . ... ... ... 33
1.5.4 Production Cross Sections . . . . . . . . . . . ... 34
2 The LHC and ATLAS Detector 36
21 TheLHC . . . . . . e 36
2.1.1 LHCPerformance . .. . . . . . . . . .. 37
2.2 ATLAS . 38
2.2.1 Trigger and Data Acquisition. . . . . . . .. .. ... .. .. .. ..., 39
2.2.2 ThelnnerDetector . . . . . . . . . . . . 40
2.2.3 The Electromagnetic Calorimeter . . . . . .. ... ... ... ..... 42



CONTENTS

2.2.4 The Hadronic Calorimeter . . . . . ... ... .. ... .. ....... 44
225 MuonChambers . . ... ... . . . ... 45
3 Signal and Background Processes 46
3.1 Signal Processes. . . . . . . . 46
3.2 Background Processes . . . . . . . . . ... 49
3.3 Signal and Background Modelling . . . . . . ... ... ... ... 51
3.3.1 Monte Carlo Simulation . . . . ... ... ... ... .. ... ... . 51
3.3.2 Data-Driven Approach to Background Estimation . . . . . . ... .. .. 3 5
4 Reconstruction of Physics Objects 55
4.1 Photons . . . . . . . 55
4.2 JelS . . 59
4.3 Electrons . . . . .. 61
4.4 MUONS . . . . . . e e 61
4.5 Overlap and removing doublecounting. . . . . ... .. ... ... ...... 62
5 Optimising the Selection of VBFH — yy Events 63
5.1 EventSelectiondl —yEvents . . ... ... ... ... ... . . ... ... 63
5.1.1 Preselectionofphotons . . . . ... .. .. ... ... ... .. ..., 64
5.1.2 Reweighting and Corrections AppliedtoMC . . . . ... .. ... ... 65
5.1.3 Categorisationgfyevents . . . . . . . ... ... ... 65
5.2 Motivation for the re-optimisation of the HMDJ category . . . . . . . ... .. 66
5.3 Optimisation of the HMDJ Event Selection . . . .. ... ... ... ...... 70
5.3.1 Optimisation by re-adjusting the tag jgtrequirements . . . . . .. .. 71
5.4 Optimisation using a multi-variate classifier . . . . . ... ... ... ... ... 73
5.4.1 Choice of Input Variables for the HMDJ BDT Classifier . . .. .. ... 37
5.4.2 Boosted Decision Trees(BDT) . . . . . . . . . . . . i 78
5.4.3 HMDJBDT training procedure with TMVA . . . . . . .. ... ... .. 82
5.4.4 Internal parametersofthe BDT . ... ... ... ... ......... 84
5.4.5 Effects of Weak ang Variables on the performance of the BDT . . . . . 89
55 DISCUSSION . . . . . . o 93



CONTENTS

6 Background and Signal Estimation for the Measurement ofR 94
6.1 MeasurementdR . . . . . . . ... 95
6.2 Background Estimation in the SignalRegion . . . . . . . . ... ... ... .. 6 9
6.2.1 BackgroundModels . ... .. .. ... .. .. ... 0o 96
6.2.2 ChoiceofModel . ... ... ... .. ... 97
6.2.3 Bernstein Polynomials . . . . ... ... ... ... . .. 98
6.3 Potential Systematics of the Background Estimation. . . . . .. .. .. ... 00 1
6.4 Estimating® and its Uncertainty using Pseudodata . . . . ... ... ...... 103
6.5 DISCUSSION . . . . . . . o 107
7 Final Choice of BDT for the Measurement ofR 109
7.1 Choice of Working Point on the Baseline BDT Classifier . ... ... .. ... 109
7.2 Improving the BDT Classifier . . .. .. .. .. .. ... .. .. .. .. .... 112
7.2.1 BDT Classifiers with Six Variables . . . . ... ... ... ... .. .. 113
7.2.2 BDT Classifiers with More Than Six Variables . . . . . ... ... ... 115
7.3 Final Choice of Working Point . . . . . . .. .. .. .. ... .. ........ 161
7.4 DISCUSSION . . . . o o o o 117
7.5 Results. . . . . . 117
8 Systematic Uncertainty on Event Selection with Jets 120
8.1 Background Modelling . . . . . . . .. . .. .. e 012
8.1.1 Different orders of Bernstein Polynomial . . . .. ... ... ... .. 211
8.1.2 Different Types of Function . . . . . ... ... ... ... ....... 123
8.2 Variousmy Signal Samples . . . . . . . . .. 125
8.3 Jet Energy Scale (JES) and Jet Energy Resolution (JER) Untiegain. . . . . 128
8.3.1 JESUncertainty . .. . .. . . . ... 128
8.3.2 JERUncertainty . .. .. ... ... . ... 133
8.4 Other Signal Contributions . . . . . . . .. .. .. ... .. .. 413
8.5 UncertaintyduetoLimitedData . . .. ... .. ... ... ... ........ 134
8.6 Total Systematic Uncertainty . . . . . . . ... . ... ... ... 136
9 Conclusion 137



CONTENTS

Bibliography 139



List of Figures

11

1.2

13

14

15

1.6

1.7

Feynman diagrams showing examples of gauge interactions: (a) elegtretica
interaction: an electron emitting a photon. (b) charged weak interaction of an

electron and a neutrino with\& boson. (c) weak neutral current of an electron

emittingaZboson. . . . ... L 25

Schematic of the energy potential associated with the mass mechanism. Left

shows the shape whegeis positive and right shows the shape whgares neg-

ative, in this cas@is non zero at the potential minima. . . . . . ... ... ... 26

Branching ratios of the SM Higgs Boson. The branching ratios anershar a
range of possible SM Higgs boson masses. (a) The branching ratieslifgint
Higgs mass and (b) are the branching ratios for a Higgs massup to 1 TeV. .. .27
Feynman diagrams of tle— yy decay channel in the SM. The photons are mass-
less, so the decay is mediated by heavy particle loops, which can eitheabe he
fermions, shown in (a) or massive gauge bosons, shownin(b). . .. ... . 28
Feynman diagrams of the five main production mechanisms. (a) Gluon{ghion
sion, (b) vector boson fusion, (c) associated production with@ aZ boson and

(d) associated production with a top and an anti-top quark. . . . . ... ... 29
Cross sections of the SM Higgs Boson production mechanisms with fedsible
tection is shown for all possible SM Higgs bosonmasses. . . . . ... .. .. 30

Radiative corrections to thW boson mass at the electroweak scale. . . . . . ..



LIST OF FIGURES

1.8

1.9

Global fit of electroweak parameters which predict a likely value of Md48ygs

mass, assuming validity of the SM. The Large Electron Positron (LEP) cqllider
excluded a SM Higgs boson with a mass up to 114 GeV with 95% confidence.
The SM fit constrains the SM Higgs mass to be lower than 260 GeV with 95%
confidencelevel. . . . . . . . . . .. 32
Results from 4.6-4.8 fi of 7 TeV data and 5.8-5.9 fi3 of 8 TeV ATLAS data. (a)

The SM Higgs boson with a mass between 111 and 122 GeV and 131 an@¥%59 G

has been excluded with at least 95% confidence. (b) Signal signifiGamt the
probability of obtaining an excess for a given mass, assuming the bacidjomly

hypothesis. . . . . . . . . . e 33

1.10 Invariant mass distributions using 25%of ATLAS data shown for two of the

Higgs boson search channels. ka)- yyand (b)H — ZZ — 4 leptons. . . . . . 33

1.11 Signal strength determined for five decay processes, signaih®gi® shown by

2.1

2.2

2.3

2.4

2.5

the dashed linesu = 1.30 calculated by ATLAS atny = 1255GeV in (a) and
p=0.80 calculated by CMS aty =1257GeVin(). . . . .. ... ... ... 34

(a) Amount of data recorded in f§ during 2010, 2011 and 2012 shown sepa-
rately. (b) Differential integrated luminosity with respect to the averag e mumb

of interactions perbunchcrossing. . . . . ... ... ... ... ........ 37
Detailed layout of all the components of the ATLAS inner detector inythe

z plane including the pixels, semiconductor tracker and the transition radia tion
tracker. Absolute pseudorapidity is marked evigry=0.5 up to 2.5, the maximum
tracking coveragen| =25. . . . . ... 41
A display of multiple interactions in a single bunch crossing from ATLAS data
Eleven pp vertices have been identified (left). Amongst all this activity a sec-

ondary vertex, likely to be coming from agiparticle (left), has also been indentified. 42

Schematic showing the dimensions of the 3 samplings and the presampler in an
ECalmodulea =0. . . . . . . . . . . . . . e 43
Detection of electromagnetic energy in the first and second samplingseCAL.

A photon candidate is shown on the left ant’a— yy candidate is shown on the



LIST OF FIGURES

3.1

3.2

3.3

3.4

3.5

3.6

4.1

4.2

5.1
5.2

myy calculated for MCH — yy signal events containing two higtr photons that

have been simulated using Pythia and Powheg for both the gluon-gluom fusio
and the VBF mechanisms. The gluon-gluon fusion signal distribution is sirown
black with the VBF signal distribution (in red) superimposed. The distributions
arenormalisedto 13 . . . . . . . ... 47
Pseudorapidity of the leading } and subleading jetg4) for events which contain

at least two photon candidates and at least two jet candidates. Compzetamen
simulated signal samples that have been generated with Pythia and Powheg fo
both for gluon-gluon fusionand VBF. . . . . . . ... ... ... ........ 8 4
Comparison between Monte Carlo signal samples for gluon-gluon fasmb&BF

of the pr balance calculated for every event containing at least two photon candi-
dates and at leasttwo jet candidates. . . . . . ... ... ... L. 9 4
Comparison between simulated signal samples for gluon-gluon fusiokBird

of the invariant mass of the two leadifg jets for every event containing at least

two photon candidates and at least two jet candidates. . . . . .. ... . ... . 50
Leading order Feynman diagrams of the irreducible backgroun@gses for the

H — yysignal.(@)qg— vy, (b)gg— yand (c)gg—w. . . ... ... ... .. 50
Schematic diagram of the typical scattering and radiative procespgcimilisions. 51

Shower shape variables for unconverted real and fake photdgs © 20 GeV.
Distributions are normalised for shape comparison. . . . . .. ... ... ... 57
Histogram ofAR between the leadingt photon and all the jets in 10000 events

from a VBFH — yy signal MC sample. The distribution is normalised to unity. . 62

Flow chart of the nominal categorisation procedure described in the.tex . . 67
Number of tag jets identified in the background (data sidebands) and \tBffie
and gluon-gluon fusion signal, (a) when tpe thresholds are relaxed, and (b)

when thepr thresholds areapplied . . . . . . .. .. ... ... ... ...... 71



LIST OF FIGURES

53

54

5.5

5.6

5.7

5.8

5.9

n distributions of the tag jets, for the background (data sidebands) andBRe V

and gluon-gluon fusion signals, distributions of the highespr selected tag jet,

using (a) the nominabr thresholds and (b) the lowexr threshold of 15 Gelf
distributions of the second highept- selected tag jet, using (c) the nominal
thresholds and (d) the lowex; threshold of 15GeV. . . . . ... ... ... .. 72
Distributions of the ‘Type A variables: Those which offer a good dismation
between VBF signal on one side, and the background and the gluon-gision

signal on the other. Events shown are those which have two photon eteslahd

two tag jet candidates, which are not categoriesasLMDJ. . . . . . .. ... . 74
Distributions of the ‘Type B’ variables. Those which offer a good rilisimation
between VBF signal and the background but distributions of gluon-glusion

signal is more similar to that of the VBF signal. Events shown are those which
have two photon candidates and two tag jet candidates, which are nobrieseg
asLMDJ. . . .. 75
Scatter plots showing correlations betwegn nj2, Nj1.nj2 andAnj; for events

with two photon candidates and two tag jet candidates, which are not ciategjor

asLMDJ. . . .. 77
Schematic of a boosted decision tree, used to classify an events d®siggek-

ground. . .. L e e 79
BDT response distributions of each eveR} for a BDT based on 6 discriminant

variablesMjj, nj1, Nj2, Pr,j1. Pr,j2 and|Pry+ Pr.jj|- The distributions are shown

for the signal training and testing samples (blue dots and blue solid histogram,
respectively) and for the background training and testing samples @tsdacid

red hashed histogram, respectively). . . . . . . . . .. ... ... ... . ... 83
Performance of a BDT classifier, trained with variagg, nj1, nj2, Pr.j1, P,j2

and |pryy + Pr,jj| compared with the performance of the nominal cut-based se-
lection of the HMDJ and potential changes to the cut-based selection, ingolvin

lowering thepr thresholds of thetagjets. . . . ... ... ... ... ... ... 85

10



LIST OF FIGURES

5.10 Performance in terms diMPI andzHMPJ investigated for NEventsMin ranging

between 50 and 800 events and compared with the nominal performancaéudic

by the black triangle. Each value was tested on a BDT based on 6 discriminant

variablesMjj, nj1, Nj2, Pr,j1. Pr,j2 @nd|pry, + Pr.jj|- All other internal parame-

ters were set to the values recommended by ATLAS. . . . . ... ... .... 6 8
5.11 Performance in terms o/} and Z{/MPJ investigated fo ranging between

0.025 and 0.4. Each value was tested on a BDT based on 6 discriminamesria

Mji, Nj1, Nj2, P1,j1, P1,j2 and|Pry + Pr.jj|- All other internal parameters were

setto the values recommended by ATLAS. . . . . . . . . ... ... ... ... . 87
5.12 BDT response for each eveiit)(using variablesMjj, nj1, nj2, pr,j1, Pr,j2 and

|Bry+ Pr.jj|- The parameters in the internal configuration are set to the recom-

mended values exceptwhichissetto0.8. . . . .. ... ... ... ...... 88
5.13 Performance in terms oM™ and z//¥PJ investigated for NCuts ranging be-

tween 10 and 90. Each value was tested on a BDT training using varidbjes

Nj1, Nj2, Pr.j1, Pr,j2 and|pPr .y + Pr,jj|- All other internal parameters were set to

the values recommended by ATLAS. . . . . . . . . . . ... .. .. .. .. ... 88
5.14 Performance in terms &{MPJ and ZHMPJ investigated for NTrees ranging be-

tween 200 and 1800. Each value was tested on a BDT training using variable

Mjj, Nj1, Nj2, Pr,j1, Pr,j2 and|Pry + Pr.jj|- All other internal parameters were

set to the values recommended by ATLAS. . . . . . . . ... ... ... ..... 89
5.15 Effects of tag jefy variables on the performance of the classifier. . . . . . .. .. 91
5.16 Effects of a weak variablej;) on the performance of the classifier. . . . .. .. 92

6.1 Fits to the 13 fb! of data in the sidebands. The choice of function is explained in
the text. (a) First order Bernstein polynomial was chosen to fit the HMEgoay

and (b) 3 order Bernstein polynomial was chosen to fit the GGFE category. . . 100

11



LIST OF FIGURES

6.2

6.3

6.4

6.5

6.6

6.7

7.1

Schematic of showing the contribution of data sidebands events in the l8MDJ
GGFE category that were used to train the BDT (Green), compared witbfttiet

amount of data sidebands events in the HMDJ or GGFE category that sextd¢a.

test the BDT(Blue). The relative contributions are exaggerated foruhgoge of
illustration. The estimated signal (red) is extracted by subtracting the baokdr
fittedinthe signalregion. . . . . . . . . . . . ... 101
Modification to the event selection so that the integrated luminosity of the testing
sub-sample of the GGFE category is equivalent to the testing sub-sample of th
HMDJ category. . . . . . . . . 102
Base components for different orders of Bernstein polynomials thet fitted to

the sidebands of the HMDJ and GGFE categories. . . . . . . . ... ... .. 104
Measuredr with 1,000,000 toys of pseudodata on 5 different cross section hy-
potheses. The Value of R in each toy is calculated from randomly generaed

bers, that are consistent with the expectation of signal and backgfourgch

cross section hypothesis. . . . . . . . . . ... L 6 10
Amount of gluon-gluon fusion signal and VBF signal events for dagh Each

is a randomly generated number, that are consistent with the expectiomaf sig

from each cross section hypothesis. . . . . . . ... ... ... ... ... .. 107
Measuredr with 1,000,000 toy experiments of pseudodata for 5 different cross
section hypotheses. The value Bfin each toy experiment is calculated from
randomly generated numbers, that are consistent with the expection af aighh
background for each cross section hypothesis. This is shown faugadata

sample sizes; (af = 50fb%, (b) £ = 100fb %, (c) £ = 200fb ! and (d) £ =

The coloured crosses represent four possible working pointseob trariable
BDT classifier, which predidi{s>’, Z{§iP? andcggt®? from the training in four
potential HMDJ categories. The black cross shows the yields for theasgteb
analysis. The values dfi{M™) and z!{MPJ are shown in (a) and the values of

Ny, andegge® are shownin (b). . . ... ... 110

12



LIST OF FIGURES

7.2

7.3

7.4

7.5

7.6

7.7

8.1

8.2

Distributions ofr for the four different working points, obtained using pseudo-
data. The colours of each histogram correspond to the colours of tsees on

the working pointsin Figure7.1. . . . . . . . .. ... 112
Training performance of classifiers which use the variables chosémefbaseline

BDT classifier and one of Type B variables. The performance in termsB#f V
signal yield and VBF signal significance is shown in (a) and the perfocean

terms of VBF signal yield and gluon-gluon fusion signal contamination is show
IN(D). . o 114
Training performance of classifiers which use the variables chasehd base-

line BDT classifier and some additional Type B variables. The performance
terms of VBF signal yield and VBF signal significan&/¥P” is shown in (a)

and the performance in terms of VBF signal yield and gluon-gluon fusiamasig
contaminationisshownin(b). . .. .. .. .. ... ... ... .. .. .. ... 115
Working points that have been chosen to yield the same amount of VB#& sign
with respect to the nominal cut-based analysis but vaigiiP’. The nominal
cut-based categorisation of events is shown by the black cross. . . ........ 116
The value ofR predicted by random number generation for 4 alternative BDT
classifiers of alternative number of variables. The colours of eachghm#stocor-
respond to the colours of the crosses on the working pointin Figure7.5. ... 118
Fits to the data sidebands only, with the data points in the signal regionegvea
HMDJ data events selected with the BDT chosen at the end of chapteHM @)
sidebands fitted with a®lorder Bernstein polynomial. (b) GGFE category of data

events sidebands fitted with & ®rder Bernstein polynomial. . . ... ... .. 119

Various orders of Bernstein polynomial function fitted to the data sidibéor

(a) the HMDJ category, and (b) the GGFE category. . . . . .. .. ... ... 121
Measurement dR for alternative choices of Bernstein polynomial order. Error
bars show the statistical uncertainty for each measurerﬁm@g‘. The extracted
systematic uncertainty is shown by the dashed horizontal lines between tlesthigh

and lowest measurement®f. . . . . . . . .. 123

13



LIST OF FIGURES

8.3

8.4

8.5

8.6

8.7

8.8

Various functions fitted to the data sidebands for (a) the HMDJ categay(b)

the GGFE category. . . . . . . . . . o 124
Performance of BDT on the testing sample, which was trained using VBBIsig
samples ofny = 120 GeV andny = 130 GeV. (it vsciit® and (b)cgyt®’
Measurements &t obtained with BDTSs trained separately for signal samples with

a Higgs mass of 120 GeV, 125 GeV (nominal) and 130 GeV. Error bars Hhm
statistical uncertainty for each measuremeémg‘y“st is indicated by the horizontal
dashed lines between the highest and lowest measurements.of . . . . . . . 127
Effect of the jet energy scale systematic uncertainty on the distributfahe pr

of the tag jets in the signal. The distributions are shown without correctiamg“n

inal”) as well as with the jet energy scalings described in the text. (a) Lggelin

in the barrel, (b) Subleading jet in the barrel, (c) Leading jet in the epd-ead

(d) Subleading jetintheend-caps. . . . .. .. .. ... ... ......... 301
Measurement dit for JESup and JESdown. Error bars show the statistical un-
certainty for each measuremerir{ 7 is shown by the dashed horizontal lines
between the highest and the lowest values obtained. . . . . . .. .. .. ... 133
Distributions ofR with 1,000,000 toys of pseudodata of 3 different cross section
scenarios. The Value dR in each toy is calculated from randomly generated
numbers that are consistent with the expectation of signal and backbfoun

each cross section scenario and using the chosen MVA working point. ..... 136

14



List of Tables

11

3.1

5.1

5.2
53

54

All particles of the standard model. Fermions have anti-matter counter, parts
which have opposite charge but the exact same mass. The values of tesmas
guoted are obtained from the particle data group. The mass quoted foighs H

boson mass is the mass measured by ATLAS . . . . . . . ... ... ... ... 24

Assorted statistics for 15 MB — yy signal samples used in this analysis for 5
different processes generated for 3 different valuesypf Gluon-gluon fusion is
calculated at NNLO+NNLL QCD + NLO EW. VBF, WH and ZH is calculated at
NNLL QCD + NLO EW and ttH are calculated at NLOQCD. . ... ... ... 54

Weighted MC events in the range 1@0m,, < 160 GeV, scaled to 13f for

all Higgs production mechanisms. The scaling factors were calculatedtfrem
selection efficiency for each category and the cross sections anchiongrratios

shown in Table 3.1. The amount of selected data is also shown with events in the
range 120< my, < 130 GeV removed, as these events will not be used to estimate

the background. . . . . . . . . 69
Statistical uncertainty on the event yields shown in Table5.1. . . . . . ... . 69
Expected VBF signal, VBF significance and gluon-gluon fusion conttiomin

the HMDJ category, for different definitions (in termswf thresholds) of the tag

jets. The nominapy cuts are compared with alternative scenarios with lopser

cuts, as described inthissection. . . . . .. ... ... .. L oL 72
The properties of two Hypothesised events that will go through an deeBa)pr.

The value oMjj, A@yjj andAnj; is shown foreachevent. . . . ... ... ... 78

15



LIST OF TABLES

5.5

5.6

6.1

6.2

6.3

7.1

7.2

7.3

Study of different values used for the internal configuration of thé Becomended
values are shown in bold). Each time a parameter is adjusted, the other pagame

are fixed to therecomended values. . . . . . . ... ... ... ... ... ... 5 8
KS statistics for a BDT trained and tested with variables using varidblgs 1,

Nj2, PT,j1, P1.j2 and|Prw+ Pr jj|. The KS shown are for different internal config-
urations. The values in bold are the recommended values, each time a paramete

in internal configuration is changed the other are fixed to the recommeradigsl v

(showninbold). . . . . .. . .. . . e 87

gy and p(gy) values are shown to demonstrate the goodness of fit of Bernstein
polynomials of various orders to the data sidebands in the HMDJ categbey. T
values ofg k+1 andp(gx k+1) are shown to test for significant gain from one order

to another. The expected background and associated error in thérsigioa for
eachfitarealsoshown. . . . . . . ... ... .. ... .. 99
gy and p(gy) values are shown to demonstrate the goodness of fit of Bernstein
polynomials of various orders to the data sidebands in the GGFE categoey. T
values ofty k+1 andp(dk k+1) are shown to test for significant gain from one order

to another. The expected background and associated error in thérgigioa for
eachfitarealsoshown. . . . . . ... . ... ... ... . ... . 99
The expected amount of background in the signal region of both the Hidte-

gory and the GGFE category. The expectations are determined from fittthg to
sidebands in the testing and training samples. As both testing sample and training
samples are half the 13fb, the results were scaled by a factor 2 and compared

with the inclusive fit, which is where the testing and training samples are combined

together. . . . . . . e 103

The values of of{/§t™, Zy!tP? andcf)i™ yields from the training sample for the
four working points on the 5 variable BDT classifier. . . ... ... ... ... 110
Expected signal efficiencies and background in the signal regmotential HMDJ
categories defined as explainedinthetext. . . . . ... ... ... ....... 11 1
Expected signal efficiencies and background in the signal regjuoteftial GGFE

categories defined by the classification explained inthetext. . . . ... ... 111



LIST OF TABLES

7.4

7.5

7.6

7.7

7.8

8.1

8.2

8.3

8.4

8.5

8.6

Variables used to train each classifier. The KS probabilities determindtfre

testing and training samples is also shown (see Section 5.4.3 for details). . . 114
Prediction ofN{st™, ZP? andcigt® yields from the training sample for the

three possible working points on separate BDT classifier that are predacyeeld

the sameN!MPJ as the nominal cut-based categorisation. . . . . . ... ... .. 116
Expected signal efficiencies and background in the signal regitve $fMDJ cat-

egory, when using a categorisation defined by three working points anaitee

BDT classifiers. . . . . . . . . . . 117
Expected signal efficiencies and background in the signal regithre @GFE cat-

egory, when using a categorisation defined by three working points anaitee

BDT classifiers. . . . . . . . . . . 117
Shown for each category: the estimated background in the signah r@@@

the number of data events in the signal regibi¥R) and the estimated signal in

the signalregionNSD. . . . . . . .. 118
The quality of fits (quantified bg; andp(gy)) for 0", 15t and 29 Bernstein poly-
nomials as fit functions to the data sidebands of the HMDJ category. . . ... 121
The quality of fits (quantified bg; and p(gg)) are shown for 24, 39 and 4"

Bernstein polynomials as fit functions to the data sidebands of the GGFBpatel21
R is shown for when different orders of Bernstein polynomials are fitted ¢o th

HMDJ or the GGFE category. The statistical uncertainty and the deviatiom fro

the central valuel®) is shown for each alternative measurement. . . . . ... .. 123
The quality of fits (quantified bg; and p(qgy)) for alternative functions fitted to

the data sidebands of the HMDJ category. . . . . . . . .. .. ... ... ... 24 1
The quality of fits (quantified bg; and p(qgy)) for alternative functions fitted to

the data sidebands of the GGFE category. . . . . ... ... ... ...... 24 1
R for when different functions are fitted to the data sidebands in the HMDJ or

the GGFE category. The statistical uncertainty and the deviation from tleecho

result {r) is shown for each alternative measurement. . . . . . .. .. ... ... 125

17



LIST OF TABLES

8.7 NYEP?, ZIEPY andcff®’ for working points where the BDT has been trained

separately for signal samples generated with a Higgs mass of 120 Ge@el25

and 130 GeV. . . . . e 126
8.8 IndividualfR® values measuredX) using BDTs trained separately with signal

samples with a Higgs mass of 120 GeV, 125 GeV or 130 GeV. The statistical un-

certainty PRsta) and the deviation from the nomingd value are also shown for

each alternative measurement. . . . . . .. ... oo 127
8.9 a shown for various jet energy scale contributions when the energiesegjetth

is scaled up for the VBF and gluon-gluon fusion production mechanismstin b

HMDJ and GGFE categories. . . . . . . . . . . . . . i ittt 131
8.10 a shown for various jet energy scale contributions when the energiesqgatthis

scaled down for the VBF and gluon-gluon fusion production mechanisngtim

HMDJ and GGFE categories. . . . . . . . . . . . . i ittt 131
8.11 1R, statistical uncertainty and relative systematic erroffofor various jet energy

scale contributions when the energy of the jetsisscaledup. . . . . . . . ... . 132
8.12 1R, statistical uncertainty and relative systematic erroffofor various jet energy

scale contributions when the energy of the jets is scaled down. . . . .. ... 132
8.13 a is calculated due to the jet energy resolution for the VBF and gluon-glusiarfu

production mechanisms, in both HMDJ and GGFE categories. . . . ... .. 34 1
8.14 Peak and median values associated with the distributions of 1,000,000yMC to

experiments for 3 alternative scenarios of cross sections. The diffeteetween

these values and the true valuegddis alsoshown. . . . . . .. ... ... ... 135

18



Preface

The LHC has achieved many milestones since it started running in 2009.lyiRJL2, a new
scalar boson was discovered by the ATLAS and CMS collaborations.e $firem more data has
been acquired and enough measurements have been made to suggbst tlest particle is a
Higgs boson. This new particle will be referred to as a Higgs boson thiautghis thesis.

My work on the ATLAS experiment contributed to the search for the Higgsohopincluding
validating theH — yy analysis and to determine the systematic uncertainty due to the jet energy
scale for the discovery analysis.

In the search for a Higgs boson signal in the diphoton final state, caedidants are grouped
together in categories for the purpose of improving the signal sensitivitg. @ these categories
was developed to be enriched in signal events where the Higgs bosadisced via the vector
boson fusion (VBF) process. A key feature of the VBF signal everttseiproduction of forward
jets, therefore the jet energy scale is an important systematic uncertairdyafiions in the jet
energy measurements can potentially lead to events migrating between diffeeancategories.
I have contributed a description of the methodology for determining this systeumeertainty in
internal ATLAS communications|[1, 2, 3, 4, 5, 6, 7], and the uncertaintles/e calculated were
used in public analyses[8, 9].

After the discovery, my work focused on defining, and then optimising,vacetegory en-
riched in VBF signal events and developing an associated stand-aldreatichannel method to
measure the ratio of the Higgs boson event production in the VBF and gluon-fusion modes,
using 13fb! of 8 TeV ATLAS data collected in 2012. A measurement of this type could pro-
vide useful information to check compatibility with the Standard Model (SM)atlyesis, and in
comparison with fits to the Standard Model hypothesis, could have incr¢hsesensitivety to

non-standard physics that would manifest itself onlyHia- yy decay loops. This unique work is
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the main content of this thesis as described in Chapters 5-8.

In addition to my Higgs analysis work, | also undertook work in the trigger teddata
acquisition systems. This included ways to improve the identification of elecarmfidates in the
level 2 trigger, to improve usage of CPU time, memory allocation and disk spadessisting in
the programme of the rolling replacement of the Readout System (ROS) FiesWtSA15 cavarn,
that was carried out in the latter half of 2011 to upgrade the ROS perfagnan

The thesis is structured as follows:

e In Chapter 1, the theory is outlined and the Mass Mechanism is explainesl StEimdard
Model prediction of how the Higgs boson should behave is given, ar@hteneasurements

testing consistency with the prediction are highlighted.

e In Chapter 2, a brief description of the LHC and ATLAS detector is gii@esign features

relevant to this analysis are discussed.

e In Chapter 3, the signal and background processes that are modetlestuaied in this
analysis are discussed. The signal Monte Carlo samples are identifi¢toeamdtivation to

use data-driven background modelling is justified in this chapter.

e In Chapter 4, the procedure to reconstruct the photons, jets, eleenonmuons using the

measurements from the ATLAS detector is given.

e In Chapter 5, the event selection for tHe— yy analysis is given. A categorisation procedure
to separatéd — yy events that are produced by different mechanisms is also shown in this
chapter and the limitations with the cut-based categorisation procedure atdiéde A

classification using a boosted decision tree is investigated as an alternative.

e In Chapter 6, shows how the categorisation can be used to calculate thbettieen the
vector boson fusion and the gluon-gluon fusion cross sections by utiligingground fits

and pseudodata.

e In Chapter 7, the measured result on the ratio of the vector boson fusies gections and
the gluon-gluon fusion cross sections is presented using a new choéverf categorisa-

tion.
e In Chapter 8, the main systematic effects are explored.
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e In Chapter 9, the conclusions are presented.

The material in Chapters 5-9 is my own work and Chapters 1-4 is a reviewedftérature to
provide the background information relevant for this analysis, wheggnimdtion has been derived
from other sources, it is cited this in the thesis.

Throughout this thesis natural units are used
c=h=1

Energy, momentum and mass are given in electron-volts (eV).
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Chapter 1

Theory and Motivation

1.1 Building the Standard Model of Particle Physics

The Standard Model of Particle Physics (SM) is currently the best iggiser of the nature of
fundamental particles and how these particles interact with one anotherth#itliscovery of a
new scalar boson and recent measurements suggesting that this nele padithe properties of
a SM Higgs boson [10] the theory is practically complete.

The theory describes two basic types of particle: fermions and bosohs. fuhdamental
fermions are quarks and leptons, often associated with matter. The barsotie force-carrying
particles which are exchanged by fermions interacting with one anotheselparticles are shown
in Table 1.1. All processes are described by a renormalisable quantdnhi&®ry, which is in-
variant under gauge transformations[11]. It is convenient to usegaabgian formalism in this
theory.

The importance of local gauge invariance is that, fields describing spactbivparticles can
be introduced into the theory that leaves it renormalisable. In the SM thempiWgtoboson W~
boson, and boson arise from enforcin8U(2). x U (1)y local gauge invariance. There are three

fields associated with the left-ha&iJ(2), group:
(WL WE WY € SU2)L

and a so-called hyperchargé)(field, B, associated with th& (1)y group. TheW“1 and the\N“2

combine to form theV™ and theW— boson associated with the nuclear weak interactions, as
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1.2 The Mass Mechanism

illustrated in Figure 1.1(a). These interactions are parity violating, so forelaison the fermions

are arranged as left-handed chiral doublets and right-handed sifayletsch generation of quark

and lepton.
u Cc t
XL,quarks: ’ )
d S b
L L L
Ve Vi V¢
XL,Ieptons: ) ’
e T
L H L L

XR,quarks: UR, dRa CR, SR, tR) bR

XR leptons= €r; HR, TR

TheW“3 field, orthogonally mixes with th8y, field as follows:

i Y
Ay _ cosBy  SinBy B, (1.1)

Z, —sinBw cosBy / \W?

where By is the mixing angle. The combination of these two fields form the electromagnetic
photon field A,) and the weak neutrd field. lllustrated examples in the form of Feynman
diagrams are shown in Figure 1.1(b) and Figure 1.1(c) respectively.

In summary, the electromagnetic and weak interactions are unifie8u{2),_ x U (1)y group
and the associated bosons can be described without destroying thmatisabilty of the the-
ory [12]. Unfortunately, the bosons that are described by local gau@riance are massless and
it is known from experiment that th&/ andZ bosons have mas3(100) GeV. Adding the mass
terms explicitly cannot be done as this will destroy the symmetries. A mass methaassthere-
fore devised by Higgs, Kibble, Englert, Brout, Hagen and Guralnik 43,15, 16, 17, 18] to

include these mass terms.

1.2 The Mass Mechanism

The intention is to generate mass terms for\te, W~ andZ® bosons in arsU(2), x U (1)y in-

variant Lagrangian that also incorporates a massless photon. Thiseegtleast three additional

1in the SM the neutrino is assumed to be massless so there is no right-heasteido but a right handed anti-
neutrino.
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1.2 The Mass Mechanism

Fermions | Bosons |
Up (u) Charm (c) Top (t) Gluon (g)
Mass =2.3MeV | Mass =1.28GeV| Mass = 173.5GeV Mass = 0eV
Q Charge =3 e Charge =5e Charge =3 e Charge = @
u Spin=3 Spin=3 Spin=3 Spin=1
a
r
k Down (d) Strange(s) Bottom (b) W boson (W)
S Mass = 4.8 MeV Mass = 95MeV | Mass =4.18 GeV|| Mass = 80.4 GeV,
Charge =—%e Charge =—1e Charge =—Ze Charge =t1e
Spin=3 Spin=3 Spin=3 Spin=1
Electron (ve) Muon (vy) Tauon (V) Z Boson(2)
Neutrino Neutrino Neutrino Mass =91.2 GeV,
L Mass< 3eV Mass< 0.19 MeV | Mass< 18.2 MeV Charge = @
e Charge = @ Charge = @ Charge = @ Spin=1
P Spin=3 Spin=3 Spin =3
t
0
n Electron (e) Muon (p) Tauon (1) Photon (y)
s || Mass =0.511 MeV| Mass = 105.7 MeV| Mass = 1.777 GeV Mass = 0eV
Charge =1e Charge =1e Charge =1e Charge = @
Spin=3 Spin=3 Spin=3 Spin=1
Higgs Boson(H)
Mass 125.5 GeV
Charge = @
Spin=0

Table 1.1: All particles in standard model. Fermions havi@atter counter parts, which have opposite
charge but the exact same mass. The values of the masses quetebtained from the particle data
group [19]. The mass quoted for the Higgs boson mass is the measured by ATLAS (see Section 1.5.1).
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1.2 The Mass Mechanism

(a) Charged Weak current (b) EM current (c) Neutral Weak current

Figure 1.1: Feynman diagrams showing examples of gaugeatiens: (a) electromagnetic interaction: an
electron emitting a photon. (b) charged weak interactioaroélectron and a neutrino withvé boson. (c)
weak neutral current of an electron emitting a Z boson.

degrees of freedom to be introduced into the model to provide the longitymitaisation modes
for the massive gauge bosons. The simplest way in which to do this, is totuica complex

doublet of fields,®, into the Lagrangian which is made up of 4 scalar electrically neutral and

o (5)- 40 78)

with an associated potential of the form

charged fields:

V(®) = PoTd + A (dTd)? (1.3)

For the case wheng < 0 and\ > 0 the shape of the potential is as shown in Figure 1.2. The shape
of this potential has rotational symmetry but the minimum energy state is not z&oha= 0 as
this would be unstable. The minimum energy state has a nonzero expectétieyvva

otp= M

- (1.4)

N[ S

To generate the masses of the gauge bosons, a minimum is chosen sgghtigat= @, =0
and@s; = v. Since the potential is invariant under rotational symmetry no generality igndlse
choice of the minimum, but in doing so the symmetry is spontaneously brokercoRsequence

of this choice gives rise to mass terms for thandW bosons. The mass of thé boson is

1
My = Svg (1.5)
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1.2 The Mass Mechanism

V(o)
V(o)

(@) 2 >0,A>0 (b) ¥ <0,A>0

Figure 1.2: Schematic of the energy potential associatéll tve mass mechanism. (a) shows the shape
whereA is positive and (b) shows the shape whgris negative, in this casgis non zero at the potential
minima.

and the mass of the& boson is

1
mz = SV g7 +92 (1.6)

2

whereg andd’ are theSU(2), and hypercharge coupling strengths respectively. It can be shown

the two masses are related by the mixing angle

My

—— = coSByy. 1.7

- (1.7)

In addition, the choice of the; and @, having no vacuum expectation value allows the photon
to remain massless. Higgs showed that an additional scalar boson is aféctgatefrom this

mechanism [14]. This became known as the Higgs boson, which has anpads
mg, = 2V2A (1.8)

The choice of the vacuum expectation value also quantifies the strength blidlys boson
couplings to the heavy gauge bosons and self interactions. Trilinealingsipf the Higgs boson
with the other gauge bosons, show that the strength of the coupling isrpor@ad to the masses
of the gauge bosons [20].

In addition, the Higgs mechanism also provides an explanation for the fenmésises and
associated coupling strengths to the Higgs boson. These appear in tkew&terms” of the

Lagrangian after the symmetry is broken. Although this term does not prbe@icnasses of each
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1.3 Higgs Boson Branching Ratios and Production Cross Sections

fermion, it predicts that the strength of each fermion coupling to the Higgsrbissproportional
to the fermion mass. As the top quark is by far the heaviest SM fermion, this playge role in

Higgs interactions, as will be discussed later.

1.3 Higgs Boson Branching Ratios and Production Cross Sections

The Higgs boson is detected through its decay into other particles. Usingupkrg information,

it is known that the direct decays afe— WW, H — ZZ andH — ff. Although the mass of the
Higgs boson is not predicted by the SM, the rate of each decay candietptefor a given Higgs
boson mass from knowing the coupling strengths and kinematic states. dieeseferred to as
branching ratios and are shown in Figure 1.3. Although the top quark? theson and th&Vv
boson are the heaviest known particles, for a light Higgs bo96t00) GeV, the dominant decay
isH — bb. The top quark, th& boson and th&/ boson are too heavy for a light Higgs boson to

decay to and will only decay into these particles if they are off-shell.

-

[ WA | [V
LHE HIGGS XS WG 2011
| I I
LHC HIGGS XS WG 2011

Higgs BR + Total Uncert
Higgs BR + Total Uncert

2 1 I
10 100 120 140 160 180 200 100 200 300 400 500 1000

M, [GeV] M, [GeV]

(a) Low mass (b) High mass

Figure 1.3: Branching ratios of the SM Higgs Boson. The bhnémgratios are shown for a range of possible
SM Higgs boson masses. (a) The branching ratios for a lighggsimass and (b) are the branching ratios
for a Higgs mass up to 1 TeV [21].

It is also possible for a light mass Higgs boson to rarely decay into gluahglastons. Al-
though these particles are massless, the decay process is allowed tloapgybf heavy particles.
An example is shown in Figure 1.4 for the diphoton decay.

At the LHC there are five Higgs boson production mechanisms:

e Gluon-gluon fusion;
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1.3 Higgs Boson Branching Ratios and Production Cross Sections

NNV
7 Y
----- f
H
f
J\/\/;

(a) H — yy mediated by a heavy fermion loop.  (b) H — yy mediated by a loop of heavy gauge bosons.

Figure 1.4: Feynman diagrams of the— yy decay channel in the SM. The photons are massless, so the
decay is mediated by heavy particle loops, which can eitbendavy fermions, shown in (a) or massive
gauge bosons, shown in (b).

e \ector boson fusion (VBF);

e Associated Higgs boson production with\aboson;

e Associated Higgs boson production witiZdoson;

e Associated Higgs boson production with a pair of top quarks.

The leading order Feynman diagrams for these processes are showguie E5. The cross
section of each process is dependent on the mass of the Higgs boddmasaa trend to generally
decrease with mass (see Figure 1.6).

The LHC is a hadron collider with a high centre of mass energy, therefagstboson pro-
duction via gluon-gluon fusion is the highest rate production procesa fight Higgs boson as
seen in Figure 1.6. Since gluons are massless, the gluon-gluon fusicespris mediated by a
heavy quark loop. This is usually the top quark as it is by far the heaviedtiheerefore has the
strongest coupling to the Higgs boson. As this is a strongly interacting ggsotiee cross section
is modified substantially by radiative corrections. Higher order diagramsttigones shown in
Figure 1.5(a) have to be taken into consideration when calculating thesgogn.

The VBF process is another common production process at the LHC eAsrs€&igure 1.5(b),
the Higgs boson is produced from weak bosons that are radiatedbougfiquark in each proton.
To produce a Higgs boson, the energies required of the weak boswagdbe of the order of

a Higgs boson mass, therefore the quarks carry away the majority of éngyerThe transverse
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1.3 Higgs Boson Branching Ratios and Production Cross Sections
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(a) gluon-gluon fusion (b) vector boson fusion
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(c) Associated production with\& or Z boson (d) Associated production with two top quarks

Figure 1.5: Feynman diagrams of the five main production meigms. (a) Gluon-gluon fusion, (b) vector
boson fusion, (c) associated production witWar aZ boson and (d) associated production with a top and

an anti-top quark.

momenta of the quarks is also large but much less than the total energy eavagdThis means
the recoiling quarks have a small scattering angle. In addition, decaygsodf the Higgs boson
will be fairly centralised so the quarks and decay products will be larggpiated.

The associated production mechanisms are an order of magnitude lessehéBRlprocess.
Although the cross section is very small, searching for the Higgs bosorsotiasion with an
additional final state particle will enhance the signal sensitivity becauseahefewer background

processes with the same final state products.
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1.4 Theoretical and Experiment Constraints on the Higgs Mass
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Figure 1.6: Cross sections of the SM Higgs Boson productiechanisms with feasible detection is shown
for all possible SM Higgs boson masses [21].

1.4 Theoretical and Experiment Constraints on the Higgs Mass

In the SM the mass of the Higgs boson is not predicted. However in ordgrddliggs mechanism
to be valid in the SM, the mass of the Higgs boson has to be constrained to alpartiass range.
The absolute upper mass limit allowed by the SM can be inferred WBmscattering. When all
diagrams are taken into account for this process (two of which are medigtibe Higgs boson),
the mass of the Higgs boson is restrictedt@(1) TeV or else unitarity of the quantum scattering
amplitude is violated.

Further constraints are also provided by electroweak correctionsh@dsrsearlier the masses

of theW andZ bosons are related by the mixing angle

Mw

However, this is only at leading order, when radiative correctionsh@gthe ones shown in
Figure 1.7) are taken into account, there are deviations from unity, whecllependent on the
mass of the Higgs boson and the masses of the other particles involved ia EiguExperimental
measurements of the other parameters, therefore help constrain the ntas$Sbdf Higgs boson.
The overall fitis shown in Figure 1.8, which predicts the Higgs mass to beaatay than 260 GeV
with 95% confidence [22, 20].
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1.5 Measurements of the Higgs Boson
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Figure 1.7: Radiative corrections to t¢boson mass at the electroweak scale.

By the end of summer 2012, the direct searches from ATLAS had extltideexistence of
a SM Higgs boson with a mass between 111 and 122 GeV and 131 and 558&@s&¥r 95%
confidence (see Figure 1.9(a)). An excess consistent with the SMHhegi® was observed at
~ 125GeV for both ATLAS and CMS with a significance oD@ for ATLAS (see Figure 1.9(b))
and 500 for CMS.

1.5 Measurements of the Higgs Boson

At present the ATLAS and CMS LHC experiments have observed a nawelpawhich has been
observed in five decay channéls— yy, H — ZZ, H — WW, H — 1T andH — bb. The properties

of the new particle have been measured to check for consistency with thdigjd boson.

1.5.1 Mass Measurement

AstheH — yyandH — ZZ — 4 leptons (4, 4uor 2e2)l) decay channels produce a reconstructable
mass peak (see Figure 1.10) these channels are used to obtain a masemmeasuWith the

available data the combined Higgs mass measurement is
my = 1255+ 0.2(stat) 33(syst) GeV

from ATLAS [10] and
my = 1257 4+ 0.4(stat+ 0.3(syst) GeV

from CMS [23].
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1.5 Measurements of the Higgs Boson
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Figure 1.8: Global fit of electroweak parameters which predilikely value of the SM Higgs mass, as-
suming validity of the SM. The Large Electron Positron (LEB)lider, excluded a SM Higgs boson with
a mass up to 114 GeV with 95% confidence. The SM fit constram$&i¥ Higgs mass to be lower than

260 GeV with 95% confidence level [22].

1.5.2 Couplings to the Decay Particles

If the observed particle is the SM Higgs boson the various decay chaameefsedicted to occur

at the rates shown previously in Figure 1.3. A signal strength paramet&s, defined which

measures the rate of decay for a given decay process relative to tipec8idtion. An observation

compatible with the background-only hypothesis correspong@sst®. An observation consistent

with the SM signal hypothesis correspondsite 1. If u> 1 the decay occurs more often than the

SM prediction. The recent measurementsadfom ATLAS and CMS are shown in Figure 1.11.

The overall measurement pfrom both experiments is comparable with the SM prediction within

the current experimental uncertainties.
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Figure 1.9: Results from 4.6-4.8th of 7 TeV data and 5.8-5.9f3 of 8 TeV ATLAS data[8]. (a) The
SM Higgs boson with a mass between 111 and 122 GeV and 131 &@é&6has been excluded with at
least 95% confidence. (b) Signal significance and the prétyabi obtaining an excess for a given mass,
assuming the background only hypothesis.
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Figure 1.10: Invariant mass distributions using 25'%lof ATLAS data shown for two of the Higgs boson
search channels. (& — yy[24] and (b)H — ZZ — 4 leptons [25].

1.5.3 Spin and Parity

The spin and parity of the new boson have also been measured with thaetalata. If the particle
is the SM Higgs boson, its spin should be zero and the parity should be é&en.spin and
parity of the particle have been measured using various decay angutésudisns of the final
state particles in the selected events. The observation of the decay intodtemplutomatically
implies that this particle is not a vector boson of spin 1. Usingthe yy, H — WW — Ivlv and
H— ZZ — Il channels the ATLAS and CMS data exclude a spin 2 CP odd particle with 8%&r 9

confidence and favours spin 0 CP even[28].
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Figure 1.11: Signal strength determined for five decay @ses, signal hypothesis shown by the dashed
lines. p= 1.30 calculated by ATLAS ainy = 1255GeV in (a) [26] andu = 0.80 calculated by CMS at
my = 1257GeV in (b) [27].

Measurements of all these properties give strong evidence that the abksdyved particle is

consistent with the SM Higgs boson.

1.5.4 Production Cross Sections

The measurements of the cross section for the various production pescesthis new particle
are also important to further test consistency with the hypothesis that it isgs Himson, or even
the SM Higgs boson. Two particular processes of interest are the gluon-fusion and VBF
as these cross sections are high enough for feasible detection. Threghlom fusion process
provides a measurement of the Higgs boson coupling to fermions due todhelqap, and the
VBF process provides a measurement of the Higgs boson couplings\é #melZ bosons. The
SM predicts the gluon-gluon fusion process to occur 12.3 times more ofte’VBRrassuming
the Higgs massy = 1255GeV [21].

The gluon-gluon fusion process is mostly mediated by a the top quark loagp.isThecause
the strength of the Higgs boson coupling to fermions is directly proportionletio mass. There

are however models that go beyond the SM. For example supersymmetmsiexie of the SM
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(SUSY), predict the existence of fermionic particles for every bosoartigge and bosonic parti-
cles for every fermionic particle. Assuming there are additional heavyYSt@Bnions in nature,
in addition to the top quark, there could be additional particles in the gluomdiugion loop
which could enhance the gluon-gluon fusion cross section.

Other models, with reduced or suppressed Higgs boson couplings to fexoribosons, could
result in a significant reduction of either the gluon-gluon fusion prooeske VBF process. A
direct measurement of the ratio of the gluon-gluon fusion and the VBFugtamhs could provide

useful information to check for compatibility with the SM Higgs hypothesis or wirse.
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Chapter 2

The LHC and ATLAS Detector

In this chapter an overview of the Large Hadron Collider (LHC) and th&A&S experiment is
given. The performance of the ATLAS detector in relation to Hhe— yy signal and thepp

collision data will be the main focus.

2.1 ThelLHC

The LHC is a high energy patrticle collider at the CERN laboratory in Gendvee aim of the
LHC is to uncover new physics at high energies by accelerating two befgrastizles in opposite
directions, in a ring and colliding them together at fixed points. Since theddttdre LHC opera-
tion there have been several physics programmes to study two types dbeoolfisoton on proton
(pp) and heavy ion collisions.

In 2012, proton beams were accelerated to energies of 4 TeV eaatingra centre of mass
energy of 8 TeV. Proton beams are accelerated in bunchesl®! protons by radio frequency
(RF) acceleration cavities and steered round the ring by powerfurcmpgucting magnets. As
many as 1400 bunches are present in one beam making the buncingmags extremely high.
Each beam travels in a high vacuum beampipe, to reduce collisions with maemdetaining
the beam lifetime. At each collision point the bunches are focused an@zepidy powerful
guadrupole magnets. During a bunch crossing there is likely tofeiateractions or collisions,
which are measured by sophisticated particle detectors. Each detectaigaetefor specific
types of analysis in the hope of new physics discoveries. There aregm&ra-purpose experi-

ments: ATLAS and CMS, both designed for a multitude of physics searattestadies. ALICE
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2.1 The LHC

is designed to study heavy ion collisions during the heavy ion runs and Lisisigned to study

collision events containinB mesons [29].

2.1.1 LHC Performance

The number of data events of a particular procegs Collected is measured by the integrated
luminosity (£)
Np = OpL = 0p / Lat @.1)

wherea), is the cross section of a particular process hrnisithe instantaneous luminosity. As the
beam is not continuously replenished, during a run the instantaneous kityiwidl decay. When
the instantaneous luminosity becomes too low the beams are dumped and the gfilzd to
start a new run. Throughout 2012, the LHC was operating at a vehyihggantaneous luminosity,
making the 2012 dataset the largest of the total LHC operation so farpasish Figure 2.1(a).
The data taking rate in 2012 was better than previous years due to laméenof bunches per
beam, better control of the beam and quicker turn around periods hetsasd run. However
this also meant thatp interactions were occurring at greater rates. During 2012 there were mo
interactions per bunch crossing on average compared with 2011 datawas & Figure 2.1(b).
When there is more than one interaction per bunch crossing, this is ikferas pileup, which

can affect event reconstruction and analysis procedures are i folget around this.
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Figure 2.1: (a) Amount of data recorded infhduring 2010, 2011 and 2012 shown separately. (b) Differ-
ential integrated luminosity with respect to the averageaber of interactions per bunch crossing [30].
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2.2 ATLAS

The ATLAS detector [29] is a general purpose detector composederfadayers of subdetectors.
The subdetectors are arranged in concentric layers around the Beafreéerred to as the barrel)
and in flat layers either side of the barrel (referred to as the end-c@pe inner most part of the
detector is the tracking system, designed to reconstruct the tracks adiceésef charged particles.
The strong 2 T magnetic field created by a surrounding solenoid magnes Hemtrajectories of
charged particles and allow for momentum measurements with high resolution.

Beyond the tracking is the high granularity calorimetry system, which meatheenergy of
individual electrons photons and jets. The muon spectrometer is the outepanbsf the detector
as the muon is the only particle other than the neutrino to completely traversetttotodeThere
are ten toroidal-shaped magnets embedded in the muon spectrometer tHenaingurther
momentum measurement and distinction of muons from anti-mouns. A more detaslepdion
of the subdetectors is given in the following sections.

It is now convenient to define variables and the coordinate system thegdsiti this analysis.
ATLAS uses a right-handed coordinate system whereztgection is defined in the direction
along the beam line and thyedirection points vertically upwards from the centre of the detector.
The azimuthal angle@is the angle in the transverse plane around the beam line and the polar angle,
0, is the angle from the beam line. The momentum and energy in the translemseape defined

as

pr=/PE+p§ (2.2)

and
Er = EsinB (2.3)

The pr andEr variables are used because these are invariant under Lorentotraatbns in the

direction of the beamline. The rapidity

1 E
_ 1, Etp

=g (2.4)

y

is also invariant under Lorentz transformations and for high energiesegr> m, y approximates
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to the pseudorapidityy, which can be expressed in terms of the arfjle
0
n=-— In(tané) (2.5)

For particles which do not interact with any part of the detector, suchresiiino, the energy is
not measured and is interpreted ‘missing’ enelfgyniss

Separation of two particlesandb, AR, is measured im — ¢ space using

BRep =/ (Na—1Nb)2 + (@a— @)2. (2.6)

The purpose of the ATLAS experiment is to obtain precise measuremenrtgsitpl phenom-
ena and to search for new physics beyond the SM. One of the main obgeofithe experiment
is to determine the nature of spontaneous symmetry breaking through theatisob the Higgs
boson. Now that a Higgs boson has been discovered measuremengsngrenade to determine
the cross sections, branching ratios, spin, mass and its couplings. Tge Ibtigon, isn't detected
directly but through its decay products, which can be detected with the STd&ector with great

precision.

2.2.1 Trigger and Data Acquisition

Most events irpp collisions are low energy scattering processes which are not interessitghp
The interesting events come from hif hard scatters or events with high miss Keeping every
event would not be feasible given that there were bunch crossiegg 80nsin the data collected
so far. A trigger system is therefore in place to only save the events #haf arterest.

The ATLAS trigger system operates at three levels: L1, L2 and the &lten{EF). L1 reduces
the rate from 20 MHz rate of data taking to 75kHz. It is required to be fasteav events are
occurring every 5@is Regions of interest (Rol) in and @ space from slices of the detector are
identified based on reduced granularity information from the calorimetriesysnd the muon
spectrometer. A decision is made whether or not to keep the event by tinal tegger processor,
based on energy thresholds and other interesting event characteristics

After an event is accepted by L1, the event information is stored in redudiers, whilst a

decision is being made by the L2. Full access of all the information within thel all the

39
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subdetectors is available to the L2 trigger. The existing information is made mexis@ with fast
algorithms to reconstruct particle tracks and other features of the event.

If the event is accepted by L2, full event reconstruction takes plaiog tise same algorithms
that are used for the offline analysis after the data is stored. Thesi@toetter threshold mea-
surements and particle identification. After the EF the data taking rate is doc®0Hz and
the data are stored for offline analysis.

There are different triggers for different types of physics preesghat are of interest to store.
If a trigger is occuring at a high rate it can be ‘prescaled’ meaning thepance is reduced by a
‘prescale’ factor.

During data taking each run is divided into luminosity blocks. This is so thecples can be
changed as the luminosity progressively decreases during a rursdro€targe dead time or part
of the detector is not responding the corresponding lumi blocks carjéxted, whilst leaving the

integrity of the rest of the run intact[29].

2.2.2 The Inner Detector

The inner detector is the tracking system which consists of three compdhehtover a pseudo-
rapidity up to|n| < 2.5, as shown in Figure 2.2. As particle tracks will be much closer together
nearest to the interaction point, the tracker is designed to increase in@ignwith decreasing
radius. The purpose of the inner detector is to reconstruct the trackisanfed particles. This

relies on either semiconductor detectors or gas ionisation.

Pixel Detectors

The inner most part of the tracking system uses pixel semiconductingdiegjyrto provide high
resolution track reconstruction. In the barrel, there are three comcéayers of pixel modules and
three disks in each of the end-caps, which accurately determine three spats of the particle
tracks. It is positioned closest to the interaction point, extending 650 nmaird 1225mm in
detector radius;. Being so close to the beam, each module has to be radiation hard. Thé overa
resolution of the pixels can reconstruct tracks which arepb®0n z and 15um in r[31, 32].

Not only does this provide accurate primary vertexing but also the ability tondisish multiple

vertices apart in high pile-up events, and measuring displaced segorettices from long lived
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Figure 2.2: Detailed layout of all the components of the AB_lner detector in thg — z plane including
the pixels, semiconductor tracker and the transition téaharacker. Absolute pseudorapidity is marked
every|n| =0.5 up to 2.5, the maximum tracking coveragg,= 2.5[29].

particle decays, as shown in Figure 2.3.

Semiconductor Tracker

The semiconductor tracker (SCT) uses similar semiconducting technoloiine qexel detector
but with silicon microstrips. Each SCT module has two sensors with longitudinps sglued
back-to-back with one at a 40mrad stereo angle to provide hit measureamentp. The SCT
has reduced granularity relative to the pixel detector, however thepaocy is much lower as the
SCT is positioned further away from the interaction points. The SCT caieaeh resolution of
17um perpendicular to the strips and 380 parallel to the strips [33].

The modules are arranged in four concentric layers in the barrel retgsigned to provide
four space point position measurements of charged tracks. In eack ehthcaps, the modules

are arranged radially in nine layers.

Transition Radiation Tracker

The TRT is the outer most part of the ATLAS tracking system and is the largfeis a gaseous
detector comprised of many strawsuiin diameter. These are arranged parallel to the beam axis
in the barrel region and spoking out radially in the end-cap region. With littherizd the chance

of photon conversion is minimised and the many straws can be used to praeuisasure~ 30

positions along a particle track.
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Figure 2.3: A display of multiple interactions in a singlenloh crossing from ATLAS data. Elevepp
vertices have been identified (left). Amongst all this dttia secondary vertex, likely to be coming from a
Ks particle (left), has also been indentified [31].

The gas mixture in the straws consists of Xe,Gd G and a gold plated wire runs through
the centre. The wire is grounded and a negative voltage is applied to the Wilzen a charged
particle traverses the straw the gas molecules are ionised to electron-isnT@relectrons drift
towards the wire and positive ions drift towards the straw. As the elecaocslerate, they gain
enough momentum to produce more electron-ion pairs causing an elecalanevwe. The build
up of charge on the wire produces a voltage pulse, which is interpreti aggnal of a charged
particle crossing the straw.

The gas has a high concentration of Xe, chosen for the high absor(ffimarey of transition
radiation (TR). TR is produced when charged particles with a high Loractor pass through
materials of different dielectric constants. Such radiating material occtimespace between the
straws. This is useful to discriminate electrons from pions, as electrausipe more transition

radiation than pions[29].

2.2.3 The Electromagnetic Calorimeter

The electromagnetic calorimeter (ECAL) provides a detector coveradeaf@magnetically in-

teracting particles ofn| < 1.475 in the barrel and between3¥5< |n| < 3.2 in the end-caps. It

42



2.2 ATLAS

is composed of modules as seen in Figure 2.4, designed with accordiceddbgers of absorbers
and copper-kapton electrodes immersed in liquid argon. This accorbeped geometry gives
full azimuthal coverage. Detection is achieved by the initiation of an electroetmgshower in

the absorbers which then ionises the liquid argon. Electrons drift towthedslectrodes and a
pulse is read out in cells dfpandAn, which are then converted into an energy measurement. The
full depth of the ECAL corresponds to over 20 radiation lengths, so teatrens and photons are

fully absorbed before reaching the hadronic calorimeter.
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Figure 2.4: Schematic showing the dimensions of the 3 saiggpknd the presampler in an ECal module at
n =0[34].

Each module is divided into three sampling layers, with different size cellsch keger. The
first sampling has the finest granularity that is made up of strip cells that ame gnanular inn
(An x Ap=0.0031x 0.098). An important aspect of this design is that it can provide a positioning
measurements for photons, which can not be achieved by the trackesn Hlso discriminate
between real photons amd hadrons which decay into two photons separated by shfallThis

is demonstrated in Figure 2.5 which shows the energy deposits in the firstaodd samplings for
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a photon and &°. In the second sampling (where the majority of the energy is deposited)lthe ce
are less fine and the two candidates appear to be similar. However in tteafirpting the energy
from thet® candidate is detected in two ‘clusters’ because of the fine granularityestigg that
there are two photons which are very close together. The outer sampBrigdsafine granularity,

and is used for triggering purposes.

Figure 2.5: Detection of electromagnetic energy in the &rsd second samplings of the ECAL. A photon
candidate is shown on the left andta— yy candidate is shown on the right [34].

Due to energy losses of electrons and photons upstream from the EZe,is a pre-sampler
in place before the first sampling of the main ECAL module to provide an estimale @nergy

losses.

2.2.4 The Hadronic Calorimeter

The hadronic calorimeter (HCAL) provides detector coverage of lradatly interacting particles
up to |n| < 4.9. Full coverage is useful for analyses which require a measurenfientssing
energy. The absorbing material is required to be dense to ensure tharidles other than
muons are absorbed before reaching the muon spectrorrgter@ corresponds to 9.7 interaction
lengths).

The barrel region consists of scintillating tiles alternating with steel plates.sTimgllating
light is measured by photomultiplier tubes. The tiles are oriented radially andi@inaal to the
beam line for full azimuthal coverage [29].

The hadronic calorimetry in the end-caps also uses liquid argon detectibaseTare the
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hadronic end-cap calorimeters (HEC) covering & |n| < 3.2 and the forward calorimeters
(FCAL) covering 31 < |n| < 4.9, which is important for the measurement of forward jets. Each
HEC consists of wheels that are made of wedge-shaped modules ofdfsrqaates oriented at

a normal to the beam line. The readout provides granularitypk A@= 0.1 x 0.1 for |n| < 2.5
andAn x Ag= 0.2 x 0.2 otherwise [29].

The FCAL is divided into three components. To reduce the neutron altedoiito the inner
detector the FCAL is positioned further out from the interaction point reddtivthe HEC. As a
result the material is required to be more dense to ensure full absorpti@iniier most FCAL
module uses copper absorbers for electromagnetic measurements astérwatgsorbers for the

two outer most components [35].

2.2.5 Muon Chambers

The muon spectrometer is positioned on the outer most part of the detedativiled into three
layers to give precision coverage withim| < 2.7. Each layer is made up of specific components
that are arranged concentrically in the barrel and consist of disks entheaps. A magnetic field
is provided within the layers by 10 toroidal magnets (eight in the barrel ardroeither end-cap).

The muons trajectories will bend in the toroidal magnetic field and the amournafifg is
measured, to determine the momentum of the muons. The momentum resolutiosn batween
4% for muons of 3 GeV and 10% for a muon of 1 TeV [36].

The measuring components consist of drift tubes, cathode strip chgnalperswo types of
triggering devices: the resistive-plate chambers and the thin-gap cheunitier drift tubes work
on the principle of charged muons ionising the gas within. Electrons aretidukbaad drift towards
a wire due to the applied electric field. This robust design has the advahtdbe wires produce
a radially symmetric electric field, so the drift time has little dependence on the mowiente
angle.

All the precision measurements are provided by the drift tubes except inrtbe most layer
of the end-caps witln| > 2, where the drift tubes are replaced by cathode strips, due to the high

occupancy rate in the forward region and their better resolution in theiigpthne [29].
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Chapter 3

Signal and Background Processes

The data analysis presented in this thesis is concerned witHl theyy decay channel. In this
chapter the relevant signal topologies will be described, and the pomdsig SM backgrounds
will be discussed. A description of Monte Carlo (MC) event simulation is geed the use of
different MC generators is discussed to model the events. An argument ®rward to use
13fb~! of data to model the background. A signal region in the invariant mass wint20 <
my, < 130 GeV is defined to contain the majority of the signal events. Outside thd sagnan,

the real data is expected to consist almost entirely of background.

3.1 Signal Processes

Although theH — yy branching fraction is extremely small (0.228% for = 125 GeV [21]) this
decay is one of the best channels to detect and study a light Higgs bosdo its clean signature
of two isolated highpt photons and the excellent experimental mass resolution. The invariant

mass between the two leading photgnsindy,, defined as:

My = |/ 2EEpe(1- c0gBy1y2)) (3.1)

whereE,; andE, are the respective energies of the two leading photon®aggdis the opening
angle between the two photons. Since the photons are well defined objdatarmbe measured
with very good energy resolution, the signal events cluster in a peak imr@awnemass window, as

shown in Figure 3.1.
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Figure 3.1:m, calculated for MCH — yy signal events containing two highr photons that have been

simulated using Pythia and Powheg for both the gluon-glusioh and the VBF mechanisms. The gluon-
gluon fusion signal distribution is shown in black with th&WF signal distribution (in red) superimposed.
The distributions are normalised to 13th

At the LHC, the Higgs boson is produced by five mechanisms, which moseesin features
such as additional jets or leptons that are tagged to provide extra sigis@hsgy. In particular two
additional ‘tag jets’ are present in Higgs boson events where the Higgmlie produced by the
VBF mechanism. The tag jets are formed from the quarks in the incoming priveggreenting
after recoiling from the weak bosons that fuse to produce the Higgsnbodets may also be
produced in gluon-gluon fusion signal events but these jets are initiadedHrgher order QCD
radiation, and are mistaken as tag jets. The tag jets in VBF signal events dnemoue forward
and have highepr when compared with those of the gluon-gluon fusion events, shown by la muc
higher multiplicity of jets in VBF at higher pseudorapidity values (see Figure 312e tag jets in
VBF signal are often detected in opposite ends of the detector and aatpby a large gap in
pseudorapidity spacéy) ;. The dijet system of the two tag jets usually has a large invariant mass
Mj; and the azimuthal angles of the dijet system in the transverse gignend the diphoton

system,@,,, are expected to be separated by approximately 180 momentum conservation
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Figure 3.2: Pseudorapidity of the leading)(and subleading jetg4) for events which contain at least two
photon candidates and at least two jet candidates. Coroparstween simulated signal samples that have
been generated with Pythia and Powheg for both for gluonsgfusion and VBF.

reasons. This property is quantified by the variable:

Agjj vy = @) — @yl (3.2)

This is also reflected in the balance between the transverse momenta of tb@dipirstenpr
and the dijet systerfir j;. The pr balance variable will now be defined g%y + Pr jj| which is
zero if the jets and photons are perfectly balanced. The two jets and tworzhare more likely
to be in balance in VBF events as shown in Figure 3.3.

As a large separation between the jets and the decay products is alstedxeseparation

variable between the leading photon and leading jet is defined as:

ARy1j1 = \/(nyl—nj1)2+(cg,1—cp,-1)2 (3.3)

In associated production events with a weak boson, the weak bosorcay léptonically or
hadronically. Where the weak boson decays leptonically, an electromaoioa can be observed
in addition to the two photons. Where the weak boson decays hadronicalig, dine two jets

observed and the reconstructdg; is therefore similar to the mass of tilé or Z boson, as shown

48



3.2 Background Processes

L L L L A
0.03| —
- —ggFH-yy ]
0.025— -
- —VBFH-yy A
0.02 -
0.015F -
0.01 =
0.005— —
O:I 1 1 I 1 1 1 I 1 1 1 I 1 1 1 I 1 I I T . l ':
0 20 40 60 80 100 120 140
ATLAS Work in progress |Byy+b>jj| [GeV]

Figure 3.3: Comparison between Monte Carlo signal sampleglfion-gluon fusion and VBF of thpr
balance calculated for every event containing at least teaign candidates and at least two jet candidates.

in Figure 3.4
The pryy variable [37] is the magnitude of the vector sum of fheof the two leading photons

projected onto a trust axfs

Pray = |(Prya + Pryz) Afl (3.4)
where
«  Pry—Pry
f= oI Fhye 3.5
Bry1— Pyl (3:5)

Pt ty is generally high in associated Higgs boson production Witbr Z bosons. and the jets are
separated by a small pseudorapidity gap.
Associated production wittt is the least likely Higgs production mechanism which leaves a

signature of two photons and multiple jets due to the decay chains of the tdgsquar

3.2 Background Processes

There are various types of background to the— yy signature, which can be both irreducible
and reducible. The irreducible background is otpg@revents, which include final state isolated

photons. The main diphoton backgrounds are shown in Figure 3.5. Thre@ocess is where
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Figure 3.4: Comparison between simulated signal samptagdon-gluon fusion and VBF of the invariant
mass of the two leadingr jets for every event containing at least two photon canésland at least two
jet candidates.

two photons are produced by two quarks as shown in Figure 3.5(a). afk qiiuon interaction
where two bremsstrahlung photons are radiated from the quarks, as ghéigure 3.5(b) and a
higher order box diagram, where two photons are produced from a ghteraction, is shown in
Figure 3.5(c).

NAVAVAVAVAS e VAVAVAVAV VS NN
q Y q Y g q Y
(a) Born (b) Bremsstrahlung (c) Box

Figure 3.5: Leading order Feynman diagrams of the irredadiackground processes for the— yy
signal.(a)gq— vy, (b) qg— yy and (c)gg — vy.

There are also many reducible photon backgrounds mostly dominated bpdeaeutral
mesons iny—jet or dijet events, (jets are plentiful in hadron colliders). However bingisn-
formation from the inner detector and exploiting the information and fine daaityifrom the

ECAL, the faking of photons by jets is reduced.
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3.3 Signal and Background Modelling

3.3 Signal and Background Modelling

3.3.1 Monte Carlo Simulation

The proton is a composite particle containing quarks and gluons (partsimgle thepp interac-
tions are random, they are modelled by probability density functions (PBBsa process where

partoni in protona and partonj in protonb goes to particlé, the cross section is given by
o a 2\ b 2\\i
i1« = [ dx [ P, Q)P (%0, Q) Vi (3.6)

wherex, is the fraction momentum of proton a, the PP Xa, @?) is the probability of partom
in protona havingx momentum at a momentum scal@ and I\7Iijﬁk is the amplitude (or matrix
element) of thej — k process. Events are simulated in accordance to the PDFs using Monte Carlo
(MC) simulations.[38]

For hadron colliders, it is not just the hard scatter that the event generaist consider.
Various other processes need to be taken into account when genereimg, these are shown
in Figure 3.6. Radiative corrections mean that incoming and outgoing panmidgsadiate out
initial or final state photons or gluons. The radiated gluons would therohesdr producing extra
jets in the event. The proper way to model radiative corrections would bechadia them in the
matrix element, except not all higher orders are known. Instead pantmmesing is used, which

bases initial and final state radiation on parameters determined from data.

— Hard Scatter »,

- UI‘](:lCl‘ljfing Event o XIS OSISTSISIS S 5
— Initial/final state Radiation ..

e

-
f;aaaaooﬁ‘“

Proton A Proton B

Figure 3.6: Schematic diagram of the typical scatteringraiative processes ipp collisions.

Since quarks and gluons carry colour charge, they have to be cduafitchadronise at distance
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3.3 Signal and Background Modelling

scalesO (1) fm. Heavy and offshell hadrons decay in to other hadrons untileststiates are
reached producing jets in the event.

In addition to the hard scatter, there are multiple soft scattering procebgess known as
the underlying event[39] which can also produce associated initial aabistiate radiation. QCD
radiation hadronises and produces even more jets in the event.

The signal inH — yy is modelled by either Pythia [38, 40] alone or Pythia with Powheg [41,
42]. The associated production mechanisms are modelled using just Pytleie recent updates
take into account updated information from the particle data group [19heré accurately sim-
ulate the transverse momentum of the Higgs boson. The gluon-gluon fusioviBBF processes
are the highest cross section processes and have large highecordmtions. Accurate mod-
elling of the jets is of additional importance in the VBF signal, as cuts are applidnx tiag jets.
These processes are modelled with Powheg, which can account fagties brder corrections,
including QCD and electroweak corrections. Next-to-leading order (NioPuts from Powheg
are interfaced with Pythia, and Pythia is used to model the hadronisatioraaiod ghowering of
the gluon-gluon fusion and VBF processes.

Due to high luminosity in the 2012 data, there were sevemalkollisions in every bunch
crossing. In order to simulate high pileup multiple minimum-bias proton scatteringeaee
generated and overlaid on the hard scatter.

In this analysis a total of 15 MC samples were used to simulate theyy events produced by
gluon-gluon fusion, vector boson fusion and the associate producticegses. Each process was
simulated at three different Higgs boson masses)( More events were generated for the gluon-
gluon fusion process and the VBF process at 125 GeV. As these twegs®s are measurable at
13fb~1, high statistics are advantageous. The relevant information for each sathsiample is
shown in Table 3.1.

The cross sections used to normalise the number of events are showndi3 Tabirhese are
calculated with much higher precision compared with the samples used. Glumm-fgsion is
calculated at next-to-next leading order (NNLO) and next-to-nextimgptbgarithmic (NNLL)
order for QCD processes and NLO for electroweak processes, WBFand ZH is calculated at
NNLL for QCD processes and NLO for electroweak processes and ttidlcslated at NLO for
QCD processes[21].

Geant4[43] was used to simulate the detector effects and the interactitims fifial state
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particles, passing through the detector material.

3.3.2 Data-Driven Approach to Background Estimation

The background events have to be modelled accurately in order to etkteakt— yy signal. It

is possible for this to be done with the MC simulations but as mentioned in Sectiah8.RIC
simulation is limited by not knowing all higher order corrections. There a@\asous composite
background processes, which would be difficult to determine. Studi&8Bé&f events involve
cuts on jets, so any uncertainty in the parton showering and hadronisatipagates into the
systematic uncertainty in ther-Njets samples. An alternative way to model the background is to
use data events to model it, which is what has been done for this analysis.

Data can be used to model the background providing there is no contamifiatiothe signal.
Recent measurements on the Higgs mass condiyde 1255+ 0.2stattd2syst GeV [10] and it
was shown in Figure 3.1 that for a simulateg = 125 GeV,m,, occupies a narrow mass window.

A signal region is therefore defined as the invariant mass windowrQ, < 130 GeV. Assuming

the actual Higgs mass is close to 125 GeV it is very unlikely that genuine Higggswill have

my, < 120GeV orm,, > 130GeV, therefore it is a very good approximation to assume that all
events in the lower sideband region 190n, < 120 GeV and the upper sideband region 30
myy < 160GeV are background events.
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H—vw My o Branching ratio Expected N Events
Production [GeV] [pb] [%] Events at 13 fi3
agF 120 21.13 0.233 64.0 299999
ggF 125 19.52 0.228 57.9 2984986
ggF 130 18.07 0.225 52.9 99997
VBF 120 1.649 0.233 4.99 100000
VBF 125 1.578 0.228 4.68 979993
VBF 130 1.511 0.225 4.42 49999
WH 120 0.7966 0.233 241 30000
WH 125 0.6966 0.228 2.06 30000
WH 130 0.6095 0.225 1.78 29900
ZH 120  0.4483 0.233 1.36 29997
ZH 125 0.3943 0.228 1.17 30000
ZH 130 0.3473 0.225 1.02 30000
ttH 120 0.147 0.233 0.445 30000
ttH 125 0.1302 0.228 0.386 30000
ttH 130 0.1157 0.225 0.338 29999

Table 3.1: Assorted statistics for 15 M& — yy signal samples used in this analysis for 5 different pro-
cesses generated for 3 different valuesmpf. Cross sections and branching ratios are obtained from Ref-

erence [21]. Gluon-gluon fusion is calculated at NNLO+NNQICD + NLO EW. VBF, WH and ZH is

calculated at NNLL QCD + NLO EW and ttH are calculated at NLOMC
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Chapter 4

Reconstruction of Physics Objects

This analysis requires the identification of various particles and physisqohena. As this anal-
ysis is concerned with the Higgs boson which decays via the diphoton ehaificient identifica-
tion of photons is required. In addition, the various production mechaniserstizdied (the VBF
and associate production with vector bosons) which require identificafijgtsy electrons and

muons. The reconstruction and identification of these physics objectsastassin this chapter.

4.1 Photons

Photons are electromagnetically interacting particles and have no electriecHdney are there-
fore identified by the presence of an electromagnetic cluster in the ECAL widlssociated track.
This is only true however, for photons which do not convert into eleefrositron pairs. As the
photons interact with material in the detector, as many as 60% [44] corsferethey reach the
ECAL. During LHC run time, photons which have converted are initially clasgifis electrons
and are then later recovered in the offline analysis. The electrons wisctoasidered converted
photon candidates, are those which have a conversion vertex asdowittiethe track, or are
associated with tracks that are not consistent with tracks made by prormopbake A converted
photon, is recovered providing it can be matched with energy clusters setond sampling in the
ECAL, within ann-@window. Tracks and vertices are then refitted under the electron hygisthe
in order to correct for bremsstrahlung energy losses.

Hadronic background such a8 — yy are distinguished from other photons by utilising infor-

mation from the calorimetry systems and by applying isolation cuts around therpbandidate.
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4.1 Photons

Using the calorimetry information, so called shower shape variables aredefivhere one can
apply cuts to discriminate between prompt photons coming from the hard iticerandr® — vy.

A study of MC samples [45] identified these variables and compared e@cfoofteal’ photons
and ‘fake’ photons; this is shown in Figure 4.1. Real photons wereeltfiere as photons that are
reconstructed from events injet MC samples and can be matched up with a true (MC) photon
from the hard scatter. The fake photons are those reconstructeddffenMC samples that are
not matched with true photons from parton bremsstrahlung.

The shower shape variables describe three key distinguishing febtrvgsen jets and pho-
tons [45, 46]: hadronic leakage, lateral showering and substrigcitutbe showers. The hadronic
leakage measures the raRg,q of transverse energy deposited in the first sampling of the HCAL
and in the cluster in the ECAL. Real photons are electromagnetically interguzitigles, sdRnad
has a low value, whereas jets contain hadronic particles and initiate hadtumicering in the
HCAL, thereforeRyaq has a high value. Lateral showering is measured because photons@rod
narrow clusters, whereas the jets are more broad. This is measuredthsifalowing shower

shapes:

¢ R, isthe ratio of ECAL energy in a3 7 (An x Ag) group of cells and the energy in a<77

group of cells;

e Ryisthe ratio of ECAL energy in a 3 3 (An x Ag) group of cells and the energy in a3/

group of cells;

e W, is the ECAL shower width im in a window of 3 cells, using the energy weighted sum

of all cells.

The substructure of the showers is measured using the ultra-fine strig laythe £' sampling

of the ECAL. This is to distinguish real photons from neutral mesons that Hacayed to two
photons that are close together. Without the fine granularity, this wouldaaiip be one photon
but with the strip layers, it is possible to resolve two energy maximsafidE,; E; > Ey) in the
ECAL cluster and an energy minimuB,, in between. The following shower shape variables are

used:
e AE = E2 — Enin;
e Er=(E1—E)/(E1+Ep);
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4.1 Photons

e The fraction of total energy that is deposited outside of the 3 strips ceoitréae cluster;

e W3 the width of the cluster over 3 strips around one of the maximum energy idepos

weighted by the measured energy in each strip;

e W the width of the cluster over the number of strips that have the spas2.5 cells in

the second layer.

For 2012 data, the cuts on the shower shape variables have been opfonisigh pileup condi-

tions [9].
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Figure 4.1: Shower shape variables for unconverted realfakel photons oEr > 20 GeV, as described
in [45]. For each variable distribution Distributions arermalised for shape comparison.

The quality of the photon candidate is either loose or tight. “Loose” reqtirephoton can-

didate passes cuts basedRyaqg, Ry andw,. Loose quality cuts are sufficient enough to identify
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4.1 Photons

photons at trigger level but for offline physics analysis the photonidates are required to satisfy
“tight” cuts, which implement all of the shower shape variables. In additioacaeptance cut is
applied,|n| < 2.37, since outside the tracking range photons and electrons become indigiing
able.

As the selection of two photons is required in the— yy analysis, it is useful to first determine
the common primary vertex (PV) containing the hard scatter from which the hetops would
have in principle originated. The pseudorapidity measurements of the twornghare corrected
to that of a pseudorapidity coming from the chosen PV. The meagurésithen corrected using
the corrected pseudorapidity. This provides significant improvement &ighal mass resolution.
Due to multiplepp interactions there are many PVs in a bunch crossing, so an artificiallneura
network (NN), multivariate analysis classifier is used to select the most likelglidate. For each

collision vertex the inputs to the NN are:
e The sum of the squaregk of tracks consistant with the vertez,p?r’track;
e The scalar sum of tracgr consistant with the vertes, | Br track/;

e The difference in azimuthal angle between the diphoton system angrthiector sum of

tracks consistant with the vertex;

® Zpy — Zpoint/ Opoint Wherezpy is the position inz of the PV. For the case of unconverted
photons,zyeint is the z position extrapolated from pointing backwards from the clustering
positions in different layers of the ECAL and for the case of convertextqns, extrapolat-
ing from track positions measured by the S@leint is the resolution of the pointing (15mm

for the unconverted photons and 6mm for the converted photons) [47].

As 10 and other neutral mesons are usually accompanied by additional hadotinity, fur-
ther background suppression can be gained by applying transveesgyesolation EX°) cuts,
determined from the calorimetry system, and transverse momenta isolgfirc(ts, determined
from the tracking systerrEiTSO is determined using the methodology described in[48]. The energy
in aAR = 0.4 cone inn and@ space around the photon is determined. On average, the majority
of the photon energy is contained within thex5 cell region in the centre of the cone which is
subtracted from the total energy in the cone. Bidependent correction is applied to account for

energy leakage outside the< region. A further correction is applied, to account for the ambient
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4.2 Jets

energy contribution in the cone coming from the underlying event and pil€his is determined
by the average energy density in each event of all reconstructed jats the kt algorithm. If
the remainingE’s° > 6 GeV it is likely that the photon is associated with hadronic activity and the
photon is not used.

p‘{‘t’rack is determined by constructingZskR = 0.2 cone inn and@ space around the photon.
The sum of all the trackpr| is calculated and if this exceeds 2.6 GeV the photon is not used [9].
p‘{‘grack is calculated using only those tracks withh > 1 GeV that are associated with the chosen
PV, excluding tracks originating from photon conversions.

The rejection rate of jets witpr > 25 GeV is approximately 1/5000 (i.e. 1 in every 5000 jets

is accepted as a photon) [45].

4.2 Jets

A jet is a spray of hadronic particles that have originated from the fragatien (hadronisation)
of a quark or gluon. As hadronic particles pass through the calorimeaetr,op their energy
is deposited in calorimeter cells. If the energy in a given calorimeter celleglscan energy
threshold, an algorithm is initiated which clusters together the energy depdhitse “clusters”
of cells are then combined together to form a jet. The clustering algorithm theseid in this
analysis is the antikr algorithm [49] with a distance parameter of 0.4.

Due to various QCD processes, multiple jets are reconstructed in most evehthe num-
ber of reconstructed jets can vary depending on the clustering algorighmg bised. The antir
algorithm has an advantage over other clustering algorithms as it will combinenrergy clus-
ters with neighbouring high energy clusters, before the low energy ctustée® combine amongst
themselves.

There are various forms of noise in the detector that can be wronglynsaceted as jets,

caused by:
e collisions between protons in the beams and gas molecules in the beam pipes;
e COSMicC rays;

e calorimeter noise.
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4.2 Jets

The noise from the calorimeter is the result of problematic cells in the HEC aWd_EChis
noise is characterised by measuring the relative amounts of energy ircelacimeter cell and
qguantifying the quality and timing of the pulse shapes[50]. The suitability ofehenstructed
jets for offline analysis is measured based on these characteristics.

The energy of the jets is initially determined by measuring the amount of electr@tiag
energy deposited in the calorimeter, this does not take into account elesgps from dead
calorimetry material, detector effects, energies of particles not measyrétebcalorimeter or
particles which would, in truth, be part of the jet but were not reconstdicThe jets therefore
have to be calibrated to their true energy. Before the calibration, twoatmns are applied. The
first correction takes into account the ambient energy contribution fritgrup, as a function of
the number of primary vertices in the event and the pseudorapidity of thetjetsdcond corrects
the pseudorapidity of the jet, assuming that it comes from the primary vertthedfard scat-
ter. The calibration is a correction of energy and direction, applied to gdchs a function of
its E —n. The corrections are derived from comparing jets in MC truth to jets in datsvédl
understood kinematic processes [51].

Ina MC study the “response” of the calorimeter to jets was measured dftaatian inn — pr
bins. The response is the ratio of the pgtcompared to its matched truth jet. Any remaining devi-
ations from unity in the jepr or energy response are used to calculate the systematic uncertainty
for eachn — pr bin in the signal samples [52]. This is further investigated in Chapter 8.

To suppress jets that are originating from pile-up interactions a jet vadeidn (JVF) cut is
applied to each jet[53]. The JVF is defined for each jet, as the ratio dpttjesum of the indi-
vidual tracks, using only the tracks associated with the jet that originatetfie chosen primary
vertex, to the total scalar sum of all the tracks associated with the jet, iogpef which primary
vertex they originate from. Tracks coming from the primary vertices arecated with a jet, if
AR between the reconstructed jet and the track is less than 0.4. A jet whichategifrom the
hard scatter will have JViE 1 and jets coming from the other pile-up vertices will have a =
The JVF is set to -1 if the jet is outside the pseudorapidity region coverdaeyacker.

Jets are used in this analysis if they pass loose quality requirements [50] and
e 0.5<|IVF| <1,

e the jetpr > 25GeVif|n| < 2.50r pr > 30GeV if|n| > 2.5.
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4.3 Electrons

4.3 Electrons

The selection of electrons is similar to that of photons. Electrons are alswoefegnetically
interacting particles and therefore leave an energy deposit in the ECAlveter the electron is
charged so the electromagnetic cluster is also required to be associatedtveittk.aFor elec-
trons extra quality requirements are applied to remove ambiguity between alecticconverted
photons [54].

For this analysis thet of the clusters is required to be at least 15 GeV. The quality cuts applied
are similar to the loose quality requirements for the photons, which are bastwbaver shape vari-
ables describing hadronic leakage and lateral showering profile.|éairans the pseudorapidity
acceptance is increased|tg < 2.47. In addition to the loose cuts, extra quality requirements are
applied to the tracks based on hits in the inner detector tracking system, thpaation of the
track to the cluster and the position of the track in relation to the chosen PV.

Cuts are applied on the transverse energy isoIaEifﬁ, from the calorimeter and transverse
momentum isolationp'$°, determined from the tracking syste° < 5 GeV in aAR = 0.4 cone

around the electron angi¥® < 3 GeV in aAR= 0.2 cone around the electron.

4.4 Muons

The muon is the only particle (other than neutrinos) not stopped by all of therialain the
ATLAS detector. It is therefore reconstructed using the information ftbenouter most part of
the detector, the muon spectrometer. The muon is also charged so informatiemasained from
the inner tracking system. For an object to be reconstructed as a muoaldateractions are
required in the pixels, SCT, and TRT.

Muon tracks are reconstructed in two ways. One method is to reconsteittaitks using
information from both the muon spectrometer and the inner tracker and corhigimeformation
together. If a track cannot be reconstructed properly in the muon speeter, the other way is to
reconstruct a track in the inner detector and extrapolate to the muon spettroand determine
if the track is associated with any interactions. The muons are required ¢égphav 10 GeV and
be in a pseudorapidty region pf| < 2.7.

To suppress background from cosmic rays, the minimum approach of tbae track to the
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4.5 Overlap and removing double counting

chosen PV is required to be no greater than 10mm irzttiieection and no greater than 1mm in
the transverse plane. In addition, the muon candidate has to be synelrontsne with the rest
of the event. The muon also has an energy and track isolEﬂ,?@rK 5GeV in aAR= 0.4 cone

around the muon, an|df°'° < 3GeV in aAR = 0.2 cone around the muon.

4.5 Overlap and removing double counting

Double counting of physics objects can occur when a signal physigdtdb detected and it gets
reconstructed as several different physics objects by indepersmntstruction algorithms. If the
separationAR, between two types of physics objects is determined and is small, the two physics
objects are said to be ‘overlapped'. It is likely there is only one real ijphyabject and the others

are double counting. For example, see Figure 4.2, showing - for event eontaining two tight
isolated photons, th&R separation between the leadipg photon and all the reconstructed jets.
There is a very large number of jets very close to the photons. As the ghbewe passed tight
isolated criteria, it is likely that these jets are duplicates of the photons arefdhethese jets are

removed from the event.
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Figure 4.2: Histogram ofAR between the leadingr photon and all the jets in 10000 events from a VBF
H — yy signal MC sample. The distribution is normalised to unity.
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Chapter 5

Optimising the Selection of VBFH — vy

Events

In July 2012 the ATLAS and CMS collaborations at CERN, announced idwwery of a new
boson that had properties consistent with those of a Higgs boson astedely the SM [8, 55].
A measurement of the cross sections for the VBF and gluon-gluon fusomegs will be another
useful measurement to check for consistency with the SM.

In this chapter the procedure for selecting events with two Igghphotons is given. These
events are categorised to separate the signals of the 5 production methatiisvill be shown
using MC that the category intended to be enriched in the VBF signal neegémising as the
amount of VBF signal is limited and there is a noticeable amount of contamination tfie
gluon-gluon fusion signal. Two methods of reoptimisation have been invesdig@a increase the
signal yield and the expected significance but at the same time reducing thetaoigluon-
gluon fusion signal in the VBF enriched category. The two methods invéstigeere; A Boosted
Decision Tree (BDT) classifier and changing fiethresholds defining the tag jets.

5.1 Event Selection oH — yy Events

The H — yy event selection follows the criteria set by ATLAS [47] at the end of 20E2ents
must have fulfilled the requirement of a diphoton trigger that requires tsepice of two electro-

magnetic clusters that have passed the loose photon quality criteria ddsariection 4.1 and

63



5.1 Event Selection dfl — yy Events

transverse energy thresholds Bf > 35 GeV for the most energetic artef > 25 GeV for the
second most energetic , this trigger is at least 99% efficient at selectiag gvents which would
pass the entire offline event selection. Each event selected must be fiemi block and run
that passed all data quality requirements. Events are removed from tlgsiairathe presence of
noise in the calorimetry system. Events are selected if there is at least oneypvienizx with at

least three associated tracks.

5.1.1 Preselection of photons

Photons may begin to shower before reaching the ECAL and therefoi@lrad their energy is
measured. The energy (apg) of each photon is corrected due to poor knowledge of the material
effects upstream from the ECAL. The energy scale is restored by iagplyrthern and ¢ de-
pendent energy corrections that are determined from the well underdte- eeresonances [47].
For converted photons, further corrections are made to the enertp; §wan the radius of the
conversion curvatures, which is not taken into account in the enesggliag just mentioned.

In each event it is required that there be at least two loose photonspyith 25 GeV and
In| < 2.37. Due to poor reconstruction of photons between the barrel and theags of the
calorimetry system, photons are rejected in th&7k |n| < 1.52 region. Photons which pass
through known dead regions of the calorimeter are also excluded.

Out of the preselected photons, the photon with the highest transversentuomger y1 is
referred to as the leading photon and the photon with the second highestdrse momentum
pr 2 is referred to as the subleading photon. After pre-selecting a leadingudnelading photon,

the cuts are tightened. The event is rejected if:
e pry1 <40GeV orifpry, <30GeV,
¢ the leading or subleading photon does not satisfy the tight quality cuts;
¢ the leading or subleading photon is not isolated.

The pt and pseudorapidity measurements are corrected using the chosen PV.
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5.1 Event Selection dfl — yy Events

5.1.2 Reweighting and Corrections Applied to MC

Although the MC simulates the signal well, there are some discrepancies whgradng data
and MC. Each event in the MC signal samples described in Chapter 3 igjrg¢aato correct for

the differences between data and MC. Reweighting is applied for:
e Pileup effects;
e Inconsistencies in the position of the beam spot;
¢ Interference (in the gluon-gluon fusion samples) fromdge— yy amplitude.

Additional treatment is applied to the energy measurements and the shopenstables of the

photons, such that the simulated detector effects are consistent with tethof

5.1.3 Categorisation ofyy events

It was demonstrated by the ATLAS collaboration that it is benificial to divide shlectedy
events into categories based on the properties of the two leaglipipotons. Each category has
different signal-background ratios and signal resolutions. The cagsgare weighted accordingly,
which improves the overall signal sensitivity. For the late 2012 analysidused by the ATLAS
collaboration [47], additional categories were included to increase tistséty to the VBF, WH
and ZH processes. This is also useful to study individual proceasbsas VBF.

As described previously, tag jets are present in VBF signal events pimhkeor jets are present
in WH and ZH signal events. This requires the identification of jets, elecaadsmuons. The
overlap removal is done using the same procedure as described irRef¢47]. The two leading

selected photons take preference over all other objects, which acteskie the following order:

¢ Electrons are selected if they are not overlapped with any of the two leptdotgns ARy <

0.4);

¢ Jets are selected if they are not overlapped with any of the two leadingsh; y < 0.4)

or with any of the selected electronsR; . < 0.2);

e Muons are selected if they are not overlapped with any of the two leadiotph AR,y <
0.4) or with any of the selected jetAR, ; < 0.4).
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5.2 Motivation for the re-optimisation of the HMDJ category

A category is dedicated to be enriched in WH or ZH signal events wheré/tbeZ boson
decays leptonically. If the event contains at least one electron or atdeasmuon, the event
is placed in the so called ‘lepton category’. In the special case where a ansban electron
are separated b < 0.005 orAn < 0.005 this event is not be placed in the lepton category. A
second category is dedicated to be enriched in WH or ZH signal evenishare thew or Z

decays hadronically. Events are placed in a so called low mass dijet (Lb&Dsgory if:
e |prryl > 60GeV and
e |Anjj| <3.5and
e 60<Mj; <110GeV.

Another jet category has been optimised so that it is rich ia ¥ signal events which are pro-
duced by the VBF mechanism and at the same time reduces other signal addr&ti&lodel

backgrounds. Events are placed in this category if:
e Anjj >26and
o Agjj > 2.8 and
e Mj; >400GeV.

Due to the high invariant mass characteristic of the two tag jets, this categosréddre referred

to as the high mass di-jet category (HMDJ). The remaining diphoton evenpdaared into a cate-
gory, which is divided into sub-categories based on the phqipngpseudorapidty and conversion
status. [56]. Since the signal events in this category are expected torfieatdly gluon-gluon fu-

sion this category is named the gluon-gluon fusion enriched categoryEE®@E less than 1 ttH
events are expected at 13fono category is designated for these signal events. The flow diagram

describing the event categorisation is shown in Figure 5.1.

5.2 Motivation for the re-optimisation of the HMDJ category

The first 13fb ! of 2012 ATLAS data and thel — yy signal MC samples for all production pro-

cesses generated with a Higgs masg, = 125 GeV were put through the event selection and

IThis category is named for the event characteristics where the invaniasg of the two leading jets is in a mass
window around th&V andZ boson masses.
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— yes
All diphoton
Events . NO
Q> @ Question
O Category
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LMDJ (VH
Enriched) HMDJ (VBF
enriched)

Figure 5.1: Flow chart of the nominal categorisation pragediescribed in the text.
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5.2 Motivation for the re-optimisation of the HMDJ category

categorisation as described in Section’5.1.3. The corrections descrilsedtion 5.1.2 were ap-
plied to the MC and the data with the events in the signal region excluded. Th&iGtavents
have been scaled to obtain the signal yield at 13 flor each category. This is obtained by multi-
plying the expected number of events at 13%bas shown in Table 3.1, by the selection efficiency.
Since each event carries a weight to correct for pile-up and data-klihgistencies, the selection
efficiency for each category and given signal processs given by wheren is the sum of all the
event weights in categoryg, for a given signal process amd is the summation of the weights of

all events in the MC sample for the same process.

I
O

Z‘:
o

(5.1)

helel

wheren‘p is the summation of all the event weights in categofgr a given signal process amtg
is the summation of total weighted events in the MC sample.

Using the categorisation procedure described in Section 5.1.3 the sighis foe 13fb ! of
data are categorised, and shown in Table5.1. Yields are shown fotsewith 100< m,, <
160 GeV. For data, the signal region is excluded.

The statistical uncertainty on the data is a Poisson error and is thergforderen is the num-
ber of data events selected for each category. The uncertainty on tte igieletermined through

the statistical uncertainty on the signal efficiency, which is obtained threturghpropagation [57]

5€5 = \/Z+W2(2V(V);V;22 W2 (3, w)? (5.2)

where

¢ > wis the summation of all the event weights in the MC sample for a given process;

e . W?is the summation of the square of all the MC event weights selected to a category

for a given process;

e 5 wisthe summation of all the MC event weights not selected to a categorya given

process;

e Y _w?isthe summation of the square of all the MC event weights not selected to agateg

c for a given process;
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5.2 Motivation for the re-optimisation of the HMDJ category

Category Data ggF VBF WH ZH ttH

lepton 126 0.056 0.010 1.288 0.314 0.351
LMDJ 382 2908 0.236 1.031 0.543 0.079
HMDJ 274 2.409 5.308 0.029 0.012 0.007

Two Jetfail| 7476 24.15 5.041 2311 1.394 0.735
Onetagjet | 16334 66.10 6.687 1.844 1.038 0.004
Zerotagjet| 39159 132.7 1.530 0.724 0.765 0.004

Table 5.1: Weighted MC events in the range ¥0@n, < 160 GeV, scaled to 13 for all Higgs pro-
duction mechanisms. The scaling factors were calculatea fhe selection efficiency for each category
and the cross sections and branching ratios shown in Tahl&8e amount of selected data is also shown

with events in the range 1280 m,, < 130 GeV removed, as these events will not be used to estitate t
background.

Category Data ggF VBF WH ZH ttH

lepton 11.2 0.0043 0.0009 0.0388 0.0148 0.0086
LMDJ 19.5 0.0318 0.0045 0.0354 0.0193 0.0043
HMDJ 16.6 0.0287 0.0204 0.0058 0.0027 0.0012

Two jet fall 86.5 0.0901 0.0199 0.0511 0.0299 0.0118
Onetagjet | 127.8 0.1432 0.0224 0.0461 0.0259 0.0009
Zero tag jets| 197.9 0.1892 0.0113 0.0295 0.0224 0.0010

Table 5.2: Statistical uncertainty on the event yields showTable 5.1.

e 5 wis the summation of all the MC event weights selected to a categéoy a given

process;

The uncertainties are shown in Table 5.2

The lower section of Table 5.1 is the GGFE category which has been diintizeshew sub

categories based on jet multiplicity:

e Selected events with two tag jets (as described in Section 3.1) that didnt fMlBlJLor
HMDJ requirements (Two jet fail);

e Selected events with only one tag jet (One jet);
e Selected events with no tag jets (Zero jet).

5.31 VBF signal events are selected as HMDJ, nearly as many eventsiuetag) jets but are
otherwise failing the HMDJ requirements. In addition 2.41 gluon-gluon fusignal events are
also selected as HMDJ. This gluon-gluon fusion contamination is therefdueing the purity of

the VBF signal in this category. In anticipation of a cross section measuterhine gluon-gluon
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5.3 Optimisation of the HMDJ Event Selection

fusion and VBF cross sections (presented in a later chapter) andthaeXWBF signal is already
limited in a dataset of 13 ft#, it is desirable to increase the VBF signal selection efficiency and
the purity of this category.

Optimisation metrics will now be defined, in which to quantify improvement in peréorce:
e VBF signal yield in the HMDJ categorN{3tPY) at 13fb 1 in 100< my, < 160 GeV;

e Gluon-gluon signal contamination in the HMDJ categoc)t™) in 100GeV< my <
160 GeV;

e Expected VBF signal significanc&™) for the HMDJ category.

To ensure the HMDJ is VBF enriched, gluon-gluon signal contamination iHiiBJ category

should be minimised, this is defined as:

NHMDJ

CHl\éDJ_ ggF (5.3)

(o[¢} — NHMDJ HMDJ :
NVBF ~ +Nggr

whereN{P? is the gluon-gluon fusion signal yield at 13thin 100< my, < 160 GeV which are

categorised as HMDJ events. Expected VBF signal significance is @jgived to be maximised,

S0 as to minimise the standard error on the signal. The significance metric isdibére as:

HMDJ HQAFDJ
Zygr = (5.4)
HMDJ HMDJ SBHMDJ
\/N\/BF + NggF + Ndata

SBHMDJ

whereNg ;.

is the number of data events in the sidebands (as defined in Section 3.3.2) and

gluon-gluon fusion is treated as background.

5.3 Optimisation of the HMDJ Event Selection

As described in the preceding section, the current HMDJ event selemtilgncaptures a frac-
tion of the VBF signal and contains a non-negligible contamination from glusiom events.
The remainder of this chapter is devoted to investigating possible ways ofvingrthe HMDJ

selection.
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Figure 5.2: Number of tag jets identified in the backgrounatddsidebands) and in the VBF and gluon-
gluon fusion signal, (a) when ther thresholds are relaxed, and (b) when ghethresholds are applied

5.3.1 Optimisation by re-adjusting the tag jetpr requirements

One of the reasons for the loss of VBF signal efficiency in the HMDJ cayegrises from one

of the jets in a VBF event not being identified as a tag jet. The main cause of thissity due

to tag jets failing thepr thresholds of the tag jet definitions. This is demonstrated in Figure 5.2.
The diphoton events are binned in accordance to the number of tag jets ateimtifhe event (See
Figure 5.2(b). The same is shown in Figure 5.2(a) excepbmnecequirements have been applied
in the tag jet definition. It is clear to see that in the VBF signal there are mamtewhich have

at least two tag jets, as is expected. When the mininmgnnequirements are applied to the tag
jet definitions (25 GeV foin| < 2.5 and 30 GeV forin| > 2.5) the average number of tag jets
decreases.

A possible way to increase the VBF signal selection efficiency in the HMDehoay, is to
reduce thepr thresholds on the tag jets. Three additional cut-base selections wel@sptbin
addition to the nominal cut-based selection. For the first, the HMDJ categdssfiised in the
nominal way, except the tag jets are instead required to hgwe 225 GeV in both the barrel
(In| < 2.5) and in the endscapf( > 2.5). The second is the same as the first, now the tag jet
pr threshold is reduced tpr >20GeV and the third i®r >15 GeV.NJ§iP”, Z{giP? and it
were calculated for each of these redefined HMDJ category defindtel®/additional cut based
proposals. By lowering the tagr thresholds the expected VBF signal can increase (see Table 5.3).
This only does however achieve a moderate increase in significancdlifartchalways results in

increased contamination from gluon-gluon fusion signal.
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5.3 Optimisation of the HMDJ Event Selection

pr Thresholds WUDY— ZGNDI gD

pr > 25(30) GeV for|n| < 2.5(>2.5) 5.308 0.316 0.312
pr > 25GeV 5.874 0.324 0.334
pr > 20GeV 6.522 0.312 0.377
pr > 15GeV 7.014 0.285 0.430

Table 5.3: Expected VBF signal, VBF significance and glutreqg fusion contamination in the HMDJ
category, for different definitions (in terms @t thresholds) of the tag jets. The nominat cuts are
compared with alternative scenarios with lowgt cuts, as described in this section.
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Figure 5.3:n distributions of the tag jets, for the background (datalséatels) and the VBF and gluon-gluon
fusion signals.n distributions of the highegbr selected tag jet, using (a) the nomimmel thresholds and
(b) the lowerpr threshold of 15 Ge\ distributions of the second highegt-selected tag jet, using (c) the
nominal pr thresholds and (d) the lowgx threshold of 15 GeV.
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5.4 Optimisation using a multi-variate classifier

Lowering the tag jetor thresholds results in increased background acceptance as shown by
the reduction oz!/}PJ. The likelihood of selecting a forward lowr jet from pileup will also
increase. This is demonstrated in Figure 5.3, where the multiplicity of identifigetagndidates
as a function of is shown for nominalpt thresholds and for the lower threshold of 15 GeV.

In addition, lowering thepr thresholds opens up a region of phase space with large systematic

uncertainties such as the uncertainty on the jet energy scale calibrati®n (JE

5.4 Optimisation using a multi-variate classifier

An alternative option for the reoptimisation of the HMDJ is to recover eventshiénee migrated
into the 2 jet fail category by replacing the red diamond box in Figure 5.1 with lé-wariate

analysis (MVA) classifier. In particular a boosted decision tree has lwestigated. An MVA
classifier requires information from many variables and will make a decisagedon the infor-
mation of all the variables combined. Before proceeding to using a BDTifidssmput variables

to the BDT will be decided upon.

5.4.1 Choice of Input Variables for the HMDJ BDT Classifier

The purpose of reoptimisation in this analysis is to improve the VBF signal efigiand si-
multaneously reduce the background selected and the contamination frghudnegluon fusion
signal. The signal-background separation has been investigated/évakeariables. Most of the
variables relate to the properties of the tag jets, as the tag jets are one of théeatanes of
the VBF signal. Prior to selecting which variable to use as input to the BDT,dlhables were
grouped into different types. ‘Type A’ are those for which there is siri§ive separation between
VBF signal on one hand and the background and gluon-gluon fusitimeosther. These variables
are:Anjj; Mjj; nj1; Nj2; Nj1-Nj2; Pr.j1 Pr,j2 and|pryy + pr.jj| (see Figure 5.4).

‘Type B’ variables are those which have good separation of VBF sifjoat background
but the variable distributions of gluon-gluon fusion signal is more similar to dfighe VBF
signal, these aréA@y jj; Pr.y1; ARy j1 andpryy (see Figure 5.5). The variables that were initially
chosen for the BDT classifier were all type A variablés;, nj1 (the absolute pseudorapidity
of the leading jet)nj2 (the absolute pseudorapidity of the subleading jgf);1 (the transverse

momentum of the leading jetpr i (the transverse momentum of the subleading jet) angthe
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balance variablépt,y + pTj;|-

Althoughn;1.nj2 andAn;; appear to be strong discriminating variables, these variables are
highly correlated withnj; andnj> as shown in Figure 5.6. It is predicted thgt.nj> andAnj;
in addition withn;; andnj. variables would add no extra discriminating power to the MVA, so
justnj1 andnj2 were chosen for the initial baseline training. In summary the following Type A
variables will be consideredj1, nj2, Mj;, pr.j1, Pr,j2 and|pty+ p7jj|- Type B variables will be
added or removed later on, to see if any extra separation power carineelgdois will be shown
in the later sections.

By using theAq, jj variable there is a potential for a systematic error. It was discovered by
the ATLAS collaboration that there is an uncertainty in the MC modelling of thesidiffce in
azimuthal angle between the two tag jets. The uncertainty arises in the anafysis,fj; > 2.94.

To remove any potential biasp,, j; is set to 2.95 foA@,y j; > 2.94

It is known that BDTs have the advantage that adding weak or correlatéables to the
classifier does not degrade the performance of the classifier [58]willibe demonstrated to
be the case in Section5.4.5. Nevertheless having a large number of imfaltles in the BDT

increases the chance of there being large associated systematic utiesrtain
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5.4 Optimisation using a multi-variate classifier

Mjj [GeV] Aqyjj Anjj
Event 1 400 26 3.4
Event 2 401 2.4 3.6

Table 5.4: The properties of two Hypothesised events thihgwithrough an example BDT. The value of
Mjj, A@yjj andAnjj is shown for each event.

5.4.2 Boosted Decision Trees (BDT)

A multivariate analysis (MVA) technique has been used to improve the sighaldkground sep-
aration with respect to the nominal cut-based analysis. In particular, thefuecision trees has
been investigated.

The schematic in Figure 5.7 will be used to demonstrate the selection of two exsigmd
events, where the quantity of each variable is shown in Table 5.4. Thésgoatlassify any given
event as a signal or a background candidate.

The event begins at the root node. In the example schematic, the everitdl@a one of two
branches depending on whetiMy; >300 GeV or not. Using Event 1 as an example, the condition
at the root node is satisfied and the event is accepted via branch B, nghtheit the end of each
branch, there is a node where another cut is applied. This is repeatka node stops branching,
at which point the node is referred to as a leaf. If an event lands omaldegf it is classified as
signal and if it lands on a background leaf it is classified as background

The advantage of the decision tree approach over the standard edgtdsdection, is demon-
strated using the example signal events in Table 5.4. Both of these evertsheotiassified as
signal by the decision tree, however, Events 1 and 2 have differecomes from thedg,;; cut
on the node at the end of branch B. In the standard cut based apptbiscwould have resulted

in Event 2 being rejected. However event 2 is recovered in this exampheateh H.

Training the Decision Tree

To construct a decision tree, training samples of signal and backgexwerds are required. 100
background events and 100 signal events were used in the example tie Figu
A signal or background leaf is classified as such based on the sigrigl. ptihe purity is

calculated at the end of each branch,
C Ns+Np

p (5.5)
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Figure 5.7: Schematic of a boosted decision tree, used $siffaan events as signal or background.
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5.4 Optimisation using a multi-variate classifier

whereng is the number of training signal events accepted via a given branchydadhe number
of background events accepted via a given branch.

To quantify the signal-background separation of either branch, thallml¢GINI index
GINI = (ns+ny)(p(1 - p)) (5.6)

is calculated for the daughter nodes at the end of each branch and pade. The best signal-
background separation is achieved when the difference in the GINX ioidine parent node and
the sum of indices of the two daughter nodes is maximised [59]. Based orinthige training

process, a variable is chosen which to cut on at a given node. Thatlalgdests the GINI

separation by applying a series of consecutively tighter cuts on the gelention variable. The
number of different cuts applied is specified by the user. The chodgposition is the one that
gives the best GINI separation. Two nodes are formed from this aittenabove repeated until
the number of signal events or background events on each branchehdis a threshold. At that

point the branch is labelled signal or background, respectively.

Testing and Overtraining

If a classifier becomes far too complex, it becomes vulnerable to statisticaldtions. The
classifier can effectively learn individual signal and backgroureheyin a given training sample.
If the classifier is applied to an independent testing sample, the same cléssiffperformance
is not achieved. In fact it is more likely that more background will be classidis signal; this is
referred to as overtraining. Decision trees are particularly vulnerabteedraining due to the
large number of nodes and the complexity of the tree structure, if for instdhere are too few

data points relative to the number of nodes.

Boosting

Boosting is a way of stabilising the classifier by producing many trees andinomgkhem to-
gether. Trees are produced iteratively where the event in the traininglsecarries an event
weight,w. The purity in Equation 5.6 is modified to

Ns WS
s=1
= 57
P g Ws+ 3’ Wh (5.7)
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wherews represents the weights of the signal events apdepresents the weights of the back-

ground events. Likewise the GINI index is modified to

GINI = (iwerbelwb)(p(l— p)) (5.8)

whereN is the total number of signal and background events in the training sampter thé
tree is constructed, the weight of each event is modified (boosted) diegesn the event classi-
fication. If an event was correctly classified the event weight is urggdhand if the event was
incorrectly classified the event weight is increased, thus defining a méwng sample; another
tree is then constructed. The motivation behind this is that the new tree will be seasitive to
the misclassified events.

Certain conditions will now be defined to quantify the amount of boosting anteeceives:
e Vi: For true signal eventg = 1 and for true background evenjs= —1;

e T™ The classification of thé" event by then" tree. Classification as signalTé" = 1 and

classification as backgroundTg" = —1,;
e I(yi # T™M): Is a Boolean condition whelgy; # T™ = 1) if y; = ™ and 0 otherwise.

For them" tree the weight of each event is modified by
wi — we S OFTT (5.9)

whereg is the learning rate of the BDT. Note thajf= T, thenw; is left unchanged. The weights
are renormalised and form a new sample for (ime- 1)" tree.

The type of boosting used in this analysis is the gradient boost. In this{cdasa constant
of 0(0.01)[59]. The smaller the value @f the more robust the BDT is against outlier events.
However, by making small, many more iterations (number of trees) are required [58]. After
many iterations each event is given a score based on the outcome ofeachhe score for each
eventis

NT rees

T = mZO ET™ (5.10)

This score is the quantity which is cut on, which is referred to as the BDJorese in Figure 5.8.
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5.4.3 HMDJ BDT training procedure with TMVA

A BDT classifier is constructed using the TMVA software package [SBlelsand data are used to
model the background. Events in the signal region are not used torprawe bias from genuine
signal events. The VBF and gluon-gluon fusion signal events werergtad at a Higgs boson
massany = 125 GeV. The signal and background samples were both split equallytatistisally
independent training and testing samples, using a random splitting precpchvided by the
TMVA software. The signal and background training samples are usgditothe classifier and
the testing sample is used to verify that there is no overtraining and to indeptineéstablish
the actual performance of the BDT. A BDT classifier is constructed usiagrput variables
outlined in Section5.4.1. After the BDT has been trained various control pletproduced to
monitor its performance. As an example, the output of a BDT with 6 variddigsnj., njo,
Pr.j1, Pr,j2 and|Pryy + Pr,jj| is shown in Figure 5.8. As signal events generally receive a higher
score,T;, (also referred to as the BDT response) the testing and training sigeiaisesppear on
the right of this plot and the background generally receives a loweesdhe testing and training
background events appear on the left of this plot. These distributiongestithat the classifier is
not overtrained as the testing and training distributions are compatible withinuhegrtainties.
This can be quantified using the Kolmogorov-Smirnov (KS) statistic, which ipribigability that
the two distributions are consistent with the same true parent distribution. @lpsas performed
by the ATLAS collaboration recomended that the KS should be greater tham@rder to ensure
no overtraining has occurred.

The classifier defines signal and background by placing a cdi,omhich is determined by
the user. An event witfl; greater than the cufl{y) is classified as signal, and as background
otherwise. The choice of the cut will determine how much VBF signal, backgt and also
the amount of gluon-gluon fusion signal that is selected into the HMDJ agtedde choice
of this cut can be investigated using the plots shown in Figure 5.9. Eachaloimg the curves
represents a different working point as thg; slides across the spectrum of evefitsn steps
of 0.01 between -1 and 1. The blue band around the curve represergsatfstical uncertainty
on each metric. The uncertainty on the number of signal and backgraemtseis explained in
Section5.2. The uncertainty on the significance and the gluon-gluon fasiamination were

determined through error propagation.
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TMVA overtraining check for classifier: BDTG

TMVA
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2 :Kolmogorov-Smirnov test: signal (background) probability = 0.279 (0.735) -
~
—
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U/O-flow (S,B): (0.0, 0.0)% / (0.0, 0.0)%

-0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8
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Figure 5.8: BDT response distributions of each ev@p)tfor a BDT based on 6 discriminant variables;,
Nj1, Nj2, Pt,j1, Prj2 and|pPr + Pr,jj|- The distributions are shown for the signal training andites

samples (blue dots and blue solid histogram, respectiatyg) for the background training and testing

samples (red dots and red hashed histogram, respectively).
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5.4 Optimisation using a multi-variate classifier

The curve of NJMPJ againstz!HMPI from the training samples is shown in Figure 5.9(a),
NY'EE? againstcigtP’ from the training sample is shown in Figure 5.9(b). The response of the
classifier to the independent testing sampleNgEI>? againstz!/}iP? is shown in Figure 5.9(c)
andNy3iP” againstcgf’is shown in Figure 5.9(d). Both the testing and training samples have
suggested that a clear improvement can be gained with respect to the nountibaked analysis.
Either way, improvement is gained with respect to the nominal cut-basedsaaliya working
point is chosen that yields the same signal selection efficidﬂ';f&/‘F?J) as the nominal cut-based
analysis 8% improvement on VBF signal significanz§}iP? is gained. Or, if a working point
was chosen that yielded the same VBF signal significZ}&™ as the nominal cut-based analy-
sis one would achieve a BP6 improvement on the VBF signal yield. Lowering thethresholds
which define the tag jets, does have a comparable improvement with respR¥E teignal yield,
however the gluon-gluon fusion signal contamination in the HMDJ categanu@h higher than

the BDT classifier would yield, as shown in Figures 5.9(b) and 5.9(d).

5.4.4 Internal parameters of the BDT

There are several internal parameters of the BDT that can potentiallgjbsted, to enhance the
classification performance. The values that were recommended by AWilA® used throughout
the rest of this thesis but some parameters will be investigated to check tlchilce of value for
each parameter will not cause any instability to the BDT performance. Taengders investigated

were:
e Learning rate of the BDT, also referred to as the shrinkage.
e Number of trees (NTrees);
e Minimum event number threshold on a branch (NEventsMin);
e The number of cuts tested to maximise the GINI separation between brahsDets];

The values recommended by ATLAS are shown in bold in Table 5.5. Each timeaapter
was adjusted, all other parameter were fixed to the values shown in ba@®BDh was re-trained
and the performance in terms B3P andz{!MPJ was determined for a variety df, values.

NEventsMin can potentially cause overtraining if it is set too small. Allowing teodgents

on a signal or background leaf would increase the number of nodeshanilee becomes too
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Figure 5.9: Performance of a BDT classifier, trained withialles Mjj, nji, nj2, pr,ji. Pr,j2 and
|Bry + Pr.jj| compared with the performance of the nominal cut-based:sefeof the HMDJ and po-

tential changes to

the cut-based selection, involving fowethe pr thresholds of the tag jets.

Parameter Internal parameter values

Shrinkage | 0.025 0.05 0.1 0.2 0.4 0.8
NTrees 200 600 1000 1400

NEventsMin| 50 100 200 400 800

NCuts 10 30 50 70 90

Table 5.5: Study of different values used for the internalfuration of the BDT (recomended values are
shown in bold). Each time a parameter is adjusted, the otiranpeters are fixed to the recomended values.
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Figure 5.10: Performance in terms§{MP? andz!{MP) investigated for NEventsMin ranging between 50
and 800 events and compared with the nominal performandeaited by the black triangle. Each value
was tested on a BDT based on 6 discriminant variaMgs n;1, nj2, Pr,j1, Pr,j2 and|Pr.y + Pr.jj|. All
other internal parameters were set to the values recomrddndATLAS.

complex. On the other hand, if NEventsMin is too large the BDT would be too siarplethe
performance would degrade. NEventsMin was investigated using thesvsthogvn in Table 5.5.
The performance from the training is shown in Figure 5.10(a) and on theperdient testing
sample in Figure 5.10(b). There appears to be no gain, loss or instability amtiee of either of
these values.

The robustness of the BDT is predicted to be best providimgkept at a small value. §
is too large the boosting will become too sensitive to the misclassified eventsvartdaming
can occur. The performance is shown in Figure 5.11. The performaftte training is seen in
Figure 5.11(a), which appears to increase ittHowever when this is tested on an independent
training sample the opposite effect occurs, which can be seen in Figdi®p.1

This is a clear example of overtraining. This is shown in the KS statistic, whicktisreely
low relative to the other values @ (see Table5.6). By eye, it is easy to see that the testing
and training distributions of; differ significantly for background, which is shown in Figure 5.12,
especially at higfT; and lowT;.

The NCuts parameter was investigated to see whether having a finer gitgriciaroves the
GINI separation at each branch. Using the same BDT as before andysbtiother parameters
to the recommended values{ P and ZH{MPJ were determined for a variety k., and the
performance of training and testing are shown in Figure 5.13. It is safssinge that changing

NCuts adds no extra performance.
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Figure 5.11: Performance in terms N{{MPJ and Z{}PY investigated fo ranging between 0.025 and
0.4. Each value was tested on a BDT based on 6 discriminareil@sMjj, nj1, Nj2, Pr,j1, Pr,j2 and
|Pryy + Pr.jj|- All other internal parameters were set to the values recenttad by ATLAS.

Parameter Value KS
signal background
Shrinkage 0.025 0.184 0.820
0.05 0.279 0.7735
0.1 0.0881 0.820
0.2 0.0592 0.0194
0.4 0.0507 0.000148
0.8 | 5.06x10°3 4.78<10°10
NTrees 200 0.388 0.992
600 0.344 0.904
1000 0.279 0.735
1400 0.219 0.332
1800 0.155 0.780
NEventsMin 50 0.298 0.760
100 0.279 0.735
200 0.354 0.956
400 0.439 0.982
800 0.324 0.869
NCuts 10 0.0662 0.0741
30 0.134 0.159
50 0.0509 0.258
70 0.0671 0.497
90 0.158 0.704

Table 5.6: KS statistics for a BDT trained and tested withaldes using variabledl;j, nj1, nj2, pr,j1.
pr.j2 and| Pty + Pr,jj|. The KS shown are for different internal configurations. Vaties in bold are the
recommended values, each time a parameter in internal coafign is changed the other are fixed to the
recommended value (shown in bold).
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Figure 5.12: BDT response for each evehj (ising variabled;j, nj1, Nj2, pr.j1, Pr,j2 and|pr.y + Pr.jj |-
The parameters in the internal configuration are set to ttemenended values excefptwhich is set to 0.8.
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Figure 5.13: Performance in terms N3t

D.

J and ZHMPY investigated for NCuts ranging between 10 and

90. Each value was tested on a BDT training using variaklgsnj1, nj2, pr.j1, Pr.j2 and|Pr.y + Prjjl-
All other internal parameters were set to the values recona®e by ATLAS.
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Figure 5.14: Performance in termsN§i§iP? andz!}P? investigated for NTrees ranging between 200 and
1800. Each value was tested on a BDT training using varidilesn 1, nj2, pr,j1, Pr,j2 and|Bry + Br,jjl-
All other internal parameters were set to the values recona®e by ATLAS.

As the recommended choice of values for each parameter is shown to leatdboptimal,

these values will be adopted throughout the rest of this thesis.

5.4.5 Effects of Weak andh Variables on the performance of the BDT
In this section investigations are presented to
e re-visit section 5.4.1 and determine the best choice of tag yetriables to use in the BDT;

e show that adding weak variables will not affect the performance of th€.BD

Choice ofn variables

In Section 5.4.1 it was shown thajs, nj2, |ANnj1j2| andn;1.n;2 appeared to be powerful variables
in distinguishing the VBF signal from the data background. It was arg&idbecause variables
|Anj1j2| andnj1.nj2, are correlated with each other and andn . that it would only be necessary
to usen; andn ;2 and the BDT would be able to internally determid j1j>| andnji.n;2. This
hypothesis will be put to the test in this section.

Sevem) dependent BDT classifiers have been trained. The variables cheseMyy, pr j1,
pr.j2 and | Pr. + Pr.jj| that were decided upon in Section5.4.1, exagptandn ;> have been
removed and replaced with various combinationg @f nj2, |Anj1j2| andn;;.nj2. For each BDT
the significance, contamination and amount of signal was calculated at d®@liral working

points. The relationships between significance, contamination and amosiginal have been
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demonstrated in the plots in Figure 5.15. Again the working point for the norointddased work-

ing is shown by the black triangle to gauge the amount of improvement that iscyail seven
BDTs give similar similar results. However the BDTs have marked differemdgen comparing
contamination and signal efficiency. All BDTs have a noticeable improveneéaitve to the cut-
based analysis but all the BDTs containing thgj;| variable, yield a much lower gluon-gluon
fusion contamination for a given VBF signal efficiency. The BDT with Vialés | pty, + ptjj |,

Mjj, pr,j1, Pr,j2 @and|Anjj| was chosen as this has the fewest variables whilst retaining an equally

good performance.

Weak Variables

In order to investigate whether adding weak discriminating variables caadiethe performance
of the classifier, the azimuthal angle of the leading tagggt) (was included in the training. The
distribution of ;1 is uniform in both signal and background and therefore has no discriimina
power at all. Whenp;; was added to the classifier in addition|{®ry, + p7jj|, Mjj, Pr.j1. P1,j2
and|Anj;|, there was shown to be no gain in performance or increa%ﬁJ in both testing and

training, as demonstrated in Figure 5.16.
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Figure 5.15: Effects of tag jet variables on the performance of the classifier.
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Figure 5.16: Effects of a weak variablg;{) on the performance of the classifier.
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5.5 Discussion

5.5 Discussion

In this chapter optimisation of the HMDJ category was investigated by eithey tiséncut-based
selection by loosening ther thresholds on the tag jets or using a BDT classifier. Looseningthe
thresholds on the tag jets increased the VBF selection efficiency in the HMBdary but showed
little improvement in terms of signal significance. The BDT classifier demondtthtg a higher
signal significance could be achieved with VBF selection efficiency coafato that of the cut-
based selection. In addition, the BDT is able to reduce the gluon-gluomfsigjoal contamination
in the HMDJ category with respect to the cut-based selection. It was therdécided thata BDT
will be used. The BDT that appears to be best in terms of VBF signal eféigie/BF signal
significance and gluon-gluon fusion contamination is the BDT formed of thiablas | ptyy, +
PTiils Mjj, Pr.j1, Pr.j2 and|Anjj|. In later chapters a relative measurement of the VBF and gluon-
gluon fusion cross sections will also be considered and further impravetméhe BDT will be
investigated.

The internal configuration of the BDT was also checked to make sure ftiierpance is
stable. It was shown that any deviation from the recommended values vélllitiée effect on the

performance, so the recommended values will be used throughout.
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Chapter 6

Background and Signal Estimation for

the Measurement offR

In this chapter the procedure is setup in which to calculate the fraédpnf Higgs boson events
produced by VBF relative to the amount of Higgs boson events prodogeglion-gluon fusion
and VBF:

_ OvBF (6.1)
OvBF + OggF '

whereoggr andoy g are the cross section of gluon-gluon fusion and VBF respectively Stéue-
dard Model prediction is 0.075[21]. This will be an extra indicator to test ttam@&rd Model
prediction on the newly discovered Higgs-like bos®f.is of particular interest because gluon-
gluon fusion and VBF are the two highest rate production mechanisms ofitgs lHoson and
will also provide information on the Higgs couplings. There are fermion Bogg in the gluon-
gluon fusion diagram, and weak boson couplings in the in the VBF diagrarBedtion 6.1 the
methodology to extrack from the data is given. A key aspect of this methodology is determining
the amount of background in the signal region; this is described in Sec#orMarious orders

of Bernstein polynomial functions have been investigated as potentiaidedesl to describe the
background. In Section 6.3 the potential systematic errors associated witlatkground mod-
elling are investigated. In Section @Rtis calculated from pseudodata, to investigate the conver-

gence of the measurement method and the amount of statistical uncertainty.
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6.1 Measurement ofR

The amount of signal events in the HMDJ categories and the GGFE catmgounged to infefR.

From Table 5.1 in Section 5.2 it is safe to assume that the leading contributicgnaf svents in
the HMDJ and the GGFE categories are overhelmingly VBF and gluon-gusiorf and not other
signal sources. (99.4% in the HMDJ category and 96.4% in the GGFE caledberefore the

total number of signal events of each catega)yig approximated as
NSRC = (OgngggF +0overeyae) LBr(H — w) (6.2)

whereoygrvsr) is the ggF (VBF) cross section, is the integrated luminosity, amgch(VBF) is the
ggF (VBF) signal selection efficiency in categarywhich is determined from the signal Monte
Carlo samples used in Chapter5, generated mith= 125 GeV. The amount of S|gnaﬂsRC

the signal region is calculated by subtracting the estimated backgroundheotatal number of

events observed in the signal regititRc.
NSRC NSRC NbSk%C (63)

If the number of signal events extracted in the signal region of categdtyR° is known Equa-
tion 6.2 can be inverted to determine the cross sectionslsing both the GGFE and the HMDJ
categories, one can create at set of simultaneous equations from wioictaio the cross section

of each process:

OggF

Br(H—vyy) =
OvBrF
] 1 STRECTE —egger) (s
(6.4)
L SRHMDJ_SRGGFE SRHMDJ_SRGGFE SRGGFE SRHMDJ SRGGFE
€9F  &BF T E&yBF qgF —€q0F EqgF N>R
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6.2 Background Estimation in the Signal Region

But R is the desired result, therefore this is

- OvBF
OvBF + OggF
SRGGFE) SRHMDJ _ (SRHMDJ | SRGGFE
_ vV BF s —&vBF s
~ _SRGGFEy,SRHMDJ _ _SRHMDJ SRGGFE SRHMDJy SRGGFE _ _SRGGFEp SRHMDJ
(ever  Ns —&gr Ns )+ (€gge  Ns —&gr  Ns )

(6.5)

Note that this is independent of both the integrated luminosity an#itheyy branching ratio, so
these two factors will not contribute to the uncertainty. In order to medstfé the background

has to be estimated in the signal region; the procedure to do this is descritbediext section.

6.2 Background Estimation in the Signal Region

6.2.1 Background Models

The amount of background is estimated by fitting a functiom,y; é) to the data which is binned
every 1GeV in both of the sidebands (180m, < 120 GeV) and (136< m,, < 160 GeV) as it

is assumed the sidebands are background. The signal region is blindscsoto let the signal
events bias the position of the fit. The function is integrated with respeay tim the signal region

to obtain the amount of background in the signal region:

NSRe /meevf( :8)d 6.6)
kg ™ J120Gev Mhy: ©)AMy '

B is a set ofk adjustable parametefs i = 1,...,k. As the data points are Poisson distributed the
fitting was performed using an extended maximum likelihood for binned da&lofhlikelihood
is given by

Nbins

—InL(®) == npln fy(8) — f(8) (6.7)
b=1

—

whereNpins is the total number of bingy, is the number of data events in irand f,(0) is the

integral of the fit function between the bin boundaries. As all bins haveatree widthh:

fo(6) = f(my; B)dmy (6.8)

. 100GeVt-hb .
/100 GeVrh(b—1)
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6.2 Background Estimation in the Signal Region

The ROOT TMinuit tool [60] was used to maximise the likelihood function such tha

o

36 = (6.9)

at which point, the adjustable parameters tend to their true values.
The amount of background in the signal region, is determined as a furdftibve estimated

parameteré after the log likelihood off (my; 6) is maximised:

A~

[ = I(é) = /BOGer(mW;é)dmN: NbSkRC (6.10)
120GeV g

The error associated with the background estimation is determined thrawglprpagation [61]:

SNSRE = <3 aiaiv (6.11)
bkg i; ;1 08; 06, i '
wherek is the number of adjustable parameter &fds the covariance matrix associated with the

fit, obtained from TMinuit. The derivatives are obtained using finite déffie approximation.

ar I (ék +A6k) — | (ék —A\B)
L~ 6.12

The value used foABy is 10% of the fit error orB and is also obtained from TMinuitABy
is chosen so that it is not too small, so to avoid numerical errors and notrig® $a that non-

~
—

linearities inl (0) are avoided. [61]

6.2.2 Choice of Model

The functionf (my; é) is a priori, therefore one must take an educated guess of the type tibfunc
and the number of adjustable parameters. A log likelihood ratio is used to teégothdness’ of
fit[62]:

L by Nbins
qu—sz(A; =23 oI 2 4 vy — (6.13)
b=1

5 Vp

—

wherevy, is the number of events in bib associated with the functiofi(m,; 8), L(V) is the
likelihood, associated with the function amﬂ\zz) is the maximum likelihood estimatogy will

have a higher value for a function that fits the data well compared to thafuofcéion which is a
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6.2 Background Estimation in the Signal Region

poor fit to the data.

The goodness of fit can be increased by adding more adjustable parsniaiesome func-
tions, if enough parameters were added, the function would fit througfhdsta point. However
a model of the background this complex is unlikely, given thdio fluctuations of the data points
would be expected above and below the function. A procedure was lisetido know when to
stop adding parameters. It was chosen to adopt the procedure @esicr[62], which uses a set
of “nested functions”, eg polynomials of increasing order. Thesetiong are parametrised with
parameter sef.

A “p-value” [63], defined as

1

_ * bins/2—1a—2/2
p /qv ol 2T (N /2)ZN e 7%dz (6.14)

can be calculated for increasing orders of polynomial, i.e. adding moeers. A poor fit
(with k adjustable parameters) will correspond to an extremely low p-value meareng itha
small probability of observing the data result assuming the fit hypothesises ¥hen the p-
value > 0.2[62], this function should adequately model the background. Idea#fithvith the
highest p-value will be chosen but as the function gets more complex theisth&sror on the
fit will also increase. An alternative choice, is to calculate another testtgtatidhich quantifies
the improvement a more general function whkthl parameters has compared with a functiofk of
parameters. This statistic is related to the ratio of maximum likelihoods of the two models
Okk+1 = —2InL3L(k)> (6.15)
L(e(k+1))
An associated p-value can be calculated for this test statistic. When tHagozvd.2 the more

general function ok+1 parameters can be rejected with enough confidence.

6.2.3 Bernstein Polynomials

As a benchmark, the fitting procedure was carried out on the HMDJ an@@#€E categories in
the nominal cut-based categorisation. Later on, this same procedure \ajiifhied for the BDT

categorisation. Bernstein polynomials (BP) are chosen to fit the sidebahid$ are constructed
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6.2 Background Estimation in the Signal Region

from base polynomials of the form

B(x,6) — i B <D XE(1— )"k (6.16)
k=0

This type of function has been chosen, so as to keep consistency withdkground modelling
performed by the ATLAS collaboration, which also use Bernstein polynonfialsertain cate-
gories. Bernstein polynomials, also have the advantage that they angsghasitive and can be
made more general by increasing the order of the polynomial, which is theasauzling param-
eters as described previously. Correspondjpngnd p values are shown in Table 6.1 for Bernstein

polynomials functions from zeroth order to fifth order.

Order O p(ay) Qkker  P(Okke) NskRgHMDJ 6NbskF;HMDJ DOF

o 52.8385 0.328145 20.002 ~0 54.7997 3.31058 49

18t 32.8358 0.953454 0.0280 0.8941 59.5397 3.74956 48
2nd 32.8078 0.942193 0.0790 0.7859 60.1643 7.14322 a7
3 32.7287 0.929683 0.9460 0.3310 61.2581 6.63137 46
4th 31.7827 0.931481 0.0330 0.8781 58.7203 6.07484 45
5th 31.7494 0.916005 - - 58.0913 9.88806 44

Table 6.1:qy and p(gy) values are shown to demonstrate the goodness of fit of Bémrsté/nomials of
various orders to the data sidebands in the HMDJ categorg.vaitues ol k1 and p(Qkk+1) are shown

to test for significant gain from one order to another. Theeet@d background and associated error in the
signal region for each fit are also shown.

Order| gy P()  Gkkia  P(Gkksr) No-UD0 NSRTYRY T pOF
oh | 123374 ~0  11901.0 ~0 125938  50.1873 49
1% 436381 ~0  389.622 ~0 14263.1  60.2359 48
2nd | 46.1433 0507965 4.53500 0.03328 132445  75.9261 47
39 | 41.6018 0.656851 0.05700 0.82247 13104.8  99.2896 46
4h | 415446 0.619127 0.63400 0.42628 13096.0  105.454 45
5h | 41.5358 0577805 - - 13086.2  144.91 44

Table 6.2:q; and p(gy) values are shown to demonstrate the goodness of fit of Bamrsié/nomials of
various orders to the data sidebands in the GGFE categomgyvdlues oy k1 and p(Qxk+1) are shown

to test for significant gain from one order to another. Theeetgd background and associated error in the
signal region for each fit are also shown.

Using p(gy) obtained from all the functions, it is shown that all orders of functiorjadéely
describe the HMDJ background and orders 2 to 5 adequately desaeikB3RE background. As

already stated the statistical uncertainty on the fit increases for the higlensas the function
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6.3 Potential Systematics of the Background Estimation

becomes more complex. It is therefore best to choose (within reason)vkstlorder of Bern-
stein polynomials. Thekk+1 and p(dxk+1) values are also shown in Table 6.2. It is shown that
P(dkk+1) are a acceptable value at th&drder in the HMDJ category and®3order for the GGFE
category. Any higher order can be rejected because no significemt@abe obtained by making
the functions more complex.

Based on this analysis, the chosen fit functions for the background idNti2J and GGFE
categories are aorder Bernstein polynomial and &%rder Bernstein polynomial, respectively

(see Figure 6.1)

‘%" 15? ‘ E %‘ 25005‘ T T ‘ ‘7:
S 14r J'l.olt:lsfb'1 = e 2000l Ldt=13fb™ 3
g 12f BG fit: I Ord. Bern. 7; g F BG fit: 3 Ord. Bern. ]
% 10¢ E % 1500 b
I E :
® b ] 8 1000/ B
ne * ] E ]
500 -
2 = ATLAS Work in prL;ress * * + F ATLAS Work in progress E

9070‘ - ‘1]‘.0‘ - ‘12‘0‘ - ‘13‘0‘ - ‘11‘10‘ - ‘1%0‘ - ‘160 800‘ - ‘li‘LO‘ - ‘1‘20‘ - ‘11"30‘ - ‘14‘10‘ - ‘1%0‘ - ‘160
q, =328358 P(d,)=0.953454 m,, [GeV] q, =416018 P(d)=0.656851 m,, [GeV]

(@) HMDJ (b) GGFE

Figure 6.1: Fits to the 13ft} of data in the sidebands. The choice of function is explainetthe text.
(a) First order Bernstein polynomial was chosen to fit the HMfategory and (b)'8 order Bernstein
polynomial was chosen to fit the GGFE category.

6.3 Potential Systematics of the Background Estimation

Recall that only half of the sideband data sample were used to train the Biveudr the whole
(inclusive) data sideband sample is used to fit the background. Thepotsatial, for the events
in the sideband training sample to be underestimated due to possible overtditiedBDT (i.e.
an overtrained BDT could be more efficient than average at rejectinggbamd events that were
originally in the training). This is illustrated in Figure 6.2 in a schematic showingrhelot of
the inclusive events categorised by a BDT. It is shown that there is arpgbgortion of testing
events in the sidebands.

The other half of the data sidebands (testing sample) was used to chedketitgtat this
has on the background estimation. This was done by fitting to the testing stebamnts and the

100



6.3 Potential Systematics of the Background Estimation

— Fit to training
data only

— Fitto all data

' SB 'i“raftfing —

>

Training !

My

Figure 6.2: Schematic of showing the contribution of datielands events in the HMDJ or GGFE category
that were used to train the BDT (Green), compared with th#t@fmount of data sidebands events in the
HMDJ or GGFE category that were used to test the BDT(Blueg rEfative contributions are exaggerated
for the purpose of illustration. The estimated signal (iedxtracted by subtracting the background fitted
in the signal region.

training sideband events separately for both the HMDJ and GGFE categoidethen scaling to
13fb1 (i.e. a factor of 2). This was straightforward for the fit to the HMDJ catgdpoit the GGFE
category required slight modification to the event selection. Recall thatitiaerdGGFE category
has contributions from three subcategories “zero jet”, “one jet” andtevibat have two jets but
are rejected by the BDT (“two jet fail”). Since half of the original statistiamfrthe “two jet fail”
subcategory will contribute to GGFE, half of the statistics have to be remowbé iizero jet” and
“one jet” subcategories to ensure the relative proportion of each tedmg is equivalent. This
procedure is shown in the flow chart in Figure 6.3, which is a modificationebtiginal events
selection flow chart in Figure 5.1 with the modifications just discussed showilow.

Using the BDT from Chapter 5 as an example, a working point was chaggch yielded the
same signal yield as the nominal cut base analysis. Using this working p@m[fi yields 109
data sidebands events in the HMDJ category with the training sample and 12ghevitsting

sample. Although the quantity of these events are just within statistical undgrtdiare still
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6.3 Potential Systematics of the Background Estimation

—_— yes
....... NO
— Procedure

<> ’ Question
O Category

Remove from
analysis

I

m | Remove from
analysis

Is this an
event used for
testing?

LMDJ (VH
Enriched)

Zero Jet One Jet

HMDJ (VBF

enriched)

2 Jet fail ggF Ennche'd
(sub-categories)

Figure 6.3: Modification to the event selection so that thegrated luminosity of the testing sub-sample
of the GGFE category is equivalent to the testing sub-saofiglee HMDJ category.

could be a potential bias. The choice of fit function was therefore aéiated separately in the
testing and training samples, each with half the original statistics. The bacidjestimate in the
signal region and the statistical error was then scaled by a factor of tvestore tor = 13fb ™.
The background estimates are shown in Table 6.3. The background estimtie signal region
are very similar. The training and the tesing subsamples agree within statistaradied therefore
a bias is ruled out from the inclusive estimate.

Another potential systematic was investigated that could have arose duerattie of the
Bernstein polynomials functions. The concern was that for higher smfeBernstein polynomi-
als, the function could become less monotonic, which could create a bias gt region. In
particular the ¥ order Bernstein polynomials has a base function which has a maximum in the
centre of the signal region, (see Figure 6.4). Given that no data poirte isignal region are
included in the fit, this could enhance the total Bernstein polynomials functioreisigmal re-

gion and over-estimate the background in the signal region. By compatsng the background
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6.4 Estimatingr and its Uncertainty using Pseudodata

Category Testing Events Training Events Inclusive
No  ONgo  Scaled | N5&°  3N5S°  Scaled
to 13fb ! to 13fb?

HMDJ 26.496 2.48642 52.992| 23.865 2.38386 47.730, 50.337
GGFE 6530.87 70.224 13061.7 6530.30 70.275 13060.6 13111.2

Table 6.3: The expected amount of background in the sigmggdmeof both the HMDJ category and the
GGFE category. The expectations are determined from fittripe sidebands in the testing and training
samples. As both testing sample and training samples afeheall 3fb !, the results were scaled by a
factor 2 and compared with the inclusive fit, which is where tissting and training samples are combined
together.

with Bernstein polynomials of different orderk £2,3 or 4), it has been checked that the rela-
tive magnitudes of the basis polynomials are consistant in all the fits. It weefahe considered
acceptable to proceed with Bernstein polynomials. Alternative orders wfsBen polynomials

were used to calculate systematic uncertainties as will be described in Chapter

6.4 Estimating’ and its Uncertainty using Pseudodata

Now that a method of determininlgsSR has been establishefk can be determined. However
in order to do this, the amount of data in the signal region will have to be lede&ince a
working point has not yet been decided upon, the signal region taenanblinded, as this could
potentially bias the decision. However the likely valuehdtthat will be measured if the signal
region were to be unblinded can be investigated using MC-based ‘pdatacdo

1,000,000 pseudodata samples (toy experiments) were generated, \eagphanment repre-
senting 13 fb! of data, where a value & is calculated for each. In order to calcul&tein each
toy experiment, the expected number of Higgs boson events in the sigial tdgeach category,

c, NSféf,, has to be obtained by subtracting the expected number of backgroemis @vthe signal

region, N5, from the total number of eventgol®
SR SR SR
Nstoy = Neoy” — Noegtoy (6.17)
Nbskzioy andNt%';C are determined from random number generation in each toy experim(‘?—%ioy

is determined from a Gaussian random number generator Mﬁ%‘@as the mean and the statistical
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Figure 6.4: Base components for different orders of Beingielynomials that were fitted to the sidebands
of the HMDJ and GGFE categories.

104



6.4 Estimatingr and its Uncertainty using Pseudodata

error obtained by the fiEISN,OSk'Z’]c as the spread of the Gaussian

S S S
Nokgtoy = GaULY = Nt 0 = SNS) (6.18)

Nt%';c is determined from a Poisson random number generator

S : S SR S
oy = Pois(v = NGEE + NGR° + NS2©) (6.19)

using a mean valuey, which is the sum of the VBF signalN\?gE and the gluon-gluon fusion

Contribution,NgSg'T:C from the SM prediction.
SRc _ ¢SRe SM
Nygrver) = Eggriver Oggrver) LBI(H — W) (6.20)

where the efficiencyagglf( is obtained from MC and the cross sectiogg"F(VBF) is the SM

VBF)
hypothesis but, in principle, alternative hypotheses can also be invesdtigate

The first test was to demonstrate that the valug @btained would be consistent with the true
value offR under the SM hypothesis and 4 alternative hypotheses. Five sampl@&06fd00 toy

experiments were generated for five different cross section scenario
1. Assume SMoggr andoy gr cross sections and SM — yy branching ratio;
2. Same as 1. exceplgr — Oggr X 2;
3. Same as 1. exceplgr — Oggr/2;
4. Same as 1. excepygr — Ovpfg X 2;
5. Same as 1. exceplgr — Over/2.

For the purpose of this demonstration, the background estimates in the iEgital were deter-
mined using sideband fits to the nominal cut-based HMDJ and GGFE categories

The values ofk were binned as shown in Figure 6.5. The distribution®ithat are shown in
Figure 6.5, show an asymmetry, especially for scenarios 3 and 5, whgrandoy g are reduced
by a factor 2.

This asymmetry can be explained by the nature of a general Poisson distribidvVhenv

is a low value the distribution is asymmetrical. However for large valueg thfe distribution
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Figure 6.5: Measuretk with 1,000,000 toys of pseudodata on 5 different cross @edtypotheses. The
Value of R in each toy is calculated from randomly generateaimers, that are consistent with the expec-
tation of signal and background for each cross section Hgsis.

becomes more Gaussian like. This effect is shown in Figure 6.6. The sigpattation value in

the HMDJ category is much smaller than the signal expectation value in the Gi3édgocy where

it is shown there is a greater asymmetry in the distributions in Figure 6.6(b) tHaigune 6.6(a).

For theogg"F(VBF)/Z scenarios, the impact of this asymmetry is most noticed in the HMDJ category
and is visible in theér distribution.

It is expected that with more data, the uncertainty ond%heeasurement will decrease. This
can be investigated with additional toy experiments at incredsddhe spread of the distributions
should decrease and the peak positiofRathould converge to the true valueff The five cross
section scenarios were regenerated for four alternative values 6f=50fb—*, 100fbt, 200fb*
and 400fb’. The background is assumed to scale with the incre@sadd the statistical error
on the fit is assumed to scale witH£. The results from these alternative scenarios are shown
in Figure 6.7 and demonstrate a general trend for the spre&itofdecrease and the measured

values to converge to the true valuef

Regardless of the fact that with increasing luminosity the distribution of togmrxgnts will
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Figure 6.6: Amount of gluon-gluon fusion signal and VBF sifjavents for each toy. Each is a randomly
generated number, that are consistent with the expectisigonél from each cross section hypothesis.

peak at the true value R, at 13fb ! there remains a potential systematic difference between
the true value ofR and the value extracted from the measurement in the data. The associated

systematic uncertainty will be quantified in Chapter 8.

6.5 Discussion

Itis clear to see that using the nominal cut-based selections will result igedéatistical uncer-
tainty onR and more data will be required in order to reduce this uncertainty. The inteistioow
to optimise the HMDJ category by using a multivariate analysis and working fi@htill result
in a smaller uncertainty and also investigate the effects of gluon-gluon fasitamination, VBF

signal selection efficiency and signal significance have on this measotreme
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Figure 6.7: Measuregk with 1,000,000 toy experiments of pseudodata for 5 differgnss section hy-
potheses. The value 8 in each toy experiment is calculated from randomly gendratenbers, that are
consistent with the expection of signal and backgrounddchecross section hypothesis. This is shown for
various data sample sizes; (&)= 50fb™1, (b) £ = 100fb %, (c) £ = 200fb* and (d)£ = 400fb L.
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Chapter 7

Final Choice of BDT for the

Measurement oftR

A baseline BDT classifier based on variabf®s:, prj2, Anjj, Mj; and|pry, + prjj| was defined

in Chapter5. The BDT was shown to give an improvement on the signaltiselefficiency,
significance and reduced the gluon-gluon fusion contamination in the HMJespect to the
nominal cut-based categorisation. The choice of working point may e#leuf, disfavour or be

a compromise to either one of these metrics. However, the valdeishow also desired, which,
as demonstrated in Chapter 6, has a large uncertainty because of limited staistiwrking point
which minimises the uncertainty @A is therefore also desired. An investigation is presented in
this chapter to determine which metric best improves the HMDJ selection su¢hehatcertainty
onfR is minimised. It will be shown that the working points with high signal significeameemost
likely to achieve this. A high value @!{}PJ can be obtained by including additional variables
in the BDT classifier defined in Chapter 5 or by choosing a working point lwitler VBF signal

efficiency.

7.1 Choice of Working Point on the Baseline BDT Classifier

Four working points (WP) were chosen from the baseline BDT classiééned in Chapter5,
which are shown in Figure 7.1. WP(ii) was chosen to have approximatelyathe signal effi-

ciency expectation as the nominal cut-based selection and WP(iv) wasrcho have approx-
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7.1 Choice of Working Point on the Baseline BDT Classifier

imately the same VBF signal significance as the nominal cut-based selectiam.additional
working points, WP(i) and WP(iii), were also chosen so as to better coeereflevant perfor-
mance region. The working points were chosen on the outcome of BDT t&ricaining sample,
S0 not to bias the choice. It is shown in Figure 7.1(b) that the gluon-glusior signal contam-
ination is reduced for working points that yield lowsf!¥™ and higheiz!{}PY. The expected

yields predicted with the training sample are shown in Table 7.1.
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Figure 7.1: The coloured crosses represent four possibikimgpoints on the 5 variable BDT classifier,

which predictNFHMPI| ZHMDI and cHMPJ from the training in four potential HMDJ categories. Thedia

9gF
cross shows the yields for the cut-based analysis. The valid/!}P) andz!}P? are shown in (a) and the

values ofN{5{P?, andcf)IP? are shown in (b).

WP N\',“' g/IFD.J H Q/IFDJ R '\ﬁ DJ
ls]

Nominal | 5.31 0.316 0.312

i 4.41 0.388 0.191

i 5.36 0.357 0.243

iii 6.09 0.333 0.288

iv 6.53 0.316 0.317

Table 7.1: The values of d(Y{>?, Z{!¥iP? andcffP’ yields from the training sample for the four working
points on the 5 variable BDT classifier.

The data and MC signal events were selected using the event selectioeairtliGhapter 5.
Each working point, defines a potential classifier which replaces the euntsmktrated by the red
diamond box in Figure5.1. The testing sample of the VBF signal were clasbyi¢de BDT
and scaled by a factor of two to rescale to 13las demonstrated in Chapter 6. Invariant mass

distributions were produced with the data for the resultant four HMDJ and®GFE categories
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7.1 Choice of Working Point on the Baseline BDT Classifier

and functions were fitted to the sidebands using the procedure desitriGédpter 6. A ¥ order

Bernstein polynomial was sufficient to model the background in all HMDdgaies and a3

order Bernstein polynomial for all GGFE categories. The predicted drvacikd and statistical

errors were calculated using the fit function in both categories. Thelsiffi@encies for gluon-

gluon fusion and VBF were determined in the signal region of each of tinerésulting HMDJ

and GGFE categories. The background and efficiency predictiorshiaven in Tables 7.2 and 7.3.

WP | g4 O€gqr &vBF gy gr Npig ONyig
i 0.00176 0.00003 0.0918 0.0005 28.56 2.62
il 0.00290 0.00004 0.1109 0.0006 50.34 3.44
iii 0.00416 0.00005 0.1260 0.0006 73.54 4.17
iv | 0.00510 0.00006 0.1355 0.0006 91.74 4.08

Table 7.2: Expected signal efficiencies and backgroundarsitjnal region of potential HMDJ categories
defined as explained in the text.

WP | g49F O€qqr EveBF 08y BF Nokg ONokg
[ 0.3755 0.0004 0.2939 0.0008 13135.3 99.4
ii 0.3744 0.0004 0.2748 0.0008 13111.2 99.3
iii 0.3731 0.0004 0.2597 0.0008 13085.1 99.3
v 0.3722 0.0004 0.2502 0.0008 13066.5 99.2

Table 7.3: Expected signal efficiencies and backgroundersipnal region of potential GGFE categories
defined by the classification explained in the text.

1,000,000 MC toy experiments were then generated for each working tpailgtermine the
likely value offR that would be obtained if it were to be measured using the procedure outiined
Chapter6. The background in the signal region for each toy experimantetermined using a
Gaussian random number generator where the meand the standard deviatioa,were set to
NS and3NSS respectively, these values are shown in Tables 7.2 and 7.3. The anicigial
in the signal region for each toy experiment was determined using a Paigadom number
generator where the meanwas set to the SM expectation corresponding to the expected signal
efficiencies shown in Tables 7.2 and 7.3. The corresponding distribugfdis for each working
point are shown seperately in Figure 7.2. It can be seen that WP(i) damttowest distribution
and therefore, indicating the statistical uncertainty will be smallé8tifere to be measured using
this working point.

It is desirable to choose a working point which gives the lowest statistitatainty ortR.
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7.2 Improving the BDT Classifier

WHP(ii) was chosen to minimise the uncertainty8rwhilst retaining a VBF selection efficiency
comparable to the nominal cut-based selection. WP(i) would seem like theustwirking point
to choose. However the expected number of VBF signal events in the Higfedory is already
limited, choosing WP(i) would further decrease it.

Having chosen WP(ii), the VBF signal efficiency, signal significanat glnon-gluon fusion
contamination in the HMDJ category were evaluated using the testing samplegoAn@ove-
ment, can be gained on signal significance with respect to the cut-baaldiarand the gluon-

gluon fusion is decreased by 21.7% with respect to the cut-based analysis

%35000IIII|IIII|IIII|IIII|IIII|IIII|IIII|IIII|IIII|IIII
5 ATLAS Work in progress
330000
> —— WP
* 25000 —— WPii.

— WPiii.

20000 WP iv.
15000
10000

5000

/3 02 01 0 01 02

Figure 7.2: Distributions di for the four different working points, obtained using pseddta. The colours
of each histogram correspond to the colours of the crosséseomorking points in Figure 7.1.

7.2 Improving the BDT Classifier

The results shown in the previous section would suggest that a working ywbich yields the
largestz!!}PJ is the optimal working point to choose for the best resultnHowever it was
concluded that no further gain on signal significance could be gainedutitbss in VBF signal

efficiency with respect to the cut-based categorisation. It is howe\ssilge to increasé) 1P’
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7.2 Improving the BDT Classifier

further and still retain a VBF signal yield that is comparable to that of the ndrutebased cat-
egorisation, by including additional variables in the classifier. With more basathe classifier
will be able to exploit more information about the signal and background tease the separation

power.

7.2.1 BDT Classifiers with Six Variables

The baseline MVA was constructed out of the Type A variablgs Anjj, prj1, Prj2 and|pryy +
Pr jj| meaning that these variables provide good VBF signal-backgroundssepeand similari-
ties between the background and the gluon-gluon fusion signal. Typeidbles are now added
to the classifier to investigate if any further improvement can be gained.igihal slistributions of
the four Type B variablesN@,y,jj, Pry1, ARy, j1 @andpr ) are similar for that of the gluon-gluon
fusion and VBF signals, which has the potential to cause gluon-gluomfsigoal contamination
in the HMDJ.

Irrespective of this risk, the four Type B variables were added seélgr producing four al-
ternative classifiers (a, b, ¢ and d). The variables that are useddse ttiassifiers are listed in
Table 7.4. For each classifier the valueszdfiP?, NE'MPI and ct!MP? were determined for 100
working points and are shown in Figure 7.3.

A working point from classifiers, b, c andd can be chosen to yield the same amount of VBF
signal as would be obtained from the nominal cut-based categorisatipall Etese four working
point ZHMPY is higher with respect to the baseline MVA and the nominal cut-based selection
However, as predicted some classifiers increase the amount of gluomfglsion contamination,
which can be seen in classifieasb andd. All working points that yield a compatible VBF signal
with respect to the nominal cut-based classifier, show an increase in-gluon fusion signal
contamination with respect to the 5 variable BDT shown in the previous se&i@n so, none of
the classifiersa, b, c or d result in gluon-gluon fusion signal contamination that is higher than the
nominal cut-based classification, for these given working points.

The KS probabilities are all greater than 0.1, as shown in Table 7.4, indidhtihthere is no
sign of overtraining. Classifiea, has shown the highest signal significanggiP?, so this will
now be considered to provide an improved measureme®.oAs classifierd has shown little
improvement with respect B/4PY or NJMPY variableAR, j1 will henceforth be ignored.

Although classifiersa, b andd have a higher gluon-gluon fusion signal contamination with
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7.2 Improving the BDT Classifier

Classifier| Input Variables KS
Signal Background
Baseline BDT (5 variables) 0.279 0.735

a Baseline BDT +or tyy 0.565 0.904
b Baseline BDT +A@yy | 0.321 0.999
C Baseline BDT +ory1 0.357 0.986
d Baseline BDT ARy, j1 0.314 0.985
e Baseline BDT +prty + AQyy,jj 0.638 0.967
f Baseline BDT +orty + Pry2 0.575 0.704
g Baseline BDT +orty + AQy,jj + Pryy 0.586 0.590

Table 7.4: Variables used to train each classifier. The K®alriities determind from the testing and

training samples is also shown (see Section 5.4.3 for dgtall
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Figure 7.3: Training performance of classifiers which usewariables chosen for the baseline BDT classi-
fier and one of Type B variables. The performance in terms df'gignal yield and VBF signal significance
is shown in (a) and the performance in terms of VBF signaldyaid gluon-gluon fusion signal contami-

nation is shown in (b).

respect to the baseline BDT, there is still not as much contamination as thele lveoif the nom-

inal cut-based selection was used. Out of these three remaining BD¥sifielea was chosen

as the best 6 variable BDT, as it gives the best signal significance dofea VBF signal effi-

ciency. Having established this, the VBF signal efficiency, signal sigmifie and gluon-gluon

fusion contamination in the HMDJ category were evaluated using the testindesanp18.9%

improvement, can be gained on signal significance (5.9% for the 5 varidbl§ ®ith respect

to the cut-based analysis and the gluon-gluon fusion is decreased B¢ $8t6 respect to the

cut-based analysis (21.7% for the 5 variable BDT).
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7.2 Improving the BDT Classifier

7.2.2 BDT Classifiers with More Than Six Variables

Investigations were carried out to see if any further improvement coulghbeed on the perfor-
mance of the BDT by including two or three additional Type B variables. Tdmlinations of
Type B variables are shown in Table 7.4 for four additional classifeerk, @ andh). The KS prob-
abilities are shown for each classifier to verify that they are not overeda N>, ciiit™ and
Z!HMDJ were determined for 100 working points for each classifier and arershowigure 7.4. In
addition, classifiea and the 5 variable BDT are shown for reference. WHefé!™ is fixed to
that obtained by the nominal cut-based selection slight improvemeZ§}’ can be gained by
training with 7 variables and there is very little improvement by training with 8 végmbThe 8
variable classifier, will therefore not be considered any further.

Out of the 7 variable BDTs, classifiéwas chosen as this produced the best signal significance
without reducing the VBF signal efficiency. Using the testing sample the \iggkakefficiency,
signal significance and gluon-gluon fusion contamination in the HMDJ categere evaluated.
A 24.0% improvement, can be gained on signal significance with respect cattased analysis
(5.9% for the 5 variable BDT) and the gluon-gluon fusion is decreaseilkyfso with respect to
the cut-based analysis (21.7% for the 5 variable BDT).
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Figure 7.4: Training performance of classifiers which usewariables chosen for the baseline BDT classi-
fier and some additional Type B variables. The performanderms of VBF signal yield and VBF signal
significance z{/}PY is shown in (a) and the performance in terms of VBF signaldyhd gluon-gluon

fusion signal contamination is shown in (b).
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7.3 Final Choice of Working Point

7.3 Final Choice of Working Point

A working point will now be decided upon that gives the smallest uncertainti®. It is now
possible to choose a working point that improves the signal significanceesipiect to the nominal
cut-based analysis for a given signal efficiency which is comparableetmdminal cut-based

analysis. A working point was chosen with these criteria for:

e the baseline 5 variable BDT;
e the 6 variable BDT (classifiea);

e the 7 variable BDT (classifief).

These are shown in Figure 7.5(a) which follow &P axis from the nominal cut-based cate-

gorisation.
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Figure 7.5: Working points that have been chosen to yieldsdme amount of VBF signal with respect to
the nominal cut-based analysis but varZ{fi>). The nominal cut-based categorisation of events is shown

by the black cross.

WP

NVBF

ZyBF

CqgF
Nominal | 5.31 0.316 0.312
5 Vars 5.36 0.357 0.243
6 Vars 5.35 0.407 0.268
7 Vars 5.35 0.416 0.273
Table 7.5: Prediction oR{t{>?, ZIPY andcfiii® yields from the training sample for the three possible

working points on separate BDT classifier that are predittegdeld the sam&{}P as the nominal cut-

based categorisation.



7.4 Discussion

As in the previous section each working point was used to obitgjndistributions for the

HMDJ and GGFE categories. Background estimates in the signal regi@ obesined using

the same methodology as before. & drder Bernstein polynomial was shown to be sufficient

to model the background in all HMDJ categories and tfeoBder Bernstein polynomial for all

GGFE categories. The backgrounds and efficiency predictions avensh Tables 7.6 and 7.7.

WP | €ggr OEqoF Ever Oey BF Nokg ONokg
Nominal | 0.00407  0.00005 0.1107 0.0004 59.54 3.73
5Vars | 0.00290 0.00004 0.1109 0.0006 50.34 3.44
6 Vars | 0.00332 0.00004 0.1106 0.0006 39.36 3.06
7Vars | 0.00510 0.00006 0.1355 0.0006 91.74 4.08

Table 7.6: Expected signal efficiencies and backgroundersitgnal region of the HMDJ category, when
using a categorisation defined by three working points arditive BDT classifiers.

WP | gyF O€qqF Ever Oey BF Npkg ONpig
Nominal | 0.3732 0.0004 0.2751 0.0006 13104.8 99.3
S5Vars | 0.3744 0.0004 0.2748 0.0008 13111.2 99.3
6 Vars | 0.3740 0.0004 0.2751 0.0008 13121.5 99.3
7Vars | 0.3722 0.0004 0.2502 0.0008 13066.5 99.2

Table 7.7: Expected signal efficiencies and backgroundérsitfgnal region of the GGFE category, when
using a categorisation defined by three working points aerditive BDT classifiers.

The distributions ofR obtained with the pseudoexperiments, for each classifier are shown in

Figure 7.6.

7.4 Discussion

The 7 variable BDT is chosen because it reduces the statistical uncedaititg measurement of
R, shown by narrow distribution in Figure 7.6. The working point on the Talde BDT provides
the highest VBF signal significance. 24.0% improvement with respect toaimenal cut-based

analysis and the gluon-gluon fusion contamination is reduced by 12.0%.

7.5 Results

Using the 7 variable BDT a HMDJ and GGFE is obtained. SAatder Bernstein polynomial is
fitted to the data sidebands in the HMDJ category antfl @@ler Bernstein polynomial is fitted
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Figure 7.6: The value dR predicted by random number generation for 4 alternative BilsEsifiers of
alternative number of variables. The colours of each histogcorrespond to the colours of the crosses on
the working point in Figure 7.5.

to the sidebands in the GGFE category. 35.1 background events weretedtimahe HMDJ
category and 13124.5 events were estimated in the GGFE category. Theutotaér of events in
the signal region of both categories are: 43 events in the HMDJ categdr¥3516 in the GGFE
category (see Figure 7.7 and Table 7.8).

Category| Nj§  NSF  NgFR
HMDJ 35.1 43 7.9
GGFE 131245 13516 391.5

Table 7.8: Shown for each category: the estimated backdrouthe signal regionNBQ'kF;), the number of
data events in the signal regioNY? and the estimated signal in the signal regibig?).

Using Equation 6.5 and the signal efficiencies obtained from the MC, the ¢l is mea-

sured. The statistical uncertainty associated Withvas determined through error propagation,
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Figure 7.7: Fits to the data sidebands only, with the datatpdh the signal region revealed. HMDJ
data events selected with the BDT chosen at the end of chiapta) HMDJ sidebands fitted with &'1
order Bernstein polynomial. (b) GGFE category of data evsittebands fitted with 83order Bernstein
polynomial.

assuming that the variables thatdepends on are un-correlated with one anotb#ris given by

2 2 2
2 s/.SRGGFE\2 R SRHMDJ\ 2 R SRGGFE, 2 IR
OR” =O(gggr ) 3(eSRECE) +0(eggr ) 3(eSRHWDT) +3(ever ) 3(eSReoFE)
2 2 2
SRHMDJ\ 2 SRGGFE\2 S 2

+ 6(8VBF ) a(s\?%?mm) + 6(Ns R FE) % + 6(Ns RHMDJ) %

(7.2)
The measurement of is

R =0.037+0.067 (7.2)

This is consistent with the SM prediction of 0.075 within the statistical uncertainty.
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Chapter 8

Systematic Uncertainty on Event

Selection with Jets

The choserR result is dependent on two main systematic uncertainties: the selection dfasigha
background events in the HMDJ and GGFE categories, and the estimateashthmt of signal
in each of those categories. The main systematic effects are consideredatidiving sections.
For each systematic effect considef&ds recalculated using alternative methods of measure. The
uncertainty for each contributio@@‘sg‘i,fgftCt is defined here as half the difference between the highest
value of R measured for a given effecig®) and the lowest value @k measure for a given
effect gRSHEC

2% SR = Rt — Rimn (8.1)

syst —

8.1 Background Modelling

The background estimate is dependent on the fit function to the data sitbeliherefore the
choice of function potentially can affect the result®8f In this section alternative orders of the
Bernstein polynomial and other functions will be considered to fit the dagdaitds of the HMDJ

and LMDJ categories.

120



8.1 Background Modelling

8.1.1 Different orders of Bernstein Polynomial

The criteria to choose the best Bernstein polynomial for the backgrostirdage were described
in Chapter 5. Fits to the data points are shown in Figure 8.1. It was decidedtopse a ' order
Bernstein polynomial to model the background for the GGFE category dffdoader Bernstein
polynomial for the HMDJ category. Higher and lower order Bernstein paryials would have
fitted the data just as well given as the valuesgoénd p(qg) were still acceptable. These values

are shown in Tables 8.1 and 8.2.
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Figure 8.1: Various orders of Bernstein polynomial funntfdted to the data sidebands for (a) the HMDJ
category, and (b) the GGFE category.

ord. | oy Pl Nig
ofh 1505 0.375 33.4
1t | 47.6 0.447 35.1
ond | 47.4 0.416 37.0

Table 8.1: The quality of fits (quantified iy and p(qy)) for 0, 15t and 24 Bernstein polynomials as fit
functions to the data sidebands of the HMDJ category.

Ord.[ oy plgw) N5%

2nd [ 46.2 0.507 13268.4
3d | 414 0667 131245
4h 1413 0.630 13114.0

Table 8.2: The quality of fits (quantified lmy andp(qg)) are shown for 2, 39 and 4" Bernstein polyno-
mials as fit functions to the data sidebands of the GGFE catego

Although the fits are still adequate, it is shown in Tables 8.1 and 8.2 thatatifferders in

both categories give different background estimates and will therefferet ¢he calculation ofR.
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8.1 Background Modelling

Three values ofR have been calculated with different background estimates using:

a 0" order Bernstein polynomial to fit the data sidebands of the HMDJ data points;

a 2'9 order Bernstein polynomial to fit the data sidebands of the HMDJ data points;

a 2" order Bernstein polynomial to fit the data sidebands of the GGFE data points;

a 4" order Bernstein polynomial to fit the data sidebands of the GGFE data points.

The effects are shown in Table 8.3. The systematic uncertainty due to tiee affoBernstein

polynomial order is

SR = 0.028 (8.2)

See also Figure 8.2.
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8.1 Background Modelling

Ord. Ri &Rstat ‘Qﬂ — 9{‘
Chosen 0.037 0.067 -

0" HMDJ | 0.046 0.067 0.009
2"dHMDJ | 0.021 0.078  0.025
2"d GGFE | 0.076 0.110 0.039
4" GGFE | 0.036 0.065 0.001

Table 8.3:9% is shown for when different orders of Bernstein polynomiats fitted to the HMDJ or the
GGFE category. The statistical uncertainty and the deandiiom the central valueX) is shown for each
alternative measurement.
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ATLAS work in progress

Figure 8.2: Measurement &t for alternative choices of Bernstein polynomial order. défpars show the
statistical uncertainty for each measureméms‘?;gf. The extracted systematic uncertainty is shown by the
dashed horizontal lines between the highest and lowesturezasnt ofi.

8.1.2 Different Types of Function

As well as Bernstein polynomials, it was also shown for the ATLAS: Ky analysis that various
exponential polynomialg™® can be used to model the background. A standard exponential
function and exponential of &2 order polynomial were both fitted to the sidebands of the HMDJ
data points and the GGFE data points [47]. The respective valugsarid p(q;) are shown in
Tables 8.4 and 8.5, where it is shown that the valueg;dh the GGFE category are similar to
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8.1 Background Modelling

Function Oy p(gs)  NSR

bkg
15T0rd. BP | 47.617 0.447 35.121
gox+B 47.703 0.444 34.681
Bty | 47204 0.423 38.062

Table 8.4: The quality of fits (quantified kg and p(qgy)) for alternative functions fitted to the data side-
bands of the HMDJ category.

Function O p(gy) NSig

390rd. BP| 41.365 0.667 13124.491
e +B 43.110 0.673 13200.877
e +Bx+y | 41.833 0.686 13120.967

Table 8.5: The quality of fits (quantified kg and p(qgy)) for alternative functions fitted to the data side-
bands of the GGFE category.

that of the & order Bernstein polynomial that was fitted to the data in the GGFE category and
the values ofy; in the HMDJ category are similar to that of th& drder Bernstein polynomial
that was fitted to the data in the HMDJ category. It is shown in Figure 8.3 thathiyees of the
exponential functions compared with Bernstein polynomials are slightly diitein the HMDJ

category and may therefore have a systematic impact on the backgrdaimdtes

18
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Figure 8.3: Various functions fitted to the data sidebandqdpthe HMDJ category, and (b) the GGFE
category.

The fit function should be chosen on the basis of the quality of the fit, sorast trause any
bias to the overall result. Given that the quality of exponential polynomiakfitsscomparable
to that of the Bernstein polynomials, there is no reason for this analysis feer phe exponential

function over the Bernstein function. As a cross check, four valu8sladve been calculated with
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8.2 Variousmy Signal Samples

Function Ri Mstat  |Ri — R
Chosen 0.037 0.067 -

e>*+B HMDJ 0.041 0.067 0.004
B HMDJ | 0.012  0.065 0.025
e+ GGFE 0.054 0.083 0.017
By GGFE | 0.037 0.064 0.000

Table 8.6:91 for when different functions are fitted to the data sidebandbe HMDJ or the GGFE cate-
gory. The statistical uncertainty and the deviation from ¢hosen resultg) is shown for each alternative
measurement.

different background estimates using:
o ae™*B function to fit the data sidebands of the HMDJ category;
o ae®*+BXHY function to fit the data sidebands of the HMDJ category;
o ae™*B function to fit the data sidebands of the GGFE data category;
o ae®®+BHY function to fit the data sidebands of the GGFE category.

The effects are shown in Table 8.6. Since it was decided not to use tirestéohis andbRES°
is comparable to that cﬁmgsdf (see Figure 8.2) it was decided not to inclmgygc in the total

contribution.

8.2 Variousmy Signal Samples

The MC signal samples that were used to train the MVA classifier were geukewith a Higgs
boson mass offy = 125 GeV. However, the mass of the Higgs boson being analysed hasn't y
been determined exactly, so training with these samples could have biasedulte To ensure
that there is no bias, the classifier has been re-trained with a MC signalesafmy, = 120 GeV,
and again re-trained with a MC signal samplengf = 130 GeV. Everything else in the training
was kept in the exact same way as previously described. The two clesalim/e were then tested
using the same signal and background testing samples that were usedtte td&isen BDT, with

my = 125 GeV. The VBF signal yields, gluon-gluon fusion contamination andfgignce in the
HMDJ (NJMDI| ZHMDI andcHMDY) were then calculated for a variety of working points and the

ggF

ZiP? vs NUgPP? and thecf)fP? vs NEP? curves are shown in Figure 8.4. For reference, the
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8.2 Variousmy Signal Samples
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Figure 8.4: Performance of BDT on the testing sample, whiels wained using VBF signal samples of

my = 120 GeV andny = 130 GeV. (/g vs ciitP? and (b)cigtP? vs NyREPY.

i HMDJ HMDJ HMDJ
Training Mass BE BE CyaF

my =120GeV| 5.31869 0.423838 0.288388
my =125GeV| 5.31105 0.434425 0.288282
my = 130GeV| 5.35109 0.416128 0.272978

Table 8.7:N/'§t>”, Z/§P andcgl®™ for working points where the BDT has been trained separdiely
signal samples generated with a Higgs mass of 120 GeV, 1254Bd\130 GeV.

performance of the chosen MVA is also shown in Figure 8.4. The workiigipthat were chosen
(WP120 and WR30), were the ones that yielded a similar performance to that of the working poin
from themy = 125 GeV training (Wk.s). The yields that were obtained from the training sample
are shown in Table 8.7. Using the selection criteria of¢éRand WR3p one obtains alternative
HMDJ and GGFE categories that were fitted with functions to estimate the lwacidyin the
signal region. It was evaluated that & drder Bernstein polynomial best fitted the sideband data
points in the HMDJ category and & 3order Bernstein polynomial best fitted the sideband data
points in the GGFE categoryk has been re-calculated for these working points and the relative
variation onfR is shown in Table 8.8 and Figure 8.5.

It is shown in Figure 8.5 that the central measured valugiding = 125 GeV) is the low-
est measured value, however the statistical error bars are fairly large. variation in ther
measurements is therefore likely to be of statistical origin. Irrespectivasfttie associated sys-
tematicéi)%?;gtis conservatively estimated to be half the difference between the highestofa?

(my = 120GeV) and the lowest value 8¥(my = 125 GeV).
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8.2 Variousmy Signal Samples

SRD, = 0.019 (8.3)

Working Point| R; OMMstar  |Ri — R
Chosen 0.037 0.067 -

WP 150 GeV 0.074 0.074 0.037
WP 130 GeV | 0.056 0.071 0.019

Table 8.8: Individuabi values measuredX|) using BDTSs trained separately with signal samples with a
Higgs mass of 120 GeV, 125 GeV or 130 GeV. The statistical iaicety (0MRstar) and the deviation from
the nominakr value are also shown for each alternative measurement.

o 0.2r | -
B — Central O i
0.15[— — 130 GeV ]
B — 120 GeV N
0.1 -
= . —_— — ——]
lh 0.05F ! -
2%l - t D
o~ -
L | | _
-0.05 m,=120GeV central O (mH=1ZSGeV) m,=130GeV

ATLAS work in progress

Figure 8.5: Measurements ®fobtained with BDTs trained separately for signal samplék ewHiggs mass
of 120 GeV, 125 GeV (nominal) and 130 GeV. Error bars show thgssical uncertainty for each measure-
ment. 69‘{2?,*305 indicated by the horizontal dashed lines between thedsigand lowest measurements of
R.
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8.3 Jet Energy Scale (JES) and Jet Energy Resolution (JER) Untiegain

8.3 Jet Energy Scale (JES) and Jet Energy Resolution (JER) Uncer-
tainties

The energy of the jets is calibrated using the EM+JES scheme and the gy essolution is also

corrected to agree with MC. Both of these effects have associatedainties (refer to Section 4).

Since measurements of the jet energy play an important role in event classifi@r j1, pr j2,

andMj; are used for the HMDJ classification), knowing the uncertainty affeatsrhany signal

events can potentially get selected into one category or another.

8.3.1 JES Uncertainty

The uncertainty is calculatdd — situ taking into account the correlations of the systematic pa-
rameters. The uncertainty due to each JES is determined using the followe.retihe event
categorisation is run as normal and will yield ¥f signal events in each category. The categori-
sation was then repeated but this time afterBqg and pr jet Of the jets were scaled up by and

uncertainty facton, which is dependent on a variety of systematic parameters

EfeY = E%(1+u) (8.4)

PTjet = p%)'l,?et(l +U) (8.5)

This will be referred to as JESup. This will now yield a different numbesighal events for each
categoryNses,, The categorisation was repeated again but this time aftef hend pr je; of

each jet were scaled down

Efg"=Eff (1-u) (8.6)

PIo = P et (1) (8.7)

yielding N§E3upsignal events for each category.

The response of the jets as discussed in Section 4.2 can be affectedtistya of factors:
e Baselineoverall measurement of the JES uncertainty;

e High |n| different amount of material and technology means that the jet respanseacy
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8.3 Jet Energy Scale (JES) and Jet Energy Resolution (JER) Untiegain

depending on its direction. Since forward jets are used in this analysis testaimty is

largely dependent on this;

e Flavour the jet response can vary depending on whether the fragmentation waghitia

quarks or gluons;
e uthe jet response can vary depending on mean number of interaction®gsing;

¢ Npy the jet response can vary with respect to the number of primary vertices ioutich

crossing;

e b-Jetthe jet response can vary depending on whether the fragmentation watethltiaa

b-quark;

e Close-bythe jet response can vary depending on whether the jet is cloA]ito another

jet.

")
of the calculation are shown in Figures 8.6(a) and 8.6(b) for the bagébm|n| < 2.5 and Fig-

By way of example, the effects ofon pr j1 and pr j2 from the forward component (“highm

ures 8.6(c) and 8.6(d) for the jets in the end caps. These plots phdinned for every event in
the VBF signal MC which contain at least two tag jets whereghéhresholds have been lowered
to 15GeV. The black lines show thg thresholds for normal tag jet classification. In the JES
downward scaling, the green distribution is skewed to lower energies timdjdliat more events
would be less likely to have two tag jets and therefore HMDJ events would be likely to be
selected into the GGFE category. In the JES upward scaling, the distribus&avied to higher
energies and the opposite effect occurs.

The systematic uncertainty,due to upwards and downwards scaling is given by the difference

in efficiencies with respect to the unscaled selection efficiency:

NC _NC
JESugd
0 3ESugdown) = uml\j)(\:/vn) (8.8)

aJesupiS shown in Table 8.9 3e sdownlS shown in Table 8.10.
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8.3 Jet Energy Scale (JES) and Jet Energy Resolution (JER) Untiegain
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Figure 8.6: Effect of the jet energy scale systematic uaggst on the distributions of they of the tag

(d) pr,j2 In[>25

-

jets in the signal. The distributions are shown without ection (“nominal”) as well as with the jet energy
scalings described in the text. (a) Leading jet in the ba(glSubleading jet in the barrel, (c) Leading jet

in the end-caps and (d) Subleading jet in the end-caps.
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8.3 Jet Energy Scale (JES) and Jet Energy Resolution (JER) Untiegain

JESup HMDJ GGFE
ggF VBF ggF  VBF
Baseline 0.097 0.068 -0.001 -0.019

High |n| 0.101 0.077 -0.001 -0.014
Flavour 0.093 0.057 -0.000 -0.005
M 0.018 0.020 -0.000 -0.003
Npy 0.014 0.012 -0.000 -0.000
b-jet 0.000 0.000 -0.001 -0.017

Close by jets| 0.010 0.008 -0.000 -0.002

Table 8.9:a shown for various jet energy scale contributions when treggias on the jets is scaled up for
the VBF and gluon-gluon fusion production mechanisms, ithbtMDJ and GGFE categories.

JESdown HMDJ GGFE
agF VBF ggF VBF

Baseline -0.079 -0.042 0.001 0.013
High |n| -0.089 -0.052 0.001 0.012
Flavour -0.081 -0.042 0.000 0.001
K -0.011 -0.001 0.000 0.001
Npyv -0.012 -0.004 0.000 0.000
b-jet -0.000 -0.000 0.001 0.0112
Close by jets| -0.012 -0.006 0.000 0.002

Table 8.10:a shown for various jet energy scale contributions when thergias on the jets is scaled down
for the VBF and gluon-gluon fusion production mechanism$ath HMDJ and GGFE categories.
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8.3 Jet Energy Scale (JES) and Jet Energy Resolution (JER) Untiegain

Using the scaled efficienci@s has been recalculated. The resulting value3idfom ojesup

are shown in Table 8.11 and the resulting valueSidfom o 3 sgown@re shown in Table 8.12 (see

also Figure 8.7). The systematic uncertainty due to the jet energy scale is:

see Figure 8.7.

3Mgre = 0.006

JESup Ri Mstat  |NRi — R
Chosen 0.037 0.067 -

Baseline 0.032 0.063 0.005
High |n| 0.032 0.063 0.005
Flavour 0.033 0.064 0.004
u 0.036 0.066 0.001
Npv 0.037 0.066 0.000
b-jet 0.038 0.067 0.001
Close by jets| 0.037 0.067 0.005

(8.9)

Table 8.11:R, statistical uncertainty and relative systematic errofofor various jet energy scale contri-
butions when the energy of the jets is scaled up.

JESdown Ri MMstat  |Ri — R
Chosen 0.037 0.067 -

Baseline 0.041 0.070 0.004
High |n| 0.043 0.071 0.006
Flavour 0.042 0.070 0.005
1 0.038 0.067 0.001
Npv 0.038 0.068 0.001
b-jet 0.038 0.067 0.001
Close by jets| 0.038 0.068 0.001

Table 8.12:R, statistical uncertainty and relative systematic erroffofor various jet energy scale contri-

butions when the energy of the jets is scaled down.
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8.3 Jet Energy Scale (JES) and Jet Energy Resolution (JER) Untiegain
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Figure 8.7: Measurement 8% for JESup and JESdown. Error bars show the statistical taiogy for each
measurementéi)‘ig)%% is shown by the dashed horizontal lines between the higmesthe lowest values
obtained.

8.3.2 JER Uncertainty

The jet energy resolution uncertainty is calculated using in-situ technitjuesotal systematic
uncertainty on the event selection is calculated in a similar way to the jet eneatg; SThepr
andE of the jets are smeared by a factgrwhich is obtained from a Gaussian random number

generator for each event, using the JER uncertaintyas 1

Efe = E%(1+u) (8.10)

1o = PP%(1+u) (8.11)

The effects of JER uncertainties on the HMDJ category and the GGFEocatiey the gluon-

gluon fusion and VBF signals are summarised in Table 8383 is calculated as 0.001.
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8.4 Other Signal Contributions

Systematic| ggF  VBF
HMDJ -0.000 0.033
GGFE 0.028 0.020

Table 8.13:a is calculated due to the jet energy resolution for the VBF gluidn-gluon fusion production
mechanisms, in both HMDJ and GGFE categories.

8.4 Other Signal Contributions

Another systematic uncertainty may arise from the VH and ttH signal contritsjttbat are not
completely negligible. Assuming SM predictions, the VH and ttH signal contribsitiothaccount
for 3.6% and 0.6% of the signal in the GGFE and HMDJ categoies, resplgctithe value ofk

was then re-calculated under the assumption that these additional contribwioe additional

backgrounds and could be subtracted 69&!;;{“” was calculated as 0.003.

8.5 Uncertainty due to Limited Data

In Section 6.4, toy MC experiments were used to investigate the measuren@miti 13 fb1
of data. 1,000,000 toy experiments were generated for each one ofiffaent scenarios with
alternative cross sections for gluon-gluon fusion and VBF. The digtoibs of the resultingr
values are shown in Figure 6.5. It can be seen that the distributions tamecassarily symmetric,
and that they centre approximately (but not exactly) on the true valtfe éf potential systematic
uncertainty is therefore associated with this effect. In the same section ivevidied that, as
expected, increasing the size of the data set will reduce this systematit aNih larger data
sets, the distributions become more symmetric and their centre will convergetiom e value
of !M. Nevertheless, as the present measurement is obtained from a limitedtdsfta 3t the
corresponding systematic uncertainty has to be quantified.

In order to estimate the systematic uncertainty, three scenarios were intestiga

1. Assume the SM gluon-gluon fusion and VBF cross sections andHSM yy branching

ratio;
2. Same as 1 exceptgr — Oggr X 1.6;

3. Same as 1 except/gr — Ovpr X 1.7.
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8.5 Uncertainty due to Limited Data

Scenario‘ Rirve Rpeak Rmed Rpeak— Rtrue  Rmed— Rtrue

1 0.075 0.037 0.060 -0.038 -0.015
2 0.048 0.031 0.046 -0.017 -0.002
3 0.121 0.070 0.104 -0.051 -0.016

Table 8.14: Peak and median values associated with thédistns of 1,000,000 MC toy experiments for
3 alternative scenarios of cross sections. The differerb&den these values and the true valugtas also
shown.

Scenario 1 has been chosen as recent ATLAS measurements [24] 28,08y that the observ-
able properties of the Higgs boson are consistent with the Standard Mitkttion. However,
although the measurements are consistent with the Standard Model withinpténsantal un-
certainties, Scenarios 2 and 3 were also investigated, based on thestigngth measurements

(W of various production mechanisms. These results were as follows

B
HogF+tth X 5= = 1.6£03 (stat)+93 (syst)
B 0.8 05 (8.12)
Wer X g = 1.7 +qg (stat)+oz (syst)

[24], whereB is the diphoton branching fraction.

For each of these scenarios 1,000,000 toy experiments were run. fiimésepl MVA working
point that was determined in Section 7.3 was used for all scenarios. Tiibwdisns of the toy
experiments for these scenarios are shown in Figure 8.8 with the centréa(medsitions and
peak positions for each distributitn An asymmetry is observed in each distribution, and as a
consequence the median and peak positions are not equivalent. Tharsmngetween the true
R (NRirue) value in each scenario, with the medidineg) and peak position)peay) is shown in
Table 8.14.

Due to the asymmetric nature of the distributions, the estimated systematic unceésteakgn
to be half the difference between the median and the true valg&. ofo be conservative the
maximum difference is chosen, which occurs in Scenario 3. The undgrthie to this effect is
therefore

ORgys = 0.008 (8.13)

1The peak position was estimated by fitting a Gaussian function to five bins sitleeof the central bin.
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8.6 Total Systematic Uncertainty

.E 70000 _l T T T T T T T T T T T T I T T T T I T T T T |_
o) - ]
2’_60000:— ATLAS Work in progress =
2 - : — 0=0.075, SM .
= 50000 — 0=0.048,SMo_ x16
240000F- —— 0=0.121,SMo, xL7

E 1 — True Value E
30000 i By Peak Position —

- A I Median .
20000 S ]
10000 - =

0 | 1 1 1 1 I 1 I; ; ill Ié I 1 1 1 I 1 1 1 1 I 1 1 1 -

-0.1 0 0.1 0.2 0.3 0.4

U

Figure 8.8: Distributions ofR with 1,000,000 toys of pseudodata of 3 different cross eacsicenarios.
The Value offR in each toy is calculated from randomly generated nhumbexséate consistent with the
expectation of signal and background for each cross sestienario and using the chosen MVA working
point.

8.6 Total Systematic Uncertainty

Out of all the contributions considered, the largest effect was due tchibiee of Bernstein poly-
nomial order. Using all of the contributions the total systematic effect is tzk by adding

together in quadrature:

6S)%SySt = 59‘{8;& 6959‘*2% @69%5155? @69%]55? @&RsLyst @6%}5/;5'{“'_'
= 0.028 ©0.019 ©0.006 ¢0.001 ©0.008 0.003 (8.14)
— 0.035
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Chapter 9

Conclusion

The Higgs boson is the last remaining particle in the Standard Model to bd.féumew boson has
recently been observed displaying properties that are consistent witdhelard Model Higgs
boson. It is important to measure the production rates of the Higgs bosdhijsawill unlock
information about the couplings to other particles, as explained in Chaptéhis thesis has
investigated reoptimising the event selection, to categorisk theyy events that are produced by
the VBF processes.

The original category developed by ATLAS to be enriched in VBF evehesKIMDJ category)
was a cut-based approach. The studies in Chapter5 showed that thetarihsignal expected in
this category is limited, and at the same time many background events and rseaulzia gluon-
gluon fusion signal was contaminating this category. In this thesis a boostéziah tree (BDT)
was investigated to improve on this categorisation scheme. Using five inpaibles (1 j1, prj2,
Anjj, Mjj and |pry + Prjj|) in the BDT, an improvement on the selection performance was
achieved with respect to the cut-based approach. The VBF signaéetficincreased by 22.6%,
for a significance similar to that of the cut-based approach. The sigriicacreased by 5.9%,
for a VBF signal efficiency similar to that of the cut-based approach arldeasame time, the
contamination from the gluon-gluon fusion signal was decreased by 21.7%

The VBF rate relative to the VBF and gluon-gluon fusion rat83$ was measured to check
for consistency with the Standard Model. The amount of signal from théBllgategory and a
category rich in gluon-gluon fusiod — yy events (the GGFE category) were required. This was

obtained using a background subtraction method described in Chaptevés $hown a$ order

137



Bernstein polynomial best fit the background distribution in the HMDJ cayeaod a & order
polynomial polynomial best fit the background distribution in the GGFE cayego

In Chapter 7, it was demonstrated with pseudodata experiments that a H\Eybry which
gives a higher VBF signal significance is likely to meastiravith a lower statistical uncertainty.
The pseudodata experiments also showed that the statistical uncertaingeisvitir the amount
of data currently available. To improve the measuremeft dfwas decided to increase the VBF
signal significance by including additional variablps:,y and pry:. This new BDT provided
an improvement in VBF signal significance by 24.0% relative to the cut-baselysis and still
selects 12.0% less gluon-gluon fusion signal than the cut-based abproac

The appropriate measurement procedures were investigated in chapssess the system-

atic uncertaintyfR is measured as
R = 0.037+ 0.067(staph + 0.035sys?

to be compared with a Standard Model predictiofRof 0.075. Various measurements have been
carried out by ATLAS on this new particle, such as decay channel, rsp@s measurements and
mass measurements. All results have shown that this new patrticle is consigiesatliggs boson
as predicted by the Standard Model within the current precision of the festsmeasurement of
R provided by this thesis also suggests consistency with the Standard Mdttiél, twve measured

uncertainty.
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