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Abstract

The Search for a Heavy Higgs Boson in the H →WW → lνjj Channel with the ATLAS Detector

Ossama S. AbouZeid

Doctor of Philosophy

Graduate Department of Physics

University of Toronto

2015

A search for a heavy Higgs boson has been performed in the H → WW → `νjj decay channel

using the ATLAS detector, with 20.3 fb−1 of data, recorded from proton – proton collisions at the Large

Hadron Collider at
√
s = 8 TeV. The search is performed in two orthogonal search modes, one targeted at

gluon-gluon fusion production (ggF) and the other at vector boson fusion (VBF) production. The data

are tested against multiple signal hypothesis, one large width Standard Model-like Higgs, one assuming

an electroweak singlet (EWS) extension to the SM Higgs sector, and finally, one model independent

Higgs, which is generated with the Narrow Width Approximation – consistent with some parameters of

EWS and Two Higgs Doublet Models (2HDM). In all cases, no significant excess in the data is found

when compared to the background only (SM) hypothesis. Instead, upper limits on σ ×B.R. at the 95%

confidence level (using the CLs method) are presented for the three heavy Higgs models studied.
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Chapter 1

Introduction

“We don’t want to conquer the cosmos, we
simply want to extend the boundaries of
Earth to the frontiers of the cosmos.”

Stanislaw Lem, Solaris

Much of the press coverage of the Large Hadron Collider (LHC) has been in the context of the search

for the Standard Model (SM) Higgs boson. While this overlooks the breadth of the experimental program

at the LHC and its associated experiments, it is natural to have a particular focus on the Higgs; the

particle has been searched for and studied since its original postulation in the 1960s [1, 2, 3, 4, 5, 6]. With

the highest energy proton–proton collisions in the world being produced by the LHC, combined with the

already extensive restrictions on the Higgs mass from experiments at LEP (the Large Electron-Positron

Collider) [7, 8] and the Tevatron [9], as well as theoretical constraints [10], the Standard Model Higgs –

if it existed – was expected to be discovered by the experiments at the LHC.

On July 4th, 2012, the ATLAS and CMS Collaborations announced the discovery of a Higgs bo-

son [11, 12]. The discovery validates decades of work to understand the fundamental building blocks

and interactions of our universe. The theory that collectively encompasses these building blocks and

their interactions (excluding gravity) is called the Standard Model (for more discussion on the Standard

Model, refer to Chapter 2). The presence of the Higgs (or something like it) is needed by the Standard

Model in order to provide the spontaneous symmetry breaking (Section 2.2) which generates mass for the

fundamental particles. Without it, the Standard Model produces unphysical results, with some cross-

sections for electroweak processes (such asWW scattering) breaking unitary (i.e., give a probability of a

process occurring > 1) [10]. While a Higgs boson has been found, the precise nature of the Higgs sector

is not entirely known, i.e., is the Higgs discovered at 125 GeV a Higgs, or the Higgs. The discovery,

while providing a first glimpse of the Higgs sector, does not indicate whether the SM prediction is the

correct one. There is only one Higgs predicted by the SM, with very specific properties, and so ATLAS

and CMS experiments have been (and still are) performing measurements to confirm the properties of

Higgs.

While precision tests and measurements of the Higgs boson are one way to examine the Higgs sector,

a more direct way to prove that this is not the SM Higgs boson, is to discover another (perhaps heavier)

Higgs boson, which is part of an extended Higgs sector, not predicted of the SM. Therefore, in parallel

1
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to precision tests of Higgs properties, studies by both CMS and ATLAS Collaborations are underway to

search for an additional Higgs.

One such search, looking for a heavy Higgs in the H → WW → `νjj channel, is presented in this

thesis. The search was originally a Standard Model Higgs search, but one that was initially somewhat

of a black-sheep in the family. The process is most sensitive in the higher range of Higgs masses

(mH & 300 GeV), while the fit on the Standard Model parameters [7] indicated that the Standard

Model prefers a light Higgs. Therefore, before the discovery was made, the search channel was sensitive

in a region of Higgs mass “not preferred” by the Standard Model. With the discovery of a relatively

low mass Higgs (in good agreement with results of the electroweak fit), the Higgs mass is in a region

not accessible to this analysis due to the high number of background events. While the prospects for an

observation, or precise property measurement of the 125 GeV Higgs in this search channel are not good,

the search for an extended Higgs sector in the high mass region (where this analysis is most sensitive)

provides an excellent motivation to study this final state.

While most interesting physics searches and measurements have a theoretical motivation, this channel

was personally motivating because the final state itself is interesting ; it requires a detailed knowledge of

the detector and the object reconstruction, as the reconstruction of the final state objects (jets, leptons

and neutrinos) relies on information from all portions of the detector. Added to that is the potential for

the two jets to become merged, in the case of a very heavy Higgs, and the corresponding need for the

use of jet substructure techniques.

1.1 Results from 2011 Dataset

The most recent result published by ATLAS in the H → WW → `νjj channel was in 2012, using data

collected during the 2011 pp run [13]. This was before the discovery in July 2012, so that search was for

a SM-like Higgs at high mass. Compared to the 2012 dataset, the 2011 dataset was at a lower center of

mass energy1 of
√
s = 7 TeV, and an integrated luminosity of 4.7 fb−1.

The limit from that analysis is presented in Figure 1.1. The limited search range (300 ≤ mH ≤
600 GeV) was due to the fact that no treatment was yet in place to account for the lineshape of a

heavy Higgs (which will be discussed in Chapter 2), and no mechanism in place for evaluation of the

interference of the H →WW → `νjj process with the non-resonant WW continuum background. As a

result, there were large uncertainties placed on the theoretical cross-section (≈ 1.5× (mH/ TeV)3), which

became prohibitive at large masses (& 30 % at mH = 600 GeV). As a result, both CMS and ATLAS

heavy Higgs searches only set cross-section limits up to mH = 600 GeV [14] using the 2011 data.

1.2 The 2012 Search for a Heavy Higgs Boson

The 2012 LHC proton–proton run brought with it promising changes and exciting developments. In 2012

the LHC was able to quadruple the 2011 pp dataset delivered, and at a higher center of mass energy

of
√
s = 8 TeV (See Chapters 3 and 4 for discussions on the LHC and the delivered dataset). Further,

the theory community provided more accurate lineshape predictions for a heavy Higgs, and Monte

Carlo generators and techniques able to quantify the interference between H → WW → `νjj and the

1In both 2011 and 2012, the energy was reduced from the LHC design energy of
√
s = 14 TeV. The reduction of the

collision energy was due to catastrophic damage suffered during the initial commissioning of the LHC in 2008.
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Figure 1.1: Expected and observed upper limits on the Standard Model like Higgs boson σ × BR (at
95% CL) using the 2011 pp dataset in the H →WW → `νjj channel. The upper limit is divided by the
SM prediction, σSM. The dotted black line shows the expected upper cross-section limit, assuming the
(null) background only hypothesis, with the coloured bands indicating the uncertainty on the expected
limits with ±1σ and ±2σ. The red line shows the observed upper limits as determined from data [13].
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continuum WW background (Chapter 2), allowing for the search across a broad range of Higgs masses

without (prohibitively) large theoretical uncertainties. These factors, in addition to the larger 2012

dataset and experience gained from the 2011 run, result in the 8 TeV 2012 dataset providing a superior

experimental environment to search for the production of heavy Higgs-like resonances, as discussed in

Chapter 5. Of course, the discovery of what appears to be a SM-like Higgs boson at 125 GeV means that

this analysis cannot simply perform a search for an additional Higgs which has properties consistent with

SM expectation. Instead, a suite of theories that predict an extended Higgs sector must be examined.

These are briefly discussed in the next chapter.

The results presented in this thesis do not close the chapter on the Higgs sector, or even on the

H → WW → `νjj search. The LHC Run-II (starting as this is being written) aims to provide much

more data, and a higher center of mass energy than was available from LHC Run-I, presenting the

possibility to perform an even more sensitive search for an extended Higgs sector. Before the ink has

begun to dry, I look forward to LHC Run-II.



Chapter 2

The Standard Model and SM-like

Higgs Bosons

“Six years ago they began to get invisible,
glass or no glass. Nobody has ever seen the
last five I made because no glass is strong
enough to make them big enough to be
regarded truly as the smallest things ever
made.”

Flann O’Brien, The Third Policeman.

2.1 The Standard Model of Particle Physics

The Standard Model of particle physics [15, 16, 17] is a fundamental theory of matter, and its interactions.

It mathematically describes the basic building blocks of the universe and the three fundamental forces

of nature through which they interact; the strong force, weak force, and electromagnetic force. A

description of gravity is noticeably absent from the Standard Model, although at the relevant energy

and length scales, the contributions from gravity are negligible.

The SM consists of twelve fundamental spin- 12 particles (fermions) and four force mediating spin-1

particles (the gauge bosons)1. The fermions are what make up everyday matter, while the spin-1 gauge

bosons mediate the three fundamental forces/interactions between the particles. Fermions can be divided

into two categories; the leptons and the quarks, each consisting of six spin- 12 particles. These are often

grouped into three sets of pairs, or generations.

For the leptons, the three generations are the electron (e), muon (µ) and tau (τ), and their associated

neutrinos (νe, νµ, ντ ) grouped into generations, as;(
νe

e

)(
νµ

µ

)(
ντ

τ

)
. (2.1)

There are also six distinct types, or flavours of quarks: up, down, charm, strange, top and bottom

1Spin is a dimensionless quantity when using natural units (~ = c = 1), which are used throughout this thesis.

5
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Table 2.1: Summary of fundamental fermion properties. Associated anti-particles have the same mass,
but opposite sign charge. Electric charge is reported in units of the elementary electric charge, e. Masses
for the u, d, and s are evaluated in a mass-independent subtraction scheme (MS), while the c, and b
quark masses are evaluated with “running” masses in the MS scheme. The quoted top quark mass was
determined by direct mass measurements [18].

The Leptons The Quarks

Lepton Mass [MeV] Electric charge Quark Mass [MeV] Electric charge

Gen. I
e 0.511 −1 u 2.3 +2/3
νe < 2× 10−3 0 d 4.8 −1/3

Gen. II
µ 105.66 −1 c 1275 +2/3
νµ < 2× 10−3 0 s 95 −1/3

Gen. III
τ 1776.82 −1 t 173.21× 103 +2/3
ντ < 2× 10−3 0 b 4.18× 103 −1/3

(u, d, c, s, t, b). Each quark is either an up type or down type quark, with the up types having an electric

charge of +2/3, and the down types having −1/3. The quarks, like the leptons, are organized in three

generations, each having one up type and one down type quark:(
u

d

)(
c

s

)(
t

b

)
. (2.2)

Each fermion has an associated anti-particle, which is identical to its partner, but carries opposite

charge. The anti-particles are typically differentiated from their partners with a bar, e.g., an up quark,

u, and it’s anti-particle, ū. A summary of the fermion properties is found in Table 2.1.

The Standard Model also describes four spin-1 bosons (the gauge bosons), which act as the mediators

for the three fundamental forces that are described by the Standard Model. They are the massless photon,

γ ( mediator for the electromagnetic force), the W and Z bosons (mediators of the weak force), and the

gluon, g (massless mediator of the strong force). A summary of the gauge boson properties can be found

in Table 2.2.

The Standard Model is a SUC(3)×SUL(2)×UY (1) locally gauge invariant theory. The strong inter-

action, described by QCD (quantum chromodynamics), obeys SUC(3) transformations (“C” indicating

colour, the charge of the strong force), and contains eight gauge bosons (gluons) which mediate the

strong force. Weak and electromagnetic interactions exhibit invariance under SUL(2)× UY (1) transfor-

Table 2.2: Summary of gauge boson properties. Electric charge reported in units of the elementary
electric charge, e [18]. The masses for theW and Z bosons are from experimental results, while the gluon
and photon masses are from theoretical prediction (experimental results are consistent with a massless
gluon and photon).

Mass [GeV] Electric charge Mediator of

γ 0 0 Electromagnetic force
g 0 0 Strong force
W± 80.385 ±1 Weak force
Z0 91.1876 0 Weak force
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mations (“Y ” for weak hypercharge and “L” indicating that only interactions with left-handed fermions

are allowed). The SUL(2) symmetry has three group generators, correspond to three gauge bosons,

while UY (1) has a single generator. The four generators of the SUL(2)×UY (1) group are related to the

four physical SM gauge bosons (Z, W±, γ) which arise from the spontaneous symmetry breaking in the

Higgs sector (detailed in the following sections), and accounts for their non-zero mass.

2.2 The Higgs Mechanism

Although the Standard Model has been extremely successful, making experimentally verified predictions,

and holding up to precision measurements, there was one piece missing for many years: the Higgs boson.

The Higgs boson (and it’s associated field) solves the problem that arises from a simple observation; fun-

damental particles have mass, but the mathematical framework of the SM does not allow the Lagrangian

to have explicit mass terms for the gauge bosons. In the case that the fermion and boson fields in the

Standard Model are kept massless, the Lagrangian is locally gauge invariant. Adding mass terms for the

quarks and leptons when considering only the strong force is trivial, and does not break the local gauge

SUC(3) invariance which describes the strong force [10]. However, attempting to add a mass term for the

electroweak bosons of the form 1
2M

2
VWµW

µ breaks the local SUL(2)× UY (1) gauge symmetry. Adding

explicit fermion mass terms results in similar behaviour, with the local gauge symmetry being broken.

One must then look for a way to generate the fermion and relevant boson masses without breaking the

local SUL(2)×UY (1) symmetry. The way to do this is through the mechanism of spontaneous symmetry

breaking [1, 2, 3, 4, 5, 6].

2.2.1 Spontaneous Symmetry Breaking in a Toy Model

As an illustrative example [10, 19], consider the following simple Lagrangian, which describes a real

scalar field φ, with potential V (φ):

L =
1

2
∂µφ∂

µφ− V (φ), V (φ) =
1

2
µ2φ2 +

1

4
λφ4, λ > 0. (2.3)

Note that this Lagrangian has a readily apparent parity symmetry (φ→ −φ). In the case that the mass

term (µ2) is greater than zero, this is simply the Lagrangian of a spin-0 particle with mass µ. The field

value which minimizes the potential is defined as the vacuum expectation value (vev), φ0. With µ2 > 0,

the potential has a minimum at φ0 = φ = 0. However, in the case that µ2 < 0, then the minimum of

the potential is not at φ = 0 and the vacuum expectation for the field is instead

φ0 = ±
√

−µ2/λ ≡ ±v, (2.4)

which results in two separate, but degenerate, non-zero vacuum expectation values. While the Lagrangian

remains unchanged, and still has an explicit reflection symmetry, there is no longer reflection symmetry

about the field’s non-zero ground state, φ0.

In order to understand the consequence of the non-zero ground state, one of the degenerate vacuum

states is arbitrarily chosen (v = +
√
−µ2/λ), and a shifted field, σ, is defined in relation to this ground

state:

σ ≡ φ− φ0 = φ− v. (2.5)
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By construction, this new field σ has a vacuum expectation value, σ0 = 0. Rewriting the original

Lagrangian in Equation 2.3 in terms of the new shifted field yields:

L =
1

2
∂µσ∂

µσ − (−µ2)σ2 −
√
−µ2λσ3 − λ

4
σ4 + c, (2.6)

where c represents a collection of constant terms. The result is a scalar field with a mass of m =
√
−2µ2.

However, the original reflection symmetry that was present in the Lagrangian found in Equation 2.3 has

been lost. In choosing one of the two degenerate states, the intrinsic reflection symmetry has been

spontaneously broken.

2.2.2 Spontaneous Symmetry Breaking and Goldstone Bosons

Now that the basic principle of spontaneous symmetry breaking has been introduced, whereby a shifted

field was defined in relation to a non-zero vev, consider the more complicated case of a scalar field doublet

φ =
(
φ1

φ2

)
, with a Lagrangian written as:

L =
1

2
[∂µφ1∂

µφ1 + ∂µφ2∂
µφ2]− V (φ21 + φ22), (2.7)

V (φ21 + φ22) =
1

2
µ2(φ21 + φ22) +

1

4
λ(φ21 + φ22)

2. (2.7a)

Like the case in Section 2.2.1 there is an explicit symmetry; in this case it is a continuous SO(2) rotational

symmetry. Once again, if µ2 > 0, the symmetry is unbroken and the Lagrangian simply describes two

scalar fields, both with mass µ2. In the case of µ2 < 0 the original SO(2) symmetry is broken, and the

vev can be defined as

φ2
0 = −µ2/λ ≡ v. (2.8)

In this case, the degenerate vacuum state forms a circle of radius v in the φ1 × φ2 plane. While the

choice of final vacuum state is completely arbitrary (the SO(2) invariant Lagrangian demands it), for

simplicity the vacuum state φ0 =
(
v
0

)
is chosen.

A new set of shifted fields can be defined, analogous to the shift done in the previous section (Equa-

tion 2.5), so that the vev of the new field is zero.

σ ≡ φ− φo =

(
η

ξ

)
(2.9)

Substituting this shifted field into the original Lagrangian in Equation 2.7:

L =
1

2

[
∂µη∂

µη + 2µ2η2
]
+

1

2
[∂µξ∂

µξ] + c. (2.10)

This Lagrangian describes two particles: η, which has a mass of
√

−2µ2 and ξ, which is massless. The

fact that a single massless boson is left after the symmetry breaking is a direct result of Goldstone’s

theorem [20, 21, 22], which states that one massless boson will appear for every continuous symmetry

that is broken.
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2.2.3 Spontaneous Symmetry Breaking in the Standard Model

The process of defining a shifted field to account for a non-zero vev can be used when considering a

locally gauge invariant Lagrangian (something analogous to the Standard Model). The following is an

example of the Abelian Higgs model [10, 19, 23].

A U(1) invariant Lagrangian that couples a charged complex scalar, φ, to electromagnetism can be

written as follows:

L = Dµφ
∗Dµφ− 1

4
FµνF

µν − V (φ) (2.11)

V (φ) = −µ2(φ∗φ)− λ(φ∗φ)2, λ > 0. (2.11a)

Here, Dµ is the covariant derivative. As in the previous subsection, there are two cases, depending on

the sign of µ2. The case where µ2 > 0 is uninteresting as there is no symmetry breaking, and so the

µ2 < 0 case is examined, which will lead to a broken symmetry. With µ2 < 0, the vev of the field φ

occurs at

φ0 =

√
−µ2

2λ
≡ v/

√
2. (2.12)

Shifting the field by defining a new field with a vanishing vacuum expectation value, where φ′ = φ−φ0,

and introducing two new fields (η and ζ), the original complex scalar field can be written as;

φ =
eiζ/v(v + η)√

2
≈ v + η + iζ√

2
, (2.13)

which can be used in order to rewrite the original Lagrangian (Equation 2.11) in terms of these shifted

fields:

L =
1

2

[
∂µη∂

µη + 2µ2η2
]
+

1

2
[∂µζ∂µζ]−

1

4
FµνF

µν + qvAµ∂
µζ +

q2v2

2
AµA

µ + Lint. (2.14)

In the above equation, Lint contains the interaction terms (which are not of interest here). In this La-

grangian, the term qvAµ∂
µζ is bilinear and unphysical; this implies a transformation can be performed

in order to get the Lagrangian in a form in which the particle content is more readily apparent. Per-

forming the gauge transformation Aµ → A′
µ = Aµ− 1

qv∂µζ, eliminates all of the bilinear terms, resulting

in the following:

L =
1

2

[
∂mη∂

µη + 2µ2η
]
− 1

4
FµνF

µν +
q2v2

2
A′

µA
′µ + c. (2.15)

In this form, the particle content can be seen; a massive photon A′
µ, and massive boson, η, resulting

from the shifted field. Note that the massless Goldstone boson, ζ, is missing from this form of the

Lagrangian. In popular parlance, the ζ field is said to have been eaten by the symmetry breaking and

gauge transformation, resulting in the massive A′
µ.

Note that no degrees of freedom have been lost. Originally there were 2 degrees of freedom from the

massless Aµ, and two from the complex scalar field. In the end, there are 3+1 degrees of freedom left:

one from the massive scalar η, and the other three from A′
µ, which now has a longitudinal polarization
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state.

Finally, the Standard Model

The same process can be applied in the case of the Standard Model, with SUL(2) × UY (1) symmetry.

Although the calculation is more involved, the result is the same; the Goldstone bosons are eaten to give

an extra degree of freedom (mass/longitudinal polarization) to each of the W±, Z0 gauge bosons. In

order to provide the required degrees of freedom for the massive gauge bosons, the Higgs field cannot be

a simple scalar field as in the above example, but rather a complex doublet, with four degrees of freedom.

In the end, the three weak gauge bosons become massive, using three degrees of freedom, leaving a single

degree of freedom representing a massive scalar boson: the Higgs.

While the mass terms of the gauge bosons fall out of the shifted Lagrangian, the question of fermion

masses still remains; although they are not present in the final Lagrangian, they can be be given explicit

mass terms through the SUL(2)× UY (1) invariant Yukawa couplings of the form:

Lfermion =
gv√
2

(
ψ̄LψR + h.c.

)
+ . . . (2.16)

In the above expression, g is the Yukawa coupling, which is proportional to the fermion mass. While the

coupling of the Higgs to fermions is proportional to the fermion mass, the coupling of the Higgs to the

massive vector bosons is proportional to the boson mass squared (g ∝ m2
V ).

Throughout the discussion of the Higgs and electroweak symmetry breaking, there has been one

feature of the Higgs boson that has not been discussed: its mass. The reason behind this is simple; there

is no prediction in the Standard Model for the mass of the Higgs. Searches for the Higgs boson therefore

have to cover a large range of possible mass hypotheses, covering the range in mH that has not been

excluded by experiments at LEP and the Tevatron, or on theoretical grounds. Once the value of the

Higgs mass has been determined, the Standard Model has exact predictions for other related properties,

such as the Higgs width, and the branching ratios for all possible Higgs decays. Of particular interest

in this thesis is impact of the large width for a heavy (SM-like) Higgs, which is discussed in the next

section.

2.3 Heavy Higgs Bosons

Unstable particle resonances are generally modelled in high energy physics as having a Breit-Wigner

(BW) lineshape. The BW Higgs lineshape can be written as;

BW(s) =
1

π

µHΓH

(s− µ2
H)

2
+ (µHΓH)

2
, (2.17)

where s is the Higgs virtuality, and µH its mass. The BW modelling works well up until the unstable

particle’s width (Γ) becomes comparable to its mass [14]. A general rule of thumb is that once the ratio

Γ/m exceeds ∼10%, the lineshape can no longer naively be taken as a Breit-Wigner.

Figure 2.1 shows that at relatively small Higgs masses, the width is very small, and the approximation

works well (take for example mH = 125 GeV where the Higgs width is 4.07 × 10−3 GeV [25], which is

� 10% of the mass). At higher masses, this approximation breaks down; at 400 GeV the width is

29.2 GeV (∼7.3%), and at 450 GeV the width/mass ratio is greater than 10% (Γ = 46.8 GeV) [25].
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Figure 2.1: Higgs width as a function of SM Higgs mass [24].

Therefore, for mH > 400 GeV, the approximate BW lineshape must be abandoned. Its replacement,

the complex pole scheme, should be used instead [26]. The cross-section for the Higgs (going from some

initial state i to some final state f), as described by the CPS is given as follows:

σi→H→f (s) =
1

π
σi→H

s2

|s− sH |2
Γtot
H (

√
s)√

s
BRH→f , (2.18)

Γtot
H (

√
s) =

∑
f

ΓH→f (
√
s), (2.18a)

with s being the Higgs virtuality and sH the Higgs complex pole. The complex pole of the Higgs (and

of unstable particles in general) can be written as

sH = µ2 − iµγ, (2.19)

where the parameter µ is the particle’s mass, and γ is its width.

2.4 Higgs Production at the Large Hadron Collider

Assuming a Standard Model Higgs boson, for any given mH the cross-sections for the production mecha-

nisms and the branching ratios (BR) for the decays are well defined and are shown in Figures 2.2 and 2.3,

respectively. In the Higgs mass range 80 ≤ mH ≤ 1000 GeV the dominant production mechanisms at

the LHC are gluon-gluon fusion (ggF), vector boson fusion (VBF) and associated production (VH).

Feynman diagrams for these three main LHC production processes are shown in Figure 2.4.
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Of these three main contributors to Higgs production, the two dominant production mechanisms at
√
s = 8 TeV are ggF and VBF. While the ggF production mode has a larger cross-section than VBF

throughout the mass range (by an order of magnitude at low mH), the difference in their cross-sections

decreases until at mH ∼ 1000 GeV the two production rates are similar. At lower masses, associated

production becomes more comparatively important, and exceeds the VBF cross-sections for an extremely

light Higgs (mH ∼ 80 GeV).

As the Higgs couples to mass, the largest branching ratio for a given Higgs mass will be the heaviest

kinematically accessible (and dynamically allowed) final state. Therefore, at low masses (mH ≤ 150 GeV)

decays of the Higgs are dominated by H → bb̄ decays. However, due to the purity of the signal1, the

two most promising channels for low mass discovery are H → γγ and H → ZZ(∗). At higher mass, the

H → V V decays are preferred, with the highest branching ratio being in the H →WW channel (which

is a factor of 2 higher than the other V V final state, ZZ, due to the production of identical particles in

the final state).

In the summer of 2012, the ATLAS and CMS Collaborations both announced the observation of a

Higgs-like boson at mH = 125 GeV [11, 12]. Subsequent measurements have shown that this newly

discovered particle has properties consistent with the Higgs boson predicted by the SM. Spin-parity

measurements, production and coupling measurements by CMS and ATLAS have found no significant

deviation from SM predictions for a SM Higgs of this mass [27, 28, 29, 30, 31, 32].

2.5 Higgs Sector Beyond the Standard Model

Although there is no evidence yet for a deviation of the properties of the observed state from the SM

Higgs boson predictions, the possibility that the observed Higgs is not exactly as predicted by the SM

is not ruled out. Instead, the Higgs already observed could be part of an extended Higgs sector, as

postulated by some theories that are beyond the Standard Model (BSM). As mentioned earlier in this

chapter, the Higgs mechanism is needed in order to preserve local gauge invariance when introducing

mass terms for the fermions and massive gauge bosons. The addition of Higgs mediated diagrams in

1Purity being the relative number of signal and background events in the final state.
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Figure 2.4: Feynman diagrams of dominant Higgs production modes at the LHC: gluon-gluon fusion (a),
vector boson fusion (b), and associated production (c).

W/Z scattering is also needed in order to preserve unitary at high center-of-mass energies. An open

question is whether the Higgs discovered at 125 GeV is solely responsible for cancelling out the divergent

process, and preserving unitarity.

In the case that there are one or more undiscovered Higgs bosons that are part of a BSM Higgs sector,

there are two common benchmark models [14] which predict an extended Higgs sector. In the first, the

couplings to the gauge bosons and fermions are scaled from the SM prediction by a common factor (as

in the electroweak singlet model, Section 2.5.1). In the second, the couplings to the gauge bosons and

fermions are scaled by separate factors, as in Two Higgs Doublet Models (2HDM, Section 2.5.2). The

EWS and 2HDM benchmarks are briefly explained in the following sections, along with a description of

the Narrow Width Approximation, which can be used to probe the parameter space of these models, or

apply model-independent constraints on other BSM Higgs models.

2.5.1 Electroweak Singlet (EWS)

The EWS model adds a real singlet field to the original Higgs complex doublet [14]. The end result

is two neutral CP-even scalars, h and H. Convention dictates that the more massive of the two is H.

While not predicted in the original Higgs theory, the second scalar, H, is referred to in this thesis as an

additional Higgs boson, or a Higgs-like boson as it has similar properties as h.

The couplings of each of the two scalars to the vector bosons and fermions is scaled by a common

factor relative to the SM prediction by κ and κ′ (for h and H, respectively). To preserve unitary for

longitudinal W/Z gauge boson scattering, the following sum rule is required:

κ2 + κ′2 = 1. (2.20)

This results in the cross-section and width of the lighter Higgs being scaled by the coupling strength κ2,

with branching ratios remaining the same as for the SM Higgs.
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σh = κ2 × σh,SM (2.21)

Γh = κ2 × Γh,SM (2.22)

BRh→f = BRSM,h→f (2.23)

For the heavier H state, alternate decay modes, such as H → hh, may be possible (depending on the

mass of H). Therefore, the scaling of the SM cross-sections and widths is not as simple as in the light

case. Instead, the scaling is a function of κ′ and BRnew, which is the branching ratio of H into decay

modes not allowed in the SM case:

σH = κ′2 × σH,SM, (2.24)

ΓH =
κ′2

1− BRnew
× ΓH,SM, (2.25)

BRH→f = (1− BRnew)× BRSM,H→f . (2.26)

A careful reader will notice that κ2 plays the same role in the EWS model as the SM-normalized signal

strength µ (µ ≡ σobs/σSM). Therefore, measurements of µ in the SM context imply a constraint on κ′2

and any possible extra Higgs bosons (κ′2 = 1 − µh). From Equations 2.24–2.26 the SM relative signal

strength for H, µ′, can be written as:

µ′ =
σ′ × BR′

σSM × BRSM
= κ′2(1− BRnew). (2.27)

Figure 2.5 summarizes this information by showing how the signal strength and the width of the heavy

boson vary in the BRnew × κ′2 plane.

The already discovered Higgs shows that µ is close to one, implying that κ2 (in the context of an

EWS extension to the Higgs sector) is also close to one. Examining Figure 2.5 this would indicate that

any new heavy Higgs-like resonance would almost certainly be narrower than ΓSM (unless BRnew is

significant), and is most likely quite narrow.

2.5.2 Two Higgs Doublet Models

2HDM models [14, 33] are minimal extensions to the Standard Model that have an extended Higgs

sector in the form of a second electroweak doublet. While itself a benchmark model, some well known

extensions to the Standard Model have a two Higgs doublet Higgs sector – supersymmetry (SUSY) [34]

being the most notable example. A Higgs sector with a two Higgs doublet is also promising as it is able

to generate CP violation and baryon asymmetry at a larger scale than the SM – large enough to match

cosmological observations [33].

With the addition of the second doublet, there are now 5 particles in the Higgs sector: h, H, A

and H±. The two bosons h and H are the more familiar neutral, CP-even scalar bosons1, while A is

a neutral, CP-odd, pseudo-scalar. The two remaining scalars, H±, are CP-even, charged Higgs bosons.

There are two further parameters in the 2HDM models; α, which is the mixing angle between the two

1Like the EWS convention, h is the less massive of the two.
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Figure 2.5: Possible values of µ′ and Γ′ in the BRnew × κ′2 plane for an extended Higgs sector with an
EWS Higgs [14].

CP-even neutral Higgs states, and tanβ, which is the ratio of the vacuum expectation values of the two

doublets. Therefore, in total a 2HDM has six free parameters: mh, mH , mA, mH± , tanβ, and α.

Unlike the single common scaling of couplings in the EWS case, in 2HDM the scalar Higgs’ (h and

H) couplings to the vector bosons and fermions are scaled by two separate factors: κ
(′)
V for the vector

boson couplings, and κ
(′)
f for the fermionic couplings. Like the case of the EWS models, the scaling of

the couplings to the vector bosons is required to satisfy a sum rule in order to maintain unitarity.

2.5.3 Narrow Width Approximation

The NarrowWidth Approximation (NWA, also known as the Zero Width Approximation, ZWA) assumes

that the Higgs width is negligibly small; much smaller than both the Higgs mass, and the experimental

mass resolution. As discussed in the case of the EWS, depending on the values of κ2, and BRnew, second,

more massive Higgs boson may be quite narrow, and for small values of µ′ might be negligibly narrow

(compared to mH). This is not an observation that is unique to the EWS case; in some regions of the

2HDM phase space the heavier neutral Higgs, H, also has a negligibly small width. For these cases, it

is safe to use the NWA scheme, where the Higgs is generated on-shell, as a very narrow BW.

The search for a Higgs boson with a NWA lineshape is not intended to be a direct search in the

extreme of the EWS parameter space, or to apply direct limits to the 2HDM parameter space (although

that could be done). Rather, the limits provide model-independent restrictions, which can then be

extended to any exotic Higgs theory which predicts a very narrow resonance.
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2.6 Interference Effects

Another factor that becomes increasingly important at higher masses (and therefore larger widths1) is

the quantum mechanical interference between the Higgs production pp → H → WW and the related

non-resonant background, in this case pp→WW . The interference between these two processes can not

only change the overall cross-section of Higgs production, but can also alter the kinematic distributions

and lineshape. These effects are non-negligible once the Higgs boson mass is greater than ∼400 GeV [14,

35, 36, 37], assuming the SM relationship between the Higgs mass and width.

When speaking of interference effects, it is useful to parameterize the overall pp → WW invariant

mass distribution into three separate components; signal (S), background (B) and interference (I).
The signal component refers to the portion of the WW spectrum coming solely from Higgs production

and decay (with no interference taken into account). The background component is the non-resonant

pp→WW component that would be present without the presence of an additional heavy Higgs. Finally,

the interference component, which is the difference between the combined SBI and S + B distributions.

Note that the interference term does not have to be positive, as the interference can be constructive, or

destructive (depending on mWW (mH)). The total cross-section for the pp → WW process can then be

written as;

σtot, pp→WW = σS, pp→WW + σB, pp→WW + σI, pp→WW . (2.28)

As the interference spectrum is not present if the signal itself is not present, the S + I spectrum can be

treated as the de-facto signal when performing a search.

Existing Monte Carlo event generators for Higgs production do not include the interference terms

by default. Therefore, the change in the lineshape and kinematics due to the interference must be

accounted for afterwards. There are now multiple Monte Carlo generators that can be used to extract the

interference spectrum for the pp(→ H) →WW process. Monte Carlo generators such as Phantom [38],

aMC@NLO [39] and VBFNLO [40, 41, 42] are capable of determining the interference effects from the

inclusion or exclusion of a Higgs diagram for VBF WW production, while MCFM [43] is able to account

for the interference in ggF production [36]. Further discussion of the procedure used to account for

interference effects is discussed in Chapter 5.

2.6.1 Uncertainties on Interference Effects

In the case of interference in the ggF production mode, the background and interference components are

only known to LO (leading order), while the signal is known to NNLO (next to next leading order). While

one can treat the LO interference term as a correction to the NNLO signal, there is no guarantee that

the NLO (next to leading order) and NNLO corrections to the interference are small, since higher-order

corrections to B are unknown.

The two options are to either keep the interference as a LO correction to the signal evaluated at NNLO

(additive), or to include a large K-factor to have an effective NNLO interference term (multiplicative).

The following is a treatment discussed in Refs. [35, 14], which details both solutions, and proposes a

central intermediate value. The intermediate value provides the nominal estimate of σS+I , and the

additive and multiplicative values are used to define the associated theoretical uncertainty.

1This assumes an SM-like relationship between the width and the mass. For lineshapes, such as the NWA, where the
width is negligible, the interference effects are similarly negligible.
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First, consider the observable distribution, D, which in this case is the invariant mass spectrum,

D =
dσ

dx
, x = mWW . (2.29)

Additive and multiplicative corrections to the S + I distribution can be defined, as found in Equa-

tions 2.30 and 2.31.

dσNNLO
eff

dx
=

(
dσNNLO

dx

)
S
+

(
dσLO

dx

)
B
+

(
dσLO

dx

)
I

}
Additive (2.30)

dσNNLO
eff

dx
= KD

[(
dσLO

dx

)
S
+

(
dσLO

dx

)
I

]
+

(
dσLO

dx

)
B

}
Multiplicative (2.31)

KD =

(
dσNNLO

/dx
dσLO

/dx

)
S

(2.31a)

The additive form leaves the interference as a LO correction to the signal, while the multiplicative option

uses a (large) K-factor to attempt to correct for the NNLO effects.

One can then define the intermediate correction (Equation 2.32) which is to be used as the central

value of the interference. The intermediate value provides a best guess value for the S + I cross-section,

where the signal component has a multiplicative factor assigned in order to match NNLO prediction,

and the interference spectrum is scaled by a K-factor which only includes gluon initiated diagrams.

dσNNLO
eff

dx
= KD

(
dσLO

dx

)
S
+
√
Kgg

D

(
dσLO

dx

)
I
+

(
dσLO

dx

)
B

}
Intermediate (2.32)

KD = Kgg
D +Krest

D (2.32a)

Kgg
D =

(
dσNNLO

/dx
)
gg→H(g)→WW (g)(

dσLO
/dx
)
gg→H→WW

(2.32b)

With the intermediate option giving the central value, the multiplicative and additive options form a

band, which can then be used as the theoretical uncertainty on the normalization of the ggF interference

spectrum.

In the case of the uncertainty for the VBF interference, the difference between the LO and NNLO

interference is expected to be small [44, 45, 46, 47, 48]. Therefore, the only uncertainty applied is on

the modelling of the interference spectrum. The uncertainty is evaluated by comparing the WWS+I

invariant mass spectrum obtained from two separate methods, and assigning the difference between the

two as a systematic uncertainty. Repolo1 is used to reweight the existing signal samples to obtain the

S + I lineshape and is then compared to the WW invariant mass lineshape obtained with a VBFNLO

generated SBI−B invariant mass spectrum. The effect of varied renormalization and factorization scales

on the interference spectrum is used as an additional theoretical systematic uncertainty. A detailed

discussion of the obtained interference weights, and the associated uncertainties is found in Chapter 5.

1Reweighting Pohweg at Leading Order, part of the VBFNLO framework



Chapter 3

The ATLAS Detector at the LHC

“If only I had thought of a Kodak! I could
have flashed that glimpse of the Under-world
in a second, and examined it at leisure.”

H.G. Wells, The Time Machine

3.1 The Large Hadron Collider

The Large Hadron Collider (LHC) [49] is a superconducting particle accelerator, the largest of its kind,

and currently producing the highest energy proton–proton (pp) and heavy ion collisions in the world.

Its home is CERN (Conseil Européenne pour la Recherche Nucléaire), located just outside Geneva,

Switzerland. The collider sits in a 26.7 km long circular tunnel originally constructed for LEP (the

Large Electron-Positron Collider) and its associated experiments.

The collisions produced by the LHC are observed by four large scale experiments situated at different

interaction points around the LHC ring. They are ALICE [50], ATLAS [51], LHCb [52] and CMS [53].

Most of the experiments are primarily interested in proton – proton collisions, except for ALICE, which

was built solely to study lead nuclei collisions from the LHC.

The LHC, while the largest and highest energy collider at CERN, is not the only accelerator. Multiple

other accelerators, boosters and storage rings support CERN’s experimental program, and protons that

eventually make it into the main LHC ring are first fed through a network of accelerators in order to

bring them up to the appropriate energy and proton bunch density. The full CERN accelerator complex

is illustrated in Figure 3.1.

When running in pp mode, the LHC is designed to produce collisions at a center of mass energy of
√
s = 14 TeV and an instantaneous luminosity of up to Linst = 1034 cm−2s−1. The instantaneous lumi-

nosity is what determines the observed rate of physical processes, and is related to the beam parameters

as follows:

L =
frnbn1n2
2πΣxΣy

, (3.1)

where fr is the machine revolution frequency, nb is the number of colliding bunches, n1,2 are the number

of protons in each colliding bunch, and Σx,y are the convoluted transverse beam profiles [54]. At design

18
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instantaneous luminosity, the LHC will be able to deliver a maximum projected integrated luminosity

of 80− 120 fb−1 per year [55].

While the original design energy of the LHC is 14 TeV, during the initial start-up and commissioning

of the machine in 2008, a major technical incident forced the LHC to shutdown for a year in order to

complete repairs. Once back online, the center of mass energy had to be lower than the design center

of mass energy:
√
s = 7 TeV in 2011, and

√
s = 8 TeV in 2012. In May of 2015 the LHC produced pp

collisions at a world record center of mass energy of 13 TeV.

3.2 ATLAS Detector Concept

ATLAS is a ∼4π hermetic detector and consists of three main components – the inner detector (ID),

calorimeter, and muon spectrometer (MS) – all of which consisting of multiple subdetectors. Figure 3.2

shows the full ATLAS detector, with components and subdetectors labelled.

The ATLAS coordinate system is right-handed with the positive z-axis pointing in the direction of

counter-clockwise beam rotation (as viewed from above). The x− y plane is then perpendicular to the

beam axis with the positive x-axis pointing towards the center of the LHC ring, and the positive y-axis

pointing upwards. Due to the nature of hadron colliders, it is often useful to use transverse quantities,

such as the transverse momentum, pT, which is the momentum in the x− y (transverse) plane.

Because of the approximate cylindrical symmetry of the detector, it is useful to specify the coordinates

of detector components and particle trajectories in the form of polar coordinates. The angle θ is the

polar angle as measured from the positive z-axis, while the azimuthal angle, φ, is measured as the angle

about the beam-pipe (with the φ = 0 sitting on the positive x-axis, φ = arctan [xy ]). The polar coordinate

can be used to construct another commonly used coordinate, pseudorapidity, given by

η = − ln [tan (θ/2)] . (3.2)

Pseudorapidity is preferred over the polar angle coordinate, as in the massless limit it approaches the

Lorentz invariant rapidity of a particle, defined as;

y =
1

2
ln

(
E + pz
E − pz

)
. (3.3)

Finally, of interest for discussion of issues such as object (electrons, jets, etc.) reconstruction, and

object overlap removal it is useful to define the angular separation of two objects in the detector:

∆R =
√
(∆η)2 + (∆φ)2. (3.4)

3.3 Physics Goals and Detector Performance

ATLAS is considered a general purpose detector, meaning the detector is able to make precision mea-

surements of a large number of physics processes, each with distinct topologies and final states. The

design of the ATLAS detector took into account the performance needed to observe a wide range of

processes, from QCD and super-symmetry, to electroweak and other SM processes. Observation and

precision measurement of the Higgs boson (see Chapter 2) across a variety of final states was also a

major design requirement. In order to fulfill these goals, ATLAS is required to have excellent charged
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Figure 3.1: The CERN accelerator complex [56]

Figure 3.2: The ATLAS detector [51]
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Table 3.1: Design performance of the ATLAS systems [51].

Detector Component Resolution
Coverage

Measurement Trigger

Tracking σpT
/pT = 0.05% pT ⊕ 1% |η| < 2.5 −

EM Calorimetry σE/E = 10%/
√
E ⊕ 0.7% |η| < 3.2 |η| < 2.5

Hadronic Calorimetry

Barrel and end-cap σE/E = 50%/
√
E ⊕ 3% |η| < 3.2 |η| < 3.2

Forward σE/E = 100%/
√
E ⊕ 10% 3.1 < |η| < 4.9 3.1 < |η| < 4.9

Muon Spectrometer σpT
/pT = 10% @ pT = 1 TeV |η| < 2.7 |η| < 2.4

particle tracking, identification and charge measurements, precise calorimetry for both hadronic and EM

showers, efficient triggering methods, precise muon transverse momentum measurement, all over a large

range of pseudorapidity [57]. The expected performance of the ATLAS subsystems are summarized in

Table 3.1.

Additionally, due to the large instantaneous luminosity delivered by the LHC machine, the elec-

tronic and mechanical components of ATLAS are required to be radiation hard, to prevent unacceptable

degradation throughout the lifetime of the experiment.

The detector systems of ATLAS are described below. As the final state in this analysis makes

particular use of the calorimeters for the object reconstruction, an emphasis is placed on the ATLAS

calorimeter systems.

3.4 Inner Detector

The ATLAS Inner Detector (ID) is made up of three trackers close to the interaction point, along

with the Beam Conditions Monitor (BCM) [58] which acts as a beam monitor and luminosity detector.

The ID measures 5.3 m long and 2.5 m in diameter and has instrumented coverage for tracking up to

|η| = 2.5. The three trackers (listed in order of increasing radial distance from the beam pipe) are

the Pixel Detector (Pixel) [59], Semiconductor Tracker (SCT) [60], and Transition Radiation Tracker

(TRT) [61]. The entire structure of the inner detector is shown in Figure 3.3. Figure 3.4 displays the

radial positioning of the three trackers’ central (barrel) components in relation to the LHC beampipe.

Figure 3.5 displays the end-cap region of the trackers showing the positioning of the modules along the

z-axis. The entire ID volume is located in a 2 T axial magnetic field (further discussion of the ATLAS

magnet system is found in Section 3.7), which allows the determination of charged particle polarity and

transverse momentum.

The ID is meant to provide charged particle track and momentum reconstruction, and identification

of primary vertices for each event/bunch crossing. Due to the large number of interactions per bunch

crossing (a result of the large proton density in each proton bunch), approximately 1000 particles will

traverse the ID per bunch crossing at design luminosity. In order to be able to resolve each of the tracks,

the ID needs to have superb granularity, and fast response.

Both the Pixel and SCT are semiconductor-based detectors, and so to limit the amount of noise (as

a result of leakage current, which will grow with increasing integrated luminosity), the silicon detectors
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Figure 3.3: Cut-away view of inner detector trackers, with both the barrel and end-cap components of
each sub-system (Pixel, Semiconductor Tracker and Transition Radiation Tracker) visible and labelled.
While not shown in the figure, the Beam Conditions Monitor is located in the end-cap section, close to
the beam pipe, and is hidden from view by the other subdetectors [51].

Figure 3.4: Cut-away view of the barrel section of the inner detector trackers. Superposed in red is a
charged particle track going through the three trackers making up the ID [51].
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Figure 3.5: Cut-away view of the end-cap section of the inner detector trackers [51].

Table 3.2: Precision of the Inner Detector Trackers [51].

Item Intrinsic Precision [µm]

Pixel
Barrel 3 cylindrical layers 10 (R− φ) 115 (z)
End-cap 2 × 3 disks 10 (R− φ) 115 (R)

SCT
Barrel 4 cylindrical layers 17 (R− φ) 580 (z)
End-cap 2 × 9 disks 17 (R− φ) 580 (R)

TRT
Barrel 73 straw planes 130 (R− φ)
End-cap 160 straw planes 130 (R− φ)

must be cooled, and are operated between −5◦C and −10◦C. The TRT on the other hand, is designed

to operate at room temperature.

The spatial precision of the individual modules that make up each ID subdetector are listed in

Table 3.2. These values represent the intrinsic resolving capabilities of a single particle traversing a

single plane of modules, and do not take into account the improved precision and resolution obtained

by fitting a particle trajectory through the multiple layers of sensors in the tracker.

3.4.1 Pixel Detector

The Pixel tracker is the subdetector component that is located closest to the interaction point and

has the finest granularity in R − φ coordinates, with more than 80.4 million readout channels. The

excellent granularity of the Pixel detector means that it is able to reconstruct particle trajectories with

high precision, and is able to reconstruct track vertices with high precision – an essential quality for the

tagging and identification of b-jets (discussed in Section 4.6.2).

The Pixel detector is made up of three concentric cylinders of modules that make up the barrel

section, and six disks (three on either side of the interaction point), aligned perpendicular to the z-axis,
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in the end-cap region. Therefore, for each charged particle traversing the ID, the Pixel detector will

nominally provide three space point measurements. Figure 3.5 clearly shows the barrel and end-cap

components of the Pixel detector.

The sensors [62] making up the Pixel detector are all identical, each containing 47,232 pixels. The

individual pixels are 50 µm in the azimuthal coordinate and 400 µm in the z direction (R direction for

the end-cap sensors). The tracking precision of each pixel sensors (which has multiple individual readout

pixels) is 10 µm× 115 µm in (R− φ)× z for the barrel, and (R− φ)×R for the end-caps.

3.4.2 Semiconductor Tracker

The SCT is laid out similarly to the Pixel detector (Figure 3.5) with a concentric cylindrical geometry

for the central barrel section, and disks aligned perpendicular to the beamline for the end-caps. Like the

Pixel detector, the semiconductor tracker is a high granularity detector, with over 6.3 million readout

channels. In the barrel region, charged particles traverse eight SCT strip layers, mounted in small-angle

stereo pairs (40 mrad angle), which results in four space point measurements. In the end-cap, there are

nine disks of sensors per side. The SCT is made from 8448 identical p-in-n rectangular sensors for the

barrel and 6944 p-in-n wedge shaped sensors in the end-caps. The sensors are each 6.4 cm long and

have a strip pitch1 of 80 µm. Each layer of SCT modules consists of two sensors mounted mounted

back to back. In the barrel (end-cap) one sensor is aligned with readout strips pointing along the beam

direction (pointing out radially), and the second sensor is rotated by 40 mrad with respect to the first.

This arrangement results in a position precision of 17 µm × 580 µm (in (R − φ) × z) in the barrel and

17 µm× 580 µm (in (R− φ)×R) in the end-cap disks.

3.4.3 Transition Radiation Tracker

Surrounding the Pixel and SCT is the TRT. While the Pixel and SCT focus on making a low number

of space point measurements with high precision/granularity, the TRT makes many measurements over

a larger track length at much lower precision. A typical track will have 7 space point measurements in

the Pixel and SCT (three in Pixel, four in SCT) but have 36 in the TRT. The lower granularity of the

TRT is also evident in the number of readout channels that it contains: 351,000, versus the millions in

the SCT and Pixel. The decreased spatial resolution/granularity of the TRT straw tubes is offset by

the larger number of space point measurements, and the fact that these measurements are taken over

a larger track length than the other detectors in the ID. In addition to reduced granularity, the TRT

also has a more limited η coverage, only covering |η| ≤ 2.0. The TRT is made from a matrix of 4 mm

diameter straw drift tubes filled with a gaseous Xe/CO2/O2 mixture at 5− 10 mbar gauge pressure; at

the center of each straw is a gold-plated tungsten anode readout wire. The straws are constructed from

a multilayer of Kapton, aluminum and carbon-loaded polyimide, which are then reinforced with carbon

fibers to enhance the mechanical stability. The main gas in the mixture is xenon (70%), which acts

as the active medium and was chosen because of its high efficiency for capturing transition radiation

photons, radiation hardness and linear response. The CO2 (27%) is added as a natural quencher, which

results in a constant electron drift velocity, and limits their lateral diffusion. Finally, O2 (3%) is added

to stabilize the amplification of the signal.

1The sensors in the end-cap do not have a constant pitch as a result of the irregular wedge-shaped geometry.
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In the barrel region 52,544 straws are laid out parallel to the beam axis, and are 144 cm in length.

The readout wires at the center of each barrel TRT straw tube are split into two halves at η = 0, meaning

that there is no z position reconstructed from the TRT hits (other than which side of the barrel the

charged particle traversed). As such, the TRT barrel is only able to provide information on the R − φ

coordinate. In this coordinate, the TRT has an intrinsic precision of 130 µm for each straw hit.

In the end-cap region, the TRT straws are shorter (37 cm) and are splayed out radially in a fan-like

pattern. Each of the end-caps contains 122,880 straws. Like in the barrel section, each TRT disk is only

able to provide the single R− φ coordinate.

In the barrel, polypropylene fibers are placed between the straw planes, and in the end-caps polypropy-

lene foils are woven between the straws. These act as periodic radiators for the creation of transition

radiation photons, which are emitted whenever a relativistic charged particle traverses between two ma-

terials with different dielectric constants [63]. As charged particles travel through the ATLAS TRT,

there is a chance to emit transition radiation photons each time a polypropylene fiber/foil is crossed.

The probability for emitting a transition radiation photon is dependant on the Lorentz factor, γ, of

the charged particle. As a result, high energy electrons will emit much more transition radiation than

hadronic objects (such as charged pions), and muons. This allows the TRT to aid in particle identification

in addition to providing momentum measurements for charged particles.

3.4.4 Beam Conditions Monitor

The BCM is a small detector originally designed and tasked with detecting dangerous beam conditions

that have the ability to damage elements of the ATLAS detector. One such dangerous scenario would

be if the LHC beam were to hit the collimators that sit on either side of the ATLAS detector, causing a

large shower of energetic particles to spray into the detector. In such a case, the BCM is able to order

an abort sequence which will dump the LHC beam.

There are two BCM detector stations located on either side of the ATLAS interaction point, at

z = ±1.9 m (|η| ≈ 4.2), and only 20 mm away from the beam pipe. To withstand the intense radiation

at this position in ATLAS, the BCM uses a set of radiation hard synthetic diamond sensors. These sensors

also have a very fast response time, which allows the BCM to discriminate between LHC pp collision

products, and protons from the LHC beam, based on the ∆t measured between the two opposite BCM

stations [51]. Each station consists of four of these sensors (measuring 1×1 cm2), separated azimuthally

by φ = π/2.

Although not initially intended for the purpose, the BCM now functions as one of the main luminosity

detectors in ATLAS [64].

3.5 Calorimeters

The final state of the search presented in this thesis, while dependant on all sub-systems of the ATLAS

detector, relies most heavily on the ATLAS calorimetry, which provides measurements of the electron

and jet energies, as well as the missing transverse momentum (and provides supporting information for

muon reconstruction and identification). Therefore, before describing in detail the ATLAS calorimeters,

some basic aspects of calorimetry will first be discussed [65].
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3.5.1 Calorimetry

A calorimeter can be said to be a homogeneous calorimeter or a sampling calorimeter. Homogeneous

calorimeters are calorimeters where the entire volume is constructed from the active material, and energy

deposited in any part of the calorimeter will be read out and measured. Conversely, sampling calorimeters

are made up of active and passive layers (also called absorbers). The passive material is uninstrumented,

and so the energy read out is only a sample of the full energy deposit. An important parameter of a

sampling calorimeter is the sampling fraction, which is defined in ATLAS as the ratio of the measured

energy of an electron to the electron’s total energy. This definition of the sampling fraction is used as

it defines the sampling fraction with respect to the EM scale. The EM scale is the energy deposited

by a particle via the electromagnetic force (and therefore, electromagnetic showers), and is the scale at

which the ATLAS calorimeters measure energy deposits. Electromagnetic showers, and the EM scale

are briefly discussed below.

Electromagnetic Calorimetry

When EM particles, such as electrons and photons, transverse through a calorimeter they lose energy via

the electromagnetic force, creating showers of photons, electrons, and positrons in the process. This also

applies to charged hadronic particles, such as the charged pion, although a large portion of their energy

is deposited through other, non-EM processes (this is discussed further below). The energy from the EM

showers may be deposited via radiative losses (bremsstrahlung at high energies), ionization, Čerenkov

radiation, δ-rays, etc. For high energy electrons, the dominant mechanism for energy loss is the Coulomb

interaction, through the emission of bremsstrahlung radiation. It is only at lower electron energies that

ionization losses become dominant. The energy at which the ionization losses are equal to the radiative

losses is called the critical energy, εc. For electrons, the critical energy is quite low (<100 MeV), but

scales as a function of (m/me)
2 for other massive charged particles.

Two important parameters for understanding the development of EM showers are the radiation length

(X0) and the Molière radius (ρM ), which parameterize the longitudinal and lateral development of the

shower, respectively. The radiation length is defined as the average distance over which an electron loses

(1− e−1) of its energy (≈ 63.2%) via bremsstrahlung radiation. The Molière radius is defined as

ρM = mec
2
√

4π/α× X0

εc
= 21.2 MeV × X0

εc
, (3.5)

where α is the fine-structure constant. On average, approximately 90% of the energy deposited in an

EM shower is contained in a cylinder of radius ρM .

Photons, being neutral, cannot radiate or ionize the calorimeter medium like electrons. Their main

source of energy loss at high energies is through pair production and Compton scattering. At lower

energies (on the order of 100 keV), the photoelectric effect and Rayleigh scattering become dominant. The

probabilities for these processes are governed by properties of the calorimeter material, and the number

of radiation lengths traversed. It can be shown that for very high energy photons, the cross-section for

photon interactions in a given material (with radiation length X0) is given by;

σ(Eγ → ∞) =
7

9

A

NAX0
, (3.6)

where A is the atomic weight, and NA is Avagadro’s number. From Equation 3.6 it can be seen that
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the mean free path for a high energy photon is 9
7X0.

Hadronic Calorimetry

While charged hadrons will lose energy due to ionization, much like in the case of an EM object, the

largest source of energy loss is through strong interactions with atomic nuclei in the calorimeter (for

neutral hadrons, this is the only method of energy loss). An interesting consequence is that some fraction

of the hadronic energy deposits are unmeasureable by the calorimeter systems. This lost energy may

escape detection in the form of nuclear binding energy and/or the creation of particles in the showering

process such as neutrons (which may not interact with the calorimeter again), or neutrinos and high

energy muons (which only interact very weakly with the detector). Energy measurements that do not

take into account the missing hadronic energy, and rely only on direct measurement of the EM objects

in hadronic showers are said to be measured on the EM scale.

Since the main mechanism for hadronic energy loss is intrinsically stochastic, a useful parameter for

hadronic containment is the interaction length, λint, which represents the mean free path of a hadron

traversing the calorimeter.

Energy Resolution in Sampling Calorimetry

The fractional resolution of the energy measurement of a calorimeter is commonly parameterized in the

following way (components added in quadrature) [66]:

σE
E

=
A√
E

⊕ B

E
⊕ C. (3.7)

Here, A is called the stochastic term, B is the noise term and C is called the constant term, with the

dominant component of the equation depending on the overall energy deposit, E.

The stochastic term comes from statistical fluctuations in the shower development. Because of the

inhomogeneous design of sampling calorimeters, this term can be rather large (at least when compared to

homogeneous calorimeters). For sampling calorimeters, this term is related to the number of samplings,

and the overall sampling fraction of the calorimeter.

At low Linst the noise term is dominated by noise in the readout electronics. However, at the high

luminosity environment of the LHC, the noise term is dominated by pile-up (see Section 4.1.1). The

noise term can be reduced through electronic means via signal shaping and filtering.

Non-uniformities in the calorimeters that affect the readout energy, or gain through the readout chain,

contribute to C. These non-uniformities can come in the form of inhomogeneous radiation damage in

the calorimeter, channel-to-channel gain or response differences, temperature gradients in the active

material, dead material, and cracks. As the deposited energy grows, the impact that the constant term

makes on detector energy resolution becomes dominant.

3.5.2 ATLAS Calorimetry

The ATLAS calorimeters (shown in Figure 3.6) must provide good containment for electromagnetic

and hadronic showers, and must also limit punch-through into the muon system, making calorimeter

depth an important design consideration. The total thickness of the EM calorimeter is about 22 X0

in the barrel and 24 X0 in the end-caps. For capturing hadronic showers, the 9.7 interaction lengths
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Figure 3.6: Cut-away view of ATLAS calorimeters [51].

Table 3.3: Specifications of the Calorimeter System [51].

Detector Sub-System Absorber Active Medium Coverage

Barrel EM Lead LAr 0 < |η| < 1.475
Barrel Hadronic Steel Scintillating tiles 0 < |η| < 1.7
End-cap EM Lead LAr 1.375 < |η| < 3.2
End-cap Hadronic Copper LAr 1.5 < |η| < 3.2
Forward EM Copper LAr

3.1 < |η| < 4.9
Forward Hadronic Tungsten LAr

in the barrel, and 10 λint in the end-caps, (including contributions from both the EM and hadronic

calorimeters) are adequate to provide good resolution for high energy jets, and limit punch-through [67].

The total thickness, including 1.3 λint from material upstream of the calorimeter, is 11 λint at η = 0.

The ATLAS calorimeters, like the ID, can be separated into two distinct regions: the barrel, and the

end-caps. The barrel is situated in the central region of the ATLAS detector, while the end-caps cover

the two forward regions to ensure as close to 4π solid angle coverage as possible. In both the end-cap

and the barrel region, the EM calorimeters are Liquid Argon (LAr) based sampling calorimeters. Liquid

argon was chosen because of its intrinsic properties: radiation hardness, linear response, low cost and

uniformity [67]. The hadronic end-cap calorimeter is also LAr based. However, the hadronic calorimeter

in the barrel is a sampling calorimeter, with scintillator tiles forming the active region and steel plates

as the absorber [68].

The passive and active materials, as well as the coverage for each of the calorimeters is given in

Table 3.3 while Figure 3.7 shows the relative number of interaction lengths as a function of |η|, including
material in front of the calorimeters. As argon is gaseous under standard temperature and pressure, the
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Figure 3.7: Interaction lengths as a function of |η| for the ATLAS calorimeters. Also shown is the
material in front of the first calorimeter layer (light brown), and uninstrumented material in front of the
Muon Spectrometer (light blue). These materials include the LHC beampipe, cryostat/vacuum walls,
structural support and the ID [51].

LAr calorimeters are enclosed in cryostats and cooled to an operating temperature of about 88.5 K. The

EM barrel is housed inside the same cryostat as the solenoid magnet, while the end-cap and forward

calorimeters are enclosed in common end-cap cryostats (one on each side).

3.5.3 Tile Calorimeter

The Tile Calorimeter is responsible for the hadronic calorimetry in the barrel region and is made of

three sections: one barrel section placed between two extended barrels. Figure 3.6 shows how the barrel

region of the calorimeter is laid out with respect to the extended barrel and the end-cap components.

The barrel covers |η| < 1.0, while the two extended barrel regions cover the range 0.8 < |η| < 1.7.

The Tile Calorimeter is split azimuthally into 64 wedge shaped modules; besides the small cracks

between these modules, the Tile Calorimeter is uniform in φ. A schematic of one of these wedges can be

seen in Figure 3.8. Each wedge consists of steel absorber and plastic scintillator as the active medium,

and extends from an inner radius of 2.28 m to 4.25 m. Additionally, the calorimeter is segmented into

three concentric readout layers of 1.5, 4.1 and 1.8 λint in the barrel, and 1.5, 2.6 and 3.3 λint in the

extended barrel sections. The first two layers have a granularity of ∆η × ∆φ = 0.1 × 0.1, while the

rear-most layer has a granularity of ∆η ×∆φ = 0.2× 0.1.

The scintillators are read out on both ends by wavelength shifting fibers to two separate photomul-

tiplier tubes (PMTs). Alumininisation of the ends of the fibers opposite the PMTs increases the light

output as less light is lost on the dead end of the fiber. These fibers are grouped together to define

readout channels, which are arranged to be pseudo-projective, pointing towards the interaction point.
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Figure 3.8: Single wedge shaped module from the Tile Calorimeter [69].

3.5.4 Liquid Argon Calorimeters

The Liquid Argon (LAr) Calorimeters are a system of four separate sampling calorimeters. Although

their structure and physical layout are quite different, they all use the same active medium of liquid

argon, operate under a similar principle, and share a common readout and calibration system. The four

LAr Calorimeters are the Electromagnetic Barrel Calorimeter, Electromagnetic End-cap Calorimeter,

the Hadronic End-cap Calorimeter and the Forward Calorimeter; each of these subdetectors is described

in more detail below.

Electromagnetic Barrel Calorimeter

The layout of the electromagnetic barrel calorimeter (EMB) is unique because of the way the absorber

plates are shaped; to avoid azimuthal cracks, the lead absorber plates are accordion shaped. Figure 3.9

shows the EMB under construction with the accordion absorber structure clearly visible. To maintain

structural rigidity in the calorimeter, the lead plates are sandwiched between two 0.2 mm layers of

stainless steel. The EMB has a minimum depth of 22 X0, but increases in thickness as seen by a

particle originating from the interaction point, with increasing |η|. At |η| = 0.8, the thickness of the

lead absorber changes from 1.53 mm to 1.13 mm in order to limit the decrease in sampling fraction,

which negatively impacts the energy resolution. To maintain the same absorber thickness, and therefore

constant LAr gap of 4.5 mm, epoxy is coated onto the thinner lead plates. Although the absorber

thickness is decreased, due to the large angle of incidence of particles originating from the interaction

point, the distance traversed through the calorimeter will be larger, resulting in an increased number of

radiation lengths. At |η| = 0.8 the thickness is 30 X0, while at the edge of the barrel calorimeter, the

thickness is 33 X0. The increase in the number of radiation lengths is solely due to trajectory through

the calorimeter for particles originating from the interaction point, as the lead absorber thickness is

constant between 0.8 ≤ |η| ≤ 1.475.
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Figure 3.9: Photo of single EMB module under
construction, with accordion shaped absorber on
display [51].

Figure 3.10: Photo of EMEC wheel under con-
struction. Both inner and outer wheels are visi-
ble [51].

Figure 3.11: Diagram of a radial segment of the
LAr EM Calorimeter, with an expanded view of the
gap structure and central anode placement [70].

Readout electrodes are placed in the middle of the LAr gaps, insulated and positioned between the

absorber plates by a honeycomb array of spacers. This splits the 4.5 mm LAr gap into two 2.1 mm drift

regions as seen in Figure 3.11.

The EMB consists of two separate half barrels that are separated at z = 0 by a 4 mm gap. Each half

barrel is composed of 1024 accordion-shaped absorber plates and is made up of 16 azimuthal modules

(one module under construction seen in Figure 3.9). As illustrated in Figure 3.12, the EMB is segmented

and read out in three separate layers by depth (labelled front, middle, and back). The middle and back

layers are readout from the rear of the EMB, while the front section is readout from the front, closer to

the interaction point. The granularity of the EMB (indicated in Figure 3.12) also decreases as a function

of depth, the front layer providing a finely segmented description of the lateral shower profile, the middle

layer providing the bulk of the energy measurement, and the rear layer which is meant to capture the

tail end of EM showers.
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Electromagnetic End-cap Calorimeter

All of the end-cap electromagnetic (EM) calorimeters use liquid argon as the active medium, and so to

minimize the amount of un-instrumented material between the calorimeters and the interaction point

all of the calorimeters are housed in the same cryostat. Each of the two end-cap cryostats (one on either

side of ATLAS) contain the EM end-cap (EMEC), hadronic end-cap (HEC) and forward calorimeters

(FCal), as shown in Figure 3.13.

Each EMEC is segmented into two coaxial disks, or wheels, with an accordion absorber geometry,

similar to the EMB (see Figure 3.10). The orientation of the accordion structure is rotated 90◦ with

respect to that of the EMB (compare Figure 3.10 with Figure 3.9) to ensure full azimuthal coverage. The

outer wheel of the EMEC covers the region 1.375 < |η| < 2.5, while the inner wheel covers 2.5 < |η| < 3.2.

The minimum number of radiation lengths in the EMEC is 24 X0, but as there tends to be more energetic

particles at high |η|, the thickness increases to 36 X0 as the calorimeter extends to its maximum depth

at |η| = 3.2. This is accomplished by changing the thickness of the absorber plates from the inner to the

outer wheels. In the outer wheels the absorber is 1.7 mm thick, while the absorbers are 2.2 mm thick in

the inner wheel.

Each of the EMEC wheels is composed of eight wedge shaped detectors with accordion shaped

absorbers making up the entire wheel shaped detector. Because of the accordion shaped absorbers, this

does not introduce azimuthal gaps in the detector. Like the EMB detector, the outer wheel is read out

from both sides of the detector. However, as the inner wheel covers higher |η| values (and therefore is

subject to higher radiation levels) the readout must be done from the back of the detector.

Similar to the EMB, the EMEC outer wheel is divided into three longitudinal readout sections labelled

the front, middle and back (relating to their respective distance from the interaction region) with the

granularity (∆η×∆φ) for each layer decreasing with depth. The inner wheel is only segmented into two

sections in z, and has coarser granularity than the rest of the EMEC. The electrodes for the EMEC are

also similarly structured, with the readout anode positioned in the middle of the LAr gap, creating two

drift regions.

LAr Presampler

Ideally, the tracking components in the inner detector of ATLAS have no effect on the energy of the

outgoing particles as they deposit negligible energy into them. The materials that make up the inner

detector are specifically chosen to minimize the energy deposited, while maintaining the desired tracking

performance. However, since quantum mechanical cross-sections are involved, there is always the possi-

bility that a particle can interact with the inner detector material and may shower prematurely. The ID

is not the only material upstream of the calorimeters; there are also structural support systems, vacuum

walls, cryostats and a solenoid magnet present, which can result in a particle showering before entering

the calorimeters. It is therefore important to have a system in place that can detect these premature

showers, so that it is known that the particle in question may have lost some portion of its energy before

reaching the calorimeter. The presamplers are located directly in front of the EMB, as well as portions

of the end-cap calorimeters, with the goal of detecting these preshowers.

The presamplers are LAr based devices and are incorporated into the existing barrel and end-cap

cryostats. The barrel presampler covers the entire η range of the EMB while the end-cap presampler

covers the range of 1.5 < |η| < 1.8.
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Figure 3.13: Layout and cut-away view of the LAr end-cap cryostat [67].

The barrel presampler has a depth of 11 mm and is azimuthally segmented into 64 identical sectors.

Each of these sectors has dimensions of 1.52×0.2 (∆η×∆φ), and covers the length of an entire half-barrel.

In order to make the η-granularity of the presampler constant (∆η = 0.2) as a function of |η|, each sector

is composed of 8 modules which increase in length for higher pseudorapidity (|η|). The exception is the

barrel module that sits on the end of the sector, at the highest pseudorapidity, which has a coverage

of ∆η = 0.12. The end-cap presampler is constructed from 32 identical azimuthal modules, and has a

readout granularity of 0.025× 0.1 (∆η ×∆φ).

Hadronic End-cap Calorimeter

Like the EMEC, the HEC consists of two segmented wheels in each end-cap together covering the region

1.5 < |η| < 3.2, located one behind the other in z (a front wheel: HEC1, and back wheel: HEC2).

Each of these wheels is made up of 32 wedge shaped modules, and is segmented longitudinally into two

sections (HEC1 and HEC2). A drawing of one of these wedge shaped modules is shown in Figure 3.14.

The HEC modules differ from the other LAr subdetectors mentioned so far in two key aspects. First,

the absorbers are flat-plates, and second, the absorber is made from copper instead of lead. In the HEC1

module, there are twenty-four 25 mm Cu plates, while the rear HEC module contains sixteen 50 mm

thick plates, resulting in a total depth of approximately 10 λint. In both modules the absorber plates

are separated by a 8.5 mm LAr gap, with three electrodes equally spaced in each (similar to the EMB

and EMEC), which defines four drift regions of width 1.8 mm. The granularity of the readout cells

is pseudorapidity dependent, with a granularity of ∆η × ∆φ = 0.1 × 0.1 for |η| < 2.5, and 0.2 × 0.2

otherwise.
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Figure 3.14: Cut-away schematic of single HEC
module [67].
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Figure 3.15: Schematic of FCal1 absorber/tube
structure. A circle with radius equal to the
Molière radius is superposed in purple [67].

Forward Calorimeter

The Forward Calorimeter (FCal) [71] is a combined hadronic and electromagnetic calorimeter. It is

cylindrical in shape and is composed of three modules, segmented in z, called FCal1, FCal2 and FCal3

(Figure 3.16). The FCal1 is considered an EM calorimeter while the other two modules are intended

for hadronic shower measurements and containment. There is a fourth cylindrical section behind FCal3

that is uninstrumented and made of brass; it acts to further shield the forward muon spectrometers from

any energetic showers that leak through the back of the FCal. Because of its location close to the beam

pipe, the FCal has to endure much higher flux of particles than the other detector systems positioned

at lower |η|. Because of this larger flux of particles, a typical argon gap of 2 mm is too large. If the

FCal had 2 mm LAr gaps there would be a large amount of ion buildup in the gap which would cause

a charge screening effect, and limit the detector’s response at high luminosity. As a result, the FCal is

made with very small gaps.

The FCal signal is readout by cylindrical electrodes (a hollow tube as the cathode, and a rod as the

anode), oriented parallel to the beamline. The anode rods fit into hollow tubes, inserted into the main

FCal absorber, and are concentrically positioned and electrically isolated from the tube by a PEEK1

fiber wound around the electrode rods. Figure 3.15 shows a schematic view of the absorber/rod/tube

structure, while Figure 3.17 details the FCal LAr gap.

Electrodes in the FCal are not read-out individually, but are summed into tube groups. The number

of electrodes in a tube group (along with other FCal properties) is listed in table 3.4. Each tube group is

summed with three neighbouring groups to form one FCal readout channel. To avoid awkward readout

cell shapes, tube groups that sit on the very inner and outer edges of the FCal modules are not summed

into groups of four. These readout channels are called unsummed channels (as opposed to summed

1A radiation hard polymer, short for polyetheretherketone.
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Figure 3.16: Cross-section drawing of the three FCal modules (and shielding brass plug) in the end-cap
cryostat. Positioning of other end-cap detectors in relation to FCal also shown [51].

Table 3.4: Properties of the three FCal modules [71].

FCal1 FCal2 FCal3

Absorber Material Copper Tungsten Tungsten
Electrode Material Copper Tungsten Tungsten
LAr Gap Dimension (mm) 0.269 0.376 0.508
Depth (λint ) 2.7 3.7 3.6
Sampling Fraction (%) 1.61 1.33 1.70
Grouped Electrodes 4 6 9
Readout Channels (per side) 1008 500 254

channels), and consist of only a single tube group. This carries the additional advantage that the inner

regions of the FCal have a finer readout granularity.

Instead of copper, the absorber material for FCal2 and FCal3 is tungsten. Tungsten was chosen

to maximize the number of interaction lengths and limit the transverse size of hadronic showers in the

FCal. However, tungsten is a very brittle material and thus difficult to fabricate. Therefore, the main

portion of the absorber is not made out of solid tungsten but instead a matrix of tungsten slugs that fit

around the copper tubes. Figure 3.18 shows how these slugs fit around the tubes to form a solid matrix.

While the three FCal modules differ in construction materials, gap size, and tube group formation,

they all share a common readout (along with the rest of the LAr Calorimeter), and calibration infras-

tructure, and are housed in a common support tube, inside the end-cap cryostats.

3.5.5 LAr Calorimeter Signal and Processing

There are two stages to the readout of the LAr Calorimeter signals, one step occurring directly on the

detector itself (done by the front-end electronics [72]), and the second (by the back-end electronics [73])

which is done in a separate, but nearby, underground service cavern.

The front-end electronics that sit on the ATLAS detector (but outside the LAr cryostats) are re-

sponsible for receiving the raw signal from the calorimeter, performing analogue processing, digitizing
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Figure 3.17: View of LAr gap in FCal1 mod-
ule [71].

Figure 3.18: Arrangement of tungsten slugs
around copper tubes in an FCal mock up [71].

the resulting shaped pulse and then transmitting the resulting signal to the back-end electronics (if an

L1 trigger accept is received).

The initial pulse shape from the calorimeter is triangular shaped, with a sharp rise and a slowly

falling tail from the drift of the ionization electrons to the electrodes. When the signal arrives at the

front-end boards (FEB, part of the front-end electronics) [74], the signal is amplified and an analogue

filter is applied which transforms the original triangular pulse shape into a bipolar pulse with the same

amplitude but zero net area. Both the triangular pulse shape and the resulting filtered shape are shown

together in Figure 3.19. The integration time of the shaping is optimized in order to minimize the overall

noise, which is expanded upon below. After the analogue shaping, the pulse is sampled and digitized

at the LHC clock frequency of 40 MHz. During typical operating conditions, only 5 of these samples

are sent to the back-end electronics. During special runs, or calibrations more samples may be kept,

although a lower trigger rate is needed.

The LAr back-end electronics are located in an adjacent underground services cavern, which is

shielded from the main experimental cavern. Once the amplified, shaped and digitized samples have

been transferred from the FEBs they arrive at the back-end readout drivers (RODs). The RODs are

responsible for applying the optimal filtering coefficients [75], and performing data integrity checks. The

optimal filtering coefficients applied to the samples allows the extraction of the energy in the channel

(measured in ADC counts, and then converted to GeV), and the timing of the signal, while minimizing

the effects of noise.

Due to the long intrinsic drift time for the calorimeters (∼450 ns for most of the calorimeters at

design operating voltage) compared to the time between collisions (50 ns), the readout of multiple col-

lisions and energy deposits will overlap. This feature, known as out-of-time pile-up, introduces the

dominant source of noise in the calorimeters at design luminosity (discussed further below), and intro-

duces complications when reconstructing objects, which are discussed further in Chapter 4. There is a

second component to pile-up called in-time pile-up which refers to the actual number of interactions in

a specific bunch-crossing, which is also discussed in Chapter 4.
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Figure 3.19: Diagram of LAr Calorimeter pulse
shape showing current amplitude as a function of
time for both the raw triangular pulse, and the
bipolar shaped pulse. The solid points on the
shaped pulse indicate the 25 ns sampling that is per-
formed [51].

Pulse Shaping and Noise

There are two sources of noise which are of importance when discussing the total noise in the LAr

Calorimeters [67]. The first source is the thermal noise generated by the readout electronics, and the

second is the pile-up noise, which is proportional to the instantaneous luminosity, and was the dominant

contribution during the 2012 pp run. The pile-up noise is a direct result of the multiple calorimeter

waveforms which overlap as a result of the short colliding bunch separation. The bipolar pulse shaping

was chosen in order to minimize the effect of these overlaps, with the average deposit of energy for

minimum bias events summed over many events equal to zero. However, this cancellation is not perfect,

and while the average reconstructed energy will peak at zero, the distribution will have some non-zero

width; this width represents the pile-up noise.

The relative contributions of these sources of noise are determined by the time constant used in the

bipolar shaping on the FEBs. The electronics noise increases as the integration time decreases, while

the pile-up noise will decrease as the integration time decreases (as this will permit a fewer number of

colliding bunches to impact the waveform). The optimal time constant for the signal shaping can be

calculated by evaluating the pile-up noise and electronics noise as a function of integration time. The

optimal integration time is the value which gives the lowest overall noise, which will be instantaneous

luminosity dependant [67].

3.6 Muon Spectrometer

The Muon Spectrometer (MS) is made up of the monitored drift tubes (MDT), cathode strip chambers

(CSC), resistive plate chambers (RPC) and thin gap chambers (TGC) [51, 76]. A drawing of the MS,

with the subdetectors labelled is shown in Figure 3.20. Each of these subdetectors is used for slightly

different purposes, and cover different regions in |η|. As a group, they provide muon reconstruction up

to |η| = 2.7 and triggering up to |η| = 2.4. The main properties of the MS subdetectors can be found in

Table 3.5.
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Figure 3.20: The ATLAS Muon Spectrometers [51].

Much like the ID, the MS is a tracker, but is located on the very outside of the ATLAS detector1.

The MS functions by collecting a series of space points, which can then be used to reconstruct the

muon’s trajectory. The momentum and polarity can also be reconstructed based on the bending of the

track through the magnetic field. This magnetic field is supplied by air-core toroidal magnets in both

the end-caps and the barrel which provide an azimuthal magnetic field and bending in the η coordinate.

The magnet systems are described in further detail in Section 3.7.

For the central region of the ATLAS detector, the muon detectors are arranged about the z-axis in 3

cylindrical layers (at R ≈ 5, 7.5 and 10 m). In the end-cap region of ATLAS, there are four instrumented

tracking stations per side, mounted perpendicular to the z-axis in a disk geometry (at |z| ≈ 7.4, 10.8,

14 and 21.5 m).

The RPCs, along with the TGCs, act as part of the triggering system (see Section 3.8 for more

details), and therefore focus on providing fast response, as opposed to fine spatial granularity. The

RPCs and TGCs cover the range |η| < 2.4, with the RPCs being responsible for coverage in the barrel

region (|η| < 1.05), and the TGCs for the end-caps (1.05 < |η| < 2.4). While the RPCs and TGCs

are not designed for precision position measurements, they are able to supplement the information from

the precision detectors. The MDTs are only able to reconstruct the muon trajectory in the bending

coordinate, and therefore, the secondary (non-bending) coordinate is solely provided by the triggering

chambers.

1Only muons are typically capable of fully traversing the ID and calorimeters.
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Table 3.5: Summary of properties of the ATLAS muon spectrometer [51].

Monitored drift tubes (MDT)

Coverage |η| < 2.7 (innermost layer: |η| < 2.0)
Number of chambers 1150
Number of channels 354000
Function Precision tracking

Cathode strip chambers (CSC)

Coverage 2.0 < |η| < 2.7
Number of chambers 32
Number of channels 31000
Function Precision tracking

Resistive plate chambers (RPC)

Coverage |η| < 1.05
Number of chambers 606
Number of channels 373000
Function Triggering, secondary coordinate

Thin gap chambers (TGC)

Coverage 1.05 < |η| < 2.7 (2.4 for triggering)
Number of chambers 3588
Number of channels 318000
Function Triggering, secondary coordinate

3.6.1 Monitored Drift Tubes

The MDT chambers provide coverage over most of the MS (|η| < 2.7) and are responsible for precision

measurements of the muon trajectory. Each chamber is made up of 3 cm diameter aluminum drift

tubes, with a central anode readout wire, which are arranged into two distinct sub-layers. Each of these

sub-layers contains three to four layers of drift tubes. The length of the chambers/tubes is between

0.9 m and 6.2 m depending on the chamber’s position within ATLAS.

The individual drift tubes are filled with a Ar/CO2 gas mixture at 3 bar absolute pressure. Each

tube has a position resolution better than 100 µm, and each MDT chamber has a resolution of 35 µm

in the bending coordinate.

The MDT chambers are present in all three layers of the barrel MS, and the three outer layers of the

end-cap. The inner-most end-cap station uses CSCs to cope with the higher particle fluence present in

that region of ATLAS.

3.6.2 Cathode Strip Chambers

The cathode strip chambers are responsible for precision tracking solely in the inner-most end-cap station

between 2 < |η| < 2.7. Here, the particle fluence is significantly higher than in the barrel or outer end-cap

stations. As a result of the higher occupancy, the MDTs cannot be used (MDTs are only able to function

up to a rate of 150 Hz/cm2), and the CSCs are employed (which can withstand up to 1000 Hz/cm2).

The CSCs are multi-wire proportional counters (MWPC) with 2 orthogonal cathode planes (one on

each side of the anode plane), and are thus able to measure two spatial coordinates (as opposed to



Chapter 3. The ATLAS Detector at the LHC 41

Figure 3.21: Layout of CSC chambers
that make up the muon small wheel.
Large and small chambers are visible in
dark and light green, respectively [51].

the MDT). The CSC chambers are arranged azimuthally into two disks (making up one wheel), each

containing eight chambers. One disk contains only large chambers, the other, only small chambers. The

geometry of the CSC disks is shown in Figure 3.21. Each CSC chamber is made up of four CSC planes,

allowing four space point measurements for every incident track.

The resolution of the CSC is 60 µm per CSC plane in the bending coordinate, and 5 mm in the

non-bending coordinate.

3.6.3 Resistive Plate Chambers

Like the MDTs in the barrel, the RPCs are positioned in three concentric cylindrical layers, providing

full azimuthal coverage about the beam axis. Figure 3.22 shows how the three layers are positioned in

relation to the three MDT layers. The spacing of the chambers allows effective triggering for both high

and low pT muons.

The RPCs are simple avalanche detectors: one gas unit consists of parallel electrode-plates (separated

by a 2 mm gap) filled with a C2H2F2 (94.7%), Iso− C4H10 (5%), SF6 (0.3%) gas mixture.

Each layer of RPC chambers contains two independent detector layers, and measures the muon trajec-

tory in both the η and φ coordinates through readout strips with pitches varying between 25− 35 mm.

Although primarily meant for triggering, the RPCs also supplement the MDT position information,

which only provides the coordinate in the magnetic field bending plane.

3.6.4 Thin Gap Chambers

The TGCs provide triggering in the muon end-cap region as well as a complementary measurement of

the space points for the end-cap MDTs.

The TGCs are MWPCs that have a characteristically small gap between the anode wire and cathode

(1.4 mm vs 1.8 mm between adjacent anode wires). The cathode wires are read out in groups and

can provide the radial coordinate, while the azimuthal coordinate is provided by radial readout strips

coupled to the cathode. The number of anode wires that are grouped is |η| dependant in order to

optimize granularity.

The TGCs are stationed on the inner MS station, and the outer-middle station, with two layers of

TGCs on the former, and seven on the latter.
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Figure 3.22: Placement of RPCs (blue and pink) in relation to barrel MDTs. The outer-most MDT
layer has a single RPC placed on the inner surface of the chamber, while the central MDT chambers
have RPCs on either side. The there are no RPCs stationed on the inner-most MDT layer [51].

3.7 Magnet Systems

ATLAS features four large scale liquid He cooled superconducting magnet systems in order to provide

bending power for the inner detector and muon spectrometer [51]. One solenoid magnet [77] provides

a magnetic field in inner detector, while three air-core toroid magnet systems (two on either end-cap

and one for the barrel region) provide for the muon spectrometer. A computer generated image of the

complete magnet system can be seen in Figure 3.23.

3.7.1 Solenoid Magnet

The solenoid measures 5.8 m long, is 0.10 m thick, with an inner diameter of 2.46 m and is designed

to provide a 2 T axial magnetic field. In order to not greatly impact the resolution of the calorimeter

systems sitting directly behind it, the solenoid was designed to contribute only ∼0.66 X0 of material.

This is in part achieved by the solenoid and LAr calorimeters sharing a common vacuum wall and the

use of an aluminum stabilized superconductor, which allows the construction of a high field magnet

with low weight/thickness [78]. There are 222 windings/m of NbTi/Cu superconducting cable, cooled

to 4.5 K, supported by an aluminium structure. This support structure also serves to help cool the

superconducting windings.

3.7.2 Toroid Magnets

Each of the three toroid magnets consists of eight coils symmetrically arranged in φ about the z axis. In

contrast to the solenoid magnet, the toroid magnets have a magnetic field that points in the azimuthal
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Figure 3.23: Layout of ATLAS magnet system.
All three system components are shown: solenoid,
barrel toroid and end-cap toroids [77].

Figure 3.24: Photo of ATLAS during construc-
tion with barrel toroid magnets on prominent dis-
play [51].

direction. Like the solenoid magnet, the toroid magnets are constructed from NbTi/Cu superconducting

cable windings. To ensure good magnetic field coverage between the barrel and end-cap toroids, the

end-cap toroid coils are offset by 22.5◦ in φ with respect to the barrel toroid coils [51]. There is some

overlap between the magnetic fields of the two toroid magnet systems in the range 1.4 < η < 1.6.

Figure 3.24 shows the exposed barrel toroid coils during construction of ATLAS. The toroid magnets

provide a ≈ 0.5 T field in the barrel region and a ≈ 1.0 T field in the end-caps.

The coils for the barrel toroid are each contained in their own stainless steel cryogenic compartment

(clearly visible in Figure 3.24), while each end-cap toroid has all of its eight coils in a common cryogenic

compartment cooled to 4.6 K. The overall size of the installed barrel toroid system is 25.3 m in length,

with an outer diameter of 20.1 m (inner diameter is 9.4 m).

For |η| < 1.4 the bending power is achieved solely through the use of the barrel toroid while the

for the range 1.6 < |η| < 2.7 the bending comes from the end-cap toroid magnets. In the intermediate

range, 1.4 < |η| < 1.6 (transition region), the deflection is provided by the magnetic field from both

magnets.

3.8 Trigger and Data Acquisition

At LHC design luminosity, Linst = 1034 cm−2s−1, the approximate collision rate inside ATLAS is 40

MHz. However, the recording rate, based on the current technology is only 400 Hz. Therefore, ATLAS

uses a sophisticated trigger and data acquisition system (TDAQ), in order to select the events recorded,

based on the physics contained in the events.

The ATLAS trigger is a three level system. The Level-1 (L1) trigger is custom hardware based, and

is responsible for reducing the data rate to 75 kHz. The events that pass the L1 trigger are then sent to

the Level-2 trigger (L2) system and then, if they pass L2, to the event filter (EF). The latter two stages

of the trigger, EF and L2, are collectively known as the high-level trigger, or HLT. These two trigger

stages further bring the rate down from 75 kHz to the final write-to-disk rate of about 400 Hz. Each

trigger level refines the information from the preceding level, and can apply stricter selection criteria.

The L1 trigger, selects events that have high pT objects in the calorimeters or the MS, as well as

events that contain large transverse energy, or a large imbalance in the transverse momentum. To do



Chapter 3. The ATLAS Detector at the LHC 44

this, it uses information from the calorimeters, RPCs, and TGCs, with lower granularity than the final

readout. The L1 trigger has approximately 2.5 µs to make a trigger decision before it either passes the

event on to the HLT, or discards it. The L1 trigger also defines regions of interest (RoI), which are the

regions of the detector (in η × φ) in which any of the L1 trigger thresholds have been surpassed; these

RoI are then passed on to the HLT.

If the L1 trigger decision is to retain the event, the digitized data from each readout channel are

transferred to the detector subsystem’s readout drivers (RODs) for formatting, while the RoI is passed

to the L2 trigger. The L2 trigger takes information from the RoI identified by the L1 trigger and applies

stricter selection criteria than L1 in order to further reduce the rate (∼40 ms decision time). The L2

trigger, while only looking at a fraction of the detector (determined by the ROIs), is able to use the full

detector granularity in order to make a decision.

Finally, the EF fully reconstructs the event using algorithms similar to those used in the offline event

reconstruction, taking all detector systems into account, and using the full detector granularity. The EF

then selects events at the final rate of approximately 400 Hz (∼4 s processing time).

Assuming that the event passes all of the three trigger levels, the data are then permanently stored.



Chapter 4

Dataset and Analysis Objects

“When asked “What do we need to learn
this for?” any high-school teacher can
confidently answer that, regardless of the
subject, the knowledge will come in handy
once the student hits middle age and starts
working crossword puzzles in order to stave
off the terrible loneliness.”

David Sedaris, Me Talk Pretty One Day

This chapter discusses the pp dataset and the reconstructed objects used in the analysis (which is

presented in Chapter 5). The object definition and selection described in this chapter only form the

basis for definitions and requirements used in the analysis, with the further (more stringent) requirements

discussed in Section 5.5.1. As mentioned in Chapter 1, one of the features of this analysis channel is

the large variety of reconstructed objects – electrons, muons, missing energy and two different types of

reconstructed jets – which demands a detailed understanding of all the detector subsystems.

4.1 Dataset

The dataset used is the entire 2012 pp dataset delivered by the LHC, and recorded by ATLAS. This

amounts to 20.3 fb−1 of data designated as good for physics1. The plot showing the LHC delivered and

ATLAS recorded integrated luminosity as a function of day in 2012, with a good for physics overlay, is

shown in Figure 4.1.

4.1.1 Pile-up

In the press, the LHC receives praise for being the highest energy collider in the world, but this overlooks

another feature that makes it a great “discovery machine”: the high instantaneous luminosity. In order

to achieve the high luminosity at the LHC in 2012, the time between the colliding bunches in ATLAS is

a very short 50 ns, and the number of pp interactions for each bunch crossing is large.

1What determines if data is good for physics is described in Section 4.1.2.

45
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The features and complications (from the standpoint of both the detector instrumentation and object

reconstruction) that arise from the short time separation between bunch crossings, and the result of the

multiple interactions per bunch crossing are collectively referred to as pile-up. The component of pile-up

that originates from the short time between bunch crossings is referred to as out-of-time pile-up, while

in-time pile-up is related to the number of pp interactions per bunch crossing. For the 2012 pp dataset,

the average number of interactions per bunch crossing, 〈µ〉, was 20.7 (compared to 9.1 in the 2011 pp

dataset). Figure 4.2 shows the profile of in-time pile-up over 2012 (along with 2011, for reference).

Both in-time and out-of-time pile-up present experimental difficulties that impact the detector re-

sponse, and object reconstruction. The out-of-time component heavily affects detectors which have a

relatively long response time (on the order of the bunch spacing, or longer), such as the LAr Calorimeters

where the pulse shape is ≈ 600 ns long. A result of the slow response is that the long pulse shape can

be deformed by energy deposited by preceding and subsequent collisions, as discussed in Section 3.5.5.

A result of this feature of the calorimeters is that the energy read out will be dependant on both the

average number of collisions per bunch crossing, and the actual number of collisions in the event. In

the case of in-time pile-up, each hard-scatter event is accompanied by, on average, 20 other softer pp

collisions. The additional collisions produce additional tracks in the ID, and showers in the calorimeter,

which negatively impacts the reconstruction of objects which originate from the pp hard-scatter under

investigation.

4.1.2 Good Runs List

As is visible in Figure 4.1, not all of the delivered luminosity was recorded by ATLAS, or used for physics

analysis. There are many possible faults in ATLAS that can prevent data from being recorded or used

for physics analysis. The fault can be a result of large-scale hardware problems in one of the detector

sub-systems, to transient problems with the data acquisition and trigger. There are also a subset of

detector systems that are only operated after the LHC has declared stable beam conditions (this turn

on is not instant, resulting in the loss of some delivered luminosity). Any of these reasons can prevent

ATLAS from recording data from a particular sub-system, or being able to record data at all. However,

even if the data are recorded successfully, there are a number of smaller problems that may prevent

the data from being used in a physics analysis. Issues such as the magnets not delivering the correct

magnetic field, part of a sub-detector being temporarily off, or very noisy readout cells can prevent data

collected from being declared good for physics for the duration of the fault.

Each event recorded by ATLAS is associated with a collection known as a luminosity block, or

lumiblock, each containing events recorded during a 60 s consecutive interval (there are some cases where

the lumiblock is incremented, regardless of how much time has elapsed). The lumiblocks for which

there are no unrecoverable faults in any of the detector sub-systems are good for physics and are kept

documented in a good runs list (GRL). Due to the fact that this analysis uses a wide array of the detector

subsystems to make the measurement, only lumiblocks with all detector sub-systems operating without

an unrecoverable fault are used.

Table 4.1 breaks down the percentage of data recorded that is good for physics by sub-system com-

ponent. The total percentage of recorded data that is declared as all good for physics is 95.5%.
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Figure 4.1: Luminosity delivered, recorded, and good for physics (pp), by day, in 2012 (ATLAS spe-
cific) [79].
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Although only data collected during the 2012 run, the 2011 pile-up conditions are also displayed as a
reference [79].
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Table 4.1: Percentage of data recorded that is classified as all good for physics, broken down by detector
sub-system in 2012 [80].

Inner Detector Calorimeters Muon Spectrometer Magnet Systems

Pixel SCT TRT LAr Tile MDT RPC CSC TGC Solenoid Toroids

99.9 99.1 99.8 99.1 99.6 99.6 99.8 100 99.6 99.8 99.5

All good for physics: 95.5%

4.2 Triggers

The analysis presented in this thesis uses single lepton triggers in order to select events with W → `ν

decays (see Section 3.8 for a discussion of the ATLAS trigger and DAQ systems). Single lepton triggers

are used to trigger on the leptonically decayingW instead of jet triggers (triggering on the hadronic W ),

because of their relative high efficiency (even down to low pT) and the lower rate of lepton backgrounds.

This is in contrast to the jet based trigger, which would accept events from one of the many “jet-y”

backgrounds possible. The triggers used are summarized in Table 4.2, and described further below.

Table 4.2: Triggers used for the analysis.

Triggered Object Trigger Name

Electron: e24vhi || e60
Muon: mu24i || mu36

Some of the single lepton triggers demand that there is track isolation in the ID about the triggering

object. To measure the degree of track isolation, the scalar sum of the transverse momentum (
∑
pT)

for all tracks within a cone of radius R, centered on (but excluding) the object, forms the quantity pisoT .

The ratio of pisoT to the triggering object’s pT (or ET) then provides a measure of how isolated the object

is. Only tracks with pT > 1 GeV are included in the calculation of pisoT .

The specific definition and description of each of the four triggers used is provided below.

• e24vhi: An electron trigger with an ET threshold of 24 GeV, andmedium electron ID requirements

(discussed in Section 4.4). The vhi in the name refers to further requirements of the trigger:

– v: The trigger compensates at the L1 stage for the different amount of uninstrumented

material in front of the calorimeters, which is not uniform in η, by adjusting the triggering

threshold as a function of η. The threshold changes by ≤ 2 GeV over the full η acceptance of

the trigger.

– h: Requires the triggering candidate’s energy deposit in the hadronic calorimeter (behind the

EM calorimeter energy deposit) to be below a threshold1.

– i: A track isolation requirement of pisoT /ET < 0.1 within a cone of radius R = 0.2, centered

on the candidate object, is applied.

1Even energetic electrons should deposit the large majority of their energy in the EM calorimeter alone.
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• e60: An electron trigger, with an ET threshold of 60 GeV, andmedium identification requirements.

Although not indicated in the name, this trigger also applies the v and h requirements of the lower

threshold electron trigger, described above, but not the isolation requirement.

• mu24i: A muon trigger, with pT threshold of 24 GeV. Like the electron triggers, the i denotes that

a track isolation requirement is applied to the candidate object. For muon triggers, the isolation

required is pisoT /pT < 0.12 within a cone of radius R = 0.2.

• mu36: A muon trigger, with a pT threshold of 36 GeV. No isolation requirement is applied.

Events are kept for analysis if any of the triggers selects the event, which maintains triggering

sensitivity throughout a large kinematic range.

To measure the trigger efficiency for low pT muons (pT < 10 GeV), the tag-and-probe method is

used on J/ψ meson di-muon decays, while the intermediate pT range (10 ≤ pT ≤ 100 GeV) utilizes

tag-and-probe on Z → µµ events. Above 100 GeV, W → µν decays triggered by the ATLAS missing

transverse momentum triggers are used to evaluate the trigger performance [81].

In the tag-and-probe method using offline reconstructed di-muon events, one of the reconstructed

muons triggers the event (the tag), while the other muon serves as the probe, allowing measurement

of the trigger efficiency at the three trigger stages (L1, L2, EF). The probe muon can be associated

(with a ∆R matching requirement) to an online muon, identified by the trigger software. The fraction

of the reconstructed probe muons that overlap with a muon identified by the trigger defines the trigger

efficiency. The same procedure is used to determine the efficiency of the electron triggers, using Z → ee

events.

4.2.1 Trigger Scale Factors

The Monte Carlo samples used to model the signal and background in this analysis do not perfectly

model the efficiency of the triggers used. As a result, an ATLAS software package applies scale factors

to MC events in order to reproduce the observed behaviour of the trigger. These scale factors are used

for all MC datasets analyzed in this thesis.

4.3 Clustering Algorithms in ATLAS

The first step in reconstructing an object in the calorimeter – whether it be a photon, electron or jet

– is defining clusters of calorimeter cells (or, just clusters). There are two types of clusters used by

ATLAS and in this analysis. The first type of clusters are generated with a sliding-window algorithm,

and have a fixed size and shape1, and rely on supporting information from the trackers to reconstruct

electrons, photons and converted photons. The second type, topological clusters, have a variable cluster

size and shape, and are used in the first step of jet reconstruction, as well as for electron and photon

reconstruction outside the acceptance of the ATLAS trackers. For this analysis, the sliding-window

clusters are used to reconstruct electrons, while the jets are reconstructed from topological clusters.

1The size/shape of the cluster depends on the type of object being reconstructed, but is identical for all objects of the
same type.
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4.3.1 Sliding-Window Clustering

To generate the sliding-window clusters [82] used for electron reconstruction, the EM calorimeters1 are

divided into cells of size ∆η×∆φ = 0.025×0.025. The energy in all longitudinal layers of the calorimeter

is summed into one common energy per cell, forming a tower and an associated tower energy, in a process

called tower building.

From the constructed towers, a sliding-window algorithm takes over, attempting to find seeds for a

cluster. The seed finding algorithm examines all possible groups of towers in a fixed size window, until

it finds a group that gives a local maximum in the transverse energy sum (ΣET) of the towers in the

window. If the group forming a maximum satisfies ET > Ethres.
T = 2.5 GeV, the group of towers in the

window forms a seed for a cluster, with the position of the seed being layer dependant and defined by

an energy-weighted average of the cells in each calorimeter layer. The dimensions of the window used

to find the seeds is defined by an integer number of adjacent towers along the η and φ coordinates,

N cluster
η ×N cluster

φ = 3× 5.

The final cluster is constructed from a group of towers (N cluster
η × N cluster

φ ) centered on the seed,

with the size of the cluster dependant on whether the seed is in the barrel or end-caps. In the EMB,

the cluster size is N cluster
η × N cluster

φ = 3 × 7, while for the EMEC it is 5 × 5. The cluster size is

relatively large in φ (the solenoid magnet bending coordinate) for clusters in the EMB in order to

capture any bremsstrahlung, or other emissions radiated as the electron traverses the material in front

of the calorimeters. In the end-caps, the bending effect from the solenoid’s magnet field is smaller,

therefore, the cluster size does not have to be as large in φ. Instead, the size of the cluster in η is larger

to account for the smaller cell size at higher pseudorapidity [82].

4.3.2 Topological Clustering

Topological clusters [82], unlike clusters created with the fixed-window algorithm, do not have a fixed

size or shape. They are formed by grouping together nearby cells that have a significant energy deposit

(in relation to the noise of the cell).

There are three signal to noise thresholds defined for topological clusters – tseed, tneighbour, and tcell –

which satisfy the relation tcell ≤ tneighbour ≤ tseed (in practice tneighbour < tseed). Clusters are seeded by

cells that have a signal to noise ratio, t, greater than tseed, with the signal being defined as the absolute

energy of a cell, |E|. This definition of the signal is used in order to symmetrize the contribution from

clusters that are created purely from noise in the calorimeters.

Starting with one of the identified seed cells, the proto-cluster is built outward iteratively, adding all

cells neighbouring the proto-cluster that satisfy t ≥ tneighbour (in both the EM and hadronic calorime-

ters). Once there are no more cells that can be added in this way, all the cells bordering the proto-cluster,

with t ≥ tcell are added to the cluster. This final step is done only once, not iteratively.

The topological clusters in ATLAS used for this analysis are Had 420 clusters, which are intended to

reconstruct hadronic objects, which have a larger more diffuse shower shape compared to EM objects.

The numbers in the name denote the value of tseed, tneighbour, and tcell thresholds, respectively. A cut of

tcell = 0 indicates that the cell will be added to the cluster regardless of the signal to noise ratio, which

results in all cells neighbouring the proto-cluster to be included in the final step.

1This algorithm is only used to reconstruct electrons and photons, which typically only deposit energy in the EM
calorimeters.
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Cluster Splitting

As a result of the large number of interactions per bunch crossing (Section 4.1.1, Figure 4.2), there is

a large probability that two distinct, but nearby energy deposits will be merged into a single cluster as

a result of unrelated energy deposits between the cluster seeds (this effect grows with increasing |η|).
Therefore, after the topological clusters are constructed, they are split by identifying local maximum

cells within the cluster that meet the following requirements:

• E > 500 MeV

• Energy greater than any neighbouring cell

• The cell has at least four neighbouring cells which are part of the same cluster.

If a cluster contains more than one such local maximum, it is split so that each resulting cluster has at

most one local maximum. Clusters with only a single local maximum (or none) are untouched by the

splitting algorithm. Cells in regions of the calorimeter where large energy deposits are unlikely, such as

the LAr presampler, may be excluded from being defined as local maximum in order to minimize the

number of fake clusters.

4.4 Electron Reconstruction and Identification

This section explains how central electrons are reconstructed. Forward electrons (|η| > 2.47) outside the

acceptance of the ID are not used in this analysis.

After the EM cluster seeds have been defined, as discussed in Section 4.3.1, the process of attempting

to reconstruct the cluster seed as an electron begins [83, 84].

The collection of cells making up the cluster seed is required to pass modest shower shape requirements

which place cuts on the maximum fraction of energy allowed in each of the EM calorimeter layers. There

are also loose requirements on the transverse shower shape and hadronic leakage. The cluster seed is

also required to have at least one associated track, with pT > 1 GeV, close to its center (in η and φ

coordinates) when extrapolated to the middle layer of the EM calorimeter [84].

In the case that a cluster seed passes these selection criteria, it is regarded as an electron candidate,

and an electron cluster is built around it (described in Section 4.3.1). The four-momentum of the electron

is calculated using energy of the cluster (from the calorimeters), and the trajectory of the track (given

by the ID).

The reconstruction efficiency of electrons in ATLAS is required to be high; for electrons with at

least ET = 15 GeV, the efficiency is 99% as measured by Monte Carlo in the central regions of the

detector [84].

After the reconstruction of the electrons is finished, the electron candidate must then pass a suite

of identification criteria [84]. These are a set of cut-based selections with three working points: loose,

medium, and tight. As the name implies, the tight working point applies the most stringent selection

(and yields the largest background rejection power), while loose applies the loosest (and provides the

worst background rejection). The working points are not orthogonal as electron candidates that pass

any of the tighter identification requirements also pass all of the looser requirements. As the selection

gets more stringent, cuts that were applied at the looser operating points are tightened, and new cuts

are introduced. The working points used in this analysis correspond to medium and tight selection
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criteria. The identification requirements use a wide range of discriminating variables including track

quality, object isolation, track matching, vertexing, hadronic leakage and longitudinal and transverse

shower shapes.

Further selection on the electrons are required before they are accepted as electrons in the analy-

sis. This is discussed in more detail in Section 5.5.1. More specific details on the reconstruction and

identification of electrons in ATLAS during Run I are found in Refs. [84, 85].

Scale factors are applied to the Monte Carlo in order to correctly model the electron reconstruction

and identification efficiency in data (in bins of ET and η).

4.5 Muon Reconstruction

Like the electron reconstruction, the muon reconstruction and identification must be quite efficient.

Over most of the pT range 5 ≤ pT ≤ 100 GeV, the efficiency is greater than 99% [86] over the full MS

acceptance (|η| ≤ 2.7).

The reconstruction of the muons uses information from both the inner detector and the dedicated

muon spectrometer1, with supporting information from the calorimeters. So-called combined muons

have the highest purity, and are the ones most often used in ATLAS physics analyses, including this one.

To construct combined muons, tracks are reconstructed in the MS by first constructing track segments

in the individual muon chambers. These tracks are extended and matched with track segments in the

other muon chambers to form a complete muon track. These muon tracks are then combined with

matching tracks in the ID, which gives an independent measurement of the muon trajectory, to form a

complete combined muon track. The matching of the ID muon tracks and the MS muon tracks is done

on the basis of a χ2 test. The final reconstruction of the muon trajectory is done in this analysis via the

Staco algorithm which performs a statistical combination of the ID track and MS track in order to give

the final muon trajectory [87].

Like the case of the trigger scale factors and electron reconstruction scale factors, scale factors are

applied to MC events with reconstructed muons to ensure that the MC properly models the data. The

scale factors are calculated by measuring the efficiencies using the tag-and-probe method in Z → µµ

events, and are applied in bins of muon φ and η.

4.6 Jet Algorithms and Reconstruction

Unlike the reconstruction of electrons and muons, which attempt to reconstruct individual physical

objects in the calorimeters/trackers, jets are not discrete objects. Instead, they are made up of a cascade

of hadronic and EM particles (a shower) resulting from the hadronization of the coloured object(s)

created at the interaction point. The result is a more diffuse deposit of energy in the calorimeters when

compared to the energy deposits of electrons and photons. In the case of this analysis, we are primarily

interested in jets coming from the hadronization of quarks resulting from the decay of a W -boson.

1Muons can be reconstructed using information from the MS alone; these are referred to as standalone muons, and are
not used in this analysis.
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4.6.1 Jet Algorithms

As energy deposits from jets are more diffuse than those from EM objects, and have a more variable

shower shape in the calorimeters, the algorithms used to reconstruct them must be chosen carefully.

Of particular note for jets in ATLAS, is the large amount of unrelated energy that is deposited in the

calorimeters as a result of pile-up. Therefore, having an algorithm that is not overly sensitive to soft

contributions is crucial.

The most commonly used jet algorithms are kt [88, 89], Cambridge/Aachen (C/A) [90], and anti-kt [91].

All three combine the four-momenta from close-by final state jet constituents to form the final jet. In

ATLAS analyses, the jet constituents are most commonly Had 420 topological clusters (although tracks

from the ID may also be used), while for MC simulations, the final state particles are used to create

truth jets. For the remainder of this section, clusters will be used as the jet constituents.

All jet algorithms mentioned begin by first calculating the distance parameters for all clusters/pairs

of clusters, denoted by indices i and j;

dij = min
(
k2pti , k

2p
tj

) ∆2
ij

R2
, (4.1)

diB = k2pti . (4.2)

Here, kt is a cluster’s transverse momentum, ∆2
ij = (yi−yj)2+(φi−φj)2, and R is the radius parameter

of the jet. The radius parameter determines the physical size of the jet, and ensures that the center of

each jet is separated from any other jet’s center by at least R. When reconstructing jets in ATLAS, the

rapidity, y, is replaced by the pseudorapidity, η, in the definition of ∆2
ij (which thereby becomes the ∆R

defined in Equation 3.4). The value of p in Equation 4.1 determines the relative power of the transverse

momentum term versus the topological term (∆2
ij/R

2), as discussed further below.

For all clusters, the quantities dij and diB are computed, and the smallest entry is identified. If the

smallest entry is the distance parameter between two clusters, dij , the four-momenta of the two clusters

are summed to form a proto-jet, and the two constituents that make up the proto-jet are removed from

further consideration. The quantities dij and diB for all pairs of clusters/proto-jets is recalculated, and

the process is repeated. Alternatively, if the smallest quantity is diB , then the proto-jet, i, is considered

a jet, and removed from the jet finding algorithm, and the next smallest distance parameter is identified.

This process continues until all clusters/proto-jets have been accepted as jets.

The three jet algorithms mentioned above differ only in their value of p, with p = 1 for kt, −1 for

anti-kt, and 0 for the C/A algorithm, resulting in different clustering behaviour. The anti-kt algorithm

produces conical jets, whose shape is not altered greatly by the presence of small energy deposits, unlike

the kt algorithm, which produces rather irregularly shaped jets, seeded by softer energy deposits. This

makes anti-kt jets ideal for high pile-up environments such as ATLAS. The C/A clustering on the other

hand is based purely on the topological structure of the clusters, with no weight given to the transverse

momentum of the jet constituents. This produces irregularly shaped jets, much like the kt algorithm

jets.

A variety of R parameters can be used in each jet algorithm, however, the most common in ATLAS

are R = 0.4 jets constructed with the anti-kt algorithm. Also used in this analysis is a large-R C/A jet1

with R = 1.2. The reasons behind this are discussed in Section 5.5.1.

1By convention, any jet with R ≥ 1 is referred to as a large-R jet (and sometimes, a fat jet).
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Figure 4.3: ATLAS jet reconstruction [92].

4.6.2 Reconstructing Jets in ATLAS

ATLAS jets start with Had 420 topological clusters (Section 4.3.2), which are constructed from cells

with energies determined at the EM scale. Before jets are constructed, the clusters are calibrated with

the Local Cell Weighting calibration (LCW), which first classifies the cluster as either “EM-like” or

“hadron-like”, and then weights the cluster energy to account for the lower calorimeter response to

hadronic showers [92, 93, 94]. The LCW calibration is derived from studies of single charged and neutral

pions and their associated clusters in a Geant4 [95, 96] Monte Carlo simulation of the ATLAS detector1.

Although not used in this analysis, ATLAS is also able to reconstruct jets at the EM scale (where

no LCW is done), and track jets. In the case of truth jets, the relevant jet algorithm is applied to the

final state particles after showering in a Monte Carlo program. The steps to reconstruct jets for these

different jets types are found in Figure 4.3.

Jet Calibration

After a jet is constructed from LCW topological clusters, the ATLAS jet calibration is performed. This is

a sequential process which accounts for the effects of pile-up and the hadronic response of the calorimeters

(which is not completely corrected for in the LCW procedure), and is outlined below.

• Jet Origin Correction: The jet’s origin is corrected to be located at the primary vertex of the

interaction (instead of the center of ATLAS, which is assumed in the jet making step). The jet’s

four-vector is adjusted so that the jet points back to the primary vertex, with its energy unchanged.

• Pile-up Correction: Energy deposits inside the jet area that are a result of pile-up, if unac-

counted for, cause the jet’s reconstructed energy to be dependant on the pile-up (both in-time and

out-of-time pile-up). To reduce this effect, the median pT density from pile-up is evaluated for

1More information about the modelling of ATLAS in MC events can be found in Section 5.3.1.
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each event. For each jet individually, the pile-up pT density is then scaled by the jet’s area, and

subtracted from the jet energy [97, 98].

The median pT density, ρ, is calculated as the median pT density for all jets i;

ρ = Median

[
pjetT,i

Ajet
i

]
, (4.3)

where Ajet
i is the jet’s area. The jets used in this definition of ρ are kt jets with radius parameter

R = 0.4, reconstructed with topological clusters in the central region of the detector (|η| ≤ 2.0). kt

jets are used instead of the standard anti-kt jets due to their sensitivity to the soft energy deposits

characteristic of pile-up

• Residual pile-up correction: After the jet area pile-up correction is applied, there remains

a residual dependence on the number of reconstructed primary vertices (NPV ) and the average

number of collisions per bunch crossing (〈µ〉) seen in the reconstructed jet energy. A correction

is applied, which parameterizes the residual energy dependence on the variables NPV and 〈µ〉
independently.

The final corrected jet energy, which combines all corrections done to account for pile-up, takes

the form:

pT
jet,corr = pT

jet −
(
ρ×Ajet

)
− (α× (NPV − 1))− (β × 〈µ〉) , (4.4)

with α and β being the residual pile-up correction coefficients (which are dependant on the jet

algorithm and area).

• Absolute Jet Energy Scale: The jet energy is calibrated to the jet energy scale with con-

stants extracted from Monte Carlo studies comparing the energy response of reconstructed jets to

truth jets. Both the energy and direction of the jet are adjusted. The calibration coefficients are

parameterized as a function of the jet pT and η.

• Residual In-situ Calibration: This is final step of the calibration which is only applied to data.

The residual in-situ calibration compares data and MC in-situ calibrations, by looking at the pT

balance of jets from reference objects (for example, dijets from Z-boson decays). The constants

derived are of the form,

(
pprobeT /prefT

)
Data(

pprobeT /prefT

)
MC

,

and vary as a function of jet pT and η.

Flavour Tagging

The ability to flavour tag reconstructed jets is useful to both highlight a particular signal, or reject

unwanted backgrounds. In particular, jets originating from the hadronization of b quarks can be tagged

using a process called b-tagging.

In ATLAS, b-tagging is done with a multivariate neural net algorithm, MV1 [99, 100, 101]. The MV1

method uses a combination of likelihood based b-tag algorithms as its input. These other algorithms
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search for topological differences between b and light jets, such as displaced vertices and the weak decay

topologies of b quark decays.

The MV1 algorithm can be used at a number of different operating points, each of which select b-jets

with a particular efficiency and associated purity. The operating point used in this analysis corresponds

to a b-tagging efficiency of 85%, and a purity of ∼77%, with the contamination being dominated by

mistagged charm quarks. This provides an excellent mechanism to reject top quark backgrounds, which

are one of the dominant backgrounds in this analysis (see Section 5.3.4). The b-tagging algorithms rely

on data from the ID, and therefore flavour tagging of jets is only possible for those within the acceptance

of the trackers.

Flavour tagging is used to reject the high amount of top quark background in this analysis. The

details of the flavour tagging requirements used will be discussed in Section 5.5.1.

As with the trigger scale factors, and lepton efficiency scale factors, there are associated data-driven

b-tag scale factors which are applied to the MC in order to provide good agreement with data.

4.7 Missing Transverse Momentum

Missing transverse momentum (Emiss
T , and sometimes MET) is defined as the transverse momentum

imbalance as measured by energy deposited in the detector, and is calculated from the energy deposited

in the calorimeters, and momentum measurements from the muon spectrometers. The missing transverse

momentum is used in order to reconstruct the vector sum of the transverse momentum/energy of particles

that do not interact at all with the trackers or calorimeters, such as neutrinos.

The Emiss
T is calculated in separate x and y components [102, 103];

Emiss
x = Emiss,e

x + Emiss,γ
x + Emiss,τ

x + Emiss,jets
x + Emiss,soft terms

x + Emiss,µ
x , (4.5)

Emiss
y = Emiss,e

y + Emiss,γ
y + Emiss,τ

y + Emiss,jets
y + Emiss,soft terms

y + Emiss,µ
y . (4.6)

Each of these terms is calculated as the negative sum of the energy of all identified and calibrated objects,

projected onto the relevant axis, as in Equations 4.7 and 4.8. The exceptions are the Emiss,soft terms
x(y)

terms, which are not derived from identified objects, but from LCW topological clusters and tracks not

associated with any reconstructed object.

Emiss, term
x = −

Ncell∑
i=0

Ei sin θi cosφi, (4.7)

Emiss, term
y = −

Ncell∑
i=0

Ei sin θi sinφi. (4.8)

Once the two components of the missing transverse momentum are evaluated, the magnitude of the

total missing transverse momentum is defined as Emiss
T =

√
(Emiss

x )2 + (Emiss
y )2, with azimuthal angle

φmiss = arctan
(
Emiss

y /Emiss
x

)
.

A requirement on the missing transverse momentum is used in this analysis to reject backgrounds with

low (or fake) Emiss
T , and to reconstruct the transverse momentum of the neutrino from the leptonically

decaying W . The requirement on an event’s Emiss
T will be discussed in Section 5.5.3.
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Searching for a Heavy Higgs-like

Boson

“We are both busy people, so let’s cut the
small talk.”

David Mitchell, number9dream

This chapter provides a complete description of the search for a heavy Higgs boson in the H →
WW → `νjj channel. The discussion begins with an overview of the search final state, and modelling of

the expected signal and background processes. As two of the signal models considered (EWS and SM-like)

predict a Higgs with a non-negligible width, the interference between the search process, H → WW →
`νjj, and the WW continuum background must also be treated, and will be discussed in Section 5.4

(motivation for the interference reweighting can be found in Section 2.6). Starting in Section 5.5 the

final object selection requirements are detailed, along with the first event selection criteria. To ensure

high sensitivity for the full range of Higgs masses considered, these event cuts are then tightened as a

function of the Higgs mass hypothesis, as will be discussed in Section 5.9. The requirements outlined

in the preselection define the signal regions in the analysis; the selection that defines the signal regions

is slightly modified in order to provide control regions which are used to check the modelling of the

dominant backgrounds of the analysis (see Section 5.6), and are also used in order to estimate the data

driven multijet background, which is discussed in Section 5.8. Before results can be shown, the modelling

of the MC is checked in the control regions, and in the signal region (which is defined by preselection

cuts), and is discussed in Sections 5.10 and 5.11, along with expected signal and background event yields.

Finally, the systematic uncertainties of the search are presented in Section 5.12, and the limit setting

infrastructure and final results are presented in Sections 5.13 and 5.14.

5.1 Search Final State

The analysis discussed in this thesis searches for a heavy Higgs boson decaying into twoW -bosons in the

semi-leptonic final state1. The analysis searches for events with a single isolated lepton (vetoing events

1One W decays into a lepton – lepton neutrino pair, and the other hadronically, into quarks.

57
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with more than one lepton), missing transverse momentum (representing the transverse momentum

of the neutrino, which cannot be directly reconstructed by ATLAS), and jets from the decay of the

hadronically decaying W . At low masses, the two quarks from the hadronic W decay are well enough

separated to be treated as distinct reconstructed jets using a narrow cone anti-kt jet algorithm. However,

for high mH (mH & 700 GeV), both W bosons will be boosted, resulting in energy deposits from the

decay products being too close together to be separately reconstructed using narrow cone jets. Instead, a

wide cone C/A algorithm (with a filtering algorithm applied), is used to capture the hadronization of the

two quarks into a single reconstructed object. The basic reconstruction of all of these final state objects

has already been discussed in Chapter 4. However, further selections are applied to the reconstructed

objects, as will be outlined in Section 5.5.1.

5.2 Analysis Strategy

The experimental landscape has changed since the last Higgs search in the H → WW → `νjj channel

(discussed in Chapter 1), as a result of the discovery of the Higgs at 125 GeV. The same strategy

of applying cross-section limits to a Higgs with Standard Model properties is no longer relevant, and

therefore Higgs models beyond the Standard Model must be considered. While there are some concrete

predictions for extended Higgs sectors outside the Standard Model (in theories such as supersymmetry),

the focus here is on three pseudo-model-independent interpretations; a Higgs produced with a large

width, as modelled by an SM-like lineshape (CPS lineshape at high mass) [26], a Higgs produced with a

very narrow width (NWA) and an EWS Higgs with an unknown width (a direct result of an unknown

κ′) [14].

Therefore, there are three separate signal hypothesis being tested (not counting the range of widths

present in the case of the EWS search). First is the SM-like Higgs signal, modelled with the CPS and BW

lineshapes, probed in the region 300 ≤ mH ≤ 1000 GeV. The EWS model is probed in the same mass

range, for widths ranging from 0.2−1.0×ΓSM in increments of 0.2×ΓSM , with a Breit-Wigner lineshape1.

This corresponds to a range of 0.2 ≤ κ′2 ≤ 1.0 for BRnew = 0. Finally, the model-independent case of

a Higgs produced with a NWA lineshape is examined in the range 300 ≤ mH ≤ 2000 GeV. For each of

these interpretations no deviation from the SM background hypotheses were found, and therefore upper

limits on σ×BR at the 95% confidence level are given. In the case of the EWS limits, BRnew is assumed

to be 0.

For the SM-like and EWS Higgs, which have non-negligible widths, the interference with the WW

continuum background must be taken into account, as described in Section 2.6. The experimental

treatment of this is discussed in Section 5.4.

The SM-like Higgs search, and the EWS search terminate at 1 TeV. For the SM-like case, this is

done due to the fact that the CPS lineshape was calculated with SM constraints, and thus is only valid

up to ∼1 TeV [26]. The EWS has the same search range due to the fact that the Monte Carlo samples

are derived from the SM-like samples, through a reweighting method described in Section 5.3.3. In

the case of the NWA Higgs search, which has dedicated MC samples, and is not confined by any SM

interpretation, the upper range of the search can be set arbitrarily high. For the NWA search, samples

1The BW lineshape was chosen as a benchmark for the EWS after discussion with theorists in the LHC Cross-section
Working group, as the simplest candidate for theoretical interpretation. Note that the EWS model makes no concrete
prediction on the lineshape of the extra Higgs, and so the simplest lineshape was chosen.
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were generated up to mH = 2000 GeV, however limits are only set up to mH = 1200 GeV due to a loss

of sensitivity at higher mass.

5.3 Signal and Background Modelling

A series of MC generated samples are created in order to model the expected signal and background

yields and topologies. All backgrounds in the analysis, except for the QCD multijet background, are

modelled using MC simulations. A series of control regions (CR) which contain an enriched sample of

a particular background are defined; these CRs allow the simulation predictions to be compared to the

data, without biasing the analysis. The CRs are also used in order to form a data driven estimate of the

cross-section for the dominant Top and W+jets backgrounds. More discussion on the various control

regions and their definitions is provided in Section 5.6.

5.3.1 Modelling the ATLAS Detector

The ATLAS simulation infrastructure makes use of the Geant4 simulation framework to completely

model the ATLAS detector, and predict its response from Monte Carlo simulation [95, 96, 104]. This

modelling is done in three separate steps. In the first, the parton-parton hard-scatter process is simulated,

unstable particles created in the hard-scatter are decayed (such as the Higgs, or massive gauge bosons),

and any coloured final state particles undergo parton showering and hadronization. At this stage of the

simulation, all the event information (including all particles and four-momenta), as calculated by the MC

generator, are recorded as truth information, which is present in the final output. Next, the interactions

between the final state particles with the detector itself are modelled. Finally, the interactions that

occur between the sensitive portions of the ATLAS detector and the final state particles are digitized

and converted into currents and voltages for simulated readout.

The output of the simulation chain is stored in the same format as ATLAS data originating from

collisions in the LHC. As a result, output derived from either MC or collision data can be processed by

the same reconstruction and analysis tools.

The computing resources required to simulate events with the full ATLAS Geant4 simulation are

incredibly large. In some cases, generating MC samples with sufficiently high statistics would be im-

possible if run through the full simulation (fullsim) in the conventional way (keeping in mind the large

number of different MC datasets needed for the wealth of physics processes, and associated backgrounds,

interesting to all ATLAS analyzers). In order to be able to speed up the simulation process, which allows

more events to be simulated with the same amount of CPU time, a faster simulation, ATLFAST-II (ab-

breviated as AFII, or AF2), has been developed [104]. Instead of simulating the full detector response to

the final state particles, the AFII simulation uses the full Geant4 simulation of the inner detector and

muon spectrometer, while making use of a simplified model of the calorimeters. As opposed to fullsim,

which directly models the interactions of final state particles with the calorimeter, the AFII simula-

tion parameterizes the longitudinal and transverse energy profiles of showers in the calorimeter based

on extensive fullsim MC samples of photons and charged pions. These parameterizations are used to

model how single particles deposit energy in the calorimeters, with the fullsim photon showers modelling

shower development for photons and electrons, and the charged pions modelling hadronic showers. This

provides a reduction in the CPU time required to process an event by an order of magnitude.
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The broad kinematic range considered in this analysis means that high statistics samples are needed

to sufficiently cover the full range of reconstructed m`νjj . This can be quite difficult at high mass due

to the falling exponential shape of the background (and is even more difficult in the VBF category, due

to the stricter selection cuts, outlined in Section 5.5.3). Therefore, the availability of AFII samples is of

great importance. When possible, AFII samples are used in this analysis in order to take advantage of

the higher statistics they usually provide1. Whenever possible, these have been validated against their

fullsim equivalents to ensure the modelling is consistent.

5.3.2 Monte Carlo Generators

There are multiple MC generators used to model the signal and background processes for this search.

These can be split into two main types: general purpose generators, and matrix element generators [18].

General purpose generators are able to fully model high-energy collisions, both at small distance scales

(hard scattering processes, and the decays of intermediate states), and larger scales to model the parton

showering of the final state particles, emission of initial and final state radiation (ISR/FSR), and the

remnants from multiple soft pp interactions (the underlying event). Examples of general purpose gen-

erators used are Herwig [105] (with the Jimmy [106] libraries used for the hadronization and parton

showering), Sherpa [107, 108, 109, 110], and Pythia [111, 112].

The matrix element (ME) generators simulate only the hard scatter process, and therefore must

rely on an interface with another Monte Carlo generator to simulate the parton showering process and

emission of ISR/FSR. For samples used in this analysis, the MC generator used to shower ME generated

samples is one of the general-purpose generators. The matrix element generators are more accurate

for hard, large-angle emissions, when compared to the general purpose generators. Examples of the

ME based MC programs used in the analysis are Alpgen [113] and AcerMC [114]. The final class of

Monte Carlo generators are the NLO generators, which take into account NLO QCD processes. Again,

the events generated through this process must be interfaced with a multi-purpose generator to model

the parton showers (although some NLO generators have a parton shower model built in). An example

of one of these such generators2 is Powheg Box [115, 116, 117] (often just Powheg), which is used to

model the signal in this analysis.

Regardless of the type of MC generator used, all must take into account the structure of the proton

in the collisions, which impacts the cross-section of the underlying hard-scatter process, and the emission

of ISR before the hard-scatter. Independent groups produce the parton distribution functions (PDFs)

which describe the parton constituents of the protons. The parton distribution functions with the form,

f
(
x,Q2

)
, give the probability to find a particular parton carrying momentum x (expressed as a fraction

of the proton’s total momentum), when probed with a momentum transfer of Q2. There are two sets

of PDFs used in this analysis, CTEQ6L1 [118], a leading order PDF set used by the leading order

generators, and CT10 [119], which is a NLO PDF set used by the NLO generators.

Monte Carlo generators often must be provided with the renormalization and factorization scales

(µF and µR, respectively) to be used when simulating a process. The renormalization scale is the energy

scale at which the generator calculates the strong coupling constant αs, while the factorization scale

determines the scale at which the MC generator queries the PDF set.

1Some AFII samples were not generated in order to provide a higher statistics, but rather to generate the samples
required on a short timescale.

2Sherpa, a general purpose generator, also includes a NLO ME generator for simulating the hard-scatter.
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Monte Carlo Tunes

The modelling of the parton showers and underlying event is quite sensitive to small changes to input

parameters given to the MC generators (for example, the minimum pT of scattered partons). These

parameters can be tuned in order to match the observed data. Many of the MC generators responsible

used in the analysis are custom tuned by the collaboration to match ATLAS observations (the ATLAS

underlying event tunes, AUET [104]). Pythia has a set of Perugia tunes, which are derived by the

Pythia authors, meant to model LHC data. The P2011C Perugia tunes [120] are used for samples

showered with Pythia.

5.3.3 Signal Modelling

The two signal hypotheses that are directly modelled in Monte Carlo are the SM-like and NWA Higgs;

the EWS signal samples are constructed through a reweighting of the SM-like samples as described in

the next section.

The modelling of the SM-like signal is done with two different lineshapes. Below mH = 400 GeV,

samples are generated with a BW lineshape. Above mH = 400 GeV, as the width becomes greater

than 10% of the mass, and therefore the CPS lineshape must be used instead (see Section 2.3 for this

discussion). All samples are generated with Powheg Box in 20 GeV mH increments for 300 ≤ mH ≤
600 GeV, and 50 GeV increments otherwise (600 < mH ≤ 1000 GeV), and subsequently showered with

Pythia8 [112]. Samples are generated only including the signal contribution; the effects of interference

are evaluated separately, as described in Section 5.4. A summary of the SM-like samples generated is

displayed in Table 5.1.

The NWA samples are also generated with Powheg Box + Pythia8, with a BW lineshape and

Higgs width of 4.07 MeV in mH increments of 50 GeV for mH ≤ 1500 GeV. Above mH = 1500 GeV the

increments are 100 GeV. The NWA samples used are summarized in Table 5.2.

EWS Signal Samples

In order to model the variable width BW lineshape used to probe the EWS parameter space, the

SM-like samples are reweighted to have a BW lineshape and width in the range 0.2 − 1.0 × ΓSM . For

mH < 400 GeV samples, which are already generated with the correct lineshape, the reweighting only

adjusts the lineshape to have a different width (in the case that Γ′ = ΓSM, no reweighting is applied).

For the high mass samples where the CPS lineshape is used, the reweighting changes both the width

and the WW invariant mass lineshape.

The expected lineshape for the EWS samples is computed from high-statistics Powheg Box samples

generated for each mass point and width used in the analysis. ThemWW spectrum of the SM-like samples

is then reweighted to match the BW lineshape with a map that relates the true invariant WW mass to

the lineshape weight needed.

5.3.4 Background Samples

The main backgrounds to the H → WW → `νjj signal process are from W+jets and Top events, with

smaller components coming from diboson, Drell-Yan, Z+jets and QCD multijet processes. Except in the

case of the multijet background, all background kinematics are determined directly from MC simulation.
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Table 5.1: SM-like signal samples used in the analysis. All mass points in the SM-like search are listed,
with information on the lineshape, MC generators (and tunes), PDF sets, and detector simulation used.
All signal samples are generated without the WW interference component.

mH [GeV] Generator (Tune) PDF Set AFII/Fullsim

ggF
300 (Breit-Wigner) Powheg + Pythia8 (AU2) CT10 Fullsim
320 (Breit-Wigner) Powheg + Pythia8 (AU2) CT10 Fullsim
340 (Breit-Wigner) Powheg + Pythia8 (AU2) CT10 Fullsim
360 (Breit-Wigner) Powheg + Pythia8 (AU2) CT10 Fullsim
380 (Breit-Wigner) Powheg + Pythia8 (AU2) CT10 Fullsim
400 (CPS) Powheg + Pythia8 (AU2) CT10 Fullsim
420 (CPS) Powheg + Pythia8 (AU2) CT10 Fullsim
440 (CPS) Powheg + Pythia8 (AU2) CT10 Fullsim
460 (CPS) Powheg + Pythia8 (AU2) CT10 Fullsim
480 (CPS) Powheg + Pythia8 (AU2) CT10 Fullsim
500 (CPS) Powheg + Pythia8 (AU2) CT10 Fullsim
520 (CPS) Powheg + Pythia8 (AU2) CT10 Fullsim
540 (CPS) Powheg + Pythia8 (AU2) CT10 Fullsim
560 (CPS) Powheg + Pythia8 (AU2) CT10 Fullsim
580 (CPS) Powheg + Pythia8 (AU2) CT10 Fullsim
600 (CPS) Powheg + Pythia8 (AU2) CT10 Fullsim
650 (CPS) Powheg + Pythia8 (AU2) CT10 Fullsim
700 (CPS) Powheg + Pythia8 (AU2) CT10 Fullsim
750 (CPS) Powheg + Pythia8 (AU2) CT10 Fullsim
800 (CPS) Powheg + Pythia8 (AU2) CT10 Fullsim
850 (CPS) Powheg + Pythia8 (AU2) CT10 Fullsim
900 (CPS) Powheg + Pythia8 (AU2) CT10 Fullsim
950 (CPS) Powheg + Pythia8 (AU2) CT10 Fullsim
1000 (CPS) Powheg + Pythia8 (AU2) CT10 Fullsim

VBF
300 (Breit-Wigner) Powheg + Pythia8 (AU2) CT10 Fullsim
320 (Breit-Wigner) Powheg + Pythia8 (AU2) CT10 Fullsim
340 (Breit-Wigner) Powheg + Pythia8 (AU2) CT10 Fullsim
360 (Breit-Wigner) Powheg + Pythia8 (AU2) CT10 Fullsim
380 (Breit-Wigner) Powheg + Pythia8 (AU2) CT10 Fullsim
400 (CPS) Powheg + Pythia8 (AU2) CT10 AFII
420 (CPS) Powheg + Pythia8 (AU2) CT10 AFII
440 (CPS) Powheg + Pythia8 (AU2) CT10 AFII
460 (CPS) Powheg + Pythia8 (AU2) CT10 AFII
480 (CPS) Powheg + Pythia8 (AU2) CT10 AFII
500 (CPS) Powheg + Pythia8 (AU2) CT10 AFII
520 (CPS) Powheg + Pythia8 (AU2) CT10 AFII
540 (CPS) Powheg + Pythia8 (AU2) CT10 AFII
560 (CPS) Powheg + Pythia8 (AU2) CT10 AFII
580 (CPS) Powheg + Pythia8 (AU2) CT10 AFII
600 (CPS) Powheg + Pythia8 (AU2) CT10 AFII
650 (CPS) Powheg + Pythia8 (AU2) CT10 AFII
700 (CPS) Powheg + Pythia8 (AU2) CT10 AFII
750 (CPS) Powheg + Pythia8 (AU2) CT10 AFII
800 (CPS) Powheg + Pythia8 (AU2) CT10 AFII
850 (CPS) Powheg + Pythia8 (AU2) CT10 AFII
900 (CPS) Powheg + Pythia8 (AU2) CT10 AFII
950 (CPS) Powheg + Pythia8 (AU2) CT10 AFII
1000 (CPS) Powheg + Pythia8 (AU2) CT10 AFII
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Table 5.2: NWA signal samples used in the analysis. All mass points in the SM-like search are listed,
with information on the lineshape, MC generators (and tunes), PDF sets, and detector simulation used.

mH [GeV] Generator (Tune) PDF Set AFII/Fullsim

ggF
300 Powheg + Pythia8 (AU2) CT10 Fullsim
350 Powheg + Pythia8 (AU2) CT10 AFII
400 Powheg + Pythia8 (AU2) CT10 Fullsim
450 Powheg + Pythia8 (AU2) CT10 AFII
500 Powheg + Pythia8 (AU2) CT10 Fullsim
550 Powheg + Pythia8 (AU2) CT10 AFII
600 Powheg + Pythia8 (AU2) CT10 Fullsim
650 Powheg + Pythia8 (AU2) CT10 AFII
700 Powheg + Pythia8 (AU2) CT10 Fullsim
750 Powheg + Pythia8 (AU2) CT10 AFII
800 Powheg + Pythia8 (AU2) CT10 Fullsim
850 Powheg + Pythia8 (AU2) CT10 AFII
900 Powheg + Pythia8 (AU2) CT10 Fullsim
950 Powheg + Pythia8 (AU2) CT10 AFII
1000 Powheg + Pythia8 (AU2) CT10 Fullsim
1050 Powheg + Pythia8 (AU2) CT10 AFII
1100 Powheg + Pythia8 (AU2) CT10 AFII
1150 Powheg + Pythia8 (AU2) CT10 AFII
1200 Powheg + Pythia8 (AU2) CT10 AFII
1250 Powheg + Pythia8 (AU2) CT10 AFII
1300 Powheg + Pythia8 (AU2) CT10 AFII
1350 Powheg + Pythia8 (AU2) CT10 AFII
1400 Powheg + Pythia8 (AU2) CT10 AFII
1450 Powheg + Pythia8 (AU2) CT10 AFII
1500 Powheg + Pythia8 (AU2) CT10 AFII
1600 Powheg + Pythia8 (AU2) CT10 AFII
1700 Powheg + Pythia8 (AU2) CT10 AFII
1800 Powheg + Pythia8 (AU2) CT10 AFII
1900 Powheg + Pythia8 (AU2) CT10 AFII
2000 Powheg + Pythia8 (AU2) CT10 AFII

VBF
300 Powheg + Pythia8 (AU2) CT10 Fullsim
350 Powheg + Pythia8 (AU2) CT10 AFII
400 Powheg + Pythia8 (AU2) CT10 Fullsim
450 Powheg + Pythia8 (AU2) CT10 AFII
500 Powheg + Pythia8 (AU2) CT10 Fullsim
550 Powheg + Pythia8 (AU2) CT10 AFII
600 Powheg + Pythia8 (AU2) CT10 Fullsim
650 Powheg + Pythia8 (AU2) CT10 AFII
700 Powheg + Pythia8 (AU2) CT10 Fullsim
750 Powheg + Pythia8 (AU2) CT10 AFII
800 Powheg + Pythia8 (AU2) CT10 Fullsim
850 Powheg + Pythia8 (AU2) CT10 AFII
900 Powheg + Pythia8 (AU2) CT10 Fullsim
950 Powheg + Pythia8 (AU2) CT10 AFII
1000 Powheg + Pythia8 (AU2) CT10 Fullsim
1050 Powheg + Pythia8 (AU2) CT10 AFII
1100 Powheg + Pythia8 (AU2) CT10 AFII
1150 Powheg + Pythia8 (AU2) CT10 AFII
1200 Powheg + Pythia8 (AU2) CT10 AFII
1250 Powheg + Pythia8 (AU2) CT10 AFII
1300 Powheg + Pythia8 (AU2) CT10 AFII
1350 Powheg + Pythia8 (AU2) CT10 AFII
1400 Powheg + Pythia8 (AU2) CT10 AFII
1450 Powheg + Pythia8 (AU2) CT10 AFII
1500 Powheg + Pythia8 (AU2) CT10 AFII
1600 Powheg + Pythia8 (AU2) CT10 AFII
1700 Powheg + Pythia8 (AU2) CT10 AFII
1800 Powheg + Pythia8 (AU2) CT10 AFII
1900 Powheg + Pythia8 (AU2) CT10 AFII
2000 Powheg + Pythia8 (AU2) CT10 AFII
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The background processes considered in the analysis are described below, with detail regarding the MC

samples used.

• W+jets: Production of leptonically decaying W , with associated jets. This background domi-

nates over the full kinematic region studied. The modelling of the W+jets background is checked

with data, using a dedicated control region (Section 5.6); while kinematics of the background are

modelled in MC, the overall normalization of the W+jets background is determined by a com-

parison to data yields in the signal and control regions in the final fit. As a result of the high

mass region being considered in this analysis, gaining sufficient statistics in the high mass tails for

this background is quite difficult, since the majority of W+jets events have low pWT . In order to

generate sufficient statistics in the tails, without the need to generate a large number of events

that would preferentially populate the low mass region, Sherpa samples are generated in five bins

of pWT (40− 70, 70− 140, 140− 280, 280− 500, 500+), and an inclusive sample for pWT < 40 GeV.

When available, AFII samples are used due to the larger statistics available.

• Top: Single top and tt̄ pairs. Along with W+jets, top backgrounds are dominant processes in

the H → WW → `νjj analysis. Like the W+jets background, the Top processes are modelled

by MC, with the normalization determined from the final fit. A control region with an enriched

sample of Top is defined in order to examine the MC Top modelling, and constrain the overall Top

event yield. In order to have sufficient statistics in the high-mass region, the Top samples are all

generated with the AFII simulation.

• Z+jets: Production of a leptonically decaying Z-boson, with associated jets. Both the kinematics

and overall normalization are determined by MC. Like the case for the W+jets background, in

order to have sufficient statistics in the high mass region Sherpa, pT binned samples are used.

• Diboson/Drell-Yan: Background from production of WW/WZ/ZZ and Z/γ∗ → `` (` = e, µ).

Modelling and yields are from MC.

• Multijet: QCD multijet events where a jet fakes an electron or muon. While having a high

cross-section at the LHC, these events are heavily suppressed at high mass, and play only a minor

role. Due to the difficulty in modelling the QCD multijet processes in MC, a data-driven technique

is used, as described in Section 5.8.

The simulation samples used for the Top, diboson, W+jets, Z+jets and Drell-Yan processes are

summarized in Tables 5.3–5.5.

5.4 Interference Reweighting

For broad resonances above mH = 400 GeV, the interference between the H → WW → `νjj process

and theWW → `νjj continuum, non-resonant background must be taken into account, as was discussed

in Section 2.6. In this analysis, separate methods are used to account for the interference in ggF and

VBF production modes.

The process of generating, showering and modelling the ATLAS response in MC is extremely time

consuming, especially if a high number of samples, or statistics are needed (see Section 5.3.1)1. If the

1Also, the reweighting procedure was new at the time, and took some number of iterations, and collaboration with
theorists, MC authors and CMS colleagues, in order to get reasonable and verified results.
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Table 5.3: Top, Diboson and Drell-Yan Monte Carlo samples used in the analysis, with information on
the process, MC generator (and tune), cross-section, and detector simulation type.

Process Generator (Tune) PDF Set
σ× BR [pb]

AFII/Fullsim
(@

√
s = 8 TeV)

Single top (t-channel) AcerMC + Pythia6 (P2011C) CTEQ6L1 28.44 AFII
Single top (s-channel) Powheg + Pythia6 (P2011C) CTEQ6L1 1.818 AFII
tt̄ Powheg + Pythia6 (P2011C) CTEQ6L1 252.89 AFII
Wt (inclusive) Powheg + Pythia6 (P2011C) CTEQ6L1 22.37 AFII
WW Herwig (AUET2) CTEQ6L1 32.501 Fullsim
WZ Herwig (AUET2) CTEQ6L1 12.009 Fullsim
ZZ Herwig (AUET2) CTEQ6L1 4.6914 Fullsim
Z/γ∗ → ee (pT > 10 GeV) Sherpa CT10 32.26 Fullsim
Z/γ∗ → µµ (pT > 10 GeV) Sherpa CT10 32.317 Fullsim

output of the reweighted Repolo + Powheg event files were then used as inputs in the full ATLAS

simulation chain, there would be a significant burden placed on the simulation infrastructure. This is

especially true for the case of the EWS search, where samples for each width being studied would need

to be put through the entire simulation chain. Therefore, the interference is taken into account after

the MC samples have been fully processes through the ATLAS simulation chain. For both the ggF and

VBF interference weights, a map that relates the true invariant WW mass to the weight to be applied,

mWW,truth → wI , is constructed. In the subsequent processing of the MC signal samples in the analysis

chain, the MC truth information for each event is used as a key to find the appropriate weight.

The result of the interference is that the overall lineshape is broadened, with destructive interference

occurring for mWW > mH and constructive interference for mWW < mH . As the Higgs mass increases,

this effect becomes more and more pronounced.

5.4.1 ggF Interference Reweighting

The ggF interference weights were calculated with MCFM v6.3 together with the cross-section reweight-

ing scheme outlined in Section 2.6. MCFM was used to model the shape of the signal + interference

curves. This new S + I lineshape was then scaled to the appropriate cross-section using Equation 2.32.

The final interference weights, which contain the modified shape and normalization information, are

stored in a lookup table which maps the weights as a function of mWW .

In order to properly account for the uncertainty on the scaling of the interference cross-section from

LO → N(N)LO, the additive and multiplicative cross-sections are calculated and used to define the

uncertainty on the method (see Equations 2.30 and 2.31).

5.4.2 VBF Interference Reweighting

The VBF interference reweighting is performed using Repolo. As input, Repolo reads the Les

Houches event file (LHEF1) [121] from Powheg, before showering/hadronization, and assigns a weight

to each event in order to transform the invariant mass spectrum from (dσ/dmWW )S → (dσ/dmWW )S+I .

The weight is calculated by evaluating the matrix elements for the background (MB), signal (MS)

and the combined spectrum (MSBI , including interference). The interference weight is calculated by

Repolo as,

1LHEF is pseudo-human readable text file which stores truth particle information for MC events. It is an open standard
and allows different MC programs and algorithms to interface with each other easily.
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Table 5.4: W+jets Monte Carlo samples used to model background used in the analysis, with informa-
tion on the process, MC generator (and tune), cross-section, and detector simulation type. In addition
to the W+jets samples being binned in pWT , the samples are also filtered by quark content, for use by
the ATLAS Top working group.

Process Generator (Tune) PDF Set
σ× BR [pb]

AFII/Fullsim
(@

√
s = 8 TeV)

W→ eν Sherpa CT10 11866.0 Fullsim
W→ eν, 40 < pT < 70, b-jet filter Sherpa CT10 652.82 AFII
W→ eν, 40 < pT < 70,c-jet filter, b-jet veto Sherpa CT10 652.83 AFII
W→ eν, 40 < pT < 70, c-jet veto, b-jet veto Sherpa CT10 653.16 AFII
W→ eν, 70 < pT < 140, b-jet filter Sherpa CT10 250.55 AFII
W→ eν, 70 < pT < 140, c-jet filter, b-jet veto Sherpa CT10 250.71 AFII
W→ eν, 70 < pT < 140, c-jet veto, b-jet veto Sherpa CT10 250.43 AFII
W→ eν, 140 < pT < 280, b-jet filter Sherpa CT10 31.155 AFII
W→ eν, 140 < pT < 280, c-jet filter, b-jet veto Sherpa CT10 31.189 AFII
W→ eν, 140 < pT < 280, c-jet veto, b-jet veto Sherpa CT10 31.112 AFII
W→ eν, 280 < pT < 500, b-jet filter Sherpa CT10 1.8413 Fullsim
W→ eν, 280 < pT < 500, c-jet filter, b-jet veto Sherpa CT10 1.8370 Fullsim
W→ eν, 280 < pT < 500, c-jet veto, b-jet veto Sherpa CT10 1.8426 Fullsim
W→ eν, pT > 500, b-jet filter Sherpa CT10 0.10188 Fullsim
W→ eν, pT > 500, c-jet filter, b-jet veto Sherpa CT10 0.10101 Fullsim
W→ eν, pT > 500, c-jet veto, b-jet veto Sherpa CT10 0.10093 Fullsim
W→ µν Sherpa CT10 11867.0 Fullsim
W→ µν, 40 < pT < 70, b-jet filter Sherpa CT10 652.73 AFII
W→ µν, 40 < pT < 70, c-jet filter, b-jet veto Sherpa CT10 653.14 AFII
W→ µν, 40 < pT < 70, c-jet veto, b-jet veto Sherpa CT10 653.06 AFII
W→ µν, 70 < pT < 140, b-jet filter Sherpa CT10 250.55 AFII
W→ µν, 70 < pT < 140, c-jet filter, b-jet veto Sherpa CT10 250.57 AFII
W→ µν, 70 < pT < 140, c-jet veto, b-jet veto Sherpa CT10 250.77 AFII
W→ µν, 140 < pT < 280, b-jet filter Sherpa CT10 31.164 AFII
W→ µν, 140 < pT < 280, c-jet filter, b-jet veto Sherpa CT10 31.165 AFII
W→ µν, 140 < pT < 280, c-jet veto, b-jet veto Sherpa CT10 31.173 AFII
W→ µν, 280 < pT < 500, b-jet filter Sherpa CT10 1.8380 Fullsim
W→ µν, 280 < pT < 500, c-jet filter, b-jet veto Sherpa CT10 1.8395 Fullsim
W→ µν, 280 < pT < 500, c-jet veto, b-jet veto Sherpa CT10 1.8433 Fullsim
W→ µν, pT > 500, b-jet filter Sherpa CT10 0.10163 Fullsim
W→ µν, pT > 500, c-jet filter, b-jet veto Sherpa CT10 0.10210 Fullsim
W→ µν, pT > 500, c-jet veto, b-jet veto Sherpa CT10 0.10186 Fullsim
W→ τν Sherpa CT10 11858.0 Fullsim
W→ τν, 40 < pT < 70, b-jet filter Sherpa CT10 652.84 AFII
W→ τν, 40 < pT < 70, c-jet filter, b-jet veto Sherpa CT10 652.58 AFII
W→ τν, 40 < pT < 70, c-jet veto, b-jet veto Sherpa CT10 652.99 AFII
W→ τν, 70 < pT < 140, b-jet filter Sherpa CT10 250.57 Fullsim
W→ τν, 70 < pT < 140, c-jet filter, b-jet veto Sherpa CT10 250.61 Fullsim
W→ τν, 70 < pT < 140, c-jet veto, b-jet veto Sherpa CT10 250.60 Fullsim
W→ τν, 140 < pT < 280, b-jet filter Sherpa CT10 31.162 Fullsim
W→ τν, 140 < pT < 280, c-jet filter, b-jet veto Sherpa CT10 31.151 Fullsim
W→ τν, 140 < pT < 280, c-jet veto, b-jet veto Sherpa CT10 31.176 Fullsim
W→ τν, 280 < pT < 500, b-jet filter Sherpa CT10 1.8362 Fullsim
W→ τν, 280 < pT < 500, c-jet filter, b-jet veto Sherpa CT10 1.8395 Fullsim
W→ τν, 280 < pT < 500, c-jet veto, b-jet veto Sherpa CT10 1.8368 Fullsim
W→ τν, pT > 500, b-jet filter Sherpa CT10 0.10208 Fullsim
W→ τν, pT > 500, c-jet filter, b-jet veto Sherpa CT10 0.10139 Fullsim
W→ τν, pT > 500, c-jet veto, b-jet veto Sherpa CT10 0.10201 Fullsim
VBF W→ eν Sherpa CT10 4.2114 Fullsim
VBF W→ µν Sherpa CT10 4.2128 Fullsim
Wγ Alpgen + Jimmy (AUET2) CTEQ6L1 229.88 Fullsim
Wγ + 1 parton, (Lepton/Photon Filter) Alpgen + Jimmy (AUET2) CTEQ6L1 59.518 Fullsim
Wγ + 2 partons, (Lepton/Photon Filter) Alpgen + Jimmy (AUET2) CTEQ6L1 21.39 Fullsim
Wγ + 3 partons, (Lepton/Photon Filter) Alpgen + Jimmy (AUET2) CTEQ6L1 7.1203 Fullsim
Wγ + 4 partons Alpgen + Jimmy (AUET2) CTEQ6L1 2.1224 Fullsim
Wγ + 5 partons Alpgen + Jimmy (AUET2) CTEQ6L1 0.46612 Fullsim
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Table 5.5: Z + jets Monte Carlo samples used to model background used in the analysis, with infor-
mation on the process, MC generator (and tune), cross-section, and detector simulation type. Samples
are binned in pWT and also filtered by quark content, as mentioned in the caption for Table 5.4.

Process Generator (Tune) PDF Set
σ× BR [pb]

AFII/Fullsim
(@

√
s = 8 TeV)

Z→ ee Sherpa CT10 1207.8 Fullsim
Z→ ee, 40 < pT < 70, b-jet filter Sherpa CT10 70.48500 AFII
Z→ ee, 40 < pT < 70, c-jet filter, b-jet veto Sherpa CT10 70.53000 AFII
Z→ ee, 40 < pT < 70, c-jet veto, b-jet veto Sherpa CT10 70.43100 AFII
Z→ ee, 70 < pT < 140, b-jet filter Sherpa CT10 29.49400 AFII
Z→ ee, 70 < pT < 140, c-jet filter, b-jet veto Sherpa CT10 29.48700 AFII
Z→ ee, 70 < pT < 140, c-jet veto, b-jet veto Sherpa CT10 29.49100 AFII
Z→ ee, 140 < pT < 280, b-jet filter Sherpa CT10 3.987700 AFII
Z→ ee, 140 < pT < 280, c-jet filter, b-jet veto Sherpa CT10 3.981100 AFII
Z→ ee, 140 < pT < 280, c-jet veto, b-jet veto Sherpa CT10 3.989000 AFII
Z→ ee, 280 < pT < 500, b-jet filter Sherpa CT10 0.241600 Fullsim
Z→ ee, 280 < pT < 500, c-jet filter, b-jet veto Sherpa CT10 0.241280 Fullsim
Z→ ee, 280 < pT < 500, c-jet veto, b-jet veto Sherpa CT10 0.241580 Fullsim
Z→ ee, pT > 500, b-jet filter Sherpa CT10 0.013235 Fullsim
Z→ ee, pT > 500,c-jet filter, b-jet veto Sherpa CT10 0.013454 Fullsim
Z→ ee, pT > 500, c-jet veto, b-jet veto Sherpa CT10 0.013307 Fullsim
Z→ µµ Sherpa CT10 1207.7 Fullsim
Z→ µµ, 40 < pT < 70, b-jet filter Sherpa CT10 70.48600 AFII
Z→ µµ, 40 < pT < 70, c-jet filter, b-jet veto Sherpa CT10 70.46900 AFII
Z→ µµ, 40 < pT < 70, c-jet veto, b-jet veto Sherpa CT10 70.53400 AFII
Z→ µµ, 70 < pT < 140, b-jet filter Sherpa CT10 29.49100 AFII
Z→ µµ, 70 < pT < 140, c-jet filter, b-jet veto Sherpa CT10 29.44700 AFII
Z→ µµ, 70 < pT < 140, c-jet veto, b-jet veto Sherpa CT10 29.52100 AFII
Z→ µµ, 140 < pT < 280, b-jet filter Sherpa CT10 3.984200 AFII
Z→ µµ, 140 < pT < 280, c-jet filter, b-jet veto Sherpa CT10 3.991100 AFII
Z→ µµ, 140 < pT < 280, c-jet veto, b-jet veto Sherpa CT10 3.984100 AFII
Z→ µµ, 280 < pT < 500, b-jet filter Sherpa CT10 0.242190 Fullsim
Z→ µµ, 280 < pT < 500, c-jet filter,b-jet veto Sherpa CT10 0.241690 Fullsim
Z→ µµ, 280 < pT < 500, c-jet veto, b-jet veto Sherpa CT10 0.242720 Fullsim
Z→ µµ, pT > 500, b-jet filter Sherpa CT10 0.013161 AFII
Z→ µµ, pT > 500, c-jet filter, b-jet veto Sherpa CT10 0.013480 AFII
Z→ µµ, pT > 500, c-jet veto, b-jet veto Sherpa CT10 0.013264 AFII
Z→ ττ Sherpa CT10 1206.9 Fullsim
Z→ ττ , 40 < pT < 70, b-jet filter Sherpa CT10 70.44100 AFII
Z→ ττ , 40 < pT < 70, c-jet filter, b-jet veto Sherpa CT10 70.53800 AFII
Z→ ττ , 40 < pT < 70, c-jet veto, b-jet veto Sherpa CT10 70.52800 AFII
Z→ ττ , 70 < pT < 140, b-jet filter Sherpa CT10 29.48900 Fullsim
Z→ ττ , 70 < pT < 140, c-jet filter, b-jet veto Sherpa CT10 29.49900 Fullsim
Z→ ττ , 70 < pT < 140, c-jet veto, b-jet veto Sherpa CT10 29.49400 Fullsim
Z→ ττ , 140 < pT < 280, b-jet filter Sherpa CT10 3.988700 Fullsim
Z→ ττ , 140 < pT < 280, c-jet filter, b-jet veto Sherpa CT10 3.988000 Fullsim
Z→ ττ , 140 < pT < 280, c-jet veto, b-jet veto Sherpa CT10 3.987100 Fullsim
Z→ ττ , 280 < pT < 500, b-jet filter Sherpa CT10 0.241900 Fullsim
Z→ ττ , 280 < pT < 500, c-jet filter, b-jet veto Sherpa CT10 0.241020 Fullsim
Z→ ττ , 280 < pT < 500, c-jet veto, b-jet veto Sherpa CT10 0.241470 Fullsim
Z→ ττ , pT > 500, b-jet filter Sherpa CT10 0.013285 Fullsim
Z→ ττ , pT > 500, c-jet filter, b-jet veto Sherpa CT10 0.013308 Fullsim
Z→ ττ , pT > 500, c-jet veto, b-jet veto Sherpa CT10 0.013284 Fullsim
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wI =
MSBI

2 −MB
2

MS
2 . (5.1)

A new LHEF is created, which contains the same events as before, but with the appropriate interference

weights applied to each event. The lineshapes from these difference components (as well as the final

effective signal) are shown in Figure 5.1, for four values of mH .

Especially at lower mWW (mWW . mH/2), the constructive interference results in these weights

becoming extremely large. This poses the problem of having large statistical variations in adjacent

mWW bins (a direct result of the limited number of events in the distribution to reweight, and MS
2 �

MSBI
2 − MB

2). The observed statistical fluctuations also occur at very large mWW , where the S
spectrum has only a small contribution.

In order to mitigate the effects of the spuriously large wI that occur mostly in the low mWW region,

an iterative reweighting procedure is applied, which attempts to smooth out the distribution through

averaging. The iterative reweighting algorithm, developed to run on top of Repolo, runs Repolo

over all events a single time, after which the weighted Les Houches file is parsed, and the weights are

examined. A threshold for the weights is constructed (wthres.
I ), and if the interference weight calculated

for the event is above this threshold, the event is classified as having a large event weight (weights not

classified as large are in this context considered small). The Les Houches event file is then split into

two separate files, one containing only events with large weights, and the other containing only small

weights. The small weights file are regarded as final, and complete. However, the LHEF file containing

the larger weights is then parsed through the Repolo machinery 20 more times (all iterations are given

unique random seeds to start the evaluation) to ensure that the large weights present are not a result

of the low statistics of the distribution being sampled (thereby attempting to smooth out the statistical

jitter). Once the recalculations are complete, the interference weights obtained from both sources are

merged.

The threshold was empirically determined, and set to a low enough value, ensuring that the majority

of low mWW weights were caught (wthres.
I = 15× (mH/mWW )3). This results in a interference spectrum

with a minimal amount of statistical jitter.

Following this process, the weights are then used to construct a map that assigns a weight based on

the event’s WW invariant mass in bins of width dmWW = 2 GeV.

This method ensures that the interference weight spectrum is largely absent of large statistical fluctu-

ations (the exceptions are for the case where mWW is much larger or much smaller than mH). However,

the iterative procedure is not able to completely remove all statistical jitter for events with very low,

or very high mWW . This is due to the small number of events in these regions in the original S-only
Powheg samples. After consultations with the Repolo authors, it was decided to reweight events in

the region 1
2mH ≤ mWW ≤ 3

2mH normally, but events that fall on the low (high) side of this interval

are then reweighted by the same factor as an events with mWW = 1
2mH ( 32mH). The effect of the

reweighting on the signal spectrum is shown in Figure 5.2.

5.4.3 Interference with Various Higgs Widths and Lineshapes (EWS)

To study the effect of the interference in the context of the EWS search the interference weights (in both

ggF and VBF production modes) were extracted for a series of Higgs widths between 0.2− 1.0× ΓSM .

For both production mechanisms, the interference spectra extracted when considering BW and CPS



Chapter 5. Searching for a Heavy Higgs-like Boson 69

 [GeV]WWm

0 500 1000 1500 2000

 [f
b/

G
eV

]
W

W
m

/dσd

-510

-410

-310

-210

-110 Background (B)
Original signal (S)
Generated SBI
Effective Signal

(a) mH = 400 GeV

 [GeV]WWm

0 500 1000 1500 2000
 [f

b/
G

eV
]

W
W

m
/dσd

-510

-410

-310

-210

Background (B)
Original signal (S)
Generated SBI
Effective Signal

(b) mH = 600 GeV

 [GeV]WWm

0 500 1000 1500 2000

 [f
b/

G
eV

]
W

W
m

/dσd

-510

-410

-310

-210

Background (B)
Original signal (S)
Generated SBI
Effective Signal

(c) mH = 800 GeV
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Figure 5.1: Invariant WW mass spectrum showing the original SM-like signal (signal only), non-
resonant background, and the total spectrum when interference is taken into account with Repolo.
Also shown is the effective signal which is the the S + I contribution.
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Figure 5.2: WW invariant mass spectrum showing the signal shape before and after reweighting with
Repolo, in order to account for the interference with the WW continuum background.
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lineshapes were found to be the same.

However, in the case of the ggF interference, the interference weights were found to be different for the

various widths considered. As a result, separate ggF interference weights were generated for each Higgs

mass and width being considered. When transforming the CPS lineshape at Γ = ΓSM , two separate

weights need to be applied. The first transforms the CPS lineshape to the BW, with the specified

intermediate width. The second then applies the relevant interference weight in order to account for the

interference.

5.5 Event Preselection and Classification

The preselection of events in this analysis is a three step process. In the first step, the final, and

more stringent object reconstruction requirements are applied (see Section 5.5.1). Second, all events

are separated into categories, depending on the object content of the event. In total, there are eight

possible categories based on the lepton flavour and charge, the W reconstruction method, and the Higgs

production mechanism. The categorization of events will be discussed in Section 5.5.2. The final step

of the preselection applies an event based selection, which accepts events based on the topology of the

full ensemble of reconstructed objects, and is dependant on the event category determined in the second

step.

5.5.1 Object Definition

The objects used in this analysis are electrons, muons, jets, and missing transverse momentum; an initial

discussion of how these objects are reconstructed, identified and defined was provided in Chapter 4. A

summary of the additional object definition criteria applied in this analysis is found in Table 5.6, with

further discussion below.

Primary Vertex

All events in the analysis must have a well defined primary vertex (PV). Cuts on the object selection are

applied with respect to the identified PV. Primary vertices are required to have at least three associated

tracks that each have pT ≥ 400 MeV. If more than one primary vertex is identified, the PV that has the

largest sum p2T (the sum of each track’s p2T, for all tracks originating from the vertex) is assigned as the

event’s PV, and the source of the hard-scatter.

Electrons

Electrons are required to pass the tight identification selection criteria, have pT > 15 GeV, and are only

considered in the region |η| < 2.47 where the sliding-window clusters in the EM calorimeters can be

matched with tracks from the inner detector. Electrons in the small transition region between the EM

barrel and end-cap calorimeters (1.37 ≤ |η| ≤ 1.52) are rejected.

Electrons are required to pass a calorimeter isolation cut. The variable used is topoEtConeCor30

which is constructed by summing the ET for all positive energy topoclusters around the electron inside

a R = 0.3 cone. The energy of the electron itself, and the estimated contributions from pile-up are

subtracted. The ratio of topoEtConeCor30 to the electron ET then provides an estimate of the electron

calorimeter isolation. The cut applied depends on the electron ET, as shown in Table 5.6.
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Table 5.6: Summary of the object definition requirements for leptons and jets. Discussion and defini-
tions of the quantities are found in the text.

Object Parameter Requirement

Muons
Algorithm: Staco Combined
|z0 · sin θ| < 1.0 mm
|d0/σd0

| < 3
Calorimeter Isolation: EtConeCor30/ET

< 0.12 (15 ≤ pT < 20)
< 0.18 (20 ≤ pT < 25)
< 0.30 (pT ≥ 25)

Track Isolation: PtCone30/ET

< 0.08 (15 ≤ pT < 20)
< 0.12 (pT ≥ 20)

pT > 15 GeV
|η| < 2.4

Electrons
ID: tight

|z0 · sin θ| < 0.4 mm
|d0/σd0 | < 3

Calorimeter Isolation: topoEtConeCor30/ET

< 0.24 (15 ≤ ET < 20)
< 0.28 (ET ≥ 20)

Track Isolation: PtCone30/ET

< 0.08 (15 ≤ ET < 20)
< 0.10 (ET ≥ 20)

pT > 15 GeV
|η| < 2.47

anti-kt Jets
Radius Parameter: R = 0.4

pT > 30 GeV
|η| < 4.5

JVF > 0.5

C/A MDF Jets
Radius Parameter: R = 1.2

pT > 100 GeV
|η| < 1.2

µfrac 0.67
ycut 0.09



Chapter 5. Searching for a Heavy Higgs-like Boson 73

A track-based isolation requirement is also constructed from the ratio between PtCone30 and the

ET of the electron, where the quantity PtCone30 is analogous to the topoEtConeCor30 variable, as it

sums the transverse momentum of tracks within a cone of R = 0.3, centered on the electron (excluding

the contribution from the electron). These tracks must point back to the same primary vertex as the

electron track, and have pT > 400 MeV [84]. The cut applied is also ET dependant as summarized in

Table 5.6.

Finally, cuts on the electron transverse and longitudinal impact parameters with respect to the

primary vertex are applied, in order to reduce the contamination from leptons originating from the

decay of heavy flavour quarks. The transverse impact significance (the ratio of the transverse impact

parameter and it’s error), d0/σd0
is required to be less than 3. Meanwhile, the longitudinal impact

parameter is required to satisfy |z0 · sin θ| < 0.4 mm.

Muons

Muons are reconstructed with the Staco combined muon algorithm (Section 4.5) which combines infor-

mation from the ID and MS in order to reconstruct the trajectory and momentum of the muon. To be

considered in the analysis, muons must have a pT > 15 GeV and be within the Muon Spectrometer’s

trigger acceptance of |η| < 2.4.

As in the case of electrons, muons are required to pass calorimeter and track isolation criteria. The

track based isolation variable is the same as is used in the case of electrons, and the cuts applied are

also ET dependent. In the case of the calorimeter isolation, the variable used is EtConeCor30, which

is similar to topoEtConeCor30, but sums the raw cell energies inside a cone of R = 0.3 instead of using

topocluster energies.

Muon candidates are also required to pass cuts on the longitudinal impact parameter and transverse

impact parameter significance, to reduce the number of non-prompt muons. The cuts are found in

Table 5.6.

Anti-kt Jets

Jets constructed with the anti-kt algorithm with a radius parameter R = 0.4 are the most commonly

used jet reconstruction algorithm in ATLAS. This analysis uses two different types of jet algorithms,

and so to separate these two types, we refer to these anti-kt jets as resolved jets.

These jets are only considered up to |η| = 4.5 and are required to be separated from any recon-

structed electrons or muons (∆R > 0.3). All jets must pass loose selection criteria that distinguish

them from energy deposits caused by instrumental effects, cosmic showers or showers generated by beam

backgrounds.

There is also a requirement on a quantity known as the jet vertex fraction (JVF) of all resolved

jets [98], which suppresses jets not originating from the hard-scatter vertex (the event’s PV). The jet

vertex fraction is defined as the ratio of the pT of all jet tracks pointing back to a particular primary

vertex over the pT of all jet tracks pointing back to any primary vertex (as in Equation 5.2).

JVF(jeti,PVj) =

∑
k pT(track

jet
k ,PVj)∑

n

∑
l pT(track

jet
l ,PVn)

(5.2)

Jets within the ID acceptance of |η| < 2.4 are required to have JVF > 0.5 with respect to the event’s

hard-scatter vertex (PVj in the above expression). Jets outside the ID acceptance do not have a JVF



Chapter 5. Searching for a Heavy Higgs-like Boson 74

requirement.

Resolved jets within |η| < 2.4 are also flavour tagged with the MV1 (Section 4.6.2) b-tagging al-

gorithm, resulting in a b-tagging efficiency of 85%. It is this tagging of b-jets that allows a significant

reduction of Top backgrounds. While the ID covers the region |η| ≤ 2.5, the b-tagged jet acceptance is

limited to |η| < 2.4 because of reduced efficiency of the algorithm when operated at the edge of the ID

acceptance.

Large-R Jets and Jet Grooming

The role of jets in this analysis is to first, identify the hadronic showers of the two quarks which originated

from the decay of the hadronically decaying W , and second, to identify the recoiling partons in the case

of VBF Higgs production. In the low mass region (mH . 600 GeV) the default resolved jets are able

to reconstruct the two W jets without issue. However, when the Higgs is quite heavy, the W decay

products (being much lighter than the Higgs) will be significantly boosted. This affects the opening

angle of the decay products of the W . For the decay products of a two-body decay of a particle with

some pT and mass, m, the opening angle can be approximated as;

∆R ≈ 2m

pT
. (5.3)

If the opening angle between the jets is ∆R ≤ 0.4, the resulting jets will not be resolved by the anti-kt

algorithm with the radius parameter used.

Inserting values into Equation 5.3, the two quarks from the hadronic W decay will typically be

within ∆R = 0.4 of each other when pWT ≥ 400 GeV, which means that when the Higgs mass exceeds

mH ∼ 800 GeV, the two jets will not be individually resolved as anti-kt jets, and a different strategy

must be employed. The calculation assumes that the two W ’s gain approximately the same transverse

momentum in the decay. Further, since the width of the Higgs can be quite large (depending on the

model being considered), the effect can be seen at lower mH . The effect can be plainly seen in Figure 5.3,

where the ∆R distribution of the resolved jets reconstructing the W are shown to become less separated

as the Higgs mass increases. At Higgs masses above 700 GeV, the distribution is severely truncated at

∆R = 0.4, which is the limit of the resolving power of the R = 0.4 jets. This has serious implications

for the reconstruction efficiency for signal processes, which will be severely degraded if anti-kt jets with

R = 0.4 are used as the sole method to reconstruct the hadronically decaying W .

An easy solution is to expand the radius parameter of the jet, and expect the jet to capture both quark

hadronizations, instead of having two discrete resolved jets. Expanding the jet size has consequences in

ATLAS, where the pile-up conditions are severe; larger jets have a higher probability of unrelated energy

(pile-up) being deposited in the jet active area, biasing the energy measurement of the hadronically

decaying W . This leads to the use of so-called jet substructure techniques, which remove soft, pile-up

related contributions from the jet, and examine the physical structure of the proto-jets, and clusters

that make up the jet (which can be used as a further background discriminant). In order to study the

proto-jet constituents, and remove the soft contributions, the jet must usually be declustered, i.e., the

clustering history of each jet (i.e., which proto-jets were added to the jet in which order) is examined in

reverse.

The large-R jet (also referred to here as a merged jet) algorithm used in this analysis is a C/A jet,

with a radius parameter of R = 1.2 (the C/A jet algorithm is discussed in Section 4.6.1). A grooming
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Figure 5.3: ∆R of the resolved W -jets after the preselection stage for different values of mH (NWA
signal model). Unlike the analysis preselection (described in Section 5.5.3), only resolved jets were used.
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(a)

(b)

Figure 5.4: Pictorial representation of the two step mass drop filter algorithm. In (a) the C/A jet is
declustered, and the two proto-jets must fulfill mass drop (µfrac) and symmetry (ycut) requirements. In
(b) the filtering step is illustrated, where the C/A jet constituents are again built into jets, with a new
radius parameter Rfilt. All but the three hardest proto-jets are discarded [122].

technique called a mass drop filter (MDF) is applied to these jets [122], which serves a two-fold purpose.

First, it almost completely eliminates the dependence of the jet energy and mass on pile-up conditions,

and second, it provides a level of background rejection against events where the jet does not originate

from the decay of a boosted object.

The MDF is applied in a two step procedure. First, the jet must first pass the mass drop and

symmetry criteria, which requires that the jet has the topological signature of a two body decay. Second,

the jet is reclustered, removing all but the highest pT sub-jets in an attempt to select only the energy

deposits originating from theW decay products. This two step process is explained in more detail below,

and illustrated in Figure 5.4 [122].

Mass Drop and Symmetry Criteria First, the last clustering step of the C/A algorithm is undone.

From Equation 4.1, with p = 0, the C/A algorithm starts by constructing proto-jets from nearby clusters,

and in subsequent iterations combines proto-jets with larger separation. Therefore, the last step in the

clustering will combine two well separated proto-jets, as long as they are within the radius parameter

set in the algorithm. Undoing this last step then splits the jet into two sub-jets (j1, j2), which have a

large ∆R separation (Figure 5.4a). The mass drop criteria then requires that there is a significant mass

drop from the mass of the original jet, mJ , compared to the mass of the heavier of the two sub-jets
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(here, mj1 is arbitrarily chosen to be larger than mj2). The ratio of these two masses must be less than

some pre-defined value µfrac:
mj1

mJ
< µfrac. (5.4)

The symmetry requirement demands that the two sub-jets are somewhat symmetric, i.e. they both

contribute a reasonable amount of pT to the jet. The symmetry requirement is:

min
[
(pT

j1)2, (pT
j2)2

]
m2

J

×∆R2
j1,j2 > ycut, (5.5)

with ycut representing the degree of symmetry required by the specific MDF algorithm, which can be

tuned.

In the case that either of the two requirements are not met, the jet is discarded, and not considered

further.

Filtering Once the C/A jet passes the above mass drop and symmetry requirements, the jet is filtered

in order to remove all but the hardest energy deposits (Figure 5.4b). To do so, the C/A jet algorithm is

run once again on the topoclusters/particles making up the the original jet. For this re-clustering, the

radius parameter is changed to R = Rfilt where Rfilt is given by

Rfilt = min

[
0.3,

∆Rj1,j2

2

]
. (5.6)

The resulting subjets are then filtered, meaning that all of the sub-jets outside of the three highest pT

sub-jets are removed from the jet. Three jets are kept instead of two to allow for the capture of gluon

radiation from one of the decay quarks.

In this analysis, the values of the cuts used for the large-R C/A MDF merged jets are µfrac = 0.67 and

ycut = 0.09 (see Table 5.6). This is a somewhat standard configuration for MDF C/A jets in ATLAS,

with the cuts originally tuned for tagging H → bb̄ decays [123].

For a merged jet to be considered it must also have pT > 100 GeV and be within |η| < 1.2. The mass

of the final groomed jet is taken to be the mass of the summed (massless) clusters making up the final

jet,

mJ =

(Nclusters∑
i

Ei

)2

−

(
Nclusters∑

i

~pi

)2
1/2

. (5.7)

5.5.2 Event Classification

Events are separated into different categories depending on their topologies and object content. The

obvious categorization is the separation of event by charge and flavour (e+, e−, µ+, µ−). The separation

of lepton charge and flavour (which propagates to the final fit) allows for a more sensitive final result,

as the expected background – and therefore sensitivity – in each of the charge/flavour channels is

different. These events are all treated identically in the preselection. The other categories, which result

in differences in the preselection requirements, are the hypothesized production mechanism (ggF vs
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VBF) and whether an event reconstructs the hadronically decaying W with two resolved jets, or a single

large-R jet (a resolved event vs a merged event). These two categories are discussed further below.

Production Categories

The categories that represent the two production mechanisms are treated orthogonally. The selection

for VBF-like events searches for the two hard, separated jets that are a result of the hadronization of

the recoiling partons. These jets are referred to as tag jets (as they serve to tag the VBF process). The

event is declared to fall into the VBF category if it contains two resolved jets that satisfy all of the

following three conditions.

• mtagjets > 600 GeV

Requires that the two tag jets are energetic and well separated. The mass of the tag jets is taken

as the mass of the two tag jet’s summed four-vectors.

• ptagjet1
T > 40 GeV

At least one of the two tag jets must have an appreciable transverse momentum.

• |∆ytagjet1,tagjet2 | > 3

There must be a relatively large rapidity gap between the two tag jets.

Resolved or Merged Category

The method of W reconstruction needs to be chosen, either by two resolved jets, or a single merged

jet, on an event by event basis. For each event, both solutions are attempted, and if both solution are

possible, the best solution (explained below) is chosen.

Resolved Solutions For a resolved jet to be considered as one of the W -jets it must not be identified

as one of the VBF tag jets, and must be fairly central in the detector (|η| < 2.4). All possible pairs of

jets are examined, and the pair that gives the best agreement with the W mass is chosen as the resolved

solution. A small exception is the case when more than one pair of resolved jets fall close to the W mass

(within the so-called W -mass window, 65 ≤ mjj ≤ 96). In this case, the pair that has the largest scalar

sum pT is chosen, instead of the pair closest to the pole mass. This is done to avoid losing signal events

as a result of the pT requirement on the W -jets, that takes place in a later stage of the preselection.

Merged Solutions The merged jet solutions are more straightforward. The merged solution is simply

the large-R jet that has the mass with the best agreement with the W mass.

For every event, both solutions are considered, and the solution that gives the best agreement with

theW -mass is chosen. Events using resolved dijets to reconstruct theW are classified as resolved events,

while those using large-R jets with MDF are classified as merged events.

5.5.3 Event-level Preselection

This concludes the description of the cuts applied to the reconstructed objects, and the different event

categories (which in the case of the merged/resolved and ggF/VBF categories will affect the preselection

cuts that are applied). The rest of the preselection (this section) describes requirements on the events,
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Table 5.7: Summary of event preselection cuts for H → WW → `νjj analysis. Cuts that are only
applied to events with a resolved dijet pair reconstructing the hadronic W are termed “RE” (resolved
events), while those only applying to events using a large-R jet to resolve the W are termed “ME”
(merged events). All other cuts are applied to both types of events. A description of the cuts not
explicitly mentioned in the text is included at the bottom of the table.

ggF Selection VBF Selection

Basic topology
1 isolated charged lepton, pT > 25 GeV

veto events with additional leptons (pT > 15 GeV)

RE: ≥ 2 jets + ≥ 0 groomed jets ≥ 4 jets + ≥ 0 groomed jets

ME: ≥ 0 jets + ≥ 1 groomed jets ≥ 2 jets + ≥ 1 groomed jets

Missing transverse
momentum Emiss

T ≥ 60 GeV

VBF topology
No two resolved jets satisfying: Two resolved jets satisfying:

mtagjets > 600 GeV

ptagjet1T > 40 GeV
|∆y(tagjet1, tagjet2)| > 3.0

Decay topology
∆φ(`,Emiss

T ) < 2.5

RE: pW−jet1
T > 60 GeV
∆φWjj < 2.5

∆φ(W−jet1,2, `) > 1.0
∆φ(W−jet1,2, E

miss
T ) > 1.0

ME: ∆φ(W−jet, `) > 1.0
∆φ(W−jet, Emiss

T ) > 1.0

b-tagging
RE: veto events with b-tagged (non-W ) jets

veto events with both W -jets b-tagged

ME: veto events with any b-tagged jet that is ∆R ≥ 0.4 from the W groomed jet

W -mass window
RE: 65 ≤ mjj ≤ 96 GeV

ME: 65 ≤ mJ ≤ 96 GeV

∆φ(`,Emiss
T ) Azimuthal angle between the lepton and neutrino

pW−jet1
T Transverse momentum of the resolved W -jet with the largest pT
∆φWjj Azimuthal separation between the two resolved W -jets

∆φ(W−jet1,2, `) Azimuthal separation between bothW -jets and the single charged lepton
∆φ(W−jet1,2, E

miss
T ) Azimuthal separation between both W -jets and the neutrino

∆φ(W−jet, `) Azimuthal separation between the merged W -jet and the single charged
lepton

∆φ(W−jet, Emiss
T ) Azimuthal separation between the merged W -jet and the neutrino
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and the objects previously defined. While the previous sections discussed how to rigorously define objects,

(which can reduce backgrounds which involve “fake” reconstructed objects) the following selection cuts

are intended to separate the background processes from the signal, based on the final state topologies.

The full set preselection cuts (some of which were briefly mentioned previously) are described in full

here, with a summary of the applied requirements shown in Table 5.7.

Primary Vertex Each event is required to have at least one primary vertex, with at least three

associated tracks that have pT of at least 400 MeV.

Trigger Every event must pass one of the single lepton triggers outlined in Section 4.2.

Basic topology The event must have only one isolated lepton candidate (pT > 25 GeV), and either

two central resolved jets to reconstruct the W , or one merged jet. In the case of the VBF production,

two additional resolved jets are required, which serve as tag jet candidates. As the event can only have

one lepton candidate, events with an additional lepton (pT > 15 GeV) are vetoed.

Event Cleaning Throughout the 2012 run, for a variety of reasons, some Tile calorimeter channels

were permanently or temporarily masked (the energy readout of the channels is not used). Corrections

are normally applied based on the energy of neighbouring channels in the case of masked cells. However,

in the case that a large group of neighbouring Tile cells are masked, these corrections were found to

either overestimate the energy in the masked cell (in the case of a jet close to the masked module), or

underestimate the energy correction (in the case that the jet’s core is contained in the masked region).

As a result, events with jets that fall into one of these large masked areas are vetoed. Although the

problem with masked cell corrections only affects real data, the behaviour is modelled in all Monte Carlo

samples, for consistency.

Missing Transverse Momentum In order to select events that have missing transverse momentum

from “real” neutrino candidates, the Emiss
T cut is set rather high, to Emiss

T > 60 GeV. This greatly reduces

the contribution of the multijet background.

VBF topology This cut separates the candidate events into the orthogonal gluon-gluon fusion and

vector boson fusion categories by attempting to find two VBF tag jets.

Decay topology The event must have the basic topology that would be expected from one leptonic

W decay, and one hadronic. Specifically, the lepton and neutrino would be expected to be close together,

as would the W -jets (in the case of a resolved event). Angular separation between the W -jet(s) and

both the lepton and neutrino (showing angular separation between the two W ’s) is also required.

b-tagging Events that have a b-tagged resolved jet, that is not one of the W -jets, are vetoed. Events

where both resolved W -jets are b-tagged are also vetoed; the requirement that both W -jets be b-tagged

is done to avoid vetoing signal events where the hadronic W decays into a cs pair (due to the large

mistag rate of charm quarks by the tagging algorithm) [101]. These cuts are only relevant for resolved

jets which fall within the b-tagging acceptance of |η| < 2.4. If the event is a merged event, no flavour

tagging is applied to the large-R jet. However, if a resolved jet sits close to the merged jet (∆R ≤ 0.4),
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the resolved jet is treated as if it where a W -jet, and no b-tagging check is applied. The motivation for

this requirement is the same as for the resolved case: to limit the number of signal events discarded due

to a mistagged charm quark originating from a W decay.

W -mass window The W -jet(s) mass is required to fall within a ∼15 GeV window around the true W

mass (65 ≤ mjj/J ≤ 96). In the case of a merged event, the W mass is just the merged jet’s mass. In

the case of a resolved event, the mass is taken as the mass of the two jet’s summed four-vectors.

Impact of Large-R Jets on Preselection

The inclusion of the large-R groomed jets impacts the analysis and the selection efficiency for signal

events in a large way, particularly at high mass. The efficiency gains for the SM-like signal model is

illustrated in Figure 5.5, while for the NWA signal model, the relevant figure is Figure 5.6. The fraction

of events that use a large-R jet is seen in Figure 5.7 (SM-like) and Figure 5.8 (NWA). As expected, as

the Higgs mass grows, the fraction of events that use the large-R jets also increases.

5.6 Background Control Regions

In order to check the modelling of the Monte Carlo generated backgrounds with respect to the data,

control regions are defined. The control regions used in this analysis are regions of phase space with an

enriched sample of top backgrounds and a region with an enriched sample of W+jets background. A

third set of control regions, the multijet control regions (MJCR), serve to provide a data-driven estimate

of the multijet background (to be discussed in Section 5.8).

We define control regions that are close in phase space to the already defined signal region (SR,

defined by the cuts presented in Section 5.5.3). Usually this is done by simply reversing one of the cuts

applied (for example, reversing a b-tagging cut would result in an enriched sample of top events).

The W control region (WCR) has the same cuts and selection as the nominal preselection, up to the

final W -mass window cut. The WCR requires the hadronic W mass (mjj/mJ) be within one of two

sidebands around the nominal mass window (called the upper and lower sideband). The WCR sidebands

are defined for the ggF category as follows:

52 ≤ mjj/J < 65 GeV (lower sideband) (5.8)

96 < mjj/J ≤ 126 GeV (upper sideband) (5.9)

In the VBF category, the sideband is wider on both the upper and lower side of the mW window in order

to provide sufficient statistics.

43 ≤ mjj/J < 65 GeV (lower sideband) (5.10)

96 < mjj/J ≤ 200 GeV (upper sideband) (5.11)

The top control region (TCR) is not defined by a simple reversal of the b-tagging cuts defined in the

preselection. Instead, the veto on doubly tagged W -jets is maintained, and only the non W -jets b-tag

cut is reversed.
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Figure 5.5: Preselection efficiency for signal events (SM-like) for both the ggF (a) and VBF category
(b). Shown separately are the efficiencies in the case that only resolved dijet solutions are allowed to
reconstruct the hadronic W and the case used in this analysis, where either resolved or large-R jets are
able to reconstruct the W .
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Figure 5.6: Preselection efficiency for signal events (NWA) for both the ggF (a) and VBF category
(b). Shown separately are the efficiencies in the case that only resolved dijet solutions are allowed to
reconstruct the hadronic W and the case used in this analysis, where either resolved or large-R jets are
able to reconstruct the W .
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Figure 5.7: Fraction of SM-like signal events using a large-R jet to reconstruct the hadronic W as a
function of mH for the ggF category (a) and VBF category (b).
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Figure 5.8: Fraction of NWA signal events using a large-R jet to reconstruct the hadronic W as a
function of mH for the ggF category (a) and VBF category (b).



Chapter 5. Searching for a Heavy Higgs-like Boson 84

The final set of CRs are the multijet control regions (MJCR). Events in the MJCR are used to

define the multijet templates, which are used to determine the multijet background estimate, as will be

described in Section 5.8. Each of the above regions (SR, WCR, TCR) have their own associated MJCR

which have the same selection, with the following exceptions: no Emiss
T cut is applied, and the lepton

definitions are altered. Electrons are required to pass the looser medium identification requirements, but

fail the tight identification requirements while for muons the cut on the impact parameter significance

reversed.

5.7 Higgs Mass Reconstruction

For Higgs decays into the WW → `νjj final state the Higgs invariant mass mWW (equivalently written

as m`νjj here)1 can be reconstructed only if the neutrino momentum is known. However, the neutrino

momentum is only measured in the transverse plane, determined by the direction and magnitude of the

missing transverse momentum. If the invariant mass of the leptonically decaying W is constrained to

the W -mass, then the longitudinal component of the neutrino momentum can be solved for analytically.

Recall the definition of the Lorentz invariant mass for a particle with four-momentum p;

m2 ≡ p2 = E2 − ~p2. (5.12)

The invariant mass of the leptonic W is given by mass of the summed W decay products’ four vectors.

By imposing the leptonic W mass constraint, the neutrino z-component of the momentum, pνz , can be

solved for as follows:

p2W = m2
W = p2ν + p2` + 2pν · p` (5.13)

m2
W = p2ν + p2`︸ ︷︷ ︸

≈0

+2pν · p`. (5.14)

Expanding Equation 5.14, and solving for pνz yields:

pνz =
ξp`z

E`2 − p`z
2 ±

[(
ξp`z

E`2 − p`z
2

)2

+
ξ2 − E`2pνT

2

E`2 − p`z
2︸ ︷︷ ︸

≡β

]1/2

, (5.15)

ξ ≡ pνTp
`
T cos (φ` − φν) +

m2
W

2
.

Equation 5.15 is similar to the solutions of the quadratic equation, and therefore the form of the solution

(and the number of solutions) depends on the sign of β. In the case that β > 0, there are two real

solutions. If β < 0, the neutrino momentum has an imaginary component. In this (unphysical) case,

the neutrino momentum is taken to be the real part of the solution. Otherwise, the solution that

yields the smallest absolute longitudinal momentum |pνz | is chosen. The final expression for the neutrino

longitudinal momentum is:

1Although written m`νjj , the reconstructed Higgs mass can also be evaluated using a merged jet instead of two resolved
jets (m`νJ ).
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pνz = min

{
<

[
ξp`z

E`2 − p`z
2 ±

√
β

]}
. (5.16)

Picking the smaller |pνz | solution was found to yield a result closest to the true value ∼70% of the

time for the low mass Higgs samples. At higher Higgs masses, the performance degrades slightly, to

about 60%. This efficiency was found to be independent of the production mechanism, and pile-up

conditions (number of reconstructed vertices). The different longitudinal momentum solutions, with

the true neutrino momentum overlaid, are shown in Figure 5.9 for several mass points (for a SM-like

Higgs produced via ggF). Due to the rather modest efficiency for picking the correct solution1, the m`νjj

distribution was examined to see whether incorrect choices can greatly bias the reconstructed Higgs

mass. These distributions are shown for multiple NWA mass points in Figure 5.10 (due to the narrow

width, one would expect the NWA mass peak to be the most heavily affected by a mismodelled pνz ). As

shown, choosing the incorrect pνz has only a small effect on the reconstructed mass.

Experimental Resolution

The experimental mass resolution is shown in Figure 5.11. This was determined by fitting the peak of the

m`νjj spectrum for NWA signal samples. Since the NWA samples are generated with a negligible width

(Γ = 4.07 MeV), the width of the spectrum is governed purely by the resolution of the reconstruction.

5.8 Multijet Background

The multijet background dominates in the region of low m`νjj , but falls off sharply at higher values,

and is easily suppressed with a cut on the event’s Emiss
T . The multijet contribution is extremely difficult

to model in MC samples, and so a data driven technique, using a template fit to the Emiss
T spectrum, is

used in the analysis.

The multijet Emiss
T templates are constructed from data that falls into the MJCRs. Other back-

grounds that are modelled by MC, such as Top and W+jets, may contaminate the MJ templates, and

therefore the contribution from these backgrounds is subtracted from the MJ template (this contamina-

tion is modelled from MC events which fall into one of the MJCRs). These multijet templates, together

with the MC modelled backgrounds is then fit to the SR/WCR/TCR Emiss
T spectrum, with all cuts

applied except for the one on Emiss
T .

For the WCR and the TCR, the multijet component is estimated using dedicated MJCRs. However,

an estimate for the multijet contribution to the signal region cannot use it’s associated MJCR, as this

would involve fitting to the Emiss
T spectrum in the signal region, where there could be a large fraction of

signal present. Therefore, the signal region MJ yield is obtained from the Emiss
T fit in the WCR, as the

WCR has the selection closest to that of the CR.

This MJ template fit is done separately for the ggF and VBF categories, and for each Higgs mass

hypothesis, due to the mass dependant selection. For the multijet estimates for different mass hypoth-

esis, all mass dependant cuts are applied, except the one on Emiss
T (see Section 5.9). The systematic

uncertainty on the multijet background normalization is determined by using an alternate multijet tem-

plate with a different definition for the loosened lepton selection, as will be described in Section 5.12.5.

1In the case that two real solutions for pνz are possible the correct solution is defined as being the solution closest to
the true pνz (and is considered incorrect otherwise).
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Figure 5.9: The three possible pνz solutions for various mH points (for a SM-like Higgs produced via
ggF) with the true pνz overlaid. In the case that two real solutions are possible, they are both shown on
the plot, while in the case of an imaginary component, only the real component is shown. Event yields
(which determine the relative normalizations) are after preselection.
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Figure 5.10: Reconstructed Higgs mass, m`νjj for events passing the preselection (ggF, NWA). The
components making up the the final spectrum are shown separately, depending on whether the solution
chosen for the neutrino pz came from an imaginary solution, a correct solution, or an incorrect solution.
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Figure 5.11: The experimental mass resolution (determined by NWA samples) as a function of mass.
The blue dashed line shows the width of a SM-like Higgs boson.

As an illustrative example, Figure 5.12 shows the MJ template fits after the preselection are shown for

both the ggF and VBF categories in the WCR and TCR (summed over lepton charge and flavour). The

remainder of the multijet template fits, are found in Appendix A.

5.9 Mass Dependent Selection Criteria

Depending on the mass of the Higgs being searched for, the kinematics of the final state can vary by a

large amount. For example, the larger the Higgs mass, the larger the pT of the final state objects. The

WW intermediate decay products will also have higher boost with increasing mH , and so, governed by

the relation in Equation 5.3, the W decay products will have a smaller angular separation. In order to

maintain high sensitivity throughout the mass range, and take advantage of the extra information that

can be used to reject background, selection criteria depending on mH are employed.

5.9.1 Kinematic Variables

The variables considered for the mass dependant selection differ for the ggF and VBF event categories.

The VBF category has a more stringent selection applied at the preselection stage, and as a result, there

is a problem of low statistics if all the mass dependant cuts applied in the ggF case are also applied in

the case of VBF topologies.

For the ggF category, the cuts applied are on the following kinematic variables:

• ∆φjj : The azimuthal angle between the two jets that are tagged in the preselection as W -jets

(resolved case only).
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Figure 5.12: Summary of multijet background template fits for both ggF and VBF categories in the
WCR and TCR. All plots are summed over lepton flavour and charge categories.
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• ∆φ`ν : The azimuthal angle between the neutrino (who’s azimuthal angle is determined by the

direction of the Emiss
T ), and the single lepton.

• pT,J : Transverse momentum of large-R W -jet (merged case only).

• pT,j1: Transverse momentum of the highest-pT resolved W -jet (resolved case only).

• pT,j2: Transverse momentum of the other resolved W -jet (resolved case only).

• pT,`: The lepton pT.

• Emiss
T : The magnitude of the missing traverse momentum.

For the VBF category, the variables used are:

• ∆φjj : The azimuthal angle between the two jets that are tagged in the preselection as W -jets, as

defined above (revolved case only).

• ∆φ`ν : The azimuthal angle between the neutrino (Emiss
T ) and the single lepton, as defined above.

• pT-balance: The balance in pT of the final state particles in an event, defined as:

pT−balance =

∣∣(~p` + ~pν + ~pj1 + ~pj2)T
∣∣

pT,` + pT,ν + pT,j1 + pT,j2
, (Resolved case) (5.17)

pT−balance =
|(~p` + ~pν + ~pJ)T|
pT,` + pT,ν + pT,J

. (Merged case) (5.18)

The kinematic distributions of the ggF discriminating variables for the signal (for different mass

hypotheses) compared to the total combined background after preselection are shown in Figure 5.13.

The equivalent plots for the VBF discriminating variables are shown in Figure 5.14. Apparent in both

sets of figures is the large difference between the kinematics of the lighter Higgs compared to the heavier

Higgs. As the Higgs mass hypothesis increases, the shape differences between the signal and background

also grow.

5.9.2 Optimization Procedure for Mass Dependant Selection

The determination of the optimal mass dependant cuts was performed using signal and background

events that pass the preselection criteria. Not all signal lineshape/models were considered, instead, the

optimization was done only once using the SM-like samples as the signal inputs.

Optimal cuts were determined in the Higgs mass range of 300 ≤ mH ≤ 1000 GeV in 100 GeV

increments. For Higgs mass hypothesis that fall between these mass points, the cut value is determined

by a linear interpolation between those obtained for the adjacent mass points.

The optimal cuts in the analysis are determined to be those that maximize the estimator of the

significance s/
√
s+ b, where s is the number of signal events and b is the number of background events.

Other significance estimators were also investigated, to see if a change in the definition of the significance

had any impact on the optimal cuts 1, but were shown to not alter the optimal cut value. The events

that go into the s and b values are not all the signal and background events that pass the pre-selection,

1Alternate significance estimators investigated were s/
√
b and s/

√
b+∆b, where ∆b = +10%, +30%.
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Figure 5.13: Discriminating variables for the ggF mass dependant cuts. Three different SM-like mass
hypothesis are shown, along with the total combined background. All distributions are normalized to
unit area.
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Figure 5.14: Discriminating variables for the VBF mass dependant cuts. Three different SM-like mass
hypothesis are shown, along with the total combined background. All distributions are normalized to
unit area.
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Figure 5.15: Mass dependant optimization integration window for mH = 600 GeV (ggF, SM-like).

but rather, only those that fall into a small range in m`νjj ; the optimization range is mH dependant and

is centered about the mean of the reconstructed Higgs mass distribution, and is defined to include 90%

of the signal events. An example showing the optimization window for the 600 GeV ggF mass point is

seen in Figure 5.15.

Once the optimization window is defined, a scan is done in order to find the cut value with the peak

significance for each variable considered. In each scan the cut value is varied between two extremes. For

each cut value in the scan the significance is calculated, with the optimal cut value being determined by

the cut that yields that largest significance. This procedure is performed for each kinematic variable,

and does not account for correlations with the other variables being optimized. An example cut-scan

for the variable |∆φ`ν | for the ggF mH = 700 GeV mass point is shown in Figure 5.16; the entire set of

cut scan plots for all mass points and variables can be found in Appendix B.

5.9.3 Final Cuts

The optimal cuts determined by the mass dependant selection are quite aggressive, removing a large

number of events for both signal and background processes, resulting in limited statistics. While the

cuts do maximize the significance, the optimization method only takes into account the final count of the

of the signal and background events, and does not take account the sensitivity gained from the shape of

the m`νjj spectrum. As a result, if all mass dependant selection cuts are applied the number of events

would be quite limited, diminishing the sensitivity of the final m`νjj invariant mass shape fit. This is

especially true in the case of the ggF category, which has a higher number of kinematic requirements.

Therefore, it was decided to systematically loosen the ggF Emiss
T and object pT cuts in order to regain

some of the lost events, and regain shape sensitivity for the final fit. These variables were chosen to be

loosened because of their comparatively large correlation with the final discriminant m`νjj , and their

impact on the final number of events.

To define the loosened cuts, the cut for each mass hypothesis mH , was changed to the optimal cut

value determined for the (mH − 100) GeV mass point. For mH = 300 GeV, where this is not possible,

the cuts default to their preselection values. Figure 5.17 shows the final mass dependant selection cuts
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Figure 5.16: Cut scan for |∆φ`ν | (ggF, mH = 700 GeV).

applied for the ggF category. Also shown in the figures are the cut values determined by the optimization

procedure to illustrate the loosening of the kinematic requirements.

In the VBF category, the issue of reduced event yields in the ggF mass dependant selection was not

encountered, and therefore no loosening of cuts was required. However, the gains in significance for the

optimized pT-balance cut (see Figure 5.18c) below mH = 500 GeVwere observed to be minimal, with

the optimal cut value being determined by small statistical fluctuations. As a result, it was decided to

remove this cut for masses below 500 GeV. The final mass dependant cuts used for the VBF category

are shown in Figure 5.18, along with those defined by the maximum significance.

In both the ggF and VBF categories, for mass hypotheses with mH > 1000 GeV, the mH = 1000 GeV

optimal cuts are used. This only applies to the NWA model, as it is the only signal model in which

Higgs mass hypotheses above 1000 GeV are considered.
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Figure 5.17: Optimal (defined by peak significance) cut values and cut values used in the analysis, as
a function of mH for each of the ggF discriminating variables.
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Figure 5.18: Optimal (defined by peak significance) cut values and cut values used in the analysis, as
a function of mH for each of the VBF discriminating variables.
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5.10 Top and W+jets Modelling

While examining the data modelling in the Top and W control regions, it was observed that for events

with large reconstructed m`νjj , the data/MC ratio gets progressively worse with increasing mass. This

effect was seen across lepton charge and flavour channels, as well as in both ggF and VBF production

categories. For the W+jets modelling this effect was determined to be a result of mismodelling in the

Sherpa samples, as no data/MC slope was seen when using an alternate (reduced statistics) Alpgen

W+jets sample. Unfortunately, no samples generated with Alpgen had sufficient statistics in the high

mass region (especially after the mass dependant selection) to be used.

In the case of the Top samples, this effect had been seen previously by other groups in ATLAS

using the same MC samples [124]. Other Higgs groups (looking at Higgs produced in association with

top quarks) developed a method to reweight the tt̄ transverse momentum, which resolved the data/MC

disagreement [125]. The same reweighting procedure is applied in this analysis; however, this was found

to be insufficient to fully correct for the effect in this analysis. Therefore, a further correction, described

below, was applied.

In order to correct the modelling of the top samples, the preselection and 300 GeV mass dependant

selection is applied to the data and MC in the top control region. The m`νjj spectrum, summed

over lepton flavour and charge channels is then made for data and MC with the components of the

background coming from the non-Top sources removed from the data by subtracting the corresponding

MC background estimates. The remaining data (which should represent only the Top component) and

the top MC are plotted together. As is seen in Figure 5.19, a significant slope is present in the ratio. An

analytic function is fit to this ratio, which is used to reweight the Top background as a function of m`νjj .

The fitting function is chosen to be the lowest order polynomial, still able to fit to the distribution, which

in this case is a 1st order polynomial fitted between 200 ≤ m`νjj ≤ 1500 GeV.

A similar procedure is applied in order to reweight the W+jets samples in the WCR. Once again, a

significant slope is seen in the WCR, for both the ggF and VBF categories (see Figure 5.20). Like the

case of the top reweighting, a minimal function is found that fits the distribution. For the VBF category,

the upper fit range is quite low compared to the ggF category. This is a result of the large statistical

error at high m`νjj , resulting in there being a number of analytic functions that are able to fit the data.

Although the slope in the Data/MC ratio is also seen in the pT distributions of the hadronic and

leptonic W decay products, it was found that reweighting the distributions with the reconstructed mass

was the most effective method to correct the modelling across all other kinematics variables.

In both cases of the reweighting, events that have an invariant mass above the maximum of the fit

range of the correction are corrected by a constant factor, equal to that of an event that sits at the upper

extreme of the fit range.

A summary of the fits used to correct the W and Top backgrounds is found in Table 5.8. The

systematic uncertainty associated with the reweighting procedure is discussed in Section 5.12.4.

The results of the reweighting (before and after) can be seen in Figures 5.21 (ggF) and 5.22 (VBF)

for the TCR, and in Figures 5.23 (ggF) and 5.24 (VBF) for the WCR.
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Figure 5.19: Comparison between data and MC for the reconstructed Higgs mass in the TCR (mH =
300 GeV selection). All the flavor channels and charge channels are summed together, with the non-top
backgrounds subtracted from the data. The top panel of the plots show the data and MC overlaid,
while the bottom panel shows the ratio between the data and MC, with the red line indicating the fitted
reweighting function.
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Figure 5.20: Comparison between data and MC for the reconstructed Higgs mass in the WCR (mH =
300 GeV selection). All the flavor channels and charge channels are summed together, with the non-W
backgrounds subtracted from the data. The top panel of the plots show the data and MC overlaid,
while the bottom panel shows the ratio between the data and MC, with the red line indicating the fitted
reweighting function.
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Figure 5.21: Comparison of data and Monte Carlo simulation in the ggF TCR before (a) and after (b)
reweighting.
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Figure 5.22: Comparison of data and Monte Carlo simulation in the VBF TCR before (a) and after
(b) reweighting.
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Figure 5.23: Data/MC comparison in ggF WCR before (a) and after (b) reweighting.
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Figure 5.24: Data/MC comparison in VBF WCR before (a) and after (b) reweighting.
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Table 5.8: Fitting functions and ranges for Top and W+jets reweighting.

Process Production Mode Fitting Function Fit Range [GeV]

W+jets
ggF 2nd order polynomial 200− 1700
VBF 3rd order polynomial 200− 700

Top
ggF

1st order polynomial 200− 1500
VBF
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5.11 Event Yields and Modelling in Signal and Control Regions

The MC modelling of the data after preselection, and after W+jet and Top reweighting, is quite good.

In Figures 5.25 – 5.30, the data and MC is shown for a selection of kinematic variables (Emiss
T , p`T,

∆φW−jets, p
H
T , ∆ηtag jets, m`νjj) in the WCR, TCR and SR. All figures are shown for the e− channel,

separately for ggF and VBF categories (Figure 5.29, showing |∆ηjj | of the VBF tag jets, only includes

the VBF category as the ggF category does not contain VBF tag jets). Modelling for the other charge

and lepton flavours are of similar quality. Figure 5.30, which displays the data/MC agreement for m`νjj ,

is the final fitted discriminant.

The event yields (summed over lepton charge and flavour) as a function of the mass hypothesis for

the SM-like ggF (VBF) samples are listed in Table 5.9 (Table 5.10). The yields for the NWA ggF (VBF)

are in Table 5.11 (Table 5.12). As in the case of the above figures, the event yields are determined after

the W+jets and Top backgrounds have been reweighted.
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Figure 5.25: Emiss
T distributions for the e− channel in the WCR, TCR and SR (ggF and VBF categories

separated). In each plot, the top panel shows the data and MC (normalization determined by theoretical
cross-section) overlaid, with the bottom panels showing the ratio of data over MC. The yellow band in
the ratio distributions show the combined statistical and systematic uncertainties.
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Figure 5.26: Electron pT for the e− channel in the WCR, TCR and SR (ggF and VBF categories
separated). In each plot, the top panel shows the data and MC (normalization determined by theoretical
cross-section) overlaid, with the bottom panels showing the ratio of data over MC. The yellow band in
the ratio distributions show the combined statistical and systematic uncertainties.
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Figure 5.27: ∆φjj of jets from hadronicW for the e− channel in the WCR, TCR and SR (ggF and VBF
categories separated). In each plot, the top panel shows the data and MC (normalization determined
by theoretical cross-section) overlaid, with the bottom panels showing the ratio of data over MC. The
yellow band in the ratio distributions show the combined statistical and systematic uncertainties.
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Figure 5.28: Reconstructed Higgs pT for the e− channel in the WCR, TCR and SR (ggF and VBF
categories separated). In each plot, the top panel shows the data and MC (normalization determined
by theoretical cross-section) overlaid, with the bottom panels showing the ratio of data over MC. The
yellow band in the ratio distributions show the combined statistical and systematic uncertainties.
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Figure 5.29: Pseudorapidity gap, |∆ηjj |, of VBF tag di-jets for the e− channel in the WCR, TCR and
SR (VBF category only). In each plot, the top panel shows the data and MC (normalization determined
by theoretical cross-section) overlaid, with the bottom panels showing the ratio of data over MC. The
yellow band in the ratio distributions show the combined statistical and systematic uncertainties.
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Figure 5.30: Reconstructed Higgs mass, m`νjj , for the e− channel in the WCR, TCR and SR (ggF
and VBF categories separated). In each plot, the top panel shows the data and MC (normalization
determined by theoretical cross-section) overlaid, with the bottom panels showing the ratio of data
over MC. The yellow band in the ratio distributions show the combined statistical and systematic
uncertainties.
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Table 5.9: Event yields for ggF (SM-like) category. The W+jets, Top and diboson/Z+jets samples
are from Monte Carlo simulation with statistical error. The data driven multijet normalization is deter-
mined by a template fit, with systematic uncertainties given. Expected signal yields assume SM Higgs
production cross-sections and branching ratios.

Region Signal [ggF] Signal [VBF] W+jets Top Diboson/Z+jets Multijet Data

mH = 300 GeV
SR 1344 ± 17 103 ± 2 97010 ± 227 27043 ± 33 9617 ± 63 4457 ± 1752 136310 ± 369
WCR 294 ± 8 26.1 ± 0.8 95447 ± 244 12216 ± 22 6140 ± 54 4769 ± 1871 118414 ± 344
TCR 154 ± 6 16.0 ± 0.7 11613 ± 69 54657 ± 47 1240 ± 26 895 ± 344 67854 ± 260

mH = 400 GeV
SR 1815 ± 17 93 ± 2 70902 ± 180 19217 ± 28 7103 ± 54 3189 ± 1245 99176 ± 315
WCR 263 ± 6 13.2 ± 0.5 69255 ± 197 7565 ± 17 4532 ± 48 3808 ± 1470 84809 ± 291
TCR 251 ± 6 15.2 ± 0.6 9061 ± 56 40617 ± 41 1043 ± 25 700 ± 272 51181 ± 226

mH = 500 GeV
SR 987 ± 8 65.9 ± 0.9 41943 ± 122 11140 ± 21 4359 ± 43 1622 ± 624 58265 ± 241
WCR 109 ± 3 7.9 ± 0.3 37506 ± 127 3910 ± 12 2522 ± 35 1868 ± 700 45845 ± 214
TCR 134 ± 3 10.4 ± 0.4 5693 ± 38 24184 ± 31 690 ± 20 402 ± 156 30829 ± 176

mH = 600 GeV
SR 453 ± 4 45.1 ± 0.7 23059 ± 79 6143 ± 15 2419 ± 31 780 ± 287 32022 ± 179
WCR 43 ± 1 4.6 ± 0.2 18715 ± 76 1990 ± 9 1248 ± 24 716 ± 264 22907 ± 151
TCR 59 ± 1 6.6 ± 0.3 3194 ± 25 13247 ± 23 384 ± 14 206 ± 76 17049 ± 131

mH = 700 GeV
SR 219 ± 2 31.2 ± 0.5 14315 ± 56 3774 ± 12 1559 ± 24 522 ± 190 19971 ± 141
WCR 21.4 ± 0.7 3.2 ± 0.2 10893 ± 51 1201 ± 7 737 ± 17 434 ± 167 13388 ± 116
TCR 30.2 ± 0.9 4.2 ± 0.2 2021 ± 19 8147 ± 17 231 ± 12 105 ± 41 10597 ± 103

mH = 800 GeV
SR 110.4 ± 1 22.7 ± 0.4 8340 ± 39 2126 ± 9 912 ± 18 144 ± 54 11418 ± 107
WCR 11.6 ± 0.4 2.2 ± 0.1 6019 ± 35 656 ± 5 406 ± 13 162 ± 66 7218 ± 85
TCR 14.6 ± 0.5 2.7 ± 0.1 1206 ± 13 4553 ± 13 131 ± 9 53 ± 25 6014 ± 78

mH = 900 GeV
SR 55.7 ± 0.6 16.3 ± 0.3 4942 ± 28 1220 ± 7 557 ± 14 68 ± 28 6635 ± 81
WCR 6.1 ± 0.2 1.8 ± 0.1 3262 ± 23 368 ± 4 223 ± 9 44 ± 17 3943 ± 63
TCR 7.9 ± 0.3 1.8 ± 0.1 736 ± 9 2566 ± 10 76 ± 7 25 ± 10 3420 ± 58

mH = 1000 GeV
SR 23.7 ± 0.3 10.2 ± 0.2 1742 ± 14 376 ± 4 207 ± 8 25 ± 11 2243 ± 47
WCR 3.3 ± 0.1 1.24 ± 0.06 1108 ± 11 117 ± 2 83 ± 5 15 ± 7 1317 ± 36
TCR 3.5 ± 0.1 1.10 ± 0.08 287 ± 5 830 ± 5 26 ± 4 16 ± 7 1165 ± 34
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Table 5.10: Event yields for VBF (SM-like) category. The W+jets, Top and diboson/Z+jets samples
are from Monte Carlo simulation with statistical error. The data driven multijet normalization is deter-
mined by a template fit, with systematic uncertainties given. Expected signal yields assume SM Higgs
production cross-sections and branching ratios.

Region Signal [ggF] Signal [VBF] W+jets Top Diboson/Z+jets Multijet Data

mH = 300 GeV
SR 25 ± 2 41 ± 1 2011 ± 31 969 ± 6 155 ± 8 131 ± 48 3020 ± 55
WCR 10 ± 2 11.5 ± 0.6 3220 ± 39 771 ± 5 224 ± 10 226 ± 81 4215 ± 65
TCR 8 ± 1 6.9 ± 0.4 618 ± 17 2881 ± 10 61 ± 6 61 ± 23 3401 ± 58

mH = 400 GeV
SR 53 ± 3 52 ± 1 1645 ± 26 765 ± 5 132 ± 7 88 ± 35 2480 ± 50
WCR 16 ± 2 10.7 ± 0.5 2546 ± 33 541 ± 4 177 ± 9 195 ± 70 3258 ± 57
TCR 17 ± 2 9.7 ± 0.5 491 ± 13 2297 ± 9 49 ± 5 51 ± 20 2742 ± 52

mH = 500 GeV
SR 39 ± 2 43.9 ± 0.7 1103 ± 21 500 ± 4 88 ± 6 59 ± 25 1693 ± 41
WCR 9.2 ± 0.8 6.7 ± 0.3 1739 ± 27 346 ± 4 120 ± 7 127 ± 48 2241 ± 47
TCR 11.3 ± 0.9 6.8 ± 0.3 306 ± 10 1464 ± 7 31 ± 4 8 ± 4 1794 ± 42

mH = 600 GeV
SR 24.8 ± 0.9 36.6 ± 0.6 775 ± 15 346 ± 4 67 ± 5 44 ± 20 1196 ± 35
WCR 5.3 ± 0.4 5.0 ± 0.2 1175 ± 20 235 ± 3 84 ± 6 72 ± 27 1548 ± 39
TCR 5.3 ± 0.4 5.1 ± 0.2 210 ± 7 981 ± 6 22 ± 3 8 ± 4 1200 ± 35

mH = 700 GeV
SR 12.8 ± 0.5 25.8 ± 0.4 421 ± 11 179 ± 3 41 ± 4 24 ± 10 672 ± 26
WCR 2.7 ± 0.4 3.6 ± 0.2 610 ± 13 121 ± 2 50 ± 5 36 ± 13 806 ± 28
TCR 2.3 ± 0.2 3.2 ± 0.2 113 ± 5 466 ± 4 13 ± 3 7 ± 4 550 ± 23

mH = 800 GeV
SR 7.7 ± 0.3 19.6 ± 0.3 260 ± 8 101 ± 2 27 ± 3 9 ± 4 394 ± 20
WCR 1.3 ± 0.1 2.7 ± 0.1 371 ± 10 73 ± 2 34 ± 4 11 ± 4 477 ± 22
TCR 1.3 ± 0.2 1.9 ± 0.1 58 ± 3 234 ± 3 5 ± 1 5 ± 3 292 ± 17

mH = 900 GeV
SR 4.1 ± 0.2 14.4 ± 0.3 141 ± 5 55 ± 1 16 ± 2 7 ± 3 223 ± 15
WCR 0.81 ± 0.07 2.33 ± 0.09 208 ± 6 42 ± 1 25 ± 4 12 ± 5 279 ± 17
TCR 0.62 ± 0.06 1.34 ± 0.09 30 ± 2 119 ± 2 2.5 ± 0.9 0.5 ± 0.3 145 ± 12

mH = 1000 GeV
SR 2.8 ± 0.1 12.6 ± 0.2 100 ± 4 38 ± 1 12 ± 2 4 ± 2 159 ± 13
WCR 0.60 ± 0.05 2.44 ± 0.09 154 ± 4 33 ± 1 20 ± 3 7 ± 3 215 ± 15
TCR 0.40 ± 0.04 0.82 ± 0.05 21 ± 2 76 ± 2 2.1 ± 0.8 0.3 ± 0.2 98 ± 10
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Table 5.11: Event yields for ggF (NWA) category. The W+jets, Top and diboson/Z+jets samples
are from Monte Carlo simulation with statistical error. The data driven multijet normalization is deter-
mined by a template fit, with systematic uncertainties given. Expected signal yields assume SM Higgs
production cross-sections and branching ratios.

Region Signal [ggF] Signal [VBF] W+jets Top Diboson/Z+jets Multijet Data

mH = 300 GeV
SR 1309 ± 21 100 ± 4 97010 ± 227 27043 ± 33 9617 ± 63 4457 ± 1752 136310 ± 369
WCR 282 ± 10 26 ± 2 95447 ± 244 12216 ± 22 6140 ± 54 4769 ± 1871 118414 ± 344
TCR 145 ± 7 19 ± 2 11613 ± 69 54657 ± 47 1240 ± 26 895 ± 344 67854 ± 260

mH = 400 GeV
SR 1879 ± 21 100 ± 3 70902 ± 180 19217 ± 28 7103 ± 54 3189 ± 1245 99176 ± 315
WCR 279 ± 8 16 ± 1 69255 ± 197 7565 ± 17 4532 ± 48 3808 ± 1470 84809 ± 291
TCR 258 ± 8 17 ± 1 9061 ± 56 40617 ± 41 1043 ± 25 700 ± 272 51181 ± 226

mH = 500 GeV
SR 997 ± 10 71 ± 2 41943 ± 122 11140 ± 21 4359 ± 43 1622 ± 624 58265 ± 241
WCR 105 ± 3 8 ± 1 37506 ± 127 3910 ± 12 2522 ± 35 1868 ± 700 45845 ± 214
TCR 133 ± 4 11 ± 1 5693 ± 38 24184 ± 31 690 ± 20 402 ± 156 30829 ± 176

mH = 600 GeV
SR 453 ± 4 50 ± 1 23059 ± 79 6143 ± 15 2419 ± 31 780 ± 287 32022 ± 179
WCR 42 ± 1 3.9 ± 0.3 18715 ± 76 1990 ± 9 1248 ± 24 716 ± 264 22907 ± 151
TCR 61 ± 2 7.1 ± 0.4 3194 ± 25 13247 ± 23 384 ± 14 206 ± 76 17049 ± 131

mH = 700 GeV
SR 212 ± 2 34.5 ± 0.8 14315 ± 56 3774 ± 12 1559 ± 24 522 ± 190 19971 ± 141
WCR 20 ± 1 2.8 ± 0.2 10893 ± 51 1201 ± 7 737 ± 17 434 ± 167 13388 ± 116
TCR 27 ± 1 4.3 ± 0.3 2021 ± 19 8147 ± 17 231 ± 12 105 ± 41 10597 ± 103

mH = 800 GeV
SR 99.2 ± 0.9 23.6 ± 0.5 8340 ± 39 2126 ± 9 912 ± 18 144 ± 54 11418 ± 107
WCR 10.9 ± 0.3 2.9 ± 0.2 6019 ± 35 656 ± 5 406 ± 13 162 ± 66 7218 ± 85
TCR 13.2 ± 0.4 2.8 ± 0.3 1206 ± 13 4553 ± 13 131 ± 9 53 ± 25 6014 ± 78

mH = 900 GeV
SR 47.4 ± 0.5 15.7 ± 0.4 4942 ± 28 1220 ± 7 557 ± 14 68 ± 28 6635 ± 81
WCR 6.0 ± 0.2 2.1 ± 0.1 3262 ± 23 368 ± 4 223 ± 9 44 ± 17 3943 ± 63
TCR 6.5 ± 0.2 1.5 ± 0.1 736 ± 9 2566 ± 10 76 ± 7 25 ± 10 3420 ± 58

mH = 1000 GeV
SR 22.3 ± 0.2 9.9 ± 0.3 1742 ± 14 376 ± 4 207 ± 8 25 ± 11 2243 ± 47
WCR 3.20 ± 0.09 1.4 ± 0.1 1108 ± 11 117 ± 2 83 ± 5 15 ± 7 1317 ± 36
TCR 2.84 ± 0.09 1.01 ± 0.08 287 ± 5 830 ± 5 26 ± 4 16 ± 7 1165 ± 34

mH = 1100 GeV
SR 23.2 ± 0.21 10.0 ± 0.1 1742 ± 14 376 ± 4 207 ± 8 25 ± 11 2243 ± 47
WCR 3.53 ± 0.08 1.54 ± 0.05 1108 ± 11 117 ± 2 83 ± 5 15 ± 7 1317 ± 36
TCR 3.23 ± 0.08 0.82 ± 0.03 287 ± 5 830 ± 5 26 ± 4 16 ± 7 1165 ± 34

mH = 1200 GeV
SR 23.8 ± 0.2 10.3 ± 0.1 1742 ± 14 376 ± 4 207 ± 8 25 ± 11 2243 ± 47
WCR 4.12 ± 0.09 1.72 ± 0.05 1108 ± 11 117 ± 2 83 ± 5 15 ± 7 1317 ± 36
TCR 3.31 ± 0.08 0.91 ± 0.04 287 ± 5 830 ± 5 26 ± 4 16 ± 7 1165 ± 34
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Table 5.12: Event yields for VBF (NWA) category. The W+jets, Top and diboson/Z+jets samples
are from Monte Carlo simulation with statistical error. The data driven multijet normalization is deter-
mined by a template fit, with systematic uncertainties given. Expected signal yields assume SM Higgs
production cross-sections and branching ratios.

Region Signal [ggF] Signal [VBF] W+jets Top Diboson/Z+jets Multijet Data

mH = 300 GeV
SR 25 ± 3 41 ± 2 2011 ± 31 969 ± 6 155 ± 8 131 ± 48 3020 ± 55
WCR 6 ± 1 13 ± 1 3220 ± 39 771 ± 5 224 ± 10 226 ± 81 4215 ± 65
TCR 8 ± 2 8 ± 1 618 ± 17 2881 ± 10 61 ± 6 61 ± 23 3401 ± 58

mH = 400 GeV
SR 53 ± 3 59 ± 2 1645 ± 26 765 ± 5 132 ± 7 88 ± 35 2480 ± 50
WCR 15 ± 2 11.6 ± 0.9 2546 ± 33 541 ± 4 177 ± 9 195 ± 70 3258 ± 57
TCR 18 ± 2 10.2 ± 0.8 491 ± 13 2297 ± 9 49 ± 5 51 ± 20 2742 ± 52

mH = 500 GeV
SR 40 ± 2 48.2 ± 1 1103 ± 21 500 ± 4 88 ± 6 59 ± 25 1693 ± 41
WCR 8.0 ± 0.9 7.8 ± 0.5 1739 ± 27 346 ± 4 120 ± 7 127 ± 48 2241 ± 47
TCR 10 ± 1 7.8 ± 0.6 306 ± 10 1464 ± 7 31 ± 4 8 ± 4 1794 ± 42

mH = 600 GeV
SR 24 ± 1 40 ± 1 775 ± 15 346 ± 4 67 ± 5 44 ± 20 1196 ± 35
WCR 5.5 ± 0.5 5.1 ± 0.4 1175 ± 20 235 ± 3 84 ± 6 72 ± 27 1548 ± 39
TCR 5.5 ± 0.5 5.4 ± 0.4 210 ± 7 981 ± 6 22 ± 3 8 ± 4 1200 ± 35

mH = 700 GeV
SR 12.7 ± 0.5 26.6 ± 0.7 421 ± 11 179 ± 3 41 ± 4 24 ± 10 672 ± 26
WCR 2.4 ± 0.2 4.3 ± 0.3 610 ± 13 121 ± 2 50 ± 5 36 ± 13 806 ± 28
TCR 2.5 ± 0.2 3.4 ± 0.2 113 ± 5 466 ± 4 13 ± 3 7 ± 4 550 ± 23

mH = 800 GeV
SR 7.5 ± 0.3 20.5 ± 0.5 260 ± 8 101 ± 2 27 ± 3 9 ± 4 394 ± 20
WCR 1.5 ± 0.1 2.7 ± 0.2 371 ± 10 73 ± 2 34 ± 4 11 ± 4 477 ± 22
TCR 1.2 ± 0.1 2.0 ± 0.2 58 ± 3 234 ± 3 5 ± 1 5 ± 3 292 ± 17

mH = 900 GeV
SR 4.4 ± 0.1 15.6 ± 0.4 141 ± 5 55 ± 1 16 ± 2 7 ± 3 223 ± 15
WCR 0.7 ± 0.1 2.7 ± 0.2 208 ± 6 42 ± 1 25 ± 4 12 ± 5 279 ± 17
TCR 0.7 ± 0.1 1.3 ± 0.1 30 ± 2 119 ± 2 2.5 ± 0.9 0.5 ± 0.3 145 ± 12

mH = 1000 GeV
SR 2.92 ± 0.09 13.6 ± 0.3 100 ± 4 38 ± 1 12 ± 2 4 ± 2 159 ± 13
WCR 0.61 ± 0.04 2.1 ± 0.1 154 ± 4 33 ± 1 20 ± 3 7 ± 3 215 ± 15
TCR 0.34 ± 0.03 1.0 ± 0.1 21 ± 2 76 ± 2 2.1 ± 0.8 0.3 ± 0.2 98 ± 10

mH = 1100 GeV
SR 3.33 ± 0.08 14.2 ± 0.1 100 ± 4 38 ± 1 12 ± 2 4 ± 2 159 ± 13
WCR 0.73 ± 0.04 2.72 ± 0.06 154 ± 4 33 ± 1 20 ± 3 7 ± 3 215 ± 15
TCR 0.42 ± 0.03 0.92 ± 0.04 21 ± 2 76 ± 2 2.1 ± 0.8 0.3 ± 0.2 98 ± 10

mH = 1200 GeV
SR 3.60 ± 0.08 15.5 ± 0.2 100 ± 4 38 ± 1 12 ± 2 4 ± 2 159 ± 13
WCR 0.94 ± 0.04 3.30 ± 0.07 154 ± 4 33 ± 1 20 ± 3 7 ± 3 215 ± 15
TCR 0.52 ± 0.03 1.03 ± 0.04 21 ± 2 76 ± 2 2.1 ± 0.8 0.3 ± 0.2 98 ± 10
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5.12 Systematic Uncertainties

To account for the experimental systematic uncertainties1, the initial event selection done in theCommon

Analysis Framework (CAF) can be run with one of 25 possible variations, which can adjust the energy

scale or resolution of the reconstructed objects (such as the electron energy scale, and the electron

energy resolution). The full list of systematic variations is summarized in Table 5.14, with the variations

performed with the CAF indicated.

There are some uncertainties that are not evaluated using a dedicated CAF variation, such as those

associated with the trigger and lepton scale factors, b-tagging scale factors, as well as those associated

with the treatment of the interference, and the integrated luminosity. These are discussed further in this

section.

5.12.1 Lepton Uncertainties

Both the muon and electron reconstructed energy scales and resolutions have associated uncertainties

which must be accounted for. In the case of the muons, which use information from the independent

muon spectrometer and inner detector subsystems, the resolution is affected by the resolution of both the

ID and the MS, which are independent. Therefore, the muon resolution uncertainty has two uncorrelated

components; one, which scales the resolution of the muon spectrometer, and the other that scales the

resolution from the inner detector. This is in contrast to the electrons, which only have a single source

of resolution uncertainty (coming from the calorimeters).

There are also systematics associated with the lepton and trigger scale factors introduced in Chap-

ter 4. Each of the scale factors also has its own associated uncertainty variations.

5.12.2 Resolved Jet Uncertainties

The resolved jets have uncertainties associated with the jet energy scale (JES) and jet energy resolution

(JER), that are evaluated by the ATLAS JetEtMiss group. These uncertainties are associated with the

jet calibration procedure. The jet energy scale uncertainties are parameterized as a function of the jet’s

pT and η and are further broken into thirteen components that enter into the limit setting as separate

nuisance parameters (see Section 5.13). The thirteen parameters making up the total JES uncertainty

are included in Table 5.14 along with a short description. These JER and JES uncertainties depend

on the jet algorithm used, as well as the radius parameter. The merged C/A MDF jets have their own

JES/JER uncertainties (as well as mass scale and mass resolution uncertainties), which are discussed

separately in Section 5.12.3.

b-tagging Uncertainties

The ATLAS b-tagging algorithm has a related b-tag identification systematic that indicates the uncer-

tainty in six uncorrelated components, using the eigenvector method. These are used together with

systematic uncertainties on the mistag rates associated with the misidentification of light quarks and

c-jets. These eight uncertainties change the b-tagging scale factor(s) applied to an event, and do not

require a separate CAF dataset to evaluate. The eight separate b-tagging uncertainties act as separate

nuisance parameters in the final fit.

1In ATLAS vernacular, systematic uncertainties are often referred to as systematics.
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5.12.3 Large-R Jet Uncertainties

As for resolved jets, the large-R jets used in this analysis have associated scale and resolution systematics.

However, since we are also interested in the mass of the merged jets, we must not only pay attention

to the JES/JER uncertainties, but also to the associated jet mass scale (JMS) and jet mass resolution

(JMR) uncertainties.

Large-R Jet Scale Uncertainties

The JES and JMS uncertainties for the merged jets are evaluated by the ATLAS JetEtMiss group. Like

the uncertainties for resolved jets, the uncertainties are parameterized by the jet’s pT and η. However,

the uncertainty is not broken up into subcategories. The systematics associated with the JMS and JES

are on the order of a few percent. These uncertainties were only evaluated in the kinematic region of

pT ≥ 100 GeV and |η| < 1.2, which was the reason behind the object selection cuts applied for the

merged jets, outlined in Section 5.5.1.

Large-R Jet Resolution

A study of the resolution of the large-R jet mass and energy resolutions (JER and JMR) in the 2010

dataset revealed that the measured resolution can vary up to 20% [126]. This conclusion was also

validated with the 2011 and 2012 pp datasets. Therefore, the systematics associated with the large-R

JER and JMR were evaluated by finding the mass and energy resolutions of our merged jets and then

smearing them by a Gaussian distribution, such that the resolutions were increased by 20%. The JER

and JMR were smeared in separate CAF variations, and like the rest of the experimental systematics,

they are treated as independent nuisance parameters in the final fit.

To extract the resolutions, the jet energy (mass) for reconstructed MC jets in our signal samples

were compared to a matched (∆R ≤ 0.8) truth jet. The square root of the variance, σ, from a Gaussian

fit of the central portion of the resulting distribution, is taken as the jet energy (mass) resolution. The

resolutions vary as a function of the jet pT and |η|; the jets were therefore binned into two bins in |η|
(0 < |η| < 0.6 and 0.6 < |η| < 1.2) and three bins of pT (100 < pT < 200, 200 < pT < 500, and

pT > 500 GeV) before fitting1. The resolution spectra and associated fits are found in Figure 5.31. The

spectra/fits for the mass resolution are found in Figure 5.32. The extracted resolutions (before smearing)

are summarized in Table 5.13.

In order to find the width of the Gaussian needed (σsmear) to smear the jet energy/mass by 20%,

recall that the convolution of two Gaussians with variances σ2
1 and σ2

2 , result in a third Gaussian with

a variance of σ′2 = σ2
1 + σ2

2 . Using this rule, and remembering that the final resolution increases the

observed resolution by 20%, the variance of the smearing Gaussian can be solved for:

σ′
res

2
= σ2

res + σ2
smear [N.B. σ′

res = 1.2× σres]

1.44× σ2
res = σ2

res + σ2
smear

σ2
smear = 0.44× σ2

res

σsmear = (0.6633 . . .)× σres.

1The binning was chosen empirically in order to maximize the granularity, while still maintaining significant statistics
for the fit.
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Therefore, the jet energy and mass are smeared by a unit Gaussian with σsmear = 0.6633× σres in order

to retrieve the systematic variations on the large-R JMR and JER. This increase in the resolution is

symmetrized to get the final uncertainty on the jet resolution.

Table 5.13: Extracted energy and mass resolutions for large-R groomed jets in bins of pT and |η|.
These resolutions are then used to smear the jet energy/mass in order to increase the resolutions by
20%. The transverse momentum is measured in units of GeV.

Energy Resolution 100 < pT < 200 200 < pT < 500 pT > 500

0 < |η| < 0.6 7.58% 5.05% 3.76%
0.6 < |η| < 1.2 7.91% 5.51% 4.27%

Mass Resolution 100 < pT < 200 200 < pT < 500 pT > 500

0 < |η| < 0.6 9.75% 7.26% 6.36%
0.6 < |η| < 1.2 9.81% 7.56% 6.92%

5.12.4 Top and W+jets Reweighting Uncertainty

An uncertainty is evaluated for the Top and W+jets contributions, originating from the uncertainty on

the reweighting procedure. For both background reweightings, a 50% (symmetric) uncertainty on the

scaling used is applied. While the magnitude of the uncertainty may appear to be large, the effect that

this uncertainty has on the final limits was observed to be minor.

5.12.5 Multijet Background Systematic Uncertainty

The uncertainty on the MJ background normalization is evaluated by performing the same template fit

as described in Section 5.8, but with an alternate definition for the loosened leptons used to make the

templates. For electrons, the calorimeter and track isolation requirements are reversed, while for muons,

the requirement on the impact parameter significance is dropped.

The change in the lepton selection requirements (providing an alternate definition of the MJCRs’)

results in an alternate MJ estimation, which is compared to the default one. The difference between the

two normalization methods is taken as an estimate on the uncertainty.

The uncertainty on the MJ normalization is then evaluated through examining the difference between

the nominal MJ contribution, and the contribution determined by using the alternate template. A

comparison of the uncertainties for all mass points resulted in the following systematics uncertainties

being applied for the ggF category: 100% uncertainty on the electron channel, with an exception for the

e− channel when mH < 400 GeV, where the uncertainty is 70%, due to better compatibility between

the two MJ estimates. For the muon channel, the uncertainty in the µ− channel is 30%, and ranges

from 10–20% for µ+, depending on mH . Despite the large uncertainties, the multijet background forms

a very small contribution to the total background, being heavily suppressed by the Emiss
T cut applied

in the preselection. For the higher masses, it contributes an even smaller amount due to the stricter

selection criteria; therefore, the large uncertainties on this background have a very small effect on the

final sensitivity of the analysis.

For the VBF category, it is the statistical contribution to the uncertainty that dominates relative to

that from the alternate template fit. Therefore, the statistical error on the template fit is taken as the
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Figure 5.31: Figures showing the distribution and associated fits used to extract the large-R jet energy
resolution in bins of pT and |η|.
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Figure 5.32: Figures showing the distribution and associated fits used to extract the large-R jet mass
resolution in bins of pT and |η|.
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Table 5.14: List of experimental systematic variations, with short description. These systematics are
used as input to the limit setting as nuisance parameters.

Category Description

Leptons Muon energy scale†

Muon spectrometer track resolution†

Inner detector muon track resolution†

Electron energy scale†

Electron energy resolution†

Lepton isolation
Lepton reconstruction efficiency
Electron trigger efficiency
Muon trigger efficiency

Missing transverse Soft term resolution†

momentum Soft term scale†

Resolved jets Jet energy resolution†

Jet energy scale, high-pT jets†

Jet energy scale, in-time pile-up†

Jet energy scale, out-of-time pile-up†

Jet energy scale, residual pT dependence from pile-up†

Jet energy scale, residual dependence on unrelated energy due
to jet-area based pile-up correction†

Jet energy scale, flavor composition†

Jet energy scale, flavor response†

Jet energy scale, b-jet response†

Jet energy scale, in-situ modelling†

Jet energy scale, in-situ detector related†

Jet energy scale, statistical systematic†

Jet energy scale, modelling systematic†

Jet energy scale, closure systematic for AFII samples†

b-tagging and mis-tagging uncertainty

Merged jets Jet energy scale†

Jet mass scale†

Jet mass resolution†

Jet energy resolution†

Interference ggF interference cross-section uncertainty
VBF interference modelling uncertainty
VBF interference dependence on QCD scale

Background Modelling Top reweighting uncertainty
W+jets reweighting uncertainty
Multijet normalization (electron channel)
Multijet normalization (muon channel)

Misc. Recorded integrated luminosity

†CAF variations
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uncertainty on the VBF MJ estimate.

5.12.6 Missing Transverse Momentum

In Section 4.7 the expression for Emiss
T in ATLAS is displayed in Equation 4.6. The equation is separated

into components coming from hard energy deposits, which are reconstructed as objects, and the soft terms

which are deposits of energy unassociated with any reconstructed objects. The systematic variations

listed above for the reconstructed objects are therefore automatically pushed into the definition of the

missing transverse momentum. The one component of the missing transverse momentum that is not

varied by the reconstructed objects variations are the uncertainties on the soft terms. The uncertainties

on the soft terms come in two components: the soft term energy resolution uncertainty, and the soft

term energy scale. The CAF code is able to vary the energy scale and the resolution of the soft terms

in order to evaluate these uncertainties.

5.12.7 Interference Uncertainty

The treatment of the uncertainty on the interference for the ggF process is discussed and motivated in

Section 2.6, and further discussed in Section 5.4. The difference in magnitude of the interference weights

between the intermediate and additive/multiplicative values form the up and down variations for the

interference weight, for each bin of mWW,truth.

In the case of the VBF interference, the systematic uncertainty comes from two separate sources.

First, there is the modelling uncertainty, which is determined by comparing the modelling of the inter-

ference from Repolo with an alternate method of evaluating the interference, and performing a closure

test. In the closure test, the S + I spectrum obtained by reweighting the S-only Powheg samples

with the interference weights evaluated by Repolo is compared to the interference spectrum obtained

by using VBFNLO alone. This is done by generating the B, and SBI invariant mWW spectra from

VBFNLO alone and comparing the difference between the Repolo + Powheg S + I spectrum and

the VBFNLO generated SBI − B shape. Figure 5.33 shows the different components of the mWW spec-

trum that go into the evaluation of this modelling systematic. The symmetrized band (in Figure 5.34)

that envelopes the ratio between these spectra (as a function of mWW ) is taken as the uncertainty. For

mH ≥ 500 GeV, the uncertainty is approximately mH invariant if the ratio is plotted as a function of

mWW/mH . Therefore, for masses above 500 GeV, a common uncertainty is applied. The ratio of the

interference weights, with assigned uncertainty band is shown in Figure 5.34, separately for the regions

mH < 500 GeV and mH ≥ 500 GeV. The symmetrized shaded bands indicate the applied systematic

uncertainty in bins of mWW/mH . The parameterizations that define the uncertainty bands in the plots

are given in Table 5.15.

The effect of the QCD scale on the VBF interference weights is also evaluated using Repolo by

varying the renormalization and factorization scales between Q/2 < µR, µF < 2Q, where Q is the nominal

value of the normalization and factorization scales (Q = mH). For these variations, the interference

weights are recalculated, and the ratio between the interference spectra is evaluated. The effect was

found to be minimal, and not mass dependant (when plotted as a function of mWW/mH). Therefore, a

small overall uncertainty of 0.5% was applied to all interference weights, in addition to the modelling

uncertainty.
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(c) mH = 800 GeV
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Figure 5.33: The various components of the WW invariant mass spectrum generated via different
sources/methods. The signal alone, together with the background only and SBI spectrum are shown,
as generated by VBFNLO. This is complemented by the reweighted signal (from Repolo), and the
reweighted signal plus background only component. These form the basis for the systematic uncertainty
assigned to the VBF interference reweighting method, with the systematic being from the difference of
the reweighted signal compared to the VBFNLO generated SBI − B spectrum.
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Figure 5.34: Parameterization of the modelling uncertainties for the VBF interference, split into the low
mass region (a) and the high mass region (b). The ratio of the Repolo generated S + I and VBFNLO
SBI − B – which informed the parameterization of the uncertainty – is also shown for multiple mass
points.

Table 5.15: Parameterization of closure systematic as function of mWW/mH

mWW/mH Assigned Systematic [%]

400 ≤ mH < 500 GeV

mWW/mH < 0.6 2
0.6 < mWW/mH < 0.9 8

mWW/mH > 0.9 4

mH ≥ 500 GeV

mWW/mH < 0.9 (1− mWW/mH)× 20
0.9 < mWW/mH < 1.1 1.5

mWW/mH > 1.1 (mWW/mH − 1)× 15
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Table 5.16: Binning range and number of bins used for final m`νjj fit in the ggF and VBF categories.
Higgs masses falling inbetween the mH values specified use the binning and fit range of the next lowest
mass point.

Higgs Mass [GeV] Fit Range [GeV]
Number of bins

ggF VBF

300 200− 900 35 17
350 210− 910 31 15
400 220− 920 28 14
450 240− 940 25 12
500 260− 960 23 11
550 280− 980 21 10
600 300− 1000 20 10
650 320− 1020 18 9
700 340− 1040 17 8
750 360− 1060 16 8
800 380− 1080 15 7
900 410− 1110 14 7
900 440− 1140 14 7
950 470− 1170 13 6

≥ 1000 500− 1200 12 6

5.13 Limit Setting and Statistics Framework

The limit setting and statistical framework utilizes the modified confidence interval method (CLs) de-

scribed in Refs. [127, 128] and implemented in HistFactory [129], as part of the ROOT software frame-

work [130]. The final fit to determine the upper limit on the σ×BR for the H →WW → `νjj process,

is to the reconstructed Higgs invariant mass distribution, m`νjj . Lepton charge and flavour categories

are separated in the SR portion of the fit, but are summed in the WCR and TCR in order to increase

statistics.

The binning and range of the m`νjj histogram were determined empirically, balancing individual bin

statistics with bin granularity. The resulting binning is mass and category dependant and is documented

in Table 5.16. For the case of the NWA limits, the binning and mass ranges above mH = 1000 GeV

are kept identical to the mH = 1000 GeV case; this was done because of insufficient statistics at higher

values of m`νjj .

In order to scale the signal, and the backgrounds whose overall normalizations are extracted from

the data (W+jets and Top), strength parameters, which float the normalizations of the signal and

background, are used. For the signal, the strength parameter is given the symbol µ, and is defined

as µ = σmeas./σtheory; the background strength parameter(s), µb, are analogously constructed. For the

models used here, there are no concrete predictions for the value of σtheory, and in our case, where the

final limits are presented in terms of σ×BR (not on µ), the value for σtheory is somewhat arbitrary. For

our purposes, we assign σtheory = σSM, where σSM is mH dependent. With this parameterization, an

example binned likelihood, for one bin in the fit (and an associated control region for the background)

can be written as the product of Poisson probabilities:

L(µ, µb) = P (N |µs+ µbb
exp
SR )× P (M |µbb

exp
CR). (5.19)
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Here bexpSR is the expected background in the SR, bexpCR is the expected background in the CRs, s is the

expected signal in the SR, and N (M) is the observed number of events in the SR (CR). The expected

background yields are evaluated for µ(b) = 1.

In order to help constrain the background contributions, the TCR and WCR events are also included

in the likelihood, along with the SR contribution. However, the full information from the TCR/WCR is

not used, and instead, each CR is merged into a single bin, thereby only contributing overall background

normalization constraints. As mentioned in Section 5.3.4, the overall normalizations of the W+jets and

Top backgrounds are obtained from the final fit, instead of from MC prediction. So, in addition to the

signal strength parameter µ, the likelihood also incorporates further strength parameters that scale the

W+jets and Top background normalization separately.

The systematic uncertainties outlined in Section 5.12 are incorporated into the statistical treatment in

the form of nuisance parameters, with the full set forming the vector ~θ. Each of these nuisance parameters

is constrained about its nominal value N(θ̃|θ), where θ̃ is the nominal expectation (determined from an

auxiliary measurement), by a unit Gaussian. The signal and background rates are then parameterized

in terms of these nuisance parameters (their values depend on ~θ) so that the following holds, where s0

is the nominal expectation of the number of signal events (or background events).

s = s0 ×
∏

i=θi,θ2,...

ν(θi) (5.20)

The form of the function ν(θi) can vary depending on the nuisance parameter, but in the case of this

analysis, ν(θ) is of the form ν(θ) = κθ. Since θ is is normally distributed, ν(θ) is lognormally distributed.

The complete likelihood can then then written as the product of the Poisson probabilities over all

bins, along with the nuisance parameters:

L(µ,θ) =


∏

i=
e+,e−
µ+,µ−

∏
j= ggF

VBF

k=Nbins∏
k=1

P

(
Nijk

∣∣∣∣µsijk +
∑
Nbkg

bijk

)×
Nθ∏
i=1

N(θ̃i|θi). (5.21)

With this definition of the likelihood, the profile likelihood, λ̃(µ), can be written:

λ̃(µ) =


L(µ,

ˆ̂
θ(µ))

L(µ̂,θ̂)
0 ≤ µ̂ ≤ µ

L(0,
ˆ̂
θ(0))

L(µ̂,θ̂)
µ̂ < 0

. (5.22)

In Equation 5.22, θ̂ and µ̂ are defined as the values of θ and µ that unconditionally maximize the

likelihood.
ˆ̂
θ is the value of the nuisance parameters that maximize the likelihood for some given signal

strength µ. The signal hypothesis is assumed to only contribute a positive value on top of the background

only hypothesis. Therefore, in the case that the unconditional maximum likelihood estimation (MLE)

for µ (µ̂) is less than zero, the profile likelihood sets µ = 0.

The test statistic, q̃µ, is used to determine the upper limits, with the condition that the case that

µ̂ > µ does not contribute to the rejection of the background-only hypothesis.

q̃µ =

{
−2 ln λ̃(µ) µ̂ ≤ µ

0 µ̂ > µ
=


−2 ln L(µ,

ˆ̂
θ(µ))

L(µ̂,θ̂)
0 ≤ µ̂ ≤ µ

−2 ln L(0,
ˆ̂
θ(0))

L(µ̂,θ̂)
µ̂ < 0

0 µ̂ > µ

(5.23)
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With this definition of the test statistic, lower values for q̃µ indicate better compatibility between

the data and the background plus signal (with strength µ), while larger values indicate incompatibility.

Finally the CLs can be constructed as:

CLs =
ps+b

1− pb
, (5.24)

ps+b =

∫ ∞

q̃µ

f(q̃µ|µ, ˆ̂θ(µ)) dq̃µ, (5.24a)

pb =

∫ q̃µ=0

−∞
f(q̃µ=0|0, ˆ̂θ(µ = 0)) dq̃µ. (5.24b)

The values of ps+b and pb come from a fit of the data assuming either the presence of signal, with some

µ > 0 (in the case of ps+b), or the p-value associated with the data fit to the background only hypothesis,

with µ = 0 (pb). The upper limit of µ at the 95% CL is given by the µ value that yields 0.95 for CLs.

Once the upper limit on µ has been evaluated, the value is converted to σ × BR.

The same procedure is applied for each of the different mass hypotheses and signal model/lineshapes:

SM-like, NWA, EWS. For the case of the EWS signal shapes, the fits are done independently for each

mass and width, providing upper limits between 300 − 1000 GeV for 0.2 ≤ κ′2 ≤ 1.0. The EWS signal

histograms, which act as signal template inputs for the limit setting with the various widths considered,

are found in Appendix C for reference.

5.14 Results

The upper limits on σ×BR for the three models being considered, SM-like, EWS, and NWA, are shown

in Figures 5.35, 5.36, and 5.37 respectively. The EWS limits are shown as σ
κ′2 ×BR in order to have the

limit curves for all κ′2 values well separated.

Although the NWA Higgs is considered in the range 300 ≤ mH ≤ 2000 GeV, the limits (in Figure 5.36)

only are shown up to mH = 1200 GeVas at higher masses the upper limit is constant. This is a result

of the SR fit range used in the final limit setting (Table 5.16); above mH ≈ 1200 GeV all of the signal

events are in the last bin of the m`νjj histogram, allowing no shape information to discriminate between

the Higgs hypotheses above 1200 GeV.

In the Standard Model, the relative cross-sections of the ggF and VBF production mechanisms is

known. For model-independent BSM Higgs theories, there is no defined relationship that is able to con-

strain the ratio between the two production mechanisms. Therefore, for the pseudo-model-independent

limits set for the SM-like and NWA Higgs models, the ggF and VBF limits cannot be combined, and

so are calculated and presented separately. In the case of the EWS model, the ratio between ggF/VBF

production is assumed to obey the same relationship as in the SM. Therefore, the combined ggF+VBF

limits can be calculated.

As expected, the limits in all channels improve as a function of Higgs mass hypothesis, due to lower

expected backgrounds in the high m`νjj region. The impact of the much wider CPS/SM-like lineshape,

compared to that of the NWA sample is also apparent, with the limit set on the latter signal model

being more stringent over the full mass range considered.
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Figure 5.35: Limits on σ × BR (at 95% CLS) for an SM-like Higgs for ggF production (a) and VBF
production (b).
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Figure 5.36: Limits on σ×BR (at 95% CLs) for a Higgs produced with the NWA lineshape. The ggF
category limits are shown in (a) and the VBF limits shown in (b).
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Conclusion

“Isn’t it enough to see that a garden is
beautiful without having to believe that
there are fairies at the bottom of it too?”

Douglas Adams

The results of a search for a heavy Higgs boson in the H →WW → `νjj channel have been reported

(Section 5.14) for SM-like, EWS and NWA Higgs signal models/lineshapes. In all cases, and for all

mass points (and widths in the case of the EWS model interpretation) no significant deviation from the

background-only hypothesis was found, resulting in upper limits being set at the 95% confidence level

(using the CLs method). As mentioned in Chapter 1, the results presented here do not conclusively rule

out an extended sector, and are not the last results expected from Run-I which probe an extended Higgs

sector in the H →WW decay channel. The analysis presented here will be combined with the high-mass

H → WW → `ν`ν (` = e, µ) analysis for publication. Further progress in this analysis channel can be

made by analyzing the data from LHC’s Run-II, which will deliver even more integrated luminosity, at

a higher center of mass energy, enabling even more stringent limits (and perhaps an observation) in the

future.

6.1 Combination with H → WW → `ν`ν

Currently, the analysis presented in this thesis is going through ATLAS approval in order to be published

as an ATLAS result. The paper will present the results in combination with the H → WW → `ν`ν

high-mass analysis (SM-like, NWA and EWS Higgs signal models). The H → WW → `ν`ν analysis,

because of the distinctive di-lepton signature, has lower backgrounds throughout the range of mH con-

sidered, and also has a lower contribution from the multijet background (which is large in the low mass

region, and is only rejected in the H → WW → `νjj analysis because of the strict Emiss
T cut applied).

However, the branching fraction of W → `ν is lower than that of the hadronic W decays, lowering

the signal yields. Finally, unlike the H → WW → `νjj analysis, because of the presence of multiple

neutrinos in the final state, the invariant mass of the Higgs cannot be calculated (the Emiss
T vector in

this case will be the vector sum of the neutrino momenta), and therefore the final fit has to be done

on the Higgs transverse mass, mT, which is not a sharply peaked distribution, lowering the sensitivity.
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Therefore, the H →WW → `νjj analysis is the more sensitive analysis at high-mass.

The other dominant decay mode for heavy Higgs final states is H → ZZ, which is also being studied

in the context of the 2HDM model (based on limits set with the NWA). Because of the different signal

models considered in the H → ZZ analysis, there is no plan to combine these results with the H →WW

analyses.

6.2 LHC Run-II Prospects

For Run-II, the LHC plans to deliver ≈ 100 fb−1 of integrated luminosity, between 2015 and 2017.

The additional luminosity will also be at a higher center of mass energy of
√
s = 13 TeV. The increased

collision energy will impact the cross-sections for Higgs production, with the total SM Higgs cross-sections

increasing by almost an order of magnitude for mH ≤ 1000 GeV. The pile-up conditions for Run-II are

also more challenging; instead of 50 ns between each bunch-crossing, the LHC will fill colliding bunches

with only 25 ns between collisions (the design bunch separation), and have a much larger average

number of collisions per bunch crossing of ∼50 (compared to ∼21 in the 2012 run). The larger dataset,

and production cross-sections, will allow even more stringent limits on additional Higgs bosons, whether

it is through a direct search, or through precision measurements of the 125 GeV Higgs properties, which

will apply indirect constraints on an extended Higgs sector.

The next iteration of measurements in this channel will not only benefit from the increased luminosity

and cross-sections, but also the lessons learned from the 2012 analysis. For example, the mass dependant

optimizations were seen to give an improvement to the overall limits, but severely impact the final event

yields. This is due to the fact that many of the variables used are highly correlated to the reconstructed

Higgs mass, m`νjj (which is the final discriminant). Further tuning of the mass dependant selection,

which reduced the number of both the signal and background events greatly, could allow finer binning

in the final discriminant histogram, resulting in better sensitivity for narrow resonances.

Additionally, the choice of large-R groomed jet (defining the merged jet category in the analysis) in

our analysis could also use further optimizations. There has been extensive work done in ATLAS to

validate boosted boson taggers, specifically designed in order to tag hadronic W/Z decays, which could

further improve our background rejection for the higher Higgs mass hypotheses.

Run-I has been a spectacular success, with over 400 papers published (and more still on the way).

Analysis of the Run-I dataset also resulted in the discovery of what appears to be the Standard Model

Higgs boson; precision measurements of this Higgs, together with direct heavy Higgs searches (such as

the one presented in this thesis) have already begun to place limits on a possible extended Higgs sector.

The large increase in data that will be available at the end of Run-II, collected at a higher center of

mass energy, will allow even stricter limits on BSM Higgs models (and BSM physics in general). Because

Run-I has been incredibly successful, this has raised expectations, and the hopes for Run-II are even

higher, and I genuinely look forward to what is around the corner.
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Appendix A

Multijet Fits

The full set of multijet template fits is displayed here (see Section 5.8) for the event preselection, split

my lepton flavour and charge (as well as the summed lepton flavour charge fits, which were shown in

the main text). The fits for the ggF WCR (TCR) are shown in Figure A.1 (Figure A.2). For VBF, the

WCR (TCR) fits are in Figure A.3 (Figure A.4).
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Figure A.1: Multijet background template fits for the ggF WCR after preselection. Fits are separated
into separated charge/flavour channels, and also shown with all charge/flavour channels merged.
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Figure A.2: Multijet background template fits for the ggF TCR after preselection. Fits are separated
into separated charge/flavour channels, and also shown with all charge/flavour channels merged.
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Figure A.3: Multijet background template fits for the VBF WCR after preselection. Fits are separated
into separated charge/flavour channels, and also shown with all charge/flavour channels merged.
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Figure A.4: Multijet background template fits for the VBF TCR after preselection. Fits are separated
into separated charge/flavour channels, and also shown with all charge/flavour channels merged.



Appendix B

Mass Dependant Plots

The full set of mass optimization plots used to determine the mass dependant selection (introduced in

Section 5.9), including full set of cutscans for all variables and mass points considered. The ggF cutscan

plots are in Figures B.1–B.7, and the VBF cutscan plots are in Figures B.8–B.10.
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Figure B.1: Mass dependant ggF cut scan for pT,J
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Figure B.2: Mass dependant ggF cut scan for pT,j1
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Figure B.3: Mass dependant ggF cut scan for pT,j2
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Figure B.4: Mass dependant ggF cut scan for pT,`
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Figure B.5: Mass dependant ggF cut scan for |∆φjj |
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Figure B.6: Mass dependant ggF cut scan for |∆φ`ν |
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Figure B.7: Mass dependant ggF cut scan for Emiss
T
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Figure B.8: Mass dependant VBF cut scan for |∆φjj |
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Figure B.9: Mass dependant VBF cut scan for |∆φ`ν |
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Figure B.10: Mass dependant VBF cut scan for pT-balance.



Appendix C

EWS Signal Shape Inputs

Presented here are the limit setting signal inputs for the EWS model. All figures are shown with relevant

mass dependant selection already applied. Figures C.1 and C.2 show the inputs for ggF. Figure C.1

has the distributions for all the different widths normalized with respect to each other (set to σSM

expectation), while Figure C.2 shows the distributions scaled with respect to each other, obeying the

relations in Equations 2.24–2.26 (with BRnew = 0). The analogous figures for the VBF process are found

in Figures C.3 and C.4.

Note that the lineshapes between the widths are not identical, which is a result of the interference

weights. While this may seem counterintuitive for the case of the VBF samples (which have the same

interference spectrum, independant of ΓH , see Section 5.4.3), remember that while the inteference spec-

trum is identical, the impact of the interference spectrum (which is a function ofmWW ) will more severly

impact the shape of a wider Higgs.
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Figure C.1: Comparison of signal shapes (charge/flavour summed) for the different Higgs widths
considered as part of the EWS interpretation, in the ggF channel. These histograms are input into the
final limit setting, with the appropriate interference weights and mass dependant selection applied. For
all curves, σSM is assumed.
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(a) mH = 400 GeV
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(b) mH = 600 GeV
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(c) mH = 800 GeV
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Figure C.2: Comparison of signal shapes and normalizations (charge/flavour summed) for the different
Higgs widths considered as part of the EWS interpretation, in the ggF channel. These histograms are
input into the final limit setting, with the appropriate interference weights and mass dependant selection
applied. Relative normalizations assume BRnew = 0.
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(a) mH = 400 GeV
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(b) mH = 600 GeV
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(c) mH = 800 GeV

 [GeV]jjνlm

500 600 700 800 900 1000 1100 1200

E
nt

rie
s

0

1

2

3

4

5

6

7

8

9
SMΓ ×0.2 

SMΓ ×0.4 

SMΓ ×0.6 

SMΓ ×0.8 

SMΓ ×1.0 
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Figure C.3: Comparison of signal shapes (charge/flavour summed) for the different Higgs widths
considered as part of the EWS interpretation, in the VBF channel. These histograms are input into the
final limit setting, with the appropriate interference weights and mass dependant selection applied. For
all curves, σSM is assumed.
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(b) mH = 600 GeV
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(c) mH = 800 GeV
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Figure C.4: Comparison of signal shapes and normalizations (charge/flavour summed) for the different
Higgs widths considered as part of the EWS interpretation, in the VBF channel. These histograms are
input into the final limit setting, with the appropriate interference weights and mass dependant selection
applied. Relative normalizations assume BRnew = 0.



Appendix D

Contributions to the ATLAS

Collaboration

During my time on ATLAS I have spent time performing service and technical work, in addition to my

role in the H →WW → `νjj analysis documented in this thesis.

My technical work started in the ATLAS Liquid Argon Calorimeter group with an analysis of the

“bad” FCal channels. I studied the FCal calibration waveforms, attempting to diagnose faulty electronics

in the readout chain based on deformations in the observed pulse shape. For some of these faults, it was

unknown what impact there would be on the reconstructed energy (for others it was known, but needed

to be verified) and so I then studied the relative energy response of these “bad” channels when compared

to the response of neighbouring channels, and channels in a similar radial position. These studies were

both meant to evaluate an energy correction that could be applied to the channel, and also discover

channels which did not have the expected energy response, even though there was no fault present in the

calibration waveform. This work then moved on to using a similar technique to study the positioning of

the FCal (and therefore the entire LAr end-cap) with respect to the beampipe after long shutdowns.

My work with the FCal allowed me to contribute to the ATLAS Luminosity Taskforce where I was

responsible for evaluating the long-term stability of the ATLAS luminosity algorithms, and evaluating

the luminosity as determined by the FCal HV currents. Initially, my work was meant to focus on

developing a new calibration of the FCal to account for observed non-linear behaviour of the original

calibration. However, this work was quickly replaced with understanding the source of the “drift” of the

FCal’s response with respect to the main luminosity algorithm in ATLAS: BCMV EventOR. This involved a

detailed study of a variety of topics, such as the beam-spot drift, beam backgrounds, material activation,

drifting calibrations, and faulty HV modules. It also lead to the derivation of a new luminosity algorithm,

which I helped develop, using the pile-up noise in the FCal as a measure of the instantaneous luminosity.

I was also heavily involved in the operations of the Liquid Argon Calorimeter. In 2011, I started as

one of the hardware on-call experts, responsible for reacting to any hardware related faults, which was

most often a trip or other fault in the high-voltage system. After the 2011 pp run, I was asked to serve

as one of the ATLAS Run Coordinators for the 2011 and 2013 heavy ion runs, and the 2012 pp run.

My last contribution to the operations of the LAr Calorimeters was as the Calo Shift Coordinator.

I was responsible for coordinating the merge of the LAr, Forward and Tile Calorimeter desks in the

ATLAS Control Room, managing shift booking, shifter training, and managing/recruiting the team of
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Super Shifters. The Super Shifters were responsible for helping to train new shifters, managing the shift

environment, and acted as a liaison between the shift crew and operations crew at the Calo desk.

The analysis presented in this thesis is also in some ways a contribution to the ATLAS Collaboration.

However, much of the technical work was not relevant to the thesis, and was left out of this document.

One of my largest contributions to the H →WW → `νjj analysis was as the software developer of the

group’s common analysis framework (CAF), and the production coordinator responsible for the creation

of the group’s datasets and managing the dataset distribution on the remote storage sites. This code

formed the skeleton around which the analysis presented in this thesis was built upon. The other large

contribution was evaluating the interference between the resonant H → WW and continuum SM WW

processes in the VBF mode, as well as determining the uncertainty. This work was used by both HSG3

high-mass WW analyses. This work also led to me working with ATLAS’ HSG2, where I contributed

to the off-shell coupling analysis by determining the effect of a variable Higgs width on the interference

spectrum using the MC program Phantom.
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Selected Publications
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√
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determination for the 2012/2013 runs.
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