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Abstract

In this thesis, a method for the recovery of QED Final Statdi&&n
photons emitted from muons at small (colline&R < 0.15) angles is ex-
tended to include photons emitted at larger angid® £ 0.15) from both
electrons and muons. The method is used in the search fosHiggpon
decays to 4-leptond] — ZZ* — 4¢, in ATLAS, correcting 3 out of 60
candidate events. It is also applied in the search for Higgsigs to &
boson and a photoi| — Zy, introducing a 2% improvement in the upper
limit set by the analysis, yielding 24S Matmy = 1255 GeV (95% CL).
The method is also used in the measurement of the photorrceteany-
netic scale to provide a precision better thabP, reducing the measured
Higgs mass systematic uncertainty obtained fromHhe»> yy analysis.
Data-Monte Carlo comparisons are performed to ascertaindhdity of
the procedure before its application to thé&elient measurements. The
collinear photon selection has afiieiency of 70% and a purity of 85%,
and a collinear photon is found in 4% df —» u*u~ events. The non-
collinear selection has arffieiency of 60% and a purity 95%, and a
photon is found inv 1% of events.

The second part of the thesis presents new results from éogeeproto-
type Gaseous Photomultiplier detector based on a cascadeaf GEM
structures intended for gamma-ray position reconstrogtidiquid argon.
The detector has a MgRwindow, transparent to VUV light, and a Csl
photocathode deposited on the first THGEM. A 10%camea is instru-
mented with four readout channels. A gain of B)® per photoelectron
and~100% photoelectron collectiorfficiency are measured at stable op-
eration settings. A-100um position resolution at 100 kHz readout rate
is demonstrated at room temperature. Structural intetgis of the de-
tector and seals are successfully performed at cryogempdgatures by
immersing the detector in liquid Nitrogen, laying a goodridation for
future operation tests in noble liquids. This new type ofideyprovides a
low cost solution for large-area real-time gamma-ray imggi
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Chapter 1

Introduction

1.1 Particle Physics

The theory currently best describing the composition ateraction of all matter is
the Standard Model (SM)], accurately verified through experiment. All matter is
composed of two dierent elementary particles: quarks and leptons (fermiaitts w
half-integer spin). There are sixftirent flavours of quarks with electric charge,
strangeness (S), charm (C), bottom (B) and top (T) quantumbews, classified in
three generations:

q| Q C B T
_ ) d|-3] 0] 0] 0] O
First generation
ul 23,07 0| 0|0
|s|-¥3|-1{ 0] 0] O
Second generation
c|223|011| 0|0
_ _ b|-23/]0(0]-1] 0
Third generation
t]| 230|001

Table 1.1: The family of quarks divided into the thre@elient generations and with
quantum numbers. The sign convention is to associate regptantum numbers with
negatively charged particles, and vice versa.

Each quark can have threefférent 'colours’, and each has an associated antiquark
with inverse quantum numbers and anticolour.
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There are six leptons, classified according to their elediarge and electron,
muon and tau lepton numbersg(ly, 7).

¢ || QL | L, L,
, . e|l-1] 1| 0| O
First generation
ve| O] 121 0| O
-2 0 1] 0
Second generation
v, 0] 0] 1|0
: . T |-1] 0] 0] 1
Third generation
v |O| O] 0| 1

Table 1.2: The family of leptons divided into the threéelient generations associated
to their lepton numbers. The sign convention is to assigitigesjuantum numbers
with negatively charged particles, and vice versa.

Each lepton has an associated antilepton with opposit&rielebarge and lepton num-
bers.

All leptons and quarks interact via the weak force, whileyoctharged leptons
and quarks interact via the electromagnetic force. Quantesact additionally via the
strong force. These three forces are mediated by spin 1 taeers. The electro-
magnetic force is mediated by the photgnan electrically neutral boson. The weak
force is mediated by the neutra boson and the electrically charg®d* and W-
bosons. The strong force is mediated by an octet of colousedris, the gluons. The
gravitational force mediator particle, the graviton, hasleen experimentally found,
but a spin 2 particle is required by theoretical argumentshigh interaction ener-
gies Q >> 100 GeV), the electromagnetic and the weak force are unified,it is
expected that at energies 6{10'® GeV) all forces unify and can be explained by a
Grand Unified Theory (GUT).
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Force Bosons

Electromagnetia Y
Weak Z0 W=
Strong g

Table 1.3: Force mediator bosons for the thretedent forces of the Standard Model.
There is only one photon,®Zand W=, but there are eight fierent gluons carrying
different linear combinations of pairs of the threffetient colours of the strong force.

One additional particle, explaining the origin of the mafsalleelementary particles
(except neutrinos), is the Higgs boson, the particle aasetito the Higgs field and the
only scalar (spin 0) elementary particle known to date.

1.1.1 Early developments

Before the discovery of all the flerent forces fiecting elementary particles, the ques-
tion of how is the atomic nucleus bound together was a pugzire. From the knowl-
edge of just electromagnetism and gravity, Hideki Yukawaocbaded in 1934 that a
different force must exist that overcomes electromagnetidsigpubetween protons
and keeps these and neutrons bound together. It was uradlygoalled the strong
force, and in the same way as the electromagnetic force, Walkaoposed that the
strong force took place between two distant nucleons viantieechange of a mediat-
ing particle. He concluded that if the strong force could Ibetclassically felt it was
because it had a very short range (on the order of the nudlewesio the intermediate
particle being massive.

A general expression for the force at a distance between anies is%/a, where
r is the distance between the particles @and therangeof the force. A rough esti-
mation from the uncertainty principl®EAt > % can be carried out to obtain a value
for the mediator mass. AssumingE/c®> = My @ =~ 1 fm andAt ~ a/c, then
m = ziac ~ 100 MeV/c®. Yukawa called this particle thmesonand when the charged
pion 7* was experimentally foundn{ ~ 140 MeV/c?), it was assigned the role of
strong force mediator.

However, as new particles behaving experimentally likentaere found fnesons
like the K*, KO, p, ...) as well as new heavy particles belonging toltheyonfamily
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(A°, A*, Q7, ..)), the quark model was proposed. It proposed that bargiod mesons
were composite particles of more elementary particlesgtfaks (initially only three

flavours were known). Every baryon would be a composite cdahguarks, and a
meson would be a composite of a quark and an antiquark.

The fact that quarks had never been observed was a funddrpesitéem. Also,
the A** baryon could only be explained by the composition of truegiarks, which
would violate the Pauli exclusion principle. The problenswalved with the inclusion
of a new quantum number, tleolour. If one requires every quark to carry one of
three colours (saxed, greenor blue), then the Pauli exclusion principle would not be
violated. Also, if every observed particle in naturee@ourless(it contains the three
different colours together or equal amounts of colour and daticp then quarks must
be bound inside mesons or baryons, explaining why free guaeke never observed.

Before the proposal and discovery of the neutrinos, thebatiout nuclegs decay
was that an atomic nucleus decayed into another nucleusowétextra unit of charge
via the emission of an electr@n. For examplejoK — 30Ca+e™ or$iCu— $3Zn+e.

In generabP — , 2Q + e". This kind of three body interaction is kinematically fully
determined, and specifically the energy of the electron &ifend given by the masses
of all the participants:

__m-mgeng

M (1.1)

However, experimentally this was only tmeaximumelectron energy observed.
This led Pauli to the proposal of a new patrticle, the neutrinand further research
allowed to determine that there existed fietient neutrino for each of the charged lep-
tons and the corresponding antineutrinos for the antilepttogether with a dierent
guantum lepton number for each generation.

Thus we now know that nucleg@rdecay occurs via the decay of a neutron into a
proton, an electron and an electron antineutrino:

nN—p'+e +ve (1.2)

And similarly for other decays that seemed to be missing nmdume and energy, like
pion and muon decays.

All particles decaying in this way seemed to have a relagil@hg lifetime, sug-
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gesting a new force that was baptisedveskforce. All quarks and leptons interact via
the weak force via neutral-current interactions and ctaxgerent interactions. The
electrically neutraZ boson can be emitted or absorbed by a lepton or a quark. The
Z boson mediates processes such as neutrino-electronrsptef f pair production
from electron-positron collisions (where photon exchatigeninates at low energies).
The fundamental vertex of charged-current interactiotisasof the conversion of any
charged lepton into its corresponding neutrino via the simmsof aW=* boson or the
strong-flavour violating conversion of a positively (nagaly) charged quark into a
negatively(positively) charged quark via the emission daboson. For example,
this is the process involved in nuclgadecay:

d — u+W~
_ (2.3)
W > vy.+€e
Or inverse nucleag decay, the process used to confirm the existence of the afectr
antineutrino in the Reines and Cowan experiméht [

Ve+p—n+e' 1.4)

Further experiments led to the determination that the weedefviolated parity con-
servation, acting only on left-handed particles and riggutded antiparticles.

Despite the great ffierence in strength, weak and electromagnetic interactions
were showed to be fierent manifestations of the samlectroweakorce. The Glashow-
Weinberg-Salam theory of electroweak interactions shaaithe diference in strength
could be attributed to a very high mass of the weak gauge Isosidre masses of the
weak bosons are experimentally determined to3pe [

my = (80.385+ 0.015) GeVc?

(1.5)
m, = (91.1876x 0.0021) GeVc?

1.1.2 The Standard Model

The Glashow-Weinberg-Salam gauge theory of electrowessaations is a Yang-
Mills theory based on the symmetry gro§dJ(2). x U(1)y that describes the elec-
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tromagnetic and weak interactions of quarks and leptomen§tinteractions between
quarks are described by the theory of Quantum Chromodyrsa(®ICD), based on the
S U(3)c symmetry group. The Standard Model of particle physics esifioth theo-
ries and describes these three forces of natijré his theory comprises two kinds of
fields: matter and gauge fields.

The matter fields are the three fermion generations of chwakks and leptons
defined by the chirality operatdif g = %(1 ¥ y°)f (L = Left-handed. R= Right-
handed). Only massless left-handed neutrinos (and rightidd antineutrinos) are
considered in the theory. Left-handed fermions belong takwsodoublets, and right-
handed fermions to weak isosinglets:

: 1 v _ c
I}?),L,R = ié,o . |—2 = (}Ali) , a?z = HURrs Q2 = ( ) s uRz = Cg, dRz =R (16)
L L

Vi _ t
L3:( _) s By = Tw QSZ( ) , Ur, =1g, dr,=br

L b/,
Hypercharge is defined for fermions as a function of the tbinthponent of their weak
isospinl? and their electric charge in units of the proton chargg:
4

1
Yi=2Qi-23=Y,=-1 Yo =-2 YYo=z, Yo ==z Y

2
3’ UR; 3’ R = _§ (17)

wherei = 1, 2, 3.

The gauge fields are the particles that mediate the interecof matter fields.
They are bosons of spin on8,, corresponding to the generatérof U(1)y and the
fieldsWL, i = 1,2,3, which correspond to the generatd@§ a = 1,2, 3, of SU(2),,
equivalent to% the Pauli matrices:

1 01 0 -i 1 0
T2 = =12 , Tl = s T2 =1. ! s T3 = (18)
2 10 I 0 0 -1

with commutation relations:
T2, T°) = ieT, (1.9)
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wheree?* is the Levi-Civita symbol. The strong interaction has eigiediating gluon
fieldsG§, a= 1,2, ... ,8 corresponding to the generators{(3)c, given by% the
3 x 3 Gell-Mann anticommuting matrices, which follow the contation relations:

[T, T°| = if®eT,  with Tr[ToT®| = %5ab (1.10)

where f2°¢ are the structure constants, completely antisymmetribérttiree indices.
The field strengths are given by:

B,, = d,B, - 9,B,
W2, = 9,W2 — 0,W2 + o™ WPWS (1.11)
G:, = 0,G3 - 8,G% + s F*G.GS

whereg, andgs are the coupling constants 8fU(2), andS U(3)c respectively, and,

is the coupling constant &f (1)y. Self-interactions between gauge fields occur for the
the non-abeliars U(2). andS U(3)c groups. Minimal coupling takes place between
the matter fieldgy and the gauge fieldg, through the covariant derivativ@,, which,

for quarks, is defined as:

. . Y,
D,y = (8, — i0sTaG? — igaTaW2 — |91§B# W (1.12)

resulting in couplings of the forrgiyV,,y*y between fermions and gauge fields.

The Standard Model Lagrangian for massless fermions anahisas given by

1 1 1
Lsy=-=GC2GY - W2 W - -B, B"
SM 4 uv—a 4 uv " Ya 4 H (113)

+ LiiD,0*L; + &iD, Y er + QD ¥ Q + UriD,¥"Ur + driD,y"dr

which is invariant under locab U(3)c x SU(2). x U(1)y gauge transformations. For
example, the electrowe&kU(2), x U(1)y sector is invariant under

L(X) = L(X) = raOT+H0Y () R(x) - R(X) = €*®YR(x)

» » 1. .0 . 5 1 (1.14)
W, (X) = W,(X) — gaya(x) —a(X) x W,(X), Bu(X) = Bu(X) - aaﬂﬁ(x).
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Experimentally, quarks and leptons are massive partielesyell as the three weak
force mediators. Mass terms of the forrmyy can be added to account for the matter
masses without violating gauge invariance, but a mixtuisaxpin doublet and singlet
occurs within each generation. The addition of a boson neass3M3,W, W+ would
violate S U(2) x U(1) gauge invariance. The addition of the experimentallyesbed
mass into the theory avoiding the violation of gauge invazéacan be achieved via
the Higgs-Brout-Englert-Guralnik-Hagen-Kibble mechamiof spontaneous symme-
try breaking b, 6, 7], usually referred to as the Higgs mechanism, which intoedua
scalar field.

1.1.2.1 Electroweak symmetry breaking

In the SM, three gauge bosons need to acquire nV&l$s4), while keeping the photon
massless and the symmetry of QED unbroken. The scalar figiavith be introduced
must therefore provide three degrees of freedom. The sghpleice is arS U(2)
doublet® of complex scalar fields:

¢+
® = ¢0], Y, =+1 (2.15)
The scalar field Lagrangian
Ls = (D*®) (D,®) - V(D), V(®)=p*d'd + A(O'D)? (1.16)

has to be added to the Lagrangian from equafidi8 For A > 0, the potential is
bounded from below, and the minimum(@®|0) = O if u*> > 0. However, fo? < 0,
® develops a vacuum expectation value (vev} 0 with a continuum of minima at
O'P = —g. Choosing a particular minimum in the neutgdl direction preserves
U(1)oep invariance:

(@) = (0|®I0) =

], VN (1.17)
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The scalar doublet can then be reparametrised as follows:

G, + 16 . a 0
D=\, S = L Gl . , a=123 (1.18)
W(VJF H) —i6;3 W(\H H(X))

to first order around the selected minimum. A gauge transdtion can then be per-
formed to get rid of the unphysical degrees of freedom:

D(X) — D'(X) = eV (x) = % (V+ OH(X)J (1.19)

and then calculat®, ®J* to obtainLs:
1 1 . 1
ID,® = 5(a#H)2 + ég§(v+ H)? W, + W2 + é(v+ H)?g.We — guB.°.  (1.20)

Four fieldsW7, Z, andA, can be naturally defined as linear combinations of the origi-
nal W, andB,:

1
V2

WS -a:B, _ W +0iB,

J%+ﬁ’ O+ 02

whereA, is the field orthogonal t&@,. Substituting the new fields and extracting the
terms quadratic iW*, Z, andA,, the masses associated to the new particles can be
obtained:

W* = — (WL FiW3), Z, (1.21)

1 1
MG W W + EM%Z#Z" + EM,%A#A" (1.22)
Three gauge bosons acquired mass:andZ, while the photon remains massless:
1 1 > -
Mw = EVgZ’ Mz = Ev,/g2 +07, Ma=0 (1.23)

So by spontaneously breaking t8&J(2), x U(1)y into U(1)q, three goldstone bosons
appeared. By performing a gauge transformation these tmphysical degrees of

freedom were incorporated as the longitudinal degree efdiven of the weak gauge

bosons, thus allowing for the acquisition of mass. The pihodonains massless, since
the electromagnetid(1)o symmetry remains unbroken.
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Fermion masses can be generated using the same scalab {€lé- 1) and with
® = ir,®* (Y = —1). The followingS U(2). x U(1)y invariant Yukawa Lagrangian
must be added:

LF = —ALDeR — 1;QPdR — 1,QDUR + ... (1.24)

For instance, the electron term results in:

1 0 1

———e(Ve, € = ——A(v+ H)e 1.25
7z o eeL)[V+H]eR 7z el JeLer (1.25)
and the constant term gives a massrf= %/lev. And analogously for the other
fermion massesy, = %Auv, my = %/ldv, etc., except the neutrinos, for which no

right-handed counterpart has been observed.

1.1.2.2 The Higgs boson

The kinetic part of the Higgs field in the Lagrangiang (9,H)? comes from the covari-

ant derivativgD,®|?, and the mass and the self-interaction terms come from tiarsc
. ] ] . . . 0
potentialV(®) = 120D + A(dTD)2. Usingv? = —u?/1 and insertingd = % ,
2{v+H

the Higgs field Lagrangian becomes:
1 2 2 3 A 4
Ly = 5(6ﬂH) — AVPH? — AavH® - 21H (1.26)

The Higgs mass is given biylZ = 2Av? = —2u%, whereA is an arbitrary parameter of
the Standard Model. The strength of the Higgs self-intesastis therefore propor-
tional to the square of its mass:

M2 A M3

YR Qn4 o< —

gH3 o AV =

The coupling of the Higgs to fermions and bosons can be aedesnibstituting their
masses back into the Lagrangian:

H H
Ly, ~ MZ(1+ V)Z’ L ~ —mg(L+ V) (1.28)

10
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giving the following coupling strengths:

Mg M\Z/ M\Z/
OHfr &< RV OHvv RV OHHvV 2 (1.29)

The vacuum expectation valués calculated from thgv* mass and the Fermi constant
Gg, obtained from experiment:

1/2
1 V22 1
( 92) = ~ 246 GeV (1.30)

Mw = = = S
W 292V 86, \Y; (\/fG,:)l/z

11
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Chapter 2

The ATLAS experiment

2.1 The LHC

The Large Hadron Collider (LHC)X] is currently the newest and highest energy par-
ticle physics hadron accelerator and collider in the worldcated at CERN, near
Geneva, with a circumference of Z&m in the tunnel excavated for the LEP machine,
it was designed to achieve a centre-of-mass energyf 14 TeV in proton-proton
collisions with a luminosity of 1% cm™2 s™* and an energy of.8 TeV per nucleon in
Lead-Lead collisions at a maximum luminosity oi@m=2 s™1. The search for the
Higgs boson and physics beyond the Standard Model as weltles@er understand-
ing of CP-violation and quark-gluon plasma motivated thestrauction of the LHC as

a discovery machine, with the highest collision energy amdihosity technologically
available to access the very low cross section interactiwedicted by the physics
models.

Before being injected into the main ring, the particles arst fore-accelerated.
lonised hydrogen gas is fed into the LINAC2 (see figar), where each proton is ac-
celerated to an energy of 50 MeV. The next step occurs in tbeoRrSynchrotron
Booster (PSB), where the protons are further accelerated4t@seV, and then to
25 GeV in the Proton Synchrotron (PS) and to 450 GeV in the SBpeton Syn-
chrotron (SPS) before the injection into the LHC via the Tl &'18 transfer lines.
The protons are accelerated to working energy~fa20 min and then circulated for
5 to 24 h while collisions occur. Superconducting dipole goddrupole magnets are

13
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CERN's Accelerator Complex
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Figure 2.1: The CERN accelerator complék [
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used in the LHC for focusing and bending of the beam, togetitbradditional beam-
correcting magnets. The two beams rotate in opposite dreciat a frequency of
~ 40 MHz at design energy, crossing at four interaction poattsre four experiments
are set up: LHCb (Large Hadron Collider Beauty experimafgsigned to study the
physics of B decays and CP-violation, ALICE (A Large lon @i#r Experiment),
which studies heavy ion physics and ATLAS (A Toroidal LHC Apatus) and CMS
(Compact Muon Solenoid), designed to observe all kinds ehpmena and aimed at
the discovery of new physics.

The LHC was progressing towards operatiom& = 14 TeV in 2008, but after
an interconnection between two dipole magnets failedasgtg tonnes of Helium and
damaging the accelerator, the first collisions did not happsil 2010. Nevertheless,
the decision was made to reduce the energy of collisions lfathea design energy,
\/s = 7 TeV. The centre-of-mass energy was successfully incietasé TeV for the
2012 run. In 2013 the LHC was shut down to proceed with thesszrg upgrades to
start operating at/s = 13 TeV in early 201510].

In 2012, a new particle was discovered in the search for thedaird Model Higgs
boson by the ATLAS and CMS experimentisl] 12]. The properties of the newly dis-
covered particle were later confirmed to agree with thoseebeo from the SM Higgs
boson [L3, 14, 15, 16]. Two years later, in 2014, the LHCb experiment observedra pa
ticle consistent with a tetraquark state from the studij_i%fe J/yn*tn~ decays 17].
LHC Run II, commencing in early 2015, will bring increasedliston energy and
luminosity and with this new opportunities for probing uokm physics.

2.2 The ATLAS detector

The ATLAS (A Toroidal LHC Apparatus) detectoi§] is one of the main general-
purpose detectors at the LHC. It is designed to detect thadiesi range of processes
possible in proton-proton and heavy ion collisions. It isnpmsed of a series of con-
centric cylinders playing the roles of: tracker, calorisremuon detector and magnet
system. A general view of the ATLAS detector is shown in Fegi2. Neutrinos are
the only known stable particle that cannot be detected lsydystem, and their pres-
ence is detected by missing transverse energy in the det8dterefore an excellent
angular coverage must be achieved. Forward detectors egefarsparticle detection

15
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up to angles very close to the beam.

The coordinate system of the ATLAS detector is a right-hdredeclidean reference
frame whose axis is defined by the beam direction, thaxis points from the inter-
action point towards the centre of the LHC ring, along itdwadand they axis points
vertically upwards. The azimuthal angleepresents clockwise rotations around zhe
axis, with the origin at thex axis, and is the angle with respect to ttzaxis. Pseu-
dorapidity is defined ag = —Intan @/2). In the relativistic limit (n\/E — 0), n is
equivalent to rapidity = % In([E + p.C]/[E — pLC]).

A particle’s transverse momentufi is the x — y component of it's momentum
p. Good solid angle coverage ensures that missing transreseentum (a deviation
from 5) Is due to undetectable particles, like neutrinos, sodefined per event as

pre=—-) P (2.1)

wheren is the number of particles in the event.
Transverse energyr is also used, and it is defined Bs = E cosf. Analogously
to missing transverse momentum, missing transverse efsftfy= |p;"*] is defined.
Angular separation between two patrticles is usually measur the §, ¢) plane.
The quantityAR = /A7 + A¢? is used, wheren andA¢ are the diference in pseu-
dorapidity and azimuthal angle between the two particldss s particularly useful
due toAR being Lorentz invariant under boosts along the beam axis.

2.2.1 Physics requirements

The ATLAS detector was designed to detect new physics psesewhose cross-
section is expected to be very low compared to Standard Maoalegkgrounds. This
implies that every new physics candidate event will be surded by dozens of sec-
ondary interactions. Excellent particle identificati&y;* reconstruction and identifi-
cation of other typical new physics signatures, as well aglaimtegrated luminosity,
are of vital importance to reject the dominant QCD jet baokgd

These goals impose certain requirements for LHC detectaddraparticular for
ATLAS.

e Very fast and radiation-hard detector components andrel@ctdevices are re-

16
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25m

Tile calorimeters

LAr hadronic end-cap and
forward calorimeters

LAr electfromagnetic calorimeters

Toroid magnets

Muon chambers Solenoid magnet
Semiconductor tfracker

Transition radiation fracker

Figure 2.2: An overall view of the ATLAS detector showing disterent components.
The chosen central solenoidal magnet and the outer torsigedrconductors were the
primary geometrical restrictions for the design of the othetector partsig].
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quired to perform under the high particle fluences at the LMGhe same time,
dealing with the presence of secondary interactions (gledemands a high
granularity detector.

Near-full solid angle coverage,(¢) is required for full event reconstruction and
E™* calculation.

Good charged patrticle tracking for well resolved momenteconstruction close
to the interaction region is essential for the identificatod secondary vertices
and the control of pile-up.

Very accurate reconstruction and identification of elawirand photons (Elec-
tromagnetic calorimeter) and of jets (Hadronic calorimeteith full angular
coverage folE{"™* measurements, vital for many new physics searches.

Excellent muon identification, momentum measurement aaciguous charge
determination up to very high muon transverse momentum.

High background rejection combined witkfieient triggering on lowpr signal
for the study of rare new physics processes.

A summary of the performance goals of ATLAS is shown in Tahle The per-

formance of the muon spectrometer is independent of the uetector for highpr

muons.
Detector component Required resolution n coverage
Measurement] Trigger
Tracker o/ Pr = 0.05%pr © 1% +2.5 a
EM Calorimeter | og/E = 10%/ VE @ 0.7% +3.2 +2.5
Hadronic calorimeter
barrel and endcap| oe/E = 50%/ VE & 3% +3.2 +3.2
forward oe/E =100% VE @10% | 31<p <49 | 31<|p <49
Muon spectrometer| o, /pr = 10% atpr = 1 TeV +2.7 +2.4

Table 2.1: ATLAS performance goalsd]. The performance of the muon spectrometer
at high muonpr is independent of the inner detector. Energy and transvecseen-

tum units given in GeV.

18



2. The ATLAS experiment

2.2.2 Tracking

The ATLAS Inner Detector (ID) was designed for EM particlemmenta measurement
and vertexing. For high-precision measurements underutménbsity provided by
the LHC a very fine detector granularity is required. The hidetector is composed
of the Pixel and silicon microstrip SemiConductor Tracke€T) and the straw-tube
Transition Radiation Tracker (TRT). It is submerged intolarBagnetic field generated
by the central solenoidal magnet.

The Pixel and SCT detectors provide precision tracking iwithi < 2.5, located
at a very small radius from the interaction region. They aveldd into two diferent
parts: a central barrel comprised of cylinders concentrithe beam axis, and the
end-caps, disks positioned perpendicular to the beam Bescentral barrel provides
longitudinal ) as well as radial and angulaR ¢ ¢) information, while the end-cap
detectors provide onliR — ¢ information of the track.

The TRT detector complements the Pixel and SCT detectorsdwding R — ¢
tracking information at a larger radius, in thg < 2.0 region. In its barrel part, the
straw tubes are placed parallel to the beam axis, dividedliat the centre; = 0.
The end-caps present a radial arrangement of the straws-tnlaeseries of wheels.

The Inner Detector is in charge of particle tracking and caviple electron iden-
tification as well as impact parameter measurements anéxvegtonstruction for
heavy-jet and- tagging.

2.2.3 Calorimetry

The calorimeters installed in the ATLAS detector cover tegion|y < 4.9. They
are meant to contain all radiation produced in each evenadourateE™ recon-
struction. Two distinct calorimeters are present: the tEbesagnetic Calorimeter and
the Hadronic Calorimeter, with a respective thicknes22X, (radiation length) and
> 9.7 (interaction length) respectively, adequate for full @ninent and to reduce
the punch-through into the muon systems.
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Tile barrel Tile extended barrel

LAr hadronic
end-cap (HEC)

LAr eleciromagnetic

LAr eleciromagnetic
barrel

Figure 2.3: Cut-away view of the ATLAS calorimeter systemd [

2.2.3.1 Electromagnetic Calorimeter

The Electromagnetic Calorimeter is a Lead-LAr calorimetéh kapton electrodes
and lead absorber plates, providing full azimuthal covenaghout cracks thanks to
their accordion shape (see Figd). It is divided into two parts: the central barrel
and the end-caps. The barrgj < 1.475) has the fine granularity necessary for preci-
sion electron and photon energy measurements, while theagrsl(1375< || < 3.2)

are coarser but sicient to conform with the physics goals. The barrel calotenes
divided into two twin half-barrels, separated by 4 mnzat 0, while each of the two
end-caps is divided into two coaxial wheels covering respely 1.375 < || < 2.5
(outer wheel) and .B < || < 3.2 (inner wheel). A presampler detector present within
In| < 1.8 provides information about the energy loss of electrorts @mtons in the
passive material upstream of the calorimeter. Itis an adipid Argon layer of 11 cm

in the barrel and & cm in the end-cap. The calorimeter region within< 2.5, ded-
icated to precision measurements, is segmented longéliginto three layers. The
first layer has the best granularity, intended for positesotution in the clustering of
cells. The second sampling absorbs most of the energy ddyielectrons and pho-
tons thanks to its greater thickness, and the rest is alddnpéehe third layer. The
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rest of the acceptance is covered by the end-cap inner wivébltwo longitudinal
segmentations and coarser lateral granularity.

For a detailed summary of the calorimeter properties (deaity, coverage in pseu-
dorapidity), see tabla.2.

EM calorimeter

| Barrel | End-caps
Number of layers ang coverage

Presampler 1 Inl < 1.52 1 15<n <18

Calorimeter 3 Il < 1.35 2 1375< |7 < 1.5

2 135< g <1475 | 3 15< g <25

2 25<|n <32

GranularityAn x A¢ vs|n|

Presampler 025%x 0.1 Inl < 1.52 0025x 0.1 15<p <18
Calorimeter 1st layery .025/8 x 0.1 Inl < 1.40 | 0050x 0.1 1375< |n| < 1.425

0.025x% 0.025 140<|n < 1475 | Q025%x 0.1 1425< |n < 1.5

0.025/8 x 0.1 15<n <18

0.025/6 x 0.1 18<n <20

0.0254x 0.1 20<|n <24

0.025x 0.1 24<n <25

0.1x0.1 25<|n <32
Calorimeter 2nd layer .025x 0.025 7l < 1.40 | 0050x 0.025 1375< || < 1.425

0.075x 0.025 140< || < 1475 | Q025x 0.025 1425< |n| < 25

0.1x0.1 25<|n <32

Calorimeter 3rd layer; .050x 0.025 7l < 1.35 | 0050x 0.025 15< g <25

Number of readout channels

Presampler

7808

Calorimeter

101760

1536 (both sides)
62208 (both sides)

Table 2.2: Main electromagnetic calorimeter system pateragl.g].

2.2.3.2 Hadronic C

alorimeter

The Hadronic Calorimeter is designed to measure the enerdydmection of QCD
jets produced as a result of the pp collisions. Due to thedrighnetration of hadronic
showers in comparison to EM showers, the Hadronic calognratist present a denser
barrier to contain all the energy of a jet and prevent the Mdetectors from being
damaged or gter from extra background events. The Hadronic calorimetensnds
the EM calorimeter and it is divided into three parts: theeTalorimeter, the Liquid

22




2. The ATLAS experiment

argon hadronic end-cap calorimeter and the Forward cagteim

Tile calorimeter

Directly around the EM calorimeter is the Tile calorimetiyjded in three overlapping
parts covering the regidn| < 1.7. The central barréh| < 1.0 and the extended barrels
0.8 < |n| < 1.7. Itis divided into 64 modules in the azimuthal directiodaadially
into three layers of B, 41 and 184 (interaction lengths) in the barrel region and
1.5, 26 and 331 in the extended barrel region. The calorimeter has steerbbss
and scintillating tiles as the active material, from whitie tight is read-out using
wavelength-shifting fibres feeding two photomultipliebés for each tile.

LAr hadronic end-cap calorimeter

The hadronic end-cap calorimeters (HEC) are two end-caglsiptaced behind each
of the EM calorimeter end-caps inside the same LAr cryostaextends from 5 <
Inl < 3.2, overlapping with the Tile|§| < 1.7) and Forward|f| > 3.1) calorimeters.
The wheels are composed of 32 identical modules, and thelnaded into two layers,
providing a depth of four segments per end-cap. The morealenheels are built
from 25 mm copper plates, and the outer wheels from 50 mm cqupees, with a
first plate of half the thickness in both cases. Liquid Argdis the gaps between the
copper plates, acting as the active medium of the detector.

LAr forward calorimeter

The Forward calorimeter (FCal) is also placed inside the éAd-cap cryostats to pre-
serve detector uniformity and reduce background levelfénniuon systems. How-
ever, in order to minimise neutron background in the inngéecter systems, the For-
ward calorimeter inner end is located® In away from the EM calorimeter front face,
imposing a more compact, denser solution. With a total dfO1, the FCal is seg-

mented into three modules per end-cap: the first, optimisedléctromagnetic mea-
surements, is made of copper. The second and third are bat& ofidungsten and are
used for the reconstruction of hadronic particles. The itoidgnal channels of a metal
array are filled with the electrode structures, paralleh beam line and formed of
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concentric rods and tubes. Liquid argon in the gap betwesroithand tube structures
acts as the active medium.

2.2.4 The Muon Spectrometer

The Muon Spectrometer (MS) was designed to measure the miomenf charged
particles leaving the calorimeter system. It is locatechi duter part of the ATLAS
detector, enclosing the other detector systems, coveriagge ofy| < 2.7. Muons are
MIPs! able to cross the electromagnetic and hadronic calorimégsing only a small
percentage of their energy to ionisation. The measurenféghed momentum relies
on bending their trajectory in a magnetic field and measuttiegdeviation from the
track reconstruction. The field in th < 1.4 region is provided by the large toroidal
magnets visible in figur@.2 In the range B < |5 < 2.7 smaller magnets situated
at the ends of the barrel magnets provide the magnetic fieddssary for bending.
In the transition region between these two range4,d | < 1.6, both magnetic
fields combined deflect the charged particle. In all casest@gnetic field is mostly
perpendicular to the muon direction and it minimises theltgsn deterioration from
multiple scattering.

In the barrel region, three cylindrical chambers concemtrthe beam axis measure
the track bending. In the transition region and the end-cdgeschambers are planar
and arranged perpendicularly to the beam axis. Precisakitrg is performed by the
Monitored Drift Tubes (MDTs) and the Cathode Strip Chami{@SCs). The MDTs
cover the regiony| < 2.7, except the innermost end-cap layer, which extends only to
Inl < 2.0. They consist of aluminium cylinders with a diameter of 3with an anode
wire in the axis and filled with a mixture of A3%CG,. Muon ionisation electrons drift
towards the anode wire and produce a signal that can be tintletrigger information,
providing an overall resolution of 3ém, and 80um per tube. The CSCs are used
in the higher flux 20 < || < 2.7 region due to their higher rate capabilities and
time resolution. They are multiwire proportional chambeith the cathode strips
perpendicularly aligned for 2D position reconstructiorthw60 um resolution in the
bending plane and/m in the direction perpendicular to the bending plane. Tergwy
is performed with the Resistive Plate Chambers (RPCs) irb#reel and Thin Gap

IMinimum lonising Particles.
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Chambers (TGCs) in the end-caps. RPCs provide fast triggémni the barrel region
Inl < 1.05. They consist of resistive plates separated by 2 mm awed filith a gas
mixture that is ionised when traversed by a muon. A high gtefield applied between
the plates accelerates the ionisation electrons and gesemacascade that induces
a signal in the metallic electrodes on the outer surfacesi®fré¢sistive plates. The
TGCs are used for fast triggering and to provide an additiamemuthal coordinate
measurement in the end-cap regions to complement the MDdnadt is a multiwire
proportional chamber that covers the regiod5l || < 2.4 and a time of response of
25 ns with a 99% probability.

2.2.5 Trigger, readout and data acquisition

The trigger system is subdivided into three levels: L1, L& #re Event Filter. The su-
perior levels apply stricter or additional selection arddo the events accepted by the
previous trigger subsystem. The L1 is triggered when lggimuons, electrons, jets
or r-leptons decaying to hadrons are found, or when a high ng$sirand totalEt is
measured. Higlpr muons trigger the RPC and TGC systems previously descréned,
calorimetric triggering is based on measurements withecedgranularity. A selec-
tion is then applied in the central trigger processor, wipgescaling is also available
to optimise bandwidth use. L1 also defings#) Regions of Interest (Rol’s) including
information about the event and trigger characteristié&suges the Rol data to access
full granularity information about the event in the, §) areas flagged by L1, and it
is optimised to reduce the event rate~t®3.5 kHz spending an average of 40 ms per
event. The Event Filter subsequently reduces the eventaate200 Hz with diline
software that employs 4 s per event.

2.3 Particle reconstruction and identification in the Elec-
tromagnetic Calorimeter

2.3.1 Energy reconstruction

Electromagnetic particles interact with the dense leadrdles plates and start an elec-
tromagnetic shower that subsequently ionises the liqugbAmedium between the

25



2. THE ATLAS EXPERIMENT

plates. Charge in the form of ionisation electrons thentsltdwards the electrodes,
inducing a signal proportional to the energy that was dépdsn the medium. The
signal is amplified, shaped and stored, and later digitiseld@constructed cell by cell
if the level-1 trigger fires.

2.3.2 Clustering and particle reconstruction

Inthe regiorn| < 2.47, electrons and photons are reconstructed from clustereogy
deposited in the calorimeter. The energy deposited in allahgitudinal segments of
the calorimeter in the regions ofm x A¢ = 0.025x 0.025 grid is summed. These
energy towers then seed the standard ATLsA8ing-windowalgorithm that, starting
from regions ofEr > 2.5 GeV, looks for contiguous energy deposits with windows
that cover regions of & 5 towers. If a cluster is matched to an ID track whose origin
corresponds to a vertex in the interaction region, it is mered to be an electron.
Tracks originating from photon conversions can also betified, and in such case
the cluster is considered a single or a double-track cosgigrthoton, depending on the
number of reconstructed tracks found to match the clustero tracks match it, the
cluster is classified as an unconverted photon.

Electron clusters are then recalculated using a windowrspgran area of & 7
Layer 2 cells in the Barrel calorimeter, and 5 Layer 2 cells in the End-cap calorime-
ter. Photon clusters in the Barrel calorimeter are recanstd with a 3x 7 window
in the case of conversions, and with &% window in the case of unconverted pho-
tons, accounting for the reduced lateral size of the showethe End-caps, a & 5
window is also used for both converted and unconverted pisotdhe lateral size of
the window was optimised as a compromise between the covefdfe energy, dis-
tributed in the calorimeter fferently for each of the three cluster classifications, and
the minimisation of pile-up and noiséfacting the energy measurement. The cluster
energy is calibrated applying correction factors cal@ddtom a full simulation of the
detector accounting for energy lost in the passive matepsiream of the calorimeter,
lost beyond the EM calorimeter and deposited on cells neighbg the reconstruction
window.
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2.3.3 Electron and photon identification

Electrons and photons leave distinctive energy deposiiiothe calorimeter, and their
characteristics can be identified studying variables agtatto the dierent layers
of the EM calorimeter indicating the longitudinal and tre@ise characteristics of the
shower.

The compatibility of an energy cluster with an electron isided with a set of three
cuts with increasing background rejectidroose MediumandTight Loose identifi-
cation criteria include shower shape variables from themsgcalorimeter layer, as
well as the energy deposited in the hadronic calorimeterteuk quality and track-
matching parameters. The tighter selections are stricteyaad variables and impose
additional cuts on track and energy-related quantitietuaing variables from the first
calorimeter layer.

Photon identification is subdivided in only two categoriespseand Tight The
distributions of the calorimetric variables usédj are shown in figure2.5t0 2.13
for both unconverted (a) and converted (b) photon candidaith Er > 20 GeV and
In] < 2.37 (excluding 137 < |n| < 1.52) selected fronZ — ¢¢y events obtained
from the 2012 data sample (dots). The distributions for plietons from simulated
Z — {ty events (black hollow histogram) and for fake photons frordrbaic jets in
Z(— )+ jets (red hatched histogram) are also shown, after rewiamgyktheir 2DEt
vs 7 distributions to match that of the data candidates, andecting the respective
calorimetric variable by the average shift between datasamdilation distributions
determined from the inclusive sample of isolated photordkates passing the tight
selection per bin ofr{, Er) and conversion status. Photon isolation is required on the
photon candidate but no criteria on the shower shape argedppihe photon purity
of the data sample is 99% [20]. Good agreement between data and Montecarlo and
apparent dierences between signal-background and converted-untedyghotons
are observed for the fierent variables. The Loose identification criteria apptied
photons are equivalent to the electron case, excluding#ic&-related variables, and
the selection is used for triggering purposes. The set odblas used for the Loose
criteria are:

e The fraction of energy deposited on 3 to a 7x 7 window of second layer

27



2. THE ATLAS EXPERIMENT
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sensitive to the width of the shower in thelirection (see figur@.5).
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Figure 2.5:R, distribution for a selection of unconvertes) @nd convertedd) photons
from Z — ¢¢y events in data (dots) and Monte Carlo simulation (blackolgistm),
compared to a sample of fake photons fr@df> ¢¢)+jets events (red hatched his-
togram) withEr andn reweighted to match the photon distribution, as described i
section2.3.3

e The width of the shower in the second layer in #fdirection, defined as the cell-
energy weighted standard deviation of theosition of each cell in a window of
3 x5 (see figure.6)

(2.3)

Wy2 =

> (Ec-m3) _ [Z(Ec‘nc)rl
2 Ec 2 Ec

e The fraction of transverse energy deposited in the wholedmacl calorimeter
(0.8 < || < 1.37) or only in the first layer|f| < 0.8 or|p| > 1.37) to the energy
deposited in the EM calorimeter (see figar&)

had
— ET

Rhad - ET (2 4)
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Figure 2.6:w, distribution for a selection of unconverteg) @nd converted) pho-
tons fromZ — ¢¢y events in data (dots) and Monte Carlo simulation (blacloigistm),
compared to a sample of fake photons frdif+> ¢¢)+jets events (red hatched his-
togram) withEr andn reweighted to match the photon distribution, as described i
section2.3.3

The Tight identification criteria impose stricter cuts oe trariables used for the
Loose selection, and it includes cuts on additional vaesladptimised to reject the
background fromx® — yy decays, two very close photons that leave a broader shower
resembling a single photon deposition. The cuts are optinisr robustness under
pile-up conditions. An additional variable from the secdagkr is used:

e The fraction of energy deposited on &3 to a 3x 7 window of second layer
cells s
Ry = £ (2.5)
3x7
sensitive to the width of the shower in tlgedirection, a discriminating vari-
able between converted and unconverted photons thanks todlgnetic bend-
ing of charged patrticles in the direction provided by the magnetic field (see

figure2.9).
And the rest are Layer 1 variables:

e The lateral containment of the shower in thairection, calculated as the fraction
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togram) withEr andn reweighted to match the photon distribution, as described i
section2.3.3
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Figure 2.8:R, distribution for a selection of unconvertes) &and convertedd) photons
from Z — (¢y events in data (dots) and Monte Carlo simulation (blackolgistm),
compared to a sample of fake photons frdfr> ¢¢)+jets events (red hatched his-

togram) withEr andn reweighted to match the photon distribution, as described i
section2.3.3
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of energy deposited three strips away from the strip withhilgbest energy

_ E(+3)- E(£1)
side — E(il)

(2.6)

whereE(xn) represents the energy of the strip at positianfrom the highest
energy strip ah = 1 (see figure.9).
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Figure 2.9:F,, distribution for a selection of unconverteg @nd convertedh) pho-
tons fromZ — ¢¢y events in data (dots) and Monte Carlo simulation (blacloigistm),
compared to a sample of fake photons frdif+> ¢¢)+jets events (red hatched his-
togram) withEr andn reweighted to match the photon distribution, as described i
section2.3.3

e The diference between the second local maximum and the minimungyener
found in a strip between the first and second energy maxima

AE, = B2, - EZ, (2.7)
with a value ofAEg = 0 if no second maximum is found (see figud0).

e and the relative dierence of the two local energy maxima

S1 _ ESl
_ 1S'max 2"d max
Eratio - ESl + ESl (28)
15! max 20 max

with a value ofE44jo = 1 if there is no second energy maximum (see fig-
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Figure 2.10:AE distribution for a selection of unconvertes) @nd convertedd) pho-
tons fromZ — ¢¢y events in data (dots) and Monte Carlo simulation (blacloigistm),
compared to a sample of fake photons frdf> ¢¢)+jets events (red hatched his-
togram) withEr andn reweighted to match the photon distribution, as described i
section2.3.3

ure2.11).

The two last variables help to identify a second peak in ehssbriginated from
n° — yy decays, usually found in the first layer.

e The width of the shower in the direction with respect to the highest energy
strips calculated in a radius of three strips around it anigied to their energy

o1 — 1 2I
o = > Ei 2(lEi I ma) (2.9)

wherei is the index of the strip,... the index of the highest energy strip aBd
the energy deposited in(see figure2.12).

e The shower width in the direction calculated over the strips covering 8econd
layer cells, which is a variable number (see tghl®

Wstot (2 . 10)

computed asg (see figure2.13).
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togram) withEr andn reweighted to match the photon distribution, as described i
section2.3.3
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Figure 2.12:wg distribution for a selection of unconverteg) @nd convertedd) pho-
tons fromZ — ¢¢y events in data (dots) and Monte Carlo simulation (blacloigistm),
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togram) withEr andn reweighted to match the photon distribution, as described i
section2.3.3
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Tight identification criteria are optimised separatelydonverted and unconverted
photons, with an identificationfiéeciency of~ 85% for Er > 40 GeV and a purity of
~ 99.98% (5000 : 1). The cuts applied on the photon candidateswidiny to account
for differences in the material in front of the calorimeter and theggry, but they do

not change with photo&r [21].



Chapter 3

Reconstruction of QED Final State
Radiation in Z — ¢£¢ events for Higgs
boson mass correction

Figure 3.1:Z — ¢y diagram

The QED Final State Radiation (FSR) significantijeats the shape of th& boson
mass resonance when the particle decays iptg.a or ane*e™ pair and ay is radiated

by one of the leptonsZ — |*|I7y events belonging to th& mass pole are shifted

to lower masses when the energetic photon is neglected. afiieists all channels
with charged leptons in the final state, like —» Zy(Z — ¢*¢") orH — u*u~ and
particularly theH — ZZ — 4¢, where the omission of FSR photons leads to long mass
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tails that d@fect the mass measurement.

Final state photons are radiated at any angle with respetietemitting lepton,
with the highest probability occurring at very small angléhe amount of energy
radiated by the leptons ranges from a small quantity to aifsaggnt fraction of the
particle’s energy. In ATLAS these photons then interact ade their energy in the
EM Liquid Argon Calorimeter in the form of an energy clustearh which the photon
energy is reconstructed.

3.1 FSR photon identification

The FSR photons emitted by a lepton at a very small angle \egbect to its mo-
mentum direction are known asllinear. In such cases, the photon energy cluster in
the EM Calorimeter is located within a smalR < 0.15 cone around the lepton track,
providing a strong discrimination against otherwise itidiguishable background pho-
tons. Collinear FSR photons emitted by electrons are ysuadluded into the elec-
tron calorimeter shower and therefore do not need to be ezedv When emitted by
muons, the photon needs to be recovered from the energgludtich is sometimes
intersected by the muon track. For clusters viith> 3.5 GeV, standard ATLAS pho-
ton tools are used to reconstruct the photon energy andgraskiowever, if a muon
track has intersected the photon cluster, the photon anmatle are wrongly attached
to an electron, but the FSR photon can still be recovereaseay for electrons that
share the muon track and using the energy of the clusteriagstdo the electron.
Muons also deposit energy in the calorimeter, so this doumion must be corrected.
For clusters witltEr < 3.5 GeV, a dedicatetbpologically seededlustering algorithm
is able to reconstruct photons down to a few hundred MeV,eaépense of decreased
purity.

The FSR photons emitted AR > 0.15 with respect to the lepton direction are
known asnon-collinearor far. Due to the lack of discriminating parameters with
respect to background photons only high energy clustersarsidered in this case,
emitted from both muons and electrons and reconstructddstandard ATLAS pho-
ton tools.

A dedicated method to include collinear FSR photons in tlvenstruction of Z
bosons decaying to pairs of muons was developed and firsergessin P2). The
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algorithm was extended to include non-collinear FSR phetmitted from electrons
and muons.

3.1.1 Data and Monte Carlo samples

The studies presented here focus onZhe> u*u~ decay channel and use all events
found in the 2012 proton-proton collision data collectedya = 8 TeV (203 fb™?).
The simulated — u*u~(y) events were generated with ALPGERE], using CTEQ6L1
PDFs at LO with LOas and with up to five additional partons in the hard scattering
process, then interfaced to PYTHIR&4] (Perugia2011C tune) for hadronisation and
showering. Thefects of QED radiative corrections are calculated with PHSTZ3),

a package dedicated to the decay of resonant states. Alisssenfully simulated with
GEANT4 [2€6], including pile-up. Weighting is applied to match the age number

of interactions per bunch crossing to the measured value.

3.1.2 Photon selection

The selection of collinear photons is based on three vasallescribed below and
shown in figure3.2 Monte Carlo information was used to determine whether antev
was true signal or background. The nature of the backgro@ascalgo determined to be
either muon ionisation energy reconstructed as an FSR plustbadrons depositing
energy in the calorimeter. Note that both backgrounds aket!.

The angular separatiohR = /A2 + A¢? between the energy clusters and the
muon track must bAR < 0.15 to reduce the impact of hadronic background, as shown
in figure 3.2a(green histogram). Muon ionisation energy (blue histogrenmostly
localised atAR < 0.08. However, this is where most of the signal is present klac
histogram). To discriminate muon ionisation from true FS®tpn signal the longi-
tudinal segmentation of the EM calorimeter is used. Theifvacof energy left in the
first sampling of the calorimeter divided by the total endegyin the calorimeterf;)
is shown in figure3.2h Most of the signal leaves a significant fraction of its egery
the first calorimeter sampling{ > 10%), as photons interact with the dense medium
and an electromagnetic shower starts developing. Muore/eeds Minimum lonising
Particles (MIPs) that slowly lose energy in the EM caloriendbllowing the Bethe-
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Bloch formuld. Consequently, muons always deposit similar amounts afggria
the calorimeter, with less chances of depositing energhensimaller first sampling.
Hence, many events accumulatefak 10%, as shown in the figure.

In figure 3.2¢ the dimuon invariant mass is shown for simulated eventh wit
reconstructed FSR photon. The emission of an FSR photoryslwads to a reduced
dimuon invariant masa,, < 91.18 GeV), as can be seen in the mass distribution of
events with a true FSR photon. In contrast, muon pairs tlthhdi radiate any photon
concentrate around tiepole mass. If the fake FSR photons associated to these events
were to be included in the mass calculation, the resonaraq@esivould be distorted.
Two distinct regions are defined by t&¢B ratio, one corresponding ®/B < 1 (for
m,, < 89 GeV) and the other t§/B > 1 (for m,, > 89 GeV). For this reason, only
events withm,, < 89 GeV are considered for FSR correction.

Applying anm,, < 89 GeV cut, a purity map inAR, f;) was constructed for stan-
dard clustersir > 3.5 GeV, figure3.39 and for toposeeded clustels( < 3.5 GeV,
figure 3.3b separately. Purity was calculated as the ratio of trutbehed recon-
structed photons divided by the total number of reconsédigthotons. In the case
of standard clusters, figufe3ashows that only the region with < 10% has a purity
below 60%. Toposeeded clusters present a higher fake rateavpurity below 60%
for f; < 20% and for the higher values AR, which stops the algorithm from being
used to search for non-collinear FSR photons.

The selection of non-collineafar) FSR photons is based on the optimised set
of variables for the discrimination of photons from jets @ning neutral particles
that decay into photonsr(— vyy), the so-calledlight photon identification criteria
(see sectior2.3.3. In figure 3.4athe m,, distribution of events with a reconstructed
far FSR is shown. These photons diight and satisfyAR(u,y) > 0.15. As it was
observed in the collinear case, events with fake (or verydoergy) photons have a
dimuon mass that agrees with the Z boson mass.

Having all these results in mind, the following selectionesia were defined and
implemented in dferent Higgs searches2(], [29)):

1See for example equatidhl for the formula applied to the case of fast electrons. Fogteeral
case see e.g27].
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Figure 3.2: Distribution of true and fake collinear FSR mrst as a function of the
selection variables. Truth matched reconstructed FSRopkaire shown as a white
filled histogram. Reconstructed FSR photons matched to rdapasitions (blue) and
to particles from pile-up events (green) are stacked in #meeshistogram.d) AR of
the cluster with respect to the muon. Muon depositions tdieepalong the muon
track (AR ~ 0), while hadronic events can take place anywheb®.Distribution of
the proportion of energy left in the first calorimeter samglwith respect to the total
energy deposition in the calorimete). Most of the true FSR photons leave at least
10% of their energy in the first samplingc) ©imuon mass distribution. Events with
a fake FSR lie in the Z mass resonance, while those requiringeaFSR correction
belong to a dierent distribution. ) Three-body invariant mass of the seleckee»
wuy events. Purity after all cuts is 85%.
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Figure 3.3: Purity maps of the collinear FSR selection asatfan of photonf; and
AR(u, y). Purity is calculated as the ratio of the number of truthahat reconstructed
FSR photons and the total number of reconstructed FSR phot@nPurity map for
standard photon clusterE{ > 3.5 GeV). Purity is above 60% except fér < 10%.
(b) Purity map for toposeeded clusteisr(< 3.5 GeV). Fake rate is higher at lower
energies. Purity is below 60% fdy < 20% and for the higher values aR.

40
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Collinear photon selection:

ForEt > 3.5 GeV (standard photon and electron clusters)
e AR(y,y) < 0.15
e Photonf; > 0.1
ForEr < 3.5 GeV (toposeeded clusters)
e AR(y,y) < 0.08
e Photonf; > 0.2

If the muon track passes through the photon clusi&®(g, y) < 0.05), 400 MeV of
energy are subtracted from the cluster to account for theageemuon deposition in
the calorimeterj9).

Photons reconstructed in the crack calorimeter regiod7(k | < 1.52) or at
| > 2.37 are discarded.

If more than one candidate is found, the cluster with the ésglenergy is chosen.
The mass of the three body system cannot exceed 100 GeV, pindhen is discarded.

Figure 3.2d shows the three-body invariant mass distributiorZzof> u*u~ with
an identified collinear FSR photon after all cuts. Signalnés@re now in the Z mass
resonance distribution and purity4s85%.

Non-collinear photon selection:

If no collinear FSR candidates are found and the dimuon mass bt exceed 81 GeV,
then a search is performed in the orthogonal space of thamater AR(u",y) > 0.15
andAR(u~,y) > 0.15). Tight photon identification ané&r > 10 GeV is required. The
mass of the final three body system cannot exceed 100 Ge\¢ phttiton is discarded.

The non-collinear photon search is also performed wid pairs, following the
same procedure.

Figure 3.4b shows the three-body invariant mass distributiorZof u*u~ with
an identifiedfar FSR photon after all cuts. All signal events belong now to Zhe
resonance distribution and purity is higher than 95%.
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Figure 3.4: Mass distribution of events with a reconstrdéte FSR. @ Dimuon in-
variant mass distribution. Events with fake reconstrugtedtons concentrate around
the Z mass resonance, while events requiring FSR correctiomfalla diterent dis-
tribution. () Three-body invariant mass @ — uuy events after all cuts. Purity is
> 95%.
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3.2 Performance of the FSR recovery procedure

The performance of the FSR recovery procedure in data waesitesth a selection of
Z — u*u (y) events in a dedicated study. Two oppositely charged muathstrans-
verse momentunpr > 20 GeV in the pseudorapidity ran¢yg < 2.5 were selected.
The angular separation between them was required ®R§e*, «~) > 0.1 to avoid
overlaps. The ratio of the sum of all track transverse momena AR < 0.2 cone
around each muon and the respective muon track transversemtom should be less
than} pr/pr(u) < 10%, while the ratio of the mudgr and the sum of the calorimeter
depositionsin &R < 0.2 cone around itis required to be less thakt /Er(u) < 30%.
The impact parameter significance of each muon is requiredttsfydy/oq, < 3.5.

FSR photon candidates are selected as described abovere Bigashows the
AR(u,y) distribution of FSR photons collinear to muons, and figu3esh and 3.5¢
show theirf, and transverse enerdys distributions in data (filled circles) and Monte
Carlo (blue histogram). Figures6aand3.6b show the analogousR and E; dis-
tributions of non-collinear FSR photons. Figuse/ shows the mass distribution of
all Z - uu events, with and without identified FSR candidates, befoctafter the
FSR correction. In figur8.8the same distributions are shown, but restricted to those
events with §) collinear FSR photons an@l)(non-collinear FSR photons identified. A
very good agreement between data and Monte Carlo is seerelaafd after the FSR
correction.

Efficiency is defined as the fraction of reconstructable trueatigvents that have
actually been reconstructed, while purity is defined astthetibn of all reconstructed
events that are true signal. The collinear selection hasffasieacy of 70% in the
recovery of FSR photons and a purity of 85%. The ratio of eventh an identified
collinear FSR to alZ — uu events is~ 4%. In the case of the non-collinear selection,
the dficiency is 60%, the purity of the selected photons-i95% and the ratio of
events with respect to the total numbef%.

3.2.1 Systematic uncertainty from FSR correction

Assuming that PHOTOS correctly describes the F8Bceés observed in data, the FSR
correction may induce a systematic uncertainty in the meae sind resolution of the
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Figure 3.5: @) Distribution of AR(u, y) for FSR photons collinear to muons after all
analysis cuts. The step in the distribution is due to thegmres of both standard
clusters AR < 0.15) and toposeeded clustersSR < 0.08). (b) Distribution of f;
for FSR photons collinear to muons after all analysis cufsT{ansverse energyf)
distribution of all collinear FSR photons after all anaysuts. The minimum available
cluster transverse energy in the analysig{s= 1.5 GeV.
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Figure 3.6: @) Distribution of the angular distanc&R(u,y) between non-collinear
FSR photons and the closest muon of the event after all daalyts. b) Transverse
energy Er) distribution of all non-collinear FSR photons after allbfysis cuts. An

Er > 10 GeV cut is applied for background removal.

Z — uu resonance due to the additional systematics associated pihoton scale and
resolution.

The Z — pu distribution was fitted in the mass range (B8+ 3) GeV with a
gaussian function before and after FSR correction. Thdtseare shown in tabl8.1
for data and Monte Carlo.

The correction shifts the gaussian mean by@ + 3) MeV, and the resolution
is improved by (3+ 1)%. This change in the mass peak of the distribution will be
affected by the photon energy scale uncertainty. Approxirgatiis uncertainty by
0.5% (see chaptet) the mass shift would indicate that the additional uncetyais
40-0.005 MeV~ MeV. The same result could have been estimated knowing-tb&t
of events are corrected with a photon of average transvassgg Er) ~ 10 GeV with
an energy scale uncertainty ab6. The additional uncertainty in themass scale is
0.05-0.005- 10 GeV~ MeV. This is negligible.

Assuming a systematic uncertainty of 10% in the photon te&ol at an average
Er ~ 10 GeV BQ], 5% of corrected events will induce an(10) MeV negligible
contribution to the resolution uncertainty.
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Figure 3.7: Invariant mass distribution of @l — u*u~ events in data before FSR
correction (filled triangles) and after FSR correctionétilcircles). The MC prediction

is shown before correction (red histogram) and after ctioe¢blue histogram). Both

collinear and non-collinear corrections are shown.
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Figure 3.8: §) The invariant mass distributions @f— u*u~(y) events in data before
collinear FSR correction (filled triangles) and after autlar FSR correction (filled
circles), for events with a collinear FSR photon satisfyiing selection criteria as de-
scribed in Sec3.1.2 The prediction of the simulation is shown before correc(ied
histogram) and after correction (blue histograni). The invariant mass distributions
of Z — u*u (y) events with a non-collinear FSR photon satisfying thect&le criteria
as described in Se8.1.2 The prediction of the simulation is shown before corrattio
(red histogram) and after correction (bLiJ7e histogram).
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Table 3.1: Results of the fit in the-Z uu distribution before and after FSR correction
for data and MC. Uncertainties are statistical only.

Type Meanin,,) o (M) Mean (n,,,) o (Myy)
MC 90.86% 0.003 2.3480.006 90.9020.003 2.28%0.006

Data 90.8480.002 2.3620.004 90.8840.002 2.2960.004

3.2.2 Pile-up tests

The high luminosity of the LHC implies that for every hgog scattering there can be
dozens of soft interactions occurring simultaneously. ibuthe 2012+/s = 8 TeV
pprun, an average of 20 of these pile-up events took place per hard scattering (see
figure 3.9), and the average will grow when the centre-of-mass enexgycreased.
Pileup interactionsféect the FSR correction procedure mainly in the form of haitron
background, but itsféect is modelled by the Monte Carlo. Ensuring the quality ef th
modelling of FSR in the Monte Carlo undefi@rent pile-up conditions is necessary
to avoid additional systematic uncertainties associaiede correction.

The dependence of the FSR correction offiedent pile-up conditions was tested
collecting events in three categories defined by the averagwer of interactions per
bunch crossingu) and fitting theZ mass and resolution, comparing Data and Monte
Carlo in each case. The categories are definefas [0,17], (17, 23], (23, 40] to
contain approximately/B of theZ — uuy events each.

Collinear FSR Fit result (Data) Fit result (MC)
(w MeanGeV o/GeV MearnGeV o/GeV
0-17 90709+ 0.016 | 1888+ 0.030| 90663+ 0.016 | 1993+ 0.030
17 -23 90685+ 0.016 | 2019+ 0.030 || 90653+ 0.018 | 2066+ 0.035
23-40 90668+ 0.016 | 2067+ 0.032 || 90652+ 0.019| 2027+ 0.036

Table 3.2: Gaussian fits & — uuy mass for collinear FSR eventaR(u, y)< 0.15,
Er, > 1.5 GeV). Fits performed with a Gaussian intdo range around the mean
determined by a pre-fit.

The mass distribution & — u*u~ events with a collinear FSR photon identified is
shown in figure3.10for the three dierent categories in data (black circles) and Monte
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Figure 3.9: Luminosity-weighted distribution of the meamber of interactions per
crossing for 2012 (full pp collisions dataset).

Carlo (red histogram). The result of the fits is shown in t& No variation is found
within statistical uncertainties for theftirent(u) values, and the Monte Carlo simula-
tion reproduces well the behaviour of the data. The anahessls to be repeated when
higher(u) collision events are available before the FSR selectionguatore described
here can be used with the new data.

Far FSR Fit result (Data) Fit result (MC)

() MeanGeV o/GeV MearnGeV o/GeV
0-17 90979+ 0.051| 2063+ 0.098 | 90949+ 0.049| 2001+ 0.092
17-23 || 90974+ 0.060| 231+0.12 | 91131+0.043| 2083+ 0.092
23-40 || 91147+0.055| 219+0.10 | 91140+0.056| 175+ 0.098

Table 3.3: Gaussian fits & — uuy mass for far FSR eventdR(u, y)> 0.15,Er, >
10 GeV). Fits performed with a Gaussian i & range around the mean determined
by a pre-fit.

Similarly, the mass distribution of events with a non-cuwar FSR photon identi-
fied is shown in figur&.11 The fit results are shown in talde3. Again, there is good
agreement between data and simulation and no signifgadiependence is observed.
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Figure 3.10: m,,, mass distribution of alZ — u*u~ events with a collinear FSR
photon identified andd] (u) € [0,17], (b) (u) € (17,23], () {(u) € (23,40]. Data are
shown as black circles, Monte Carlo as a red histogram.
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Figure 3.11:m,,, mass distribution of alt — u*u~ events with a non-collinear FSR
photon identified andd) (u) € [0,17], (b) (u) € (17,23], () () € (23,40]. Data are
shown as black circles, Monte Carlo as a red histogram.
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3.2.3 H —» ZZ* —» 4¢ FSR recovery and mass measurement

The first ATLAS physics analysis to adopt the FSR photon otioe was theH —
ZZ" — 4¢ search. The procedure can recover Higgs events fallingdeutise signal
region due to radiation of photons in the final state. Only alspercentage of events
are expected to be corrected, but given the low number ofidatedsignal events it
is very important to recover as many as possible. As seen umefi§ 12 [31], the
recovery of radiative photons improves the Higgs mass mieasnt by correcting
events falling in the low-mass tail of the distribution.

In this analysis the correction is applied to the 4-leptoergs that pass all selection
criteria. Only one FSR photon is selected per event, aft@icheng for collinear g*
only) and non-collineary(* ande*) FSR photon candidates. A total of 3 events out
of 60 Higgs candidate events were corrected, 1 collinear &Rexpected) and 2
non-collinear FSR (0.6 expected). See tablefor a summary of the corrected events.

Channel| my, my, + FSR corr. | my, + FSR+ my const.
Au 113425 | 123527 (far FSR) 12336
2u2e | 109911 | 123955 (coll. FSR) 12654
2u2e 95771 | 126453 (far FSR) 12665

Table 3.4: 4-lepton candidate event masses before and=&kecorrection and mass
constraint withmy, € (110 140) GeV. Masses given in GeV.

The Higgs mass in thél — 4¢ channel is measured to by = 12451 +
0.52 GeV [32] as a result of the fit shown in figu®@13
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Figure 3.13: The profile likelihood as a function wf; for the combination of all
H — ZZ* — 4¢ channels and for the individual channels for the combinedV dnd
8 TeV data samples. The combined result is shown both witid(koe) and without
(dashed line) systematic uncertainties, and the two eatdtalmost indistinguishable.
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Chapter 4

Electromagnetic Calorimeter energy
scale control measurements with QED
FSR photons

TheZ resonance is used to set the absolute energy scale of thiedalagnetic Calorime-
ter. The calibration applied to photons is determined &ith» e*e” events. The be-
haviour of electrons is extrapolated to photons, even ifidentical, since the only
available standard candle for electromagnetic calibnatibE ~ 10? GeV is theZ
boson decaying into electron-positron pairs.

4.1 Energy scale calibration with electrons fromZ —
ee decays

In situ electron scales are extracted using & eesample and cross checked with a
J/¥ — eesample B3]. The scales are intended to correct the reconstructett@lec

magnetic energy for any residual mis-calibration due toraeter inhomogeneities

or incorrect passive material determination. The coroecds parametrised as:

Ef = E(1 + as) (4.1)
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4. EM CALORIMETER ENERGY SCALE WITH QED FSR

whereE™® is the reconstructed electron ener@y:° is the true electron energy and
i runs over the pseudorapidity bins. The mass of a di-elecwemt, neglecting the
electron mass, is given by

M =

El E2 C0S6H2 (42)

wheref,, is the angle between the two electrons with reconstructedygiit; andE,
respectively. Parametrising the energy as above, we have

Bi

. n + .
M= = VT a) AT oM = 1+ 25Dy = 14

yMee (4.3)

HereM™>is the reconstructed mass of the event with two electrond\étfds the true
mass. The so-called lineshape fit method estinfaesd calculates; ande; fitting a
Monte Carlo template to the data. The bias introduced in &émeation of the template
is estimated and corrected by applying the method to the &@Gatlo sample itself.

The results from the lineshape fit method are obtained froranapge of events
with two electrons satisfying the medium criteria from thexdy of aZ boson, with
Er > 27 GeV andn| < 2.47. The fits are performed in the range. € (80, 100) GeV.
The achieved precision in the determination of the scale ke order of 2104, and
the results are shown in Figudel

3
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Figure 4.1. Top: electron scales as a functiomafbtained from aZ — eesample
applying the lineshape fit method. Bottom: statistical astdltuncertainties.

A cross check of the linearity of response using lower enelgy — eeelec-
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4. EM Calorimeter energy scale with QED FSR

trons shows that discrepancies are accounted for by thepstation of the systematic
uncertainties to the lower energy range, as seen in figjzre
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Figure 4.2: Diterence in electron scales betweeandJ/¥Y samples as a function gf
(black points) with total uncertainty bars, applying theelshape fit method. The error
bands represent the a priori systematic uncertainty difieen the extrapolation of
theZ-based calibration t¢Et) = 11.5 GeV.

4.1.1 Sources of systematic uncertainty

Calibration uncertainties are determined from the acguoithe Z — eemethod for
the average electron transverse engfig§y) ~ 40 GeV fromZ — eedecays. Other
sources introduce energy and particle-type dependeadts that shift the energy scale
by a given amount. Thé — eebased calibrationfésets all &ects dfecting electrons
with Er = (E$), hence the uncertainties are defined as:

SE;Y(Er,n) = AE;" (Er, ) — AEF((ED), ) (4.4)

for each source of uncertainty

Table 4.1 shows the series of uncertainties common to electrons aotbipd es-
timated for unconverted photons withy = 60 GeV. The energy response of the
calorimeter is fiected by: the gain setting at which the calorimeter cells@acerded
(Medium Gain or High Gain), which depends on the energy dépasn the cell; the
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offset in the energy pedestal of electrons and photons, whaltes an energy non-
linearity mainly dfecting low-energy particles; the uncertainty from the Bregler
and calorimeter LA 2 calibration, that depends on the fraction of energy dipdsn
those layers fes, f.,); the passive material uncertainties (ID, CalorimeteydStat),
estimated from simulations with modified material. The sesrof uncertainty are
considered independent and added in quadrature.

Unconverted photongr = 60 GeV

In| range 0-0.6 0.6-1 1-1.37 1.55-1.82 1.82-2.47
Z — eecalibration 0.03 0.04 0.08 0.16 0.05
Gain, pedestal 0.03 0.02 0.01 0.89 0.55
Layer calibration 0.15 0.20 0.20 0.25 0.26

ID material 0.06 0.12 0.19 0.07 0.12
Other material 0.09 0.17 0.40 0.96 0.09
Total 0.19 0.31 0.50 1.35 0.63

Table 4.1: Summary of energy scale systematic uncertagrtiributions from sources
common to electrons and photons, estimated for unconvetetons withEr =
60 GeV, in percentd(].

Tables4.2and4.3 show the diferent systematic uncertaintie§exting the photon
energy scale exclusively. Photons cannot be reconstruictdte calorimeter crack
region,|n| € (1.37,1.52), which is excluded.

Uncertainty |7 <0.6 06<|g <137 152<y <181 181<|ny <237
Inefficiency 002 003 010 002
Fake Rate 01 006 006 003

Table 4.2: Impact on the energy scale of unconverted (ctedephotons from the
additional ingficiency (fake rate) in four pseudorapidity bins, in perc&l.|

Particle type <08 08<|n <137 152<|y <237
A(y —e), converted (@6+0.11 046+0.10 019+0.10
A(y — €),unconverted ©3+0.04 010+0.06 005+ 0.04

Table 4.3: Diterence between out-of-cluster energy loss for electrodspaiotons,
A(y — €), in percent BQ].
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4.2 Cross-check of photon scales witlZ radiative de-
cays

As mentioned before, electron scales are applied to phatesggite the fact that their
behaviour is not identical. This extrapolation must therefbe validated to ensure a
proper photon calibration. A data-driven study of radie#fvdecays was performed
for this reason. Collinear FSR photons fratn— uuy decays were used and the
results were later combined with non-collinear FSR redubt® Z — uu andZ — ee
radiative decays.

4.2.1 The double ratio method

After the application of the in situ calibration to photonsiata and Monte Cartpany
residual mis-calibrationféecting the photon energy can again be parametrised as:

Ere = EM(1+ o) (4.5)

where the indexrefers to a photon region orEr range.E™is the scale-corrected re-

constructed photon energy ag#* is the true photon energy. The three-body invariant

mass of th&Z radiative decay events is measured and data is comparedttzZarlo.

To determine the value @f, the photon energy in data is shifted byfdrent amounts

(1+ @), and the value providing the best agreement is taken astitepenergy scale.
As a way to quantify the agreement, the so-called double ragthod is used. It

relies on the following double ratio:

R(a) = (M( 0y (@))aaiad /M) )
(M(LLY)ue) [ {M(EE)e)

(4.6)

where (M(¢()....; and (m(¢£),) are the mean value of the fit of thé — ¢¢ non-
radiative event distribution from data and from Monte Carkspectively. The term
(m( ¢6y(@))ww 1S the mean of the fit of the distribution of radiatide— ¢¢y events in
data, with the photon energy shifted by€L). The same applies fdm(££y),c), but
with no injected shift. The value af for whichR = 1 is taken as the photon energy

Monte Carlo photorfEt is smeared to match the obsengéds eeenergy resolution
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scale.
Themy,, /m, ratio is intended to cancel any lepton scale uncertainti@se shifts
E; — E;/(1+ A), then at first order im:

Mery — My (A) =

1- =
1+A

Mg, y A
2

1- %D (4.7)

tly
Similarly, shiftingE, — E, /(1 + @) and neglecting all terms bd(1) in

m?
- mz—”n (4.8)

tly

2

o
Mgy — My (@) = My, [1 + =

So applying both simultaneously:

_ mft’y a rn?[ A rntz;[
rné’(’y(a, A) = m [1 + E [1 - IT]Z_D [1 - E [l - rnz—]) (4.9)

tly ty
A
1+ =

The value ofx (i.e. the systematic uncertainty @) required to cancel theffect
coming fromA is:

Given that 1- x ~ (1 + x)! for x — O:

1+A 2 117

tly

e

tty

Meey (@, A) = ey (1 - l — @ —~ ﬁn_ (4.10)

2

1_ﬁ

tly

However, when dividingn, by m,,, since the latter is also shifted by €1A):

I

And the systematic uncertainty inis reduced to simply:

oo =A|1+ (4.11)

-1
- %D (4.12)

ly

m2

ly

mt’{’y(a" A) _ Mgy 1 g m?[
M (A) My

2

o0 =A (4.13)

In the selected event%’ ~ 0.85, so the ratio reduces the impactdobn a by ~ 8.
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Figure 4.3: Schematic representation of the double ratithooe

As shown in Figuret.3, the value ofe for which R(a) = 1 is the photon energy
scale.

4.2.2 Data and Monte Carlo samples

All Z — pu candidate events found in the 2012 proton-proton collisiata collected
at /s = 8 TeV (203 fb?1) are used.

The simulated — uu(y) events were generated using SHERPA 1.4.1 run with
the CT10 PDF family at NLO with up to three additional partpnsduced in the hard
scattering with matrix elements calculated at LO. A crasse& was performed using
events generated with the ALPGERJ generator, with CTEQ6L1 PDFs at LO with
LO as and with up to five additional partons in the hard scatteriracess, then in-
terfaced to PYTHIA P4] (Perugia2011C tune) for hadronization and showering. The
effects of QED radiative corrections are calculated with PHSTZ})], a package dedi-
cated to the decay of resonant states. All events are fulylsited with GEANT4 26,
including pileup. Weighting is applied to match the averagmber of interactions per
bunch crossing to the measured value.
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4.2.3 Event selection

Events are required to have two oppositely-charged muotiisannass in the window
m,, € (55 116) GeV. If a photon oE; > 7 GeV, f; > 10% andAR(u,y) < 0.15
is found, the dimuon mass is required torng, < 89 GeV, or else it is rejected as
background. Events with photons are then required to havees-body invariant
mass ofm,,, € (55,116) GeV.

These cuts yield a photon purity ef 97% estimated from Monte Carlo simula-
tions. The main backgroundsfecting the selection arg+jets containing photons
from 7n° — vy or other neutral hadron decays, as well as muon energy digmssin
the calorimeter.

Details of the selection are in Tabléstand4.5

Muons
Trigger Singleu with pr > 24 GeV,
dimuon with bothpr (1) > 13 GeV
or pr(uy) > 18 GeV andpr(up) > 8 GeV
General Cuts | Muons with aZ position|Zpy| <10 mm to the primary vertex
Pseudo-rapidity region iy <2.4

Identification: Tight Identification criteria
Isolation: Ptcone2(@r < 0.10
pr min: pr > 20 GeV
ID Cuts: Pixel b-layer hit unless the extrapolated muon track passe

by an un-instrumented or dead area of the b-layer
N pixel hits+N crossed dead pixel sensor$)
N SCT hits+N crossed crossed dead SCT sensofs
N pixel holessN SCT holes< 3
Muons with | N TRT hits(nTRTh}N TRT outliers hits(nTRTom5(nTotal)
0.1<|nl <1.9: nTRToklnTotal> 0.9
Rest of muons If nTotat5 then nTRTomTotal> 0.9

Table 4.4: Selection criteria applied on muon candidates.

4.2.4 Results

Photon energy scales are calculated in bins of photon psapidity and transverse
energy, using two dierent generators, Alpgen and SHERPA to check for variaiions
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Photons
General Cuts | Pseudo-rapidity regiom| < 1.37 or 152 < || < 2.37
Er min: Er > 7 GeV
AR Angular distance muon-photaxR(u, y) < 0.15
fy: Fraction of energy deposited in first laykRr> 10%

Table 4.5: Selection criteria applied on photon candidates

the scale.

Various kinematic distributions faf — uu events with a collinear FSR identified
are shown in figured.4 (), 4.5 (Et), 4.6 (f,) for Alpgen (left) and Sherpa (right).
The mass distribution of af — uuy events is shown in figuréd.7, while the mass
distribution of allZ — uu events is shown in figuré.8, again for Alpgen (left) and
Sherpa (right).
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Figure 4.4: Comparison between data and Alpgen (left) ama@h(right) of thez —
uuy collinear FSR photon distribution.

Photon categorisation

The photon scales are calculatedjiand E1 regions chosen to adapt to cuts used in
various physics analyses, like the — yy analysis, and such that there idfsuent
statistics in each bin to obtain a reliable and stable reSiilé binning is set to be the
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following:

Er bins :{7,10, 15, 20, 30,100} GeV

In| bins :{0.0,0.6,1.37,1.52,1.81, 2.37}

Each set of bins is used independently to check for lineaunitgt uniformity of the
calorimeter scale.

Fit procedure

The double ratio previously described (sectbf.]) requires the mass distributions to
be fitted to extract the mean values for R@) formula. The approach taken in this
analysis has been to fit the distributions to a Gaussian inss wandow defined by
1.50 of a previous fit.

Systematic uncertainties

The scale extraction was performed applying systematiatians of the diferent cor-
rections and methods employed. These include (a) muon andléb) resolution un-
certainties, (c) fit range, (d) background contamination.

In all cases, the scale extracted from the Double Ratio ndetvas diferent from
the nominal scale by less than the statistical uncertair@y?(~ 107%).

In the case of (a), the Double Ratio method was designed toverthis éfect
(see equatiod.10. Also, the symmetry of then,, distribution cancels anyfiect
coming from (b). To check the impact of muon scale and resmiuincertainties,
the procedure recommended by the ATLAS Muon Combined Redgnce group is
followed. The muon momentum in Monte Carlo is shifted as afiom of the ID and
MS measured momenta and the combined (CB) momentum. Thanis separately
for the resolution and the scale. A total systematic unoeytaf 0.1% was found.

To check the ffect of varying the fit range (c), the scale was extracted vatiyes
different from 150. Ranges of 2o, 1.70- and 200 yielded results that ¢liered on
average by less than 1074

A systematic arising from background contamination waskeeé by calculating
the scales with a pure Monte Carlo sample (true collineatgigonly). The same
procedure was followed excluding the 3% fake events, anéftket was found to be
negligible.
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Extracted scales

The photon energy scatewas extracted applying the Double Ratio method withrthe
andEr binning previously mentioned. The results for the twiietient generators are
shown in figuregt.9and4.10 The scales are shown after the— eescale correction.
The violet band around the electron scale line at zero isulae@tic sum of the dier-
ent systematic uncertaintie§ecting theZ — eescales, as described in sectibi.l

The vertical uncertainties associated to the photon seaestatistical uncertainties

and systematic uncertainties added in quadrature.
The photon scales are consistent with the electron scaldscases and they are

generator independent within uncertainties. The averdtgreince between generators

is 0.004+ 0.005, which is consistent with zero.
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Figure 4.9: Scale factor from collinear FSR photons in bihghmtony (circles) cal-
culated with respect to Alpgen (left) and Sherpa (right)e Tiolet band around zero
represents the systematic uncertainty associated todbeat scale fror — eecal-
culations. The vertical uncertainties on the points aréssigal and systematic added
in quadrature. The barreénd-cap crack region| € (1.37, 1.52) is excluded.

These results are consistent with the scales extracteddroonthogonal selection
(non-collinear FSR) in th& — uu andZ — eeg as presented ir8f], and can therefore
be combined for a more precise cross-check of the caliliratio

Combination

A similar selection of FSR photons was performed using timeesSHERPA samples
intheZ — pu andZ — eechannels. Photons were selected in di-lepton events
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Figure 4.10: Scale factor from collinear FSR photons in lmhphotonEt (circles)
calculated with respect to Alpgen (left) and Sherpa (righthe violet band around
zero represents the systematic uncertainty associatée teléctron scale frord —
eecalculations. The vertical uncertainties on the pointssaagistical and systematic
added in quadrature.

with AR(¢,y) > 0.2 (0.4) for ¢ = u* (€*), pr > 10 GeV. Tight photon identification
and Erconeso < 4 GeV isolation was required to remove most of the backgrama
achieve an average purity of 98%.

A weighted average was chosen for the combination. Muoresaadl resolution
uncertainties were treated as fully correlated in the cowimn. The formula used for
the combination was:

@combined = W (4-14)
e fZ

wherew;, = 1/ai2 is the weight associated to each scaje The uncertainty on
QcombinegWas propagated as:

1
O combined = —'W—

The unconverted photon energy scales fir uu(y) (collinar and non-collinear)
and fromZ — eqy) (non-collinear) are shown together in figukeg¢ 1land4.12prior
to combination. Their weighted average is shown in figyrd8and4.14in bins of
n andEx, respectively. The collinear analysis was performed wittAfpgen sample
and with a SHERPA sample, and the results are shown on thaneftright plots
respectively, for comparison.

(4.15)

Good agreement is observed between the thrferdnt analyses in both bins
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Figure 4.11: Photon energy scale factors for FSR photorms filWack) Z — uu
(collinear), (red)Z — uu (non-collinear) an& — eein bins of photorny. The vi-
olet band around zero represents the systematic uncgressbciated to the electron
scale fromZ — eecalculations. The vertical uncertainties on the pointsstaéstical
and systematic added in quadrature. Collinear resultharerswith Alpgen (left) and
Sherpa (right). The barreénd-cap crack regiop| € (1.37,1.52) is excluded.
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Figure 4.12: Photon energy scale factors for FSR photoms fldack) Z — uu
(collinear), (redZ — uu (non-collinear) an& — eein bins of photorEr. The violet
band around zero represents the systematic uncertairagiassl to the electron scale
from Z — eecalculations. The vertical uncertainties on the pointsséaéistical and
systematic added in quadrature. Collinear results are shaitih Alpgen (left) and
Sherpa (right).
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Figure 4.13: Combination of scale factors from all uncote@i=SR photons in bins
of photonn (red circles). The violet band around zero represents th@gyatic un-
certainty associated to the electron scale fédm» eecalculations. The vertical un-
certainties on the points are statistical and systematlecdh quadrature. Collinear
results are shown with Alpgen (left) and Sherpa (right). Dlaerel-end-cap crack

region|n| € (1.37,1.52) is excluded.
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Figure 4.14: Combination of scale factors from all uncote@SR photons in bins
of photonE+ (red circles). The violet band around zero represents teeesatic
uncertainty associated to the electron scale fibr> ee calculations. The vertical
uncertainties on the points are statistical and systeradted in quadrature. Collinear
results are shown with Alpgen (left) and Sherpa (right).
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(Figure4.11) andE+ bins (Figure4.12. The combination of the results is fully com-
patible with the electron scales from sectibri, showing a good uniformity (Fig-
ure4.13 and linearity (Figuret.14).

4.3 H - yy mass measurement

The cross-check of the extrapolation of the» e*e~ based energy scale calibration
to photons was indispensable for the validation of the nethothe absence of a sig-
nificant bias, the Higgs mass was measured irHhe yy decay channel. Thefect

of the systematic uncertainties arising from the photonggnealibration ranges from
0.18% to 031% depending on the kinematic category of the diphoton,easribed
in [32]. The fit result, shown in figurd.15 yields a value for the Higs mass from the
H — vy decay channel ahy = 12598+ 0.50 GeV.
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Figure 4.15: Invariant mass distribution in the— yy analysis for data (7 TeV and
8 TeV samples combined), showing weighted data points witr® and the result of
the simultaneous fit to all categories. The fitted signal packground is shown, along
with the background-only component of this fit. Théféient categories are summed
together with a weight given by th&b ratio in each category. The bottom plot shows
the diference between the summed weights and the background centpurihe fit.
From [32]
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Chapter 5

Search for Higgs boson decays to a

photon and aZ boson inpp collisions
at Vs = 7 and 8 TeV with the ATLAS
detector

5.1 Introduction

In July 2012, the ATLAS 35| and CMS [B6] experiments discovered a new patrticle
decaying to pairs of bosongy, ZZ, WW) in the search for the Higgs boson. It was
unknown if the particle was the expected Standard Model $jiggdiferent, exotic
neutral Higgs particle or simply aftierent particle with similar couplings. The small
excess observed in ther decay channel signal yield with respect to SM expectation
in both ATLAS 7*° = (1.9 = 0.5) x SM) and CMS ($V® = (1.6 + 0.4) x SM)
suggested the possibility of new colourless charged pestigith significant coupling
to the Higgs, an extended Higgs sector or the observationHbfigs impostor in the
form of an electroweak singlet scalar.

The branching ratio oH — vyy is intimately related to the branching ratio of
H — Zy. The modification of the former should have dteet on the latter. In the
SM, both decays occur via loops of the same charged partigldsthe most sizeable
contribution coming from th&V=* loop (see figures.19, followed by the top-quark
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(a) (b)
Figure 5.1: SM contributions to the — Zy decay branching ratio.

loop (see figuré.1b), giving rise to the branching ratios shown in fig&&. If new,
unknown charged vector bosons were mediating the Higgsydecay andZy, their
shifts in branching fraction would be of similar magnituddile for new fermions or
scalar particles thél — Zy shift would be smallerd7]. These new particles would
induce dfferences in electroweak observables and new minima in thgsHgten-
tial, either at tree level or after the inclusion of radiatmorrections, and they would
represent evidence of particles at the TeV scale.
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Figure 5.2: Higgs branching ratios and their uncertair{t&$

However, the discovery of a resonant signal in the dibos@meéls does not di-
rectly imply the discovery of the SM Higgs boson. Clearlytelient rates or subtle
differences in channel correlations may arise from impostooak-hlike particles.
Singlet electroweak scalars have an enhanced decay bngrfcaction intoyy andZy
with respect to the SM Higgs, while their decay i&td or W*W- is disfavoured, and
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5. Search forH — Zy with the ATLAS detector

could have induced the discovered sigrif), [40]. Modifications of the rates are also
expected if the Higgs is a composite particlé]|

Posterior analyses determined the properties of the obdepsonance. Its cou-
plings to bosons13, 14] and its spin and parityl[5, 16] are consistent with a SM
Higgs boson of massy ~ 1255 GeV [13]. The coupling to fermions still remains
to be determined, but there is evidence in favour of the SMothgsis {12]. The mea-
sured decay rates, particulaty — vy, constrain the enhancement of the decay
channel to a maximum of aboukISM expectation given the above-described models,
but larger enhancements can be realised via careful ssaaitparameters.

5.2 Data and Monte Carlo samples

Data events are required to pass the lowest energy unpeddepton or dilepton trig-
gers. The single-muon trigger has a thresholgrpf> 24 GeV for they/s = 8 TeV
period and 18 GeV for the 7 TeV period. The single-electriggar hasr thresholds
of 25 and 20 GeV, respectively. Dimuon events are triggerednaboth muons pass
pr > 13 GeV orpy > 10 GeV, respectively for each period, and dielectron events
are triggered ifer > 12 GeV for both electrons. An asymmetric trigger is also used
for dimuon events im/s = 8 TeV, requiringpr; > 18 GeV andpr, > 8 GeV. The
efficiency of the triggers is 99% and 92% fere y andu*u~y events pasing all the
analysis cuts, respectively. The muon channel has a redjemedetric acceptance for
the regiongn| < 1.05 and|y| > 2.4. After trigger dficiency and data quality requisites
the integrated luminosities are 20fb* and 45 fb* for the 8 and 7 TeV data-taking
periods.

Standard Model signal and background events are simulated the Monte Carlo
event generators outlined in taliel

Signal ggF and VBF processes, amounting to 95% of SM prooluaiioss sec-
tion, are generated with POWHEG and then interfaced to PAT81170 for shower-
ing and hadronisation using CT10 PDFE4]. The Higgspr distribution predicted by
HRES2 p2] is used to reweight the ggF events. Associated productgmas(WH,
ZH andttH) is simulated with PYTHIA 8.170 with CTEQ6L1 PDF$§J]. Signal
events are produced fony € (120 150) GeV in steps of 5 GeV for both centre-of-
mass energy conditions. Events are weighted to agree vath$M cross section for
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Table 5.1: Event generators used to model the signal (fistrows) and background
(last four rows) processes.

Process Generator
ggF, VBF POWHEG43, 44, 45]+PYTHIAS [24]
WH, ZH, ttH PYTHIAS
Z+y andZ — tty SHERPA [6, 47]
Z+jets SHERPA, ALPGENZ3]+HERWIG [49]
tt MC@NLO [49, 50/+HERWIG
Wz SHERPA, POWHEGPYTHIAS8

each generated mass.

Computations are performed at NNLO in the strong couplingstantes and NLO
in the electroweak coupling constanéxcept forttH associated production, calculated
at NLO inas. Theoretical uncertaintiedfacting the production cross section are due
to the choice of renormalisation and factorisation scaléle calculations, the uncer-
tainty on PDFs and the value chosendqiin the perturbative expansion. Dependence
on centre-of-mass energy and generated Higgs nmmass (120 150) GeV) is small.
Uncertainties on scale for all considered Higgs produgbimtesses are uncorrelated.
At +/s' = 8 TeV andmy = 1255 GeV their value isjg% for ggF ,+0.2% for VBF,
+1% for WH, +3% for ZH andjg% for ttH. PDF andes systematics are correlated
in the gluon-initiated ggF anttH processes, and the quark-initiated VBF afidH
andZH processes. At/s = 8 TeV andmy = 1255 GeV the uncertainties arB8%
and+2.5% respectively. Higgs boson branching ratios are caledlatith HDECAY
and Prophecy4fd4, 55, 56]. The relative uncertainty associated to the— Zy decay
channel ismy dependent and ranges fraa®% to +6% for my = 120 and 150 GeV
respectively. A furthee-5% uncertainty is added to account for internal photon con-
versions inH — y*y — ¢*{~y decays and for radiativd — p*u — u*u~y decays in
the accepted-mass range.

Background samples are simulated to test background pteasaion and study
the fit bias (see sectidn4). ALPGEN and MC@NLO samples are interfaced to HER-
WIG 6.510 for parton showering, fragmentation and undedy@vent modelling, with
JIMMY 4.31 [57] to simulate multiparton interactions. SHERPA, MC@NLO and
POWHEG are run with CT10 PDFs, and with ALPGEN CTEQ6L1 PDFeewesed.
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5. Search forH — Zy with the ATLAS detector

Geant4 is used to simulate the interaction of all Monte Cgdoerated samples
with the ATLAS detector, including pileup interactions fincmearby bunch crossings.
The Monte Carlo simulated events are weighted accordinigeio &verage number of
interactions per bunch crossifg to match the measured distribution observed in data
in the diferent data-taking periods as well as the luminous regiorrebd in data.

5.3 Event selection and backgrounds

5.3.1 Event selection

The selection requires a minimum of one primary vertex penewletermined from
ID track fits compatible with a common point of origin. The & with the highest
scalar sum of traclpy is then chosen.

Two opposite-sign same-flavour leptons are selected. ledbke of muonspr >
10 GeV andp| < 2.7 is required for each candidate. Muons reconstructed icehe
tral barrel region, where the MS does not provide cover@ge<(0.1), must satisfy
pr > 15 GeV. Good muon track reconstruction is ensured with tiqgirement of a
minimum number of associated ID hits, and transverse argitioinal impact param-
eters must satisfgly < 1 mm andz, < 10 mm, respectively, with respect to the primary
vertex.

In the case of electrons, the candidates’ transverse emeugy beEr > 10 GeV
and their pseudorapidity within| < 2.47. Electron and photon energy is reconstructed
from energy deposits in the EM calorimeter. Tracks beloggman electron or origi-
nating from a photon conversion (only iffs' = 8 TeV data) are required a minimum
number of associated silicon detector hits. They are fitted & Gaussian-Sum Fil-
ter [58] to account for energy loss in the form of bremsstrahlunge fracks are re-
quired to point to the energy clusters, have at least oneceed hit in the innermost
ID pixel layer if traversing an active module and have a Itudjnal impact parame-
terzy < 10 mm. Electron energy clusters are required to be consiatiémexpected
electromagnetic transverse and longitudinal shower sfagje

Photon candidates must sati€ly > 15 GeV and be reconstructed in the pseudora-
pidity region with high EM calorimeter Layer 1 granularity € [0, 1.37]u[1.52, 2.37].
Good status of read-out and high-voltage systems is refjuaed clusters recon-
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structed nearféected regions are discarded.

Photons are required to satisfy a selection based on tharfidssecond calorime-
ter layer shower shapes, as well as on the energy leakagthetwadronic calorime-
ter [19]. Hadronic background is additionally reduced throughddlerimeter isolation
transverse energyf] E> calculated as the sum & depositions in a cone of radius
AR = +/(An)? + (A¢)? = 0.4 centred in the photon candidate and subtracting contri-
butions from pileup, the underlying event and the photosteluenergyEs’ < 4 GeV
is required.

In some cases, muons and electrons are reconstructed e/ghitme track. Overlap
removal is performed. Muons reconstructed in the MS havegaience over electrons.
Otherwise the muon candidates are discarded. Photon edesdidre rejected if their
energy cluster is found withiAR < 0.3 of a muon or electron candidate to suppress
radiativeZ andH decays ta’¢(y) final states.

Same-flavour and opposite-sign lepton pairs are selectédason candidates if
both particles pass the above-mentioned requirementseast one of th& — uu
candidate muons is required to be reconstructed simultestem the ID and the MS
detectors for the pair to be considered. If more than dreandidate is found, the
lepton pair with invariant mass closest to thpole mass is chosen.

Higgs boson candidates are built frorZ@nd ay candidate. The photon with the
highestEr of the event is chosen. The leptons that triggered the eventeguired
to match the leptons from th& — ¢¢ pair (one or both for single or dilepton trigger,
respectively). Track and calorimeter isolation are regpiifor theZ — ¢¢ candidate
leptons. The track’, computed in a\R = 0.2 cone around each lepton track, exclud-
ing it, must satisfyps°/p% < 0.15. Similarly, electrorEs’/EL < 0.2 is required, with
the electron isolation variable calculated in a cone ofusdiR = 0.2. For muons,
the selection requireSs/p; < 0.3, or Q15 if no ID track was reconstructed, with the
same isolation cone around the muon track. The contribsitiorthe isolation cones
from any of theZ lepton candidates are subtracted.

Further impact parameter requirements are imposed. Thevieese impact param-
eter significance of the lepton ID track must satiglyf/oy, < 3.5 for muons and &
for electrons.

Cuts are applied on the invariant mass of the dilepton andfhsystems to sup-
press contributions fronrd — vy*y — ¢fy andH — ¢*¢ — {¢y that mimic the
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H — Zy — (ty final state. m;; > my — 10 GeV and 115< my,/GeV < 170 is
required.

The number of events passing all the selections describededbom the+/s =
7 TeV and 8 TeV runs in thé — eeandZ — uu channels is shown in tabe2

Table 5.2: Events passing all selection cuts inkhe> Zy analysis.

#events Z — eechannel Z — uu channel
V7 Tev 1041 1400
V8 TeVv 7798 9530

Monte Carlo simulated events are reconstructed and sdlestelata events, and
then corrected for feiciency and energy and momentum resolutiofiedences with
data observed in photons and leptons.

SignalH — Zy — ¢y acceptance of the kinematic requirements for simulated
events aimy = 1255 GeV is 54% in theZz — eechannel and 57% in the — uu
channel. Photon reconstruction and selection has an avefiagiency of 61% for
\/s = 7 TeV data and 68% for 8 TeV data. THe— eeefficiencies are 67% and 74%,
respectively. The increment irffieiency in the second data-taking period is due to a
re-optimisation of the photon and electron identificatidtecia. In the case o — uu
the reconstruction and selectiofiieiency is 88%.

If trigger eficiencies are taken into account, the full signfilceency forH —

Zy — {ty events aimy = 1255 becomes 22% for the electron channel and 27% for
the muon channel, a{/s = 7 TeV, and 27% and 33% at 8 TeV, respectively.

Relative to simulated ggF signal events, the VBF channelah&%o higher #i-
ciency, while the associated production modes are belowtoyl®%. As a function
of my, the overall signal fciency varies from 120 to 150 GeV within8¥ and 125
relative to the #iciency at 125 GeV.

5.3.2 Invariant mass calculation

Three corrections are implemented to the three-body iamamassn,,, with the aim
of better discriminating background events that do not hghw the resonant Higgs
signal distribution.
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Photon pseudorapidity correction

The standard ATLAS photon reconstruction algorithm caltag the photon transverse
energy and pseudorapidity with respect to the nominalaatesn point of the detector
( = 0). The selected photon pseudorapidijtyis recalculated with respect to the
primary vertex and its transverse energy correéiee E,/ coshy,. The improvement
observed in the signal mass resolutior 8% [28].

Collinear FSR correction

Z — uu channel events are corrected for FSR photons collinear tms)as described
in section3.1.2 The resolution of the three-body system is improved-ti26 due to
the Z mass resolution improvement after the correction, inauidefigure 5.4 (left).
No far FSR correction is applied.

A study performed on ALPGEN Monte Carlo-generated evertesradened that the
FSR correction is improving the dilepton reconstructedsnas shown in figuré.3.
The figure shows the relativefterence between the generated mass o¥the uuy
three-body system and the reconstructed mass, calculat&ﬁ(fﬁﬂ, before and after
the addition of the missing photon. The distribution of ested events has a resolution
of ~ 1.9% and the average is shifted byl % with respect to the true average.
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ATLAS Work in progress
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Figure 5.3: Relative dierence between reconstructed and true sfwe) in Z —

uu Monte Carlo-simulated events with a collinear FSR photmiﬂieaebefore (red
histogram) and after (blue histogram) FSR correction.
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Z-mass constraint

The Z-mass resolution is further improved with the recalculatod the leading lep-

ton four-momentum Lorentz vector in each event based onribek on-shelZ-mass
lineshape. AZ-mass constrained fit is performed as previously used in THeAS

H — 4¢ analysis B5]. The lepton four-momenta are recomputed by means of a kine-
matic fit which minimizes the? between the measured cartesian coordinates of the
momenta and the best-fit values constraining the dileptaari@nt mass to be equal to

its most probable value, determined under the hypothesidfeZ — ¢¢ decay and
assuming an unbiased Gaussian resolution function foretectbr reconstruction of
the mass. An improvement ef 15— 20% after all other corrections is observed in the
mass resolution.

The dfect of the corrections is shown in figused. Them,,,, andmee, distributions rep-
resented correspondgg — H Monte Carlo simulated signal eventswat = 125 GeV.
The mge, resolution is &ected by bremsstrahlung, and~s8% worse than fom,,,,.
The three-body mass distribution is modelled with a CryBtll function accounting
for the well-reconstructed events plus a wide Gaussian ooet to represent the tails
of the distribution. Atmy = 1255 GeV, the resolution of the core distribution in the
uu channel isrcg = 1.6 GeV.

5.3.3 Event categorisation

The ¢¢y events are first categorised based on the centre-of-magg/erfehepp col-
lisions (v/s' = 7 or 8 TeV) and the lepton flavouf (= e, ). Further categorisation
classifies events into groups according to their signddetokground ratio and invari-
ant mass resolution. The classification is based on twohlasa

® Anz, = nz —n,l
The pseudorapidity etierence between theand they of the Higgs candidate.

o pre=I(Pr + Pr) x 1
The pr; of the event, defined as the component of the vectorial Higgoi
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Figure 5.4: Three-body invariant-mass distributionkbr- Zy, Z — uu (left) orZ —
ee(right) selected events in the 8 Tex,, = 125 GeV gluon-fusion signal simulation,
after applying all analysis cuts, before (filled circlesfaafter (open diamonds) the
corrections described in Sectiér3.2 The solid and dashed lines represent the fits of
the points to the sum of a Crystal Ball and a Gaussian function

candidate transverse momentysnin the direction of th&y thrust axid in the
transverse plane. The thrust axis direction is defindd-ad. + p=)/Ip" + BI.

Events are separated into high and low{r candidates if theipr; is greater or
less than 30 GeV, respectively. In the 8 TeV analysis, enatigtistics allowed for
an additional classification of events inté/sz,| < 2.0 category and @\nz,| > 2.0
category.

Higher signal-to-background ratio is observed in event$ Wigh-pr; and small
|Anz,|, while background events, mostly coming from #ge — Z + y process, are
characterised by a greatar,, | due to theZ andy being back-to-back in the transverse
plane. These higlp;, low-|Anz,| event categories are mostly populated by VBF or
associated productioV{, ttH) signal events, in which the Higgs is more boosted,
as well as ggF events with harder or more central photon grtdris, resulting in a
higher mass resolution.

This categorisation improves the sensitivity of the analyy 33% for a signal at
my = 1255 GeV with respect to a categorisation based on the centneast energy
and the lepton flavour aloné().
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5.3.4 Sample composition

The mostimportant background$ecting this channel are the continudmy, Z — £¢
production, radiativ& — ¢{y decays and+ jets  — ¢¢ decays with a jet misiden-
tified as a photon). Other smaller background components arel\WZ events.

The Z + y component is produced igqg interactions via the or u-channel and
in parton-to-photon fragmentation. The photon isolatiequirement is designed to
remove the events arising from parton fragmentation,zangetsevents together with
photon identification criteria. Non-collinear FSR photdram radiativeZ — ¢y
decays are suppressed with a selection designed to be tgpfmtiat in sectiod.1.2
my > mz — 10 GeV,my, > 115 GeV andAR(¢,y) > 0.3.

Simulated samples are only used to optimise the selectipleapto data events
and the fitting functions to estimate the background in daa, to determine the as-
sociated systematic uncertainties. Therefore the baokgreomposition is only esti-
mated to correctly normalise thefiirent simulated samples.

The twoZ + y, Z — ¢¢ andZ — ¢fy components interfere and are not indepen-
dently Lorentz invariant. They must be considered as asifigbackground.

Thett andWZ background contributions are estimated directly from sation,
normalising to the measured luminosity with the Monte CadldO cross sections.
An uncertainty of+50% is conservatively considered to account for data-M@Qiatdo
differences in the rate of jet misidentification, the PDF unaaiées and the trunked
perturbative expansio2§]. The relative fractions afy andZ+ jetsbackground events
are estimated from data after the subtraction of the Montéo@stimatedt andwWz
components. A 2D sideband methd®]61] is applied utilising photon isolation and
identification variable distributions id+jets enriched control regions.

The presence of a backgroudg component irZ+ jetscontrol regions is estimated
from simulated events, as well as the correlation betweenagphidentification and
isolation variables irZ + jetsevents. The signal — Zy is neglected during this
estimation. Fory/s = 7 and 8 TeV, the background is composed of 829 17%
Z + jetsand 1%t +WZevents. The contamination @f by mainlyZ + jetsevents has
a relative uncertainty of 5%, estimated comparing ALPGEN S8HERPA predictions
of the correlation of photon identification and isolatiorriglles inZ + jetsevents.
Data and Monte Carlo show good agreementjy, my,, lepton and photopy, n and
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¢, and other kinematic variables.

5.4 Experimental systematic uncertainties

The impact of experimental systematic uncertainties oexpectation value of signal
yields in the diferent categories was quantified as follows:

e 1.8% and 28% uncertainty on integrated luminosity for 7 TeV and 8 TeVada
respectively $2].

e Photon identificationficiency uncertainty has a category-dependent value rang-
ing from 26% to 31%. Photon ID &iciency is neglected. Data and Monte Carlo
comparisons were performed on electron and photon corangbkes to estimate
these fects P1].

e The combination of electron trigger, reconstruction arehtdication gficiency
uncertainties ranges from326 to 3% inZ — e*e  categories. Large control
samples oZ — ¢¢, W — ve andJ/y — ¢¢ are used for the determination
of the diferent lepton fficiencies. The fect of the data-driven measurement
uncertainties is estimated by varying tifg@ency corrections applied to Monte
Carlo samples within those uncertaintiés,[64].

Lepton energy scale, resolution and impact parametertggiegficiencies, muon
trigger, reconstruction and identificatioffieiencies and photon and lepton isolation
efficiencies have a negligiblefect on signal yield, and amount to 5% relative un-
certainty per category on signdiieiency, less than half the Sé x BR theoretical
uncertainty. The estimated uncertainfieating the population ofr; categories com-
ing from the simulated Higgpr varies within 18% and 36%, depending on category.
It is determined varying the QCD scales and PDFs used in HR&$2edict thepr
spectrum.

The experimental systematic uncertainties consideredattect them,, signal
distribution are:

e Peak position uncertainty of® GeV. The major contribution comes from the
Z — eeenergy scale calibration of electrons and the extrapaiatigphotons, as
described in chaptet.
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5. Search forH — Zy with the ATLAS detector

e 3% and 10% uncertainty on photon energy resolutiod in» yu andZ — ee
events, respectively. To estimate these values, the tesokorrections applied
to the Monte Carlo simulation were varied within their syséic uncertainties.

e Muon momentum is smeared in the Monte Carlo simulation tacm#te mea-
sured momentum resolution. The smearing is varied withgetainties to ex-
tract a values 1.5% of resolution uncertainty.

Bias in the signal extraction procedure is also considerad.background is fitted
with analytical functions optimised to maximise the sengit in each category with
a bias limited to a maximum of 20% in the signal yield statetiuncertainty from
background fluctuations. The fit is performed in a range agtohfor all categories
simultaneously. The ffierent models are optimised with large simulated signal and
background samples. The greatest bias observed in eagfooais used as a system-
atic uncertainty. In then,, € (120, 150) GeV range, the bias varies from 0.5 to 8.3
events depending on the population.

The uncertainties in 2011 and 2012 are taken as 100% cauelaekcept in the
luminosities.

5.5 Results

5.5.1 Likelihood function

Themy, distribution is simultaneously fitted in all categorieshe tmass rangey,, €
(115170) GeV. The likelihood is a function of the parameter okrest(u), the
Higgs signal yield divided by the expected Standard Modeldyiknown as the signal
strength; and of nuisance parameters describing the bawkdrshape and normalisa-
tion per category, and the systematic uncertainties.

The signal production cross sections times branching fatia/s = 7 and 8 TeV
are extracted from a simultaneous fit with these two parasefenterest, but remov-
ing the systematic uncertainties on the expected SM vatoes the fit.

The model chosen to fit the background in each category isnog®d to max-
imise sensitivity and minimise bias, as described in sadid. Fourth and fifth-order
polynomials are used to fit the IoR; categories and an exponentiated second-order
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polynomial for the highPr, cases inys = 8 TeV data. ForV7 TeV data, a fourth-
order polynomial and an exponential function are used,e&sgely, for the low and
high Pt categories.

Simulated samples are used to determine the signal remolith the model de-
scribed in sectio®.3.2 The parameters are extracted for each Higgs mass in the rang
my € (120 150) GeV in 05 GeV steps separately for each category, interpolating the
fully simulated Monte Carlo samples.

A constraint factor is included in the likelihood functioorfeach nuisance param-
eter representing one of the systematic uncertaintiegidedcin sectiorb.4. A log-
normal constraint is used for expected signal yield unarés in eachy/s and lepton
flavour category, and a Gaussian constraint is used for gmalsfraction uncertainty
in the kinematic categories as well as for the, signal resolutiong5)].

5.5.2 Statistical analysis

A profile likelihood test statistic]5] is used to compare the background-only hypothe-
sis and the signal-plus-background hypothesis. Likelihmaximisation is performed
to determine the begtvalue (1) for each Higgs mass in the rangg € (120, 150) GeV

in steps of B GeV. The likelihood is also maximised forfiirent fixed values g

to extract the optimal value of nuisance parameters (e.ckgvaund onlyu = 0, SM
signal plus background = 1). The compatibility of the dferent hypotheses with the
data is quantified with the p-value. The p-value of the bagkgd-only hypothesigy

is used as an estimate of the significance of an observatigmalSstrengthu upper
limits are calculated at 95% CL with a modified frequentBt.{) method (6], cal-
culatingu,, = u(CLs = 0.05). The observed results from the data fit are compared to
generated Asimov pseudo-da@/]. The pseudo-data is generated for the 0 and

1 = 1 hypotheses to respectively extr@ts and pp upper limits.

Themy, distribution of all data events is shown in figuseb (black circles), com-
pared to the sum of all background-only fits of each categoata (blue line). No
significant excess is found for any of the masses with redpeitte background fits,
and thep, shows compatibility with the null hypothesis. The greatestess is found at
my = 141 GeV, withpg = 0.05, equivalent to a significance of= 1.6. The expected
value ofpyg is in the range (0.34, 0.44) for the chosen mass rangelAt 1255 GeV
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Figure 5.5: Distribution of the reconstructééy invariant mass in data, after combin-
ing all the event categories (points with error bars). THeld®ue line shows the sum
of background-only fits to the data performed in each categdre dashed histogram
corresponds to the signal expectation for a Higgs boson ofdls?s GeV decaying to
Zy at 50 times the SM-predicted rate.

pPo = 0.42 is expected (Qo) andpy = 0.27 is observed (60). Shown in figures.6,
95% CL expected and observed signal strepgtipper limits are found to be respec-
tively between 5 and 15, and3and 18 in the range of masses between 120 and
150 GeV. Atmy = 1255 GeV the expected limit is 9 while the observed limit is 11,
and assuming SM Higgs boson sigpat 1 the expected upper limit becomes 10. The
FSR correction introduced a 2% improvement in the result.

The dominant contribution to the uncertainties in the rssid statistical. If all
systematic uncertainties are neglected, observed andtexp@5% limits decrease by
~ 5%.

Cross-section times branching ratio X BR) upper limits on thepp - H — Zy
process are calculated as well at 95% CL.+ = 8 TeV, the limit lies within 013
and 05 pb (033 - 0.45 pb atmy = 1255 GeV), and aty/s = 7 TeV it is within 0.20
and 08 pb (Q7 — 0.55 pb atmy = 1255 GeV).

At my = 1255 GeV, expected and observed limits ard0and 045 pb at+/s =
8 TeV and 07 and 05 pb at+/s = 7 TeV, respectively.
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Figure 5.6: Observed 95% CL limits (solid black line) on tlieguction cross section
of a SM Higgs boson decaying #y divided by the SM expectation. The limits are
computed as a function of the Higgs boson mass. The mediati)95% CL ex-
clusion limits (dashed red line), in the case of no expediguks, are also shown. The
green and yellow bands correspond to #ie- and+20 intervals.

5.6 Conclusions

The search for the Higgs boson in the — Zy in the rangem € (120, 150) GeV
with 4.5 fb™* of pp collisions at+/s = 7 TeV and 2@ fb™! at 4/s = 8 TeV recorded
with the ATLAS detector did not find a significant excess ofrégevith respect to the
expected background. Several corrections to improve tegismt mass distribution
are applied to the events, including the collinear FSR ctioe in theZ — uu channel
that improves the resolution by 1%. The greatest excess is foundgt = 141 GeV,
with pg = 0.05, equivalent to a significance of = 1.6. A significant measurement
would have been possible with 220 times the data. The upper limit of the cross
section times branching ratio obtained 6 = 8 TeV ranges from A3 to Q5 pb
(95% CL), and the 7 and 8 TeV combined observed cross sedtiamed by Standard
Model expectation atny = 1255 GeV is 11x SM at 95% CL.
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Chapter 6

Introduction to radiation detectors

6.1 Radiation interaction with matter

Charged and uncharged particles with a kinetic energy abo2® eV are capable
of inducing ionisation of atoms as they travel through nratfEhis so-called ionis-
ing radiation may undergo Coulomb interactions directlyhwoarbital electrons and
occasionally with atomic nuclei, or, in the case of unchdngarticles, it may do so in-
directly via the secondary products of a dramatic initi&¢raction, where it transfers
most of its energy to the medium in an individual encounter.

6.1.1 Interaction of electrons with matter

Energetic electrons travelling through a mediunffesularge deviations due to their
electromagnetic interaction with orbital electrons. Tingdent electron may transfer a
significant fraction of its energy to orbital electrons da¢titem having the same mass.
Elastic scatteringfd atomic nuclei may also shift the electron direction draosly.

Collisional energy loss (ionisation and excitation of asoim the medium) is de-
scribed by the following formula, derived by Bethe:

dE\ _ 27e'NZ MeV2E )
—(&)C_ —" (In =) ~(In2)(2y1-p2"-1+p7)

r -+ 5 (1- VIR,

(6.1)
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whereeis the electron charg®y andZ are the number density and the atomic number
of the atoms in the medium, respectivehis the electron speed; its energym its
mass ang@ = v/c. The parametdr quantifies the ionisation and excitation potential of
the atoms, and it is determined from experiment for each ma&té\s the electron is

e Y

nucleus e

Figure 6.1: Diagram for bremsstrahlung. An electron irnteyaelectromagnetically
with the medium and emits radiation.

deflected in the absorber medium, itfeus certain acceleration. When charges are ac-
celerated, they emit energy in the form of electromagnatiation, or bremsstrahlung.

In figure 6.1the diagram of one of the possible processes is shown. Tlee pthcess

is obtained by interchanging the vertices where the elecitmsorbs and emits radi-
ation. The specific energy loss of an electron in a medium dudmsstrahlung is
given by:

_(dE)_NEZ(Z+1)e4(4 2E 4) 6.2)

ax), " T mee | Mme 3
As can be seen, the emission of radiation is more significaritigh electron energies
and in media with high atomic number. Heavy energetic nudbenot sdfer signifi-
cantly from bremsstrahlung due to the mass parameter ingherdinator.
The total specific energy loss of electrons in media is the aitime collisional and

radiative terms: dE JE JE
oo (&) ©2)
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6. Introduction to radiation detectors

whose ratio is given by:
(dE/d¥),  EZ

(dE/dX). 700 MeV
For electrons with enerdgy ~ MeV, the radiative contribution to the energy loss is only
a small percentage, but it grows in importance for heavy naseand higher energies.

(6.4)

6.1.2 Interaction ofy-rays with matter

Photons are neutral particles that do not directly ionisexaite the medium around
them. Instead, photons transfer the whole or part of theserggnto electrons in the
medium, which then gradually deposit their energy as thexetrthrough the material.

The main three mechanisms of importance in spectroscopyghrwhich a gamma-
ray interacts in matter are:

Photoelectric absorption

A photon with energyE = hy higher that the binding enerdy, of an electron in
an atom may be absorbed by the electron and disappear. Tiaetext photoelectron
acquires a kinetic enerdy.- = hv — E,, neglecting the small atom recoil energy. The
vacancy left behind by the photoelectron is immediatelyupoed by an electron from
a more loosely bound shell, releasing in turn an X-ray or agekwelectron carrying
the diference in energy between the two states. The released Xapymeract again
and extract a more loosely bound electron. The process mmdince and several low
energy electrons can be extracted.

The process of photoelectric absorption then has the deaiste of a high en-
ergy electron, carrying most of the energy of the initial gaaaray, plus low energy
electrons from subsequent X-ray emissions, carrying thdibg energy of the first
photoelectron.

The kinetic energy carried by these electrons equals the@gntgamma-ray energy
hv. They excite and ionise the detector medium and thus theophertergy can be
measured.
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Compton scattering

This process consists on the partial transfer of energy amdentum from a photon
to an electron, assumed unbound and at rest. The photonestefiwhen the energy
is transferred, and the electronfiars a recoil to conserve momentum.

If a photon of four-momentui"nPy = (E,E,0,0), whereE = hy and momentum
p = E in the x-direction interacts with a static electrég = (me, 0, 0, 0), transferring a
certain amount of energy, the resulting four-momenta veildh = (E’, E’ cos, E’ sing, 0),
whereE’ = hy’ andQg- = (Ee, Ec COS¢, —E¢ Sing, 0).

Applying the conservation of total four-momentum the pimoamd recoil electron
kinetic energies can be calculated as a function of the ph@tooil angle:

v = — hy (6.5)
+ Eﬁ(l — COsh)

hy
E(l — C0sb)

Ke:hV—hV’ = h .
1+ n—:}(l— cosh)

(6.6)

The maximum energy transfer takes place in head-on caibsfo= )

Ke(r) = [Zh:/ ;’e) h 6.7)

Me

So the energy distribution of the recoil electrons dropsei@ abruptly akq(r) < hy,
defining the so-called Compton edge. The separation betvmeimitial gamma-ray
energy and the Compton edge is givenly = hy — K¢(7) = 1+2h e which tends to
Ec — me/2 in caseéhy > mg/2.

Pair production

For gamma-rays with energies greater thamg,2an additional interaction becomes en-
ergetically possiblee”e* pair production. In the vicinity of the protons in the magéri
of a detector, gamma-rays may convert intoeag@" pair. The energy above ther@
threshold is converted into kinetic energy, shared by tloelgpeed pair, with a neg-
ligible amount transferred to a neighbouring nucleus toseove overall momentum

1Speed of light in vacuuro = 1 is assumed here.
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(~ mg/my).

The electron and positron of the pair will subsequentlytea@nd ionise the medium,
and lose their energy. When this happens, the positron millrelate with an electron
from the medium and two back-to-back@1 MeV photons will be generated, possi-
bly leading to energy depositions away from the originagiattion point.

6.2 Noble liquid scintillation calorimeters

A calorimeter is a detector used to measure a particle’sggndn order to do this,
calorimeters must be able to stop the particle, absorb émsirgy and collect it. En-
ergetic particles deposit their energy via interactionthwiie medium, as described
in section6.1, so a high density target is required to maximise the stappower of
the detector. The products of the particle interaction sge €électrons, ionised atoms
and photons: charge and light that can be measured to estthmiparticle energy.
Calorimetry allows to measure the energy of neutral higbrgy particles, such as
y-rays, neutrons, neutrinos...

Heavy noble liquids are amongst the most used media in caédry due to their
density and scintillation yield. Noble gas scintillatiandue to the decay of excited
diatomic molecules, a feature also observed in the liquasplp8]. Excited molecules
are formed through the interaction of individual atoms (Ahvenergetic particles (R):

R+A—-R+e +A"
R+A> R + A (6.8)

e +A" > A
Excited atoms may decay, releasing VUV photons
A" — A+ hyv, (6.9)

or relax via heat emission to the surrounding medium. Thegrhfvom atomic decay
is quickly reabsorbed by the medium, exciting a new atom.

Vacuum Ultraviolet £ < 200 nm) light, strongly absorbed in air.
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| 1 <E)/eV [ (Ee)/eV | Ne/Ni [ (H)/Ni/eV |
Ar| 154 | 127 | 021] 515

Kr 13.0 10.5 0.08 5.50
Xe 10.5 8.4 0.06 4.45

Table 6.1: Average energy required to ionigg) (and excite E¢) an atom, average
fraction (Ne/N;) of excited to ionised atoms after a high-energy partideraction and
average kinetic energy lost via heat per ionisation electiar liquid Argon, Krypton
and Xenon. Fromd9].

In noble liquids, as well as in dense noble gases, triple mtooilisions take place
A +2A - A+ A (6.10)

to form diatomic excited molecules (excimers). These ercgulecay radiatively, giv-
ing rise to the molecular continuum:

A, — 2A + hvp, (6.11)

Noble liquids are virtually transparent to their own sdlation light from the molec-
ular continuum, making it feasible to detect these photaes evith large detector
volumes.

In the absence of an applied electric field, all electronpans formed in the lig-
uid recombine, releasing scintillation light that can b#exed with a photosensitive
detector coupled to the liquid. For an increasing electeid fintensity, the recombina-
tion process reduces and charge can be collected insteadofBhsignal K + Ne) is
independent of the value of the electric field if both change leght are collectedd9)].

6.3 Gaseous radiation detectors

Energetic particles of sticiently high energy may excite and ionise noble gas atoms,
creating electron-ion pairs or inducing the emission oégeitation photons. Photons
emitted due to the initial particle interaction are said éopbimary scintillation. If an
intense electric field is present, charge is accelerateagddiional electron-ion pairs
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and excited atoms are created due to the transfer of kineigg from electron colli-
sions with the medium. Secondary scintillation light, atatled electroluminescence,
is emitted after this process. Detectors may rely on thectieteof scintillation light
or in the collection of charge produced during the multi@iion process in the gas.
Since the amount of collected charge will be proportiongh® energy deposited in
the medium by the initial particle, this latter type of deteds called gproportional
counter[69].

Gas multiplication takes place in cascade, since electiibesated after collisions
with accelerated charge will also be accelerated. Thisga®cs described with the

Townsend equation:
dn

Y adXx (6.12)

wheren represents the number of drifting electrons ands the increase im after a
drift distance ofdx. The first Townsend parameterdepends on the medium and it
is a function of the applied electric field: it vanishes belivg threshold for atomic
excitation and ionisation and generally increases moncatiy above that value. For
the simple parallel plate geometry, the electric field anobecome constants and the
solution is

n(x) = noe™ (6.13)

an exponentially growing number of electrons. The totafgbaollected for an initial
number of electrons, after a distance ol would beQ = n(d)ge = genee™?, and the

gain or multiplication constant neglecting contributidren the ion current is defined
as

G = Q/(NoCk) (6.14)

with a value ofG = € in this case. In case of very high gair® ¢ 10®), or fast
counting rates, charge may accumulate in the gas, diggdhaelectrostatic field and
the linearity of response. The simple exponential resolinflequations.13 predicts
ad < 20 before space-chargéects start causing discharges (Raether limit [/1]).

Current in the electrodes signals particle interactiornibiwthe detector volume. How-
ever, it is not the collection of charge carriers in the elmbts that induces the cur-
rent but the modification of the electric field lines around #htectrodes as the charge
moves. The Shockley-Ramo theoren?,[73] greatly simplifies the calculation of the
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induced charge and intensity in the electrodes, given tleeig of the charge carriers:
i =qE, -V (6.15)

whereq is the carrier charget is the charge velocity anH, is the weightingfield,
calculated under special conditions:

¢ All charge within the detector volume is ignored.

e The potential at the electrode where the induced charge iisterfest is set to
one.

¢ All other electrodes are grounded.

This field does not correspond to the actual electric field¢clwmust still be calculated
to obtain the field lines that will be followed by the chargersas [69, 74].

Multiplication requires that free electrons move withirethas. Therefore, gases
with low electronegativity must be chosen, and must gehyebbal purified before seal-
ing the detector or, in case of detectors operated in flow maidectly within the gas
circuit. Gases used in these devices may not only be ionigedlso excited if insuf-
ficient energy is transferred during a collision with eleas during the multiplication
process. In this case a visible or UV photon will be emitteth@satom relaxes to its
ground state, causing further ionisation or excitationtbEogas atoms, or resulting in
the extraction of electrons from the detector walls. THisa causes spurious events
and loss of energy linearity, it broadens the electron anvdila cloud and it therefore
deteriorates position resolution as well. A small addimdpolyatomic gases, such as
methane (ChLl), has been proven to suppress tifie@s due to these photons thanks
to their oscillatory modes of excitation, releasing thecaibed energy via heat instead
of further ionising radiation. In this context, these gaaes often called quenchers.
Noble gases are generally used as proportional multiphicabedia, but gains greater
than 100 can only be achieved if a small amount of quench gedtlied [4].

6.3.1 Solid photocathodes

Gaseous detectors can be used to directly detect X-rayer particles that deposit
their energy in the gas, or they can be coupled to a scimtil@d function as a pho-
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tomultiplier, provided that a photocathode is placed witthie gas medium. Typically,
thin layers of materials with low work function are depoditen the detector window
(semi-transparent) or on an electrode (reflective), to@kpthe photoelectric féect
and extract photoelectrons into the gas. The ejection gblleeoelectron occurs from
the surface opposite to the photon interaction in semisparent photocathodes, and
from the same surface in case of reflective photocathodeieditee photocathodes
can therefore be thicker and morii@ent. The Quantum ficiency (QE) of photo-
cathodes, defined as

_ number of photoelectrons emitted

QE = (6.16)

number of incident photons ’

depends not only on their geometry, but also on the matesead (the substrate and the
method of deposition. Mierent materials react flerently to diterent photon wave-
lengths, and photoelectron ejection into the gas mediurfiestaed by gas pressure as
well. The proportion of photoelectrons that would be sustidly ejected from the
photocathode into the vacuum is termed extractiiciency. When a gas medium is
present, the proportion is lower by a factor termed coltec#ficiency.

6.3.2 Micro-patterned structrures

Current gaseous detector technology involves micro-pagtestructures for electron
avalanche multiplication, allowing for high counting raigith good energy resolution
and the possibility of position measurement.

6.3.2.1 Gas Electron Multiplier

Gas Electron Multipliers (GEMs) consist on a thin insulgtiitm, typically ~ 50 um
thick Kapton, with copper layers printed on both sides. Thetahis etched to cre-
ate a hexagonal pattern of holes with a typical diameter @0 um and separated by

~ 100um. When a high potential fference is applied between the two electrodes,
free electrons are accelerated, following the electrid figles and colliding with gas
atoms as they move, adding new electron-ion pairs to theepsocElectrons are fo-
cused into the GEM holes, where most of the multiplicatideesaplace. High gains
can be achieved with a stack of GEMs, inducing a cascadetr@beultiplication
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processT5].

6.3.2.2 Micro-Hole and Strip-Plate

The Micro-Hole and Strip-Plate (MHSP) is an electron muikipconsisting on two
charge amplification stages. Similarly to a GEM, a thin kaptabstrate with met-
allised faces is used. GEM-like holes are etched throughaamicrostrip pattern is
etched on the bottom surface of the structure: cathodesstng anode strips. A poten-
tial difference is applied between the top surface and the cathga® generating the
electric field that focuses the electrons into the holesHerfirst multiplication stage.
A bias voltage is also applied between the cathode and théeastoips to induce a
second multiplication stage and produce signal in the astdes [/6]. One dimen-
sional position of interaction can be inexpensively retautsed by resistive charge
division [77] or by independently measuring the signal out of each andilesin-
gle MHSP can provide a 10° multiplication factor. When perpendicular strips are
etched on the top surface, 2D position reconstruction isiptesand the microstructure
is called 2D-MHSPT4].

6.3.2.3 THGEM

The evolution of the GEM was the Thick GEM, a similar struetwith an order of
magnitude bigger dimensions. Sub-millimetre thick staddrinted Circuit Board
(PCB) is used as a substrate, where electrodes are claddeé®iB3ah0 mm diameter
holes are mechanically drilled with a pitch ef 1 mm, providing more robustness
against physical deformation and damage due to electrisahdrges compared to a
GEM. Larger-area detectors can be built and higher gaindbeachieved. Typically
a 01 mm rim is etched around the holes, reducing even furthepthbability of
discharges. The operation principle is equivalent to tHahe GEM, but electron
collection dficiency is higher due to the greater hole diameter. SimilarlGEMS,
THGEMSs can also be used in a cascade to provide greater arapbf with lower
bias voltageT9, 80].
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6.3.2.4 THCOBRA

Like the GEM, the evolution of the MHSP is the THCOBRA, a sture combining
the robustness and cheapness of the THGEM and the two sthgestiplication and
position reconstruction capabilities of the MHSP. PCB isduss a substrate, with
its faces metallised and holes mechanically drilled with ame parameters as the
THGEM. On the bottom surface of the THCOBRA a strip pattemilsir to that of
the MHSP is etched, with cathode strips surrounding the TMdike holes and the
anode strips between the cathodes. The naR@OBRAwas given due to the snake-
like shape of the anode strips. Like the 2D-MHSP, the THCOBfA reconstruct
2D-position of interaction if strips are etched on the todaze, perpendicular to the
anode strips, in which case the structure is termed 2D-THRABee figures.2).

Anode Strips
Resistive
Line

Resistive Line

DaCh

Figure 6.2: Detailed view of a 2D-THCOBRA top (left) and lwott (right) sides,
showing, respectively, the top strips and the cathode andeastrips with their resis-
tive lines. From §1].
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Chapter 7

Cryogenic Gaseous Photomultiplier
for Position Reconstruction of Liquid
Argon Scintillation Light

7.1 Introduction

Noble liquids (xenon, krypton and argon) are growing in imoce in particle physics
experiments§2, 83, 84, 85, 86] and they have been proposed as an alternative to crys-
tals in medical particle detectors such as Positron EmmsBomography (PET) scan-
ners B7]. In PET scanners, the position resolution is limited by gn@nularity of the
360 crystal and photomultiplier tube (PMT) arrays, and the gneesolution by the
crystal scintillation light yield (Nal(Tl): 38 ptkeV, BGO: 15% relative to Nal(Tl),
GSO: 30%, LSO: 75%48]) and the photodetector resolution. Compared to conven-
tional scintillation crystals, noble liquids have similar superior scintillation light
yield (liquid argon: < 51 phkeV [68], liquid xenon: ~ 40 phkeV [89)), allowing

for a similar or improved energy resolution with relativeiyall volumes 90] despite
their lower density. Furthermore, they are transparenhédr own scintillation light
and, unlike solid state detectors, degradation of the nmedian be counteracted by
continuously circulating the liquid through a purifier. Lig xenon is commonly used
due to its high density and scintillation light wavelengtiLa8 nm, dfering a better
stopping power than the other liquids and the possibilitglefecting the light with
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7. CRYOGENIC PSGPM FOR LIQUID ARGON SCINTILLATION
RECONSTRUCTION

cryogenic photomultipliersdl]. At lower light wavelengths, such as the peak of ar-
gon scintillation ¢ 127 nm), wavelength shifters must be used to continue wgrkin
with PMTs [92]. However, liquid argon is an attractive medium due to itsyMew
cost compensating for its lower detectidti@ency, although alternative light read-out
methods are required to avoid the granularity limitatiampaosed by PMTs and the
efficiency loss introduced by wavelength shifters.

Position sensitive Gaseous Photomultipliers (GPMs) cambaufactured with
large active areas and with photocathodes sensitive to Wenauid scintillation
light, offering a cheap alternative to vacuum and solid state phot@tides and with
a position resolution on the order of 106. Hole-type micropatterned structures like
Thick Gaseous Electron Multipliers (THGEMS) are indispasise components in such
GPMs. When arranged in a cascade, with the first structutedweth a thin film of
photosensitive material and operated at high voltages nssdein a noble gas, they
focus the photoelectrons into the holes and provide adiditielectrons and positive
ions via collisions with the gas atoms. The cascaded streiellows for lower indi-
vidual operating voltages and discharge probability wimtzeasing the detector gain.
Caesium lodide (Csl) can be used to form a reflective phdtockt [/ 7], with sensi-
tivity to UV light below the 220 nm threshold with a quantuigéency from~ 15%
for liquid xenon scintillation (178 nm) to 60% for liquid argon scintillation light
(127 nm) (see Figures 7 and 8 ##d) and a time resolutior 10 ns P4, 79, 95].

The stability of position sensitive GPMs at cryogenic tenapgres down to 88 K

has been tested with positive resuli§]| confirming the expected reduction in photo-
electron extractionféiciency with increased gas density at low temperatures. itliqu
xenon scintillation light detection has also been perfarwéh a GPM detectord7].
In this article the construction, operation and testing pf@otype GPM intended for
liquid argon scintillation light is presented. Voltagetseds are optimised at room
temperature to maximise the gain, and the position resolusi studied. Further tests
towards the operation of the detector submerged in liqugdrmaare also carried out:
structural tests in liquid Nitrogen, room temperature Iiplétphoton position recon-
struction and gain stability.

102



7. Cryogenic PSGPM for liquid Argon scintillation reconstruction

7.2 GPM Detector Design and Operation Principle

VUV photon
) MgF2 Window

— — — = GRID
<) Edriﬂ
THGEM 1
A T Etransf1
é THGEM 2
>
T Etransfz
X
2D-THCOBRA

PLANE

Figure 7.1: (a) Detector prototype. The Mgkindow, vacuum-sealed with Teflon gas-
kets to the aluminium cylinder, the grid and the first THGEM wisible. (b) Schematic
representation of the detector and its operation principle

The detector used in this work is shown in Figdréa The design comprises three
micropatterned structures housed in an aluminium cylirafetO0 cm diameter and
10 cm height, with a 3 mm thick circular window on one end and thametrically
opposed gas inlgutlet perforations on the other. A stainless steel CF flamije
nickel pins is used for signal and power feedthrough, wittstlictural components
vacuum-sealed with Teflon gaskets.

The window material is Magnesium Fluoride (MgFelue to the high typical trans-
mittance in the VUV rangeT( > 50% at 121 nm$8]). The three micro-structures
comprise two THGEMs and a 2D-THCOBRA, placed in parallelwseparations
of 3 mm, copper-cladded 4Qém thick G10 sheets with 400m holes mechanically
drilled, without rim and with 80Qum pitch in the case of the THGEMs and with an
80 um rim and a 1 mm pitch in the case of the 2D-THCOBRA. Strips A060wide
were etched on the top and bottom surfaces of the 2D-THCOB#AWing a pho-
tolithography process, and these are joined by resistes|deposited by serigraphy
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(see Figures.2). A grid is placed on top of the first THGEM, at 2 mm, and a copper
plane is placed after the 2D-THCOBRA at 2 mm as well. The detds operated

in flow mode with a gas mixture of 95% Neon and 5% (Hat fills the inside of
the cylinder and serves as multiplication medium. As shawhigure7.1h a VUV
photon that enters through the MgWwindow and interacts in the Csl photocathode
deposited on top of the first THGEM may produce emission of @tgdiectron with

a certain probability. The photoelectron drifts due to theceic field between the
THGEM top and bottom surface$, B,) into the THGEM holes. As it accelerates in
the gas medium, collisions with Neon atoms start an eleatratiplication process.
The electron cloud extracted from the first THGEM holes dritiwards the second
THGEM due to the transfer fieli,ansfl. A second multiplication occurs in the sec-
ond THGEM and the electron cloud then drifts towards the 2DBEDBRA in E,..;»

A bias voltageVct is applied between the top stripgsf and the cathoded) on the
bottom of the structure, generating a field in which the etectloud accelerates and
multiplies. Further multiplication occurs due to the vga/c between the cathode
and the anode stripg\[, where the signal is collected and divided. An opposit@ sig
signal is induced in the top stripg 7], allowing for 2D reconstruction of the position
of incidence of the VUV photon.

7.3 Experimental Setup and Methods

Detector gain measurements and image acquisition arerperfbsimultaneously at
room temperature. The experimental setup is shown in figuze For all measure-
ments, a collimated Hg(Ar) lamp is used to provide the VUV foims producing the
signals. The signals from the top and anode resistive lim¢isa 2D-THCOBRA are
preamplified and digitised with a calibrated Cremat CR-11d GAEN N1728B NIM
ADC module (4 channels, 14 bits, 100 MHz sampling rate), @etipely, and the im-
age is reconstructed by weighting the integrated signaia ach end of the resistive
lines following the principle of resistive charge divisip89]. Figure 7.3 shows the
calibration of the electronics and data acquisition system

The single photoelectron collected charge distributiomédi modelled by a Polya
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UV lamp

Figure 7.2: Experimental setup. A Hg(Ar) lamp provides th¢ photons produc-
ing the signals, preamplified with Cremat CR-111 preampéifend digitised with a
CAEN N1728B NIM ADC module.
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Figure 7.3: ADC channel calibration. Known pulses were serthe ADC module

through the preamplifiers to obtain a factor 0d@1757 ADQCe for the anodes com-
bined.
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distribution (see e.g1P0Q) of the form

mm 1 g m-1 g
P (q) = = (_) e mé 7.1
whereg is the chargem a dimensionless real parameter &dhe detector Gain. In
log scale the function has a linear component of the form

log(Pm(9)) ~ —m% +oe (7.2)

Relative gain comparisons can be performed using the iev&@ope of the linear part
of the distribution 101, 102, 103.

To measure the photoelectron collectidficéency of the detector, one end of the
anode-strip resistive line is disconnected, so that alttiege flows to the other end.
After preamplification, the signal is amplified with a Camae2022 (shaping time/zs,

G =100 andG¢ = 1) and then digitized using an Amptek MCA8000A.

7.4 Results: detector characterisation

To achieve optimal performance, the detector must holdriis&iral integrity at liquid
argon temperatures and retain a stable and predictable Qamto the nature of the
liquid argon scintillation light, the detector has to détmultaneous multiple photon
interactions. In this section, measurements to deterrhiaelétector performance are
presented. First, measurements to characterise the GPdibah are performed at
room temperature: gain, photoelectron collectidiiceency and position resolution,
and finally, preliminary tests to evaluate the detector beha under simulated liquid
argon conditions are carried out: multiphoton positiororestruction, gain stability
and evolution and detector structural integrity tests wbgenic temperatures.

The detector gain was measured at room temperature as &ofuntthe two 2D-
THCOBRA potentialsVac andVcr, with the potentials on THGEM1 and THGEM2
fixed at 595 V and 550 V respectively, empirically chosen asmaparomise between ef-
ficiency and discharge probability, and the transfer fieed$&E50sf 1= Etransf 2=
300 Vcm. Equation/.1was used to extract the absolute gain for each of the voltage
settings. The gain as a function of the Anode stripathode potentiaV pc is shown
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Figure 7.4: Detector gain as a function of the Anode strpathodes potential (a), and
as a function of Top stripsCathodes potential (b), in number of collected electroms pe
photoelectron.

in Figure7.4afor Vaoc from 100 V to 125 V in steps of 5 V and for Cathodd®p
strips potential fixed a1 = 525 V. The expected behaviour was exponenfia],[
but the relatively low potential chosen to minimise disgjggprobability gives a linear
observed behaviour, indicating that no additional electrultiplication occurs in the
gas at this stage. In Figure4h gain measurements as a functioiVegft are presented.
VT is varied from 485 V to 525 V in steps of 10 V for a constéfiajc = 125 V. In
this range, the observed variation has an exponential bmiraas there is electron
multiplication taking place in the 2D-THCOBRA holes, betmethe top strips and the
cathodes. Based on this study, optimal operation voltages shosen\(pc = 125V
andVcT = 525 V), corresponding to a gain 6 = 8- 10° (see Figure’.5). For these
values, detector operation is stable and there is a low digetrate.

The drift field between the first THGEM and the grid has a streffigct on the
extraction of photoelectrons from the Csl surface. In Fegu6, the detector gain is
plotted as a function of the drift potential with respecthe top of THGEM1, where
it is shown that the gain falls rapidly when applying a nonezgotential. A negative
potential stops the photoelectrons from being extractau the Csl layer and worsens
the charge multiplication that takes place immediatelphkethe first THGEM holes.

107



7. CRYOGENIC PSGPM FOR LIQUID ARGON SCINTILLATION
RECONSTRUCTION

B — Anodes signal Ne/5%CH,
102 — Polya fit Vineews = 595V

F Vincemz = 950V

M V¢r =525V

¥ Ve =125V

104
|
L1 ‘ L1 ‘ L1 ‘

0 2000 4000 6000 8000 10000 12000 14000
ADC channel

Figure 7.5: Distribution of the collected charge for singihe®toelectrons under optimal
operation voltages (blue) and polya fit (red) yielding a g#iG = 8 - 10° after ADC
calibration.
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Figure 7.6: Detector gain as a function of drift potential

108



7. Cryogenic PSGPM for liquid Argon scintillation reconstruction

The gain flattens out at 83% of the maximum foWif ~ —10 V. However, with in-
creasingly positive potential the extraction of phototiags is aided by the additional
electric field, and theféect on the field lines is less important, producing a slower ga
drop. The optimal value in terms of gain weg,is = (0+ 0.5) V, so the grid potential
was set to zero with respect to the first THGEM for the rest eftésts.

Maximising the detector collectiorieciency is especially important when working
in single-photoelectron mode. This ratio approaches\iqass M1 is increased, and
to measure it the gain is kept approximately constant féedint voltage settings
by comparing a reasonably linear region of the collectedgehapectra and applying
equation7.2 The comparison is performed by integrating this regionstingate the
amount of collected charge forfterent THGEM1 potentials14, 105. The result
is shown in Fig7.7, whereeq ~ 1 atVTHgEM1 = 595 V. At this bias voltage,
the surface field between holes is high enough for the detézt@ach an extraction
efficiency higher than 70%Lp4).

Collection Efficiency

—4— Ne/5% CH,

0.7
0.6

0.5

0.4
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e b b L L 1y
350 400 450 500 550 600

b5 L LA LL L L L B B B
ot

w
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THGEM'

Figure 7.7: Photoelectron collectioffieiency as a function of THGEM1 potential.
Data is normalised so that the fit tends asymptotically to 1.

To determine the GPM position resolution the edge spreacdtifum method was
applied to one of the edges of the pattern created by a holedirst THGEM in the
image (see Figur&.8), following the method described ii(€. Projections of the
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edge in the x and y-directions are fitted to a Boltzmann famétand the spread is
calculated from a gaussian fit to its derivative, as showrmenfigure. The result of
the fit yields< 90+ 30 um in the direction of the anode strips and9830 um in the
direction of the top strips.

An experiment was set up to test the detector ability to retant UV light from
naturally occurring sources. Flame light below the Csl 280threshold should be
detectable by the GPMLD7)], so a lit candle was placed in front of the detector, col-
limated and attenuated with plastic film, as shown in Figuggleft). In the absence
of attenuation, flame UV light overwhelmed the detector,saag discharges due to
space-charge accumulation, confirming the hypothesish @fhibugh attenuation, it
was possible to ensure that only single photons hit the tigte&n image built after
a 3 s exposure to candle light is shown in Figudre (right). A series of frames were
recorded and a movie showing the movement of the UV lighteswithin the flame
can be found in10§. In combination with an IR detector, a 36€ollimated GPM can
be used for outdoor fire detection.

Liquid argon produces 51000 scintillation photons per MeV of incident parti-
cle [68]. These photons can extract photoelectrons from the GPMplistocathode
(QE > 10% [93]). Assuming that the detector is observingDl MeV gamma-ray
interactions in a cylinder of liquid argon of 10 cm heightlwa MgF, window (70 mm
diameter), the number of photoelectrons generated is oorttes of O(10') ~ O(10?).
Therefore, the system must be able to reconstruct eventismittiple photons that
simultaneously produce photoelectrons in the photoca&hod

To simulate argon emission, a spinning disk with a slit alqwlses of UV light
from the Hg(Ar) lamp to be detected, being integrated ford.0The detector, operated
at room temperature at 20 cm from the light source was mowad fight to left in
steps of~ 2 cm to determine if the average position of the photon pulsadd vary
accordingly. In Figur&.10three collected charge distributions and their correspand
position distributions are shown. The results show that#tector can simultaneously
reconstruct the energy deposition of multiple photons dm&ir taverage position of
arrival at the photocathode. The first measurement (vibletge distribution, position
(a) ) sdtered from more noise from one of the channels, hiding moste@nultiple
photon signal due to pileup conditions. The trigger thrédka@s increased for the rest

!Boltzmann functiony = % + A
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Figure 7.8: Position resolution measurement with the Lipee& Function method.
The spread of one of the hole edges in the THGEM1 imaged paiiefitted to a
Boltzmann function. The derivative of the fit is taken anckfitto a gaussian to obtain
the resolution. The results obtained are- 90 + 30 um in the x-direction (top strips)
ando < 90+ 30um in they-direction (anode strips). Scale:12 cm= 1.
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Figure 7.9: Experimental setup for candle tests. A lit candlifront of the GPM, UV
radiation collimated and attenuated with plastic film (lefExample image obtained
from a 3 s exposure time, showing the burning candle flameeskaght). A full
animated sequence can be watched.bg]. Scale: 312 cm= 48px.

of the measurements. It is worth noting that when operateduttiphoton mode, the
detector loses its single photon position capability (rstaucted always around the
centre) due to the long integration time.

In order to test the stability of the gain during prolongeddiperiods, the GPM
was set up to detect single photons from the UV Hg(Ar) lampe €kperiment ran
for approximately 44 h, collecting data in intervals of 3 mirhe following variables
were measured: anode and top-strips gain, pressure of shengering and leaving the
detector, room temperature and instantaneous dischargs.tirhe purely exponential
part of the measured charge distributions for every 3 miervial was fitted to extract
the gain. Every signal indicating a high current in the wgpétgupply (discharge) was
recorded.

A standard Principal Component Analysis (PCA) revealsdingependence be-
tween gains, room temperature and pressure of the gas d¢ethendetector. In Fig-
ure7.11, the normalised pressure (green histogram) and temper@diure histogram)
are shown together with the gain from the anode strips charfparple histogram),
as a function of timé Discharges are shown as red points on the gain distribution

1Gain is normalised to an arbitrary central value (1200 ABG. Time is normalised to the length

112



7. Cryogenic PSGPM for liquid Argon scintillation reconstruction
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Figure 7.10: Displacement of average position and coltectearge distribution of
multiple photon interactions. The single-photon polyargkalistribution is modified
by multiple photon interactions appearing in the high enthefspectrum as a resonant
peak, revealing the average energy deposited in the defsatonultiphoton event. A
different average number of simultaneous photons interace ipitbtocathode in cases
(b) and (c), and hence their collected charge distributitansot peak at the same point.
The maximum number of available ADC channels was reachedhrendistributions
cannot be fully shown. An excessive number of low-energyntduring data-taking
hides the multiphoton peak in (a) due to pileup. Scal@2&m= 1.
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The ratio between top and anode strips gain is shown in Figdr2 stable at a value
of ~ 67%.

150

e Normalised gain

1.4F .
* Discharge

]
r
1.3% Pressure

e Temperature

Normalised time

Figure 7.11: Normalised pressure (green histogram), tesstyoe (blue histogram)
and gain from the anode strips channels (purple histogramp function of time.
Discharges are shown as red points on the gain distribution.

The variation in gain observed in Figurel lis mainly due to the variation in room
temperature and pressure and to occasional dischargesaare described by:

dG _ dGdp  4GdT 4G

& _odp el 7.3
dt _ gpdt  oT dt = ot (7:3)

discharge
Where the partial derivatives are calculated for all theeptfariables constant. Inte-
grating this expression yields:

. 0G 0G ,
G(p(t), T(t), discht)) = Go + B_p p(t) + G_TT(t) + G(disch(t)) (7.4

= G1(p(t)) + G(T (1)) + Gs(disch(t))

The behaviour of the gain with respect to pressure variati®iip) was studied in re-
gions of constant room temperatufie £ 297.1 K). On average, a discharge occurred

of the experiment (145711 s or 48 h)
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Figure 7.12: Ratio of the gain measured from the top strigisadito the gain measured
from the anode strips signal. A stable value-087% is observed during operation.

every 46 minutes, so it was required that no discharge oedurr the last 30 mins.
A linear correlation between pressure and gain was esheoljsvith negative slope.
AnalogouslyG,(T) was fitted and a positive slope was found. The dischargeramt
term is obtained by calculatinGs(disch(t)) = G(p, T, disch — Gi(p) — G(T). As
shown in Figure7.13 discharges are responsible for-a0% variation around the
mean at (G 2)%.

Given the stable operation and multiple photon detectigalbdities, preliminary
structural tests at cryogenic temperatures were carriedmitially, the MgF, window
was substituted for a more robust aluminium window. Theatetevas then evacuated
to a pressure of 10°° mbar and then cooled down to 77 K with liquid Nitrogen.
After reaching stability, the detector was removed fromlitpgid and was left to heat
up to room temperature. During this stage, the pressureased to 200 mbar, an
encouraging result considering that the gas pressure wikdpt at~ 1 atm during
normal operation. To further ensure structural integritg good performance of the
Teflon gaskets, an additional test was performed with a duigliass window. argon
was allowed to flow through the detector until all air had bemmoved. When the
pressure reached2latm, all valves were shut and the detector was cooled doing us
liquid Nitrogen. The pressure was maintained-af..2 atm by adding more argon,
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Figure 7.13: Gain evolution after correcting for the vadgatdue to temperature and
pressure. Discharges induce oscillations 0% around the mean.

since the gas freezes below 84 K. When equilibrium was rehc¢he liquid Nitrogen
was removed and a block of solid argon was visible througtgtass window of the
detector. As the system warmed up to room temperature, teofl@scaping argon
was regulated to keep the pressure constant. When the prespped to 1 atm all
valves were shut. No water, in liquid or solid state, wasblesinside the detector
volume or on the inner surface of the glass window after &lahtgon evaporated and
the system reached room temperature. The detector was plutopen to 10% mbar
to test the glass window strength, without problems. Aftening df the pump the
pressure did not go above 10 mbar, hence the system is vagghtmwith Teflon
gaskets and a glass window, even after the process of caamtiddneating. While in
the actual prototype a MgRvindow is used, there is no reason to expect a significant
change with respect to the measurements performed with.glas

7.5 Conclusions

A new large area Gaseous Photomultiplier utilizing a casa@dd hick GEM layers in-
tended for gamma-ray position reconstruction in liquicoargs proposed. A prototype
designed to operate at cryogenic temperatures insideghie bhase and to reconstruct
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liquid argon scintillation light was built. A number of perinance measurements were
carried out at room temperature and stable operation hiffage settings: photoelec-
tron collection #iciency, position resolution and stability. A photoeleatamllection
efficiency on the order of 1, a gain of-&0° per photoelectron and a position reso-
lution better than 10@m were measured. Discharges were observed every 46 min
of operation on average .(Ddischargegh - cn?)). Detector gains were stable for the
whole data taking period withis10%, showing a slow charging-uffect after every
discharge. Gain variations due to pressure and temperdisappear when the two
variables are under control in the laboratory. Howevergttuce the discharge rate it
IS necessary to operate with lower bias settings, limitivegdtability of the gain to the
above-mentioned 10%.

The proposed detector has potential applications rangimg iedical physics and
engineering, to particle physics. Initial tests of robessagainst cryogenic temper-
atures were performed successfully. The next essentiahgbeld be to demonstrate
the operation of the Gaseous Photomultiplier inside thédigrgon phase.
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Chapter 8

Summary

The QED Final State Radiation photons and a method for teewvery in ATLAS
were introduced in chapté&. The algorithm for FSR recovery was improved with
respect to the original to include not only collinear FSRiphs fromZ — uu events
(efficiency: 70%, purity: 85%) but also non-collinear FSR phetbmmZ — eeand

uu events (iciency: 60%, purity:> 95%). Excellent data-Monte Carlo agreement
and pileup independence was found. The algorithm was usedpmve the Higgs
mass measurement in tihe - ZZ* — 4¢ channel and to correct the dimuon mass
distribution in the Higgs search in th& — Zy channel. Additionally, the FSR photons
from Z decays tof¢y were used to cross-check the photon calibration, extrégubla
from theZ — eeelectron calibration and used in the Higgs mass measuremée

H — yy channel, with a precision better tharb%.

Chapter5 introduced the search for the Higgs boson in Bhe— Zy channel,
yielding an upper limit at the 95% CL for the cross sectiongsnranching ratio of
0.13 to Q5 pb measured from thg's = 8 TeV data sample, and a cross section divided
by Standard Model expectationmat; = 1255 GeV of 11x S Mat 95% CL measured
in the combinedy/s = 7 TeV and 8 TeV data sample. The improvement introduced in
the limits by the FSR correction is 2%.

During LHC Run Il Final State Radiation photons will agaiaykn important role
in the photon calibration and the mass reconstruction digh@s decaying to electrons
or muons. Due to the increase in luminosity and centre-adsneaergy of operation
(v/s = 13 TeV), conditions fiecting FSR photon reconstruction, including pileup, will
change, so the algorithm will have to be tested and re-opéthif necessary. Up to
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300 fb~* will be made available to the ATLAS detector for new studied anproved
searches.

A position sensitive Gaseous Photomultiplier was builtides to reconstruct lig-
uid Argon scintillation light, and it was presented in clept. The detector com-
prises two THGEMs with Csl reflective photocathode on the Sitsucture and a
2D-THCOBRA, arranged in cascade, encased in an aluminidimdey with a Mgk,
window transparent to VUV light from liquid Argon scintii@an. It is operated in
flow-mode with Ng5%CH,. Initial calibration and tests were performed at room tem-
perature: 8 10° gain per photoelectron; 100 um position resolution~ 1 collec-
tion eficiency and a rate of.0 dischargegh - cn?) were measured under optimised
bias settings. Theffects of room temperature and pressure variations on thiitstab
of the gain were disentangled and the variation induced byttasional discharges
(+10%) could be determined. It was proven that the GPM can stoat the average
position of interaction of simultaneous photons, essefaialiquid Argon scintilla-
tion light position measurement. Preliminary structuesks at cryogenic temperatures
were carried out in liquid Nitrogen, proving that the detees able to withstand such
conditions maintaining its vacuum-tightness.

Future experiments will involve the operation of the detean liquid Argon and
the reconstruction of ultraviolet photons provided by LEEDsl scintillation light from
particle interactions in the liquid. Successful positi@eanstruction of scintillation
light will be an important milestone towards the applicatiaf cryogenic GPMs in
nuclear medicine devices such as PET scanners.
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Glossary

ADC: Analog to Digital Converter.

Alpgen: a generator of hard multi-parton processes in hadronlsois.

Auger effect the emission of an electron from an atom when a vacancy inisr-
shell is filled by another electron from a more loosely boumells

Bremsstrahlung: the loss of energy by radiation from a charged patrticle lacated
in an electromagnetic field.

Crystal Ball: a function consisting of a gaussian core and a power-lawdoud tail,
used to model processes in which part of the energy may he lost
Electronegativity: a chemical property describing the tendency of atoms raatt
electrons towards themselves. A higher electronegatreipyesents a higher attrac-
tion.

EM: Electromagnetic.

FSR: Final State Radiation.

Gaussian-Sum Filter (GSF) a technique used in ATLAS to incorporate electron
bremsstrahlung losses in the track reconstruction.

Geant4 a toolkit for the simulation of the passage of particle®tigh matter.

GPM: Gaseous Photomultiplier.

HERWIG : a Monte Carlo simulation package for Hadron Emission ReastWith
Interfering Gluons.

LAr : Liquid Argon.
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9. GLOSSARY

Levi-Civita symbol: totally antisymmetric tensor density of weight -1, re@mted
(1,2,...,n); =1 in case of an odd number of permutations and 0 otherwise.

Monte Carlo (MC): a Monte Carlo simulation uses random numbers drawn from a
probability distribution to evaluate mathematical exgress that are not easily tractable
with analytical methods.

Minimum lonising Particle (MIP) : a particle with a mean rate of energy loss through
matter near the minimum given by the Bethe-Bloch equation.

MC@NLO: a parton shower Monte Carlo that computes hard partoniogsses with
full Next-to Leading Order QCD corrections.

NLO, NNLO, LO...: the amplitudes of particle interactions are perturbagivallcu-
lated from a power series of the coupling constant. The lep@irder (LO) or tree-
level term is represented by a Feynman diagram with no |ladggher-order terms are
represented by diagrams with an increasing number of lddpst-to Leading Order,
Next-to-Next-to Leading Order, etc...

Parton Distribution Function (PDF): measured for each fierent parton contained
in the nucleon of interest, the PDIX) is the distribution of the probability of finding

a parton of flavourf with a fractionx of the nucleon momentum.

PET: Positron Emission Tomography.

Principal Component Analysis (PCA) a procedure that produces a set of linearly
uncorrelated variables from a set of correlated variahkesn orthogonal transforma-
tion.

Topological cluster. a cluster of calorimeter cells with a variable size thatede}s on
the significance of the cells. The significance is calcula®d ratio of the cell noise
and the energy deposited in the cell. The topo-seeded cht@lgorithm centres a
fixed-sized window on the cluster centre found by the topiclglgorithm.
Photolithography: a microfabrication process involving the transfer of ametric
pattern from a photomask onto a light-sensitive chemicpbdied on a substrate, us-
ing light. Further chemical treatment engraves the paterthe substrate or allows
for the deposition of the desired material onto it.

PHOTOS: a software package for the simulation of QED radiative @ctions in res-
onance decays.

POWHEG: POsitive Weight Hardest Emission Generator.
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PSGPM: Position Sensitive Gaseous Photomultiplier.

PYTHIA : a software package for the generation of high energy catissthat models
the physics of hard processes and the evolution to multidmacfinal states.
Serigraphy: a printing technique that uses a mesh to transfer a matartala sub-
strate. Blocking certain areas of the mesh allows to obterdesired pattern.
Sherpa a high-energy patrticle collision event generator prawyidcomplete hadronic
final states.

VUV: Vacuum Ultra Violet, light with a wavelength in the range= (100, 200) nm,
strongly absorbed by atmospheric oxygen.

123



9. GLOSSARY

124



References

[1]

[2]

[3]
[4]

[5]

[6]

[7]

[8]
[9]

[10]

D. Griffiths. Introduction to Elementary ParticlesSecond edition. New York, USA:
John Wiley & Sons.

C. L. Cowan Jr. et al. Detection of the Free Neutrino: A @onation. Sciencel24

(July 1956), pp. 103-104.
J. Beringer et al. Review of Particle Physi€dys. Rev. 36 (2012), p. 010001.

A. Djouadi. The anatomy of electroweak symmetry bregkifome I: The Higgs boson

in the Standard ModePhysics Reportd57.14 (2008), pp. 1 —216.

P. W. Higgs. Broken Symmetries and the Masses of GaugerdoBhys. Rev. Lettl3
(1964), pp. 508-509.

F. Englert and R. Brout. Broken Symmetry and the Mass afigeaVector Mesons.
Phys. Rev. Lettl3 (1964), pp. 321-323.

G. S. Guralnik, C. R. Hagen, and T. W. B. Kibble. Global Gervation Laws and

Massless Particle®hys. Rev. Lettl3 (1964), pp. 585-587.
L. Evans and P. Bryant. LHC Machin@INST 3.08 (2008), S08001.

Big Science - The LHC in picturdst tps://bigscience.web.cern.ch/bigscience/

en/lhc/lhc2.html. Visited on 04-2015.

The first LHC protons run ends with new milesto@ERN Press @ice (Dec. 2012).

125


https://bigscience.web.cern.ch/bigscience/en/lhc/lhc2.html
https://bigscience.web.cern.ch/bigscience/en/lhc/lhc2.html

REFERENCES

[11]

[12]

[13]

[14]

[15]

[16]

[17]

[18]

[19]

[20]

ATLAS Collaboration. Observation of a new particle mmetsearch for the Standard
Model Higgs boson with the ATLAS detector at the LH@hys. Lett. B/16.1 (2012),

pp. 1 -29.

S. Chatrchyan et al. Observation of a new boson at a nfak250GeV with the CMS

experiment at the LHGPhys. Lett. B716.1 (2012), pp. 30 —61.

ATLAS Collaboration. Measurements of Higgs boson piettbn and couplings in di-
boson final states with the ATLAS detector at the LH&hys. Lett.B 726 (2013),

pp. 88-119.

CMS Collaboration. Observation of a new boson with nreessr 125 GeV ipp colli-

sions aty/s = 7 and 8 TeV.JHEP 1306 (2013), p. 081.

ATLAS Collaboration. Evidence for the spin-0 naturetod Higgs boson using ATLAS
data.Phys. LettB 726 (2013), pp. 120-144.

CMS Collaboration. Study of the mass and spin-parityhaf Higgs boson candidate
via its decays to Z boson pailBhys. Rev. Lettl10 (2013), p. 081803.

R. Aaij et al. Observation of the Resonant CharactehefZi(4430) State.Phys. Rev.
Lett. 112 (22 2014), p. 222002.

A. Collaboration. The ATLAS Experiment at the CERN Largadron ColliderJour-

nal of Instrumentatior8.08 (2008), S08003.

ATLAS Collaboration. Measurement of the inclusivele&ged prompt photon cross sec-
tion in ppcollisions aty/s' = 7 TeV with the ATLAS detectoPhys. Rev. 33 (2011),

p. 052005.

Photon Shower Shapes DABC Comparisons from Z y events Tech. rep. ATL-
COM-PHYS-2013-600. Geneva: CERN, May 2013.

126



REFERENCES

[21]

[22]

[23]

[24]

[25]

[26]

[27]

[28]

[29]

[30]

Measurements of the photon identificatigficeency with the ATLAS detector using
4.9 fo! of pp collision data collected in 201Tech. rep. ATLAS-CONF-2012-123.

Geneva: CERN, 2012.

Reconstruction of collinear final-state-radiation phasan Z decays to muons igls=7
TeV proton-proton collisionsTech. rep. ATLAS-CONF-2012-143. Geneva: CERN,

Nov. 2012.

M. L. Mangano et al. ALPGEN, a generator for hard multtpa processes in hadronic

collisions.JHEP 0307 (2003), p. 001.

T. Sjostrand, S. Mrenna, P. Skands. A brief introduretio PYTHIA 8.1.Comput. Phys. Com-

mun.178 (2008), pp. 852-867.

E. Barberio, B. van Eijk, and Z. Was. Photos: a univeMahte Carlo for QED radia-

tive corrections in decayS€omput. Phys. Commu66.1 (1991), pp. 115 —128.

S. Agostinelli et al. GEANTA4: A Simulation toolkiNucl. Instrum. MethA506 (2003),

pp. 250-303.
J. Beringer et al. Review of Particle PhysiBys. Rev. 36 (2012), p. 010001.

ATLAS Collaboration. Search for Higgs boson decays fgthaton and a Z boson in
pp collisions aty/s = 7 and 8 TeV with the ATLAS detectoPhys. Lett. B732 (May

2014), pp. 8-27.

ATLAS Collaboration. Measurement of the Higgs bosorssmftom theH — yy and
H — ZZ* — 4¢ channels with the ATLAS detector using 25 tof pp collision data.
Phys. Rev. @0 (2014), p. 052004.

ATLAS Collaboration. Electron and photon energy cediibn with the ATLAS detec-

tor using LHC Run 1 date&Eur. Phys. J. (74.10, 3071 (2014).

127



REFERENCES

[31]

[32]

[33]

[34]

[35]

[36]

[37]

[38]

[39]

S. H Abidi, C Anastopoulos, and M AntoneliEvent Selection and background estima-
tion for the measurement of the properties of the Higgs plarin the four lepton de-
cay channel with the ATLAS detect@ech. rep. ATLAS INTERNAL NOTE. Geneva:
CERN.

ATLAS Collaboration. Measurement of the Higgs bosorsmmrom theH — yy and
H — ZZ* — 4¢ channels with the ATLAS detector using 25 #of pp collision data.
Phys. Rev. @0 (2014), p. 052004.

J.-B. Blanchard, J.-B. de Vivie, and P Mastrandieasitu scales and smearings from

Z and Q¥ eventsTech. rep. ATL-COM-PHYS-2013-1653. Geneva: CERN, 2013.

C Rangel-Smith, B Lopez Paredes, and Y Yamaguchsitu photon scales from ra-

diative Z decaysTech. rep. ATL-COM-PHYS-2013-1634. Geneva: CERN, 2013.

ATLAS Collaboration. Observation of a new particle mmetsearch for the Standard

Model Higgs boson with the ATLAS detector at the LHRhys. Lett. B/16 (2012),
p. 1.

CMS Collaboration. Observation of a new boson at a magg® GeV with the CMS

experiment at the LHQRhys. Lett. Br16 (2012), p. 30.

M. Carena, |. Low, and C. Wagner. Implications of a maifHiggs to diphoton decay

width. JHEP2012.8, 60 (2012).

S Heinemeyer et aHandbook of LHC Higgs Cross Sections: 3. Higgs Properties:
Report of the LHC Higgs Cross Section Working Grotigch. rep. arXiv:1307.1347.
CERN-2013-004. Comments: 404 pages, 139 figures, to be #edrto CERN Report.
Working Group web page: httggwiki.cern.chtwiki/bin/view/LHCPhysicgCrossSections.
Geneva, 2013.

I. Low, J. Lykken, and G. Shaughnessy. Singlet scalatdiggs imposters at the Large
Hadron ColliderPhys. Re\D 84 (2011), p. 035027.

128



REFERENCES

[40]

[41]

[42]

[43]

[44]

[45]

[46]

[47]

[48]

[49]

[50]

[51]

I. Low, J. Lykken, and G. Shaughnessy. Have we obsertiedHiggs (imposter)?
Phys. Re\D 86 (2012), p. 093012.

A. Azatov et al. New Prospects for Higgs Compositeneds + Zy. Phys. RevD 88
(2013), p. 075019.

The CMS Collaboration. Evidence for the direct decaghef 125 GeV Higgs boson to

fermions.Nat. Phys10 (Aug. 2014), pp. 557-560.

S. Alioli, P. Nason, C. Oleari and E. Re. NLO Higgs bosooduction via gluon fusion
matched with shower in POWHEGHEP 0904 (2009), p. 002.

P. Nason and C. Oleari. NLO Higgs boson production vidaeboson fusion matched

with shower in POWHEGIJHEP 1002 (2010), p. 037.

E. Bagnaschi et al. Higgs production via gluon fusiothe POWHEG approach in the
SM and in the MSSMJHEP 1202 (2012), p. 088.

T. Gleisberg et al. Event generation with SHERPA JHEP 0902 (2009), p. 007.

S. Hoeche, S. Schumann, and F. Siegert. Hard photorugtiod and matrix-element

parton-shower mergindg?hys. Rev. 31 (2010), p. 034026.

G. Corcella et al. HERWIG 6: an event generator for hademission reactions with

interfering gluons (including super-symmetric process#idEP 0101 (2001), p. 010.

S. Frixione and B. R. Webber. Matching NLO QCD computasi and parton shower
simulations JHEP 0206 (2002), p. 029.

S. Frixione, P. Nason, and B. R. Webber. Matching NLO Q&1d parton showers in

heavy flavour productionlHEP 0308 (2003), p. 007.

H.-L. Lai et al. New parton distributions for collidehpsics.Phys. Rev. 32 (7 2010),
p. 074024.

129



REFERENCES

[52]

[53]

[54]

[55]

[56]

[57]

[58]

[59]

[60]

[61]

[62]

M. Grazzini and H. Sargsyan. Heavy-quark ma$sats in Higgs boson production at
the LHC. EnglishJHEP2013.9, 129 (2013).

J. Pumplin et al. New Generation of Parton Distributiomith Uncertainties from

Global QCD AnalysisJHEP 2002.07 (2002), p. 012.

A. Djouadi, J. Kalinowski, and M. Spira. HDECAY: a pragn for Higgs boson decays
in the Standard Model and its supersymmetric extens@omput. Phys. Commun.

108.1 (1998), pp. 56 —74.

A. Bredenstein et al. Precise predictions for the Higgson decay - WWZZ — 4
leptons.Phys. Rev. 4 (1 2006), p. 013004.

S. Actis et al{NNLO} computational techniques: The cases Bné> yy andH — gg.
Nucl. Phys. BB11.12 (2009), pp. 182 —-273.

J. Butterworth, J. Forshaw, and M. Seymour. Multipariateractions in photoproduc-

tion at HERA. EnglishZ. Phys. C Part. Field32.4 (1996), pp. 637—-646.

Improved electron reconstruction in ATLAS using the GausSum Filter-based model

for bremsstrahlungTech. rep. ATLAS-CONF-2012-047. Geneva: CERN, 2012.

ATLAS Collaboration. Electron performance measurataavith the ATLAS detector

using the 2010 LHC proton-proton collision dakaur. Phys. J. C72.3, 1909 (2012).

T Barklow et al.Search for the Standard Model Higgs boson in the-HZy decay
mode with 20.3 fb' of pp collisions aty/s = 8 TeV and 4.6 fb* of pp collisions at
\/s = 7 TeV. Tech. rep. ATL-COM-PHYS-2013-1397. Geneva: CERN, 2013.

ATLAS Collaboration. Measurements ®fy and Zy production inpp collisions at

v/s= 7 TeV with the ATLAS detector at the LH®hys. RewD 87 (2013), p. 112003.

ATLAS Collaboration. Improved luminosity determiia in pp collisions aty/s = 7
TeV using the ATLAS detector at the LHEur. Phys. J. (73.8, 2518 (2013).

130



REFERENCES

[63]

[64]

[65]

[66]

[67]

[68]

[69]
[70]

[71]

[72]

[73]

[74]

Muon reconstruction fciency in reprocessed 2010 LHC proton-proton collisionedat
recorded with the ATLAS detectdiech. rep. ATLAS-CONF-2011-063. Geneva: CERN,
2011.

ATLAS Collaboration. Electron performance measurataavith the ATLAS detector

using the 2010 LHC proton-proton collision dakaur. Phys. J. C72.3, 1909 (2012).

ATLAS and CMS Collaborationg?rocedure for the LHC Higgs boson search combi-

nation in summer 2011Tech. rep. ATL-PHYS-PUB-2011-011. Geneva: CERN, 2011.

A. L. Read. Presentation of search results: The CL{)rtigjue J. Phys. G: Nucl. Part.
Phys.28 (2002), p. 2693.

G. Cowan et al. Asymptotic formulae for likelihood-leastests of new physickur. Phys. J.
C 71 (2011), p. 1554.

D. Gastler et al. Measurement of scintillatioffiéency for nuclear recoils in liquid

argon.Phys. Rev. @5.6 (June 2012), p. 065811.
E. Aprile et al.Noble Gas DetectordViley, 2006.
H. RaetherElectron avalanches and breakdown in gadgstterworths, 1964.

M. S. Naidu and V. KamarjuHigh Voltage EngineeringSecond Edition. McGraw-
Hill, 2009.

W. Shockley. Currents to Conductors Induced by a Movaint ChargeJ. Appl.
Phys.9.10 (1938).

S. Ramo. Currents Induced by Electron Moti&moceedings of the IRE7.9 (1939),

pp. 584-585.

G. F. Knoll. Radiation detection and measuremerburth Edition. New York: Wiley,

2010.

131



REFERENCES

[75]

[76]

[77]

[78]

[79]

[80]

[81]

[82]

[83]

[84]

[85]

R. Bouclier et al. The Gas electron multiplier (GENBEE Trans. Nucl. Scé4 (1997),

pp. 646-650.

J. Maia et al. Avalanche-ion back-flow reduction in gaseelectron multipliers based

on GEMMHSP.Nucl. Instrum. Meth. A£23.3 (2004), pp. 334 —344.

T. Lopes et al. Position sensitive VUV gaseous photaiplier based on Thick-multipliers

with resistive line readoutlINST8.09 (2013), P09002.

H. Natal da Luz et al. MHSP with position detection caifigh Nucl. Instrum. Meth.

A 573 (Apr. 2007), pp. 191-194.

A. Breskin et al. A concise review on THGEM detectaskicl. Instrum. Meth. 598

(2009), pp. 107-111.

M. Alexeev et al. The quest for a third generation of gasephoton detectors for
Cherenkov imaging counterslucl. Instrum. Meth. A10.1 (2009). Proceedings of the

Fifth International Conference on New Developments in Btetection, pp. 174 -177.

A. L. M. Silva et al. X-ray imaging detector based on aifios sensitive THCOBRA
with resistive line JINST8.05 (2013), p. 05016.

M. Boulay. DEAP-3600 Dark Matter Search at SNOLAB.Phys. Conf. SeB75
(2012), p. 012027.

M. Bossa. DarkSide-50, a background free experimard#éok matter searche3NST
9 (2014), p. C01034.

W. Lampl et al. Status of the ATLAS Liquid Argon Caloritee and its Performance
after Three Years of LHC OperatioAstroparticle, Particle, Space Physics and Detec-

tors for Physics ApplicationgChap. 94, pp. 593-597.

G. Gratta and D. Sinclair. Present Status and Futurepeetives for the EXO-200

Experiment Adv. High Energy Phy42013), p. 545431.

132



REFERENCES

[86] J. Shirai. KamLAND-Zen: Status and FutuMucl. Phys. Proc. Supp237-238 (2013),
pp. 28-30.

[87] M.-L. Gallin-Martel et al. Experimental results andsfir2z2Na source image recon-
struction by two prototype modules in coincidence of a litxgnon positron emission

tomograph for small animal imaginblucl. Instrum. Meth. A£82.0 (2012), pp. 66 —74.

[88] J.BushbergThe Essential Physics of Medical Imagihgppincott Williams & Wilkins,
2002.

[89] G. Plante et al. New measurement of the scintillatifiiciency of low-energy nuclear

recoils in liquid xenonPhys. Rev. @4.4 (2011), p. 045805.

[90] T. Alexander et al. Light yield in DarkSide-10: A proypie two-phase argon TPC for

dark matter searcheéstropart. Phys49.0 (2013), pp. 44 -51.

[91] D. S. Akerib et al. An ultra-low background PMT for liquixenon detectordNucl.

Instrum. Meth. A703 (Mar. 2013), pp. 1-6.

[92] R. Acciarri et al. Demonstration and comparison of jpnatltiplier tubes at liquid

Argon temperatureJINST7 (Jan. 2012), p. 1016.

[93] Y. Xie et al. Quantum #iciency measurement of Csl photocathodes using synchrotron

radiation at BSRFANucl. Instrum. Meth. A&64.1 (2012), pp. 310 —-316.

[94] S.D. Torre. Status and perspectives of gaseous phati@etdrs Nucl. Instrum. Meth.

A639.1 (2011), pp. 111-116.

[95] R. Chechik, A. Breskin, and et al. R Chechik. Advancegaseous photomultipliers.
Nucl. Instrum. Meth. A95.1 (2008), pp. 116-127.

133



REFERENCES

[96]

[97]

[98]

[99]

[100]

[101]

[102]

[103]

[104]

[105]

L. Periale et al. A study of the operation of especiabgigned photosensitive gaseous
detectors at cryogenic temperaturisicl. Instrum. Meth. £67.1 (2006). Proceedings
of the 4th International Conference on New Developmentshiot&etection, pp. 381

—385.

S. Duval et al. On the operation of a micropattern gaseld\-photomultiplier in

liquid-Xenon.JINST6.04 (2011), P04007.

Crystran Ltd.Magnesium Fluoride (MgF2) Optical MateriaP012.ure: http: //
www.crystran.co.uk/optical -materials/magnesium-fluoride -mgf2 (vis-

ited on 01-2015).

H. Natal da Luz et al. MHSP with position detection caifigh Nucl. Instrum. Meth.

A573 (Apr. 2007), pp. 191-194.

R. Bellazzini et al. Imaging with the invisible lightlucl. Instrum. Meth. A81.1 (Feb.
2007). VCI 2007 Proceedings of the 11th International Vee@onference on Instru-

mentation, pp. 246 —253.

C. Shalem et al. Advances in Thick GEM-like gaseoustet® multipliers Part I: at-

mospheric pressure operatiducl. Instrum. Meth. A58 (2006), pp. 475—-489.

D. Mérmann. Study of novel gaseous photomultipliersUV and visible light. JINST

TH 004. PhD thesis. Weizmann Institute of Science, Isre@)52

C. Richter et al. On theficient electron transfer through GEMucl. Instrum. Meth.

A 478.3 (2002), pp. 538 —558.

C. D. R. Azevedo et al. Towards THGEM UV-photon detestior RICH: on single-

photon detectionféiciency in N¢CH4 and NéCF4. JINST5 (Jan. 2010), p. 1002.

J. F. C. a. Veloso et al. THCOBRA: lon back flow reductionpatterned THGEM

cascadeNucl. Instrum. Meth. A£39.1 (May 2011), pp. 134-136.

134


http://www.crystran.co.uk/optical-materials/magnesium-fluoride-mgf2
http://www.crystran.co.uk/optical-materials/magnesium-fluoride-mgf2

REFERENCES

[106] M Cortesi et al. Investigations of a THGEM-based inmagiletectorJINST2.09 (2007),

P09002.

[107] P. Martinengo, E. Nappi, and V. Peskov. Position SamsGaseous Photomultipliers.

ArXiv e-prints: 1008.1327Aug. 2010).

[108] Candle light moviehttp://www.hep.shef.ac.uk/people/lopez/candlemovie.

html. Visited on 01-2015.

135


http://www.hep.shef.ac.uk/people/lopez/candlemovie.html
http://www.hep.shef.ac.uk/people/lopez/candlemovie.html

	Contents
	List of Figures
	1 Introduction
	1.1 Particle Physics
	1.1.1 Early developments
	1.1.2 The Standard Model
	1.1.2.1 Electroweak symmetry breaking
	1.1.2.2 The Higgs boson



	2 The ATLAS experiment
	2.1 The LHC
	2.2 The ATLAS detector
	2.2.1 Physics requirements
	2.2.2 Tracking
	2.2.3 Calorimetry
	2.2.3.1 Electromagnetic Calorimeter
	2.2.3.2 Hadronic Calorimeter

	2.2.4 The Muon Spectrometer
	2.2.5 Trigger, readout and data acquisition

	2.3 Particle reconstruction and identification in the Electromagnetic Calorimeter
	2.3.1 Energy reconstruction
	2.3.2 Clustering and particle reconstruction
	2.3.3 Electron and photon identification


	3 Reconstruction of QED Final State Radiation in Z to ll events for Higgs boson mass correction
	3.1 FSR photon identification
	3.1.1 Data and Monte Carlo samples
	3.1.2 Photon selection

	3.2 Performance of the FSR recovery procedure
	3.2.1 Systematic uncertainty from FSR correction
	3.2.2 Pile-up tests
	3.2.3 H to 4 leptons FSR recovery and mass measurement


	4 Electromagnetic Calorimeter energy scale control measurements with QED FSR photons
	4.1 Energy scale calibration with electrons from Z to ee decays
	4.1.1 Sources of systematic uncertainty

	4.2 Cross-check of photon scales with Z radiative decays
	4.2.1 The double ratio method
	4.2.2 Data and Monte Carlo samples
	4.2.3 Event selection
	4.2.4 Results

	4.3 H to gamma gamma mass measurement

	5 Search for Higgs boson decays to a photon and a Z boson in pp collisions at centre-of-mass energies of 7 and 8 TeV with the ATLAS detector
	5.1 Introduction
	5.2 Data and Monte Carlo samples
	5.3 Event selection and backgrounds
	5.3.1 Event selection
	5.3.2 Invariant mass calculation
	5.3.3 Event categorisation
	5.3.4 Sample composition

	5.4 Experimental systematic uncertainties
	5.5 Results
	5.5.1 Likelihood function
	5.5.2 Statistical analysis

	5.6 Conclusions

	6 Introduction to radiation detectors
	6.1 Radiation interaction with matter
	6.1.1 Interaction of electrons with matter
	6.1.2 Interaction of gamma-rays with matter

	6.2 Noble liquid scintillation calorimeters
	6.3 Gaseous radiation detectors
	6.3.1 Solid photocathodes
	6.3.2 Micro-patterned structrures
	6.3.2.1 Gas Electron Multiplier
	6.3.2.2 Micro-Hole and Strip-Plate
	6.3.2.3 THGEM
	6.3.2.4 THCOBRA



	7 Cryogenic Gaseous Photomultiplier for Position Reconstruction of Liquid Argon Scintillation Light
	7.1 Introduction
	7.2 GPM Detector Design and Operation Principle
	7.3 Experimental Setup and Methods
	7.4 Results: detector characterisation
	7.5 Conclusions

	8 Summary
	9 Glossary

