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Abstract

In 2012, the Higgs boson was discovered by the Large Hadron Collider (LHC) experiment at CERN. However,

to derive the observed Higgs mass (125 GeV) in the Standard Model (SM), fine tuning between the bare Higgs

mass and the radiative correction required. The SM has another problem, which is the absence of the particles

constituting the dark matter (DM) indicated by the cosmological observation. One of the candidates of the

theory which can solve these problems is the Supersymmetry (SUSY). If the scalar top quark (stop, t̃), which

is the superpartner of the SM top quark, exists and has the mass below 1 TeV, the level of fine tuning can be

significantly reduced because the radiative correction of the top quark loop can be canceled by the radiative

correction of the stop loop. In addition, the neutralino (χ̃0
1), which is the neutral lightest supersymmetric

particle (LSP) can become a candidate of the DM.

The LHC experiment searched for the stop pair production in a pp → t̃1t̃1 → tχ̃0
1tχ̃

0
1 process and set a 1

TeV mass limit by exploiting the highest center-of-mass energy of the pp collisions. Unfortunately, the evidence

of the stop pair production was not obtained. The direct searches for the stop pair production in the phase

space challenging for the experiments is of interest. An example is the phase space, where two or three of stop,

chargino, and neutralino have similar masses.

Here a search is presented for the stop pair production in a pp → t̃1t̃1 → bχ̃±
1 bχ̃

±
1 → bW±χ̃0

1bW
±χ̃0

1 process

with the 36.1 fb−1 data of
√
s = 13 TeV pp collisions obtained by the LHC-ATLAS experiment from 2015 to

the end of 2016. The search focuses on two theoretical scenarios, which have the compressed mass spectrum

between the SUSY particles (sparticles) and can be searched by the final state involving one lepton, jets, and

missing transverse energy (Emiss
T ): I. the higgsino LSP scenario with small mass difference between the chargino

(χ̃±
1 ) and the neutralino and II. the bino LSP scenario with small mass difference between the stop and the

chargino. In case of the higgsino LSP scenario, the signal region (SR), which has a high Emiss
T and an initial

state radiation with a high momentum, was set and optimized. The dominant backgrounds (tt̄ and W + jets)

remaining after the signal event selection were estimated by using a semi-data driven method called the control

region (CR) techniques to reduce the systematic uncertainties. The QCD/multi-jets background including a

fake leptons was estimated to be negligible. No significant excess above SM expectation was observed in the

SR. This result was reinterpreted to determinate the exclusion limit. The higgsino LSP scenario was excluded

the stop mass up to 415 GeV. In case of the bino LSP scenario, the SR is introduced with rejecting jets tagged

as originating from bottom quarks. The dominant background (W + jets) was estimated by using the CR

techniques. No significant excess above the SM expectation was observed in the SR. The bino LSP scenario was

excluded in a part of the phase space with the stop mass up to 850 GeV.

The coverage in the phase space has been significantly extended by setting and optimizing the individual

SRs dedicated for the two scenarios and by precisely estimating the background. I contributed to the strongly

constrain for SUSY, in particular the stop pair production, by searching these scenario having the compressed

mass difference between sparticles.
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Chapter 1

Introduction

The ultimate goal of the particle physics is the fundamental understanding of the particles and the interaction.

The theory of the particles and the interactions evolved with the validation by the experiment. In 2012, the

Higgs boson, which is an essential particle of Standard Model (SM), was discovered by the A Toroidal LHC

ApparatuS (ATLAS) and Compact Muon Solenoid (CMS) experiments at the Large Hadron Collider (LHC).

The Higgs boson plays an impotant role in the understanding of the “origin of mass” of the particles. On the

other hand, there are problems which can not be explained by the SM:

• In the SM, fine tuning is required between the bare Higgs boson mass and the radiative correction arising

from the one-loop contribution of the top quark,

• Existence of dark matter (DM) is indicated by the cosmological observations, but there are no particle

candidates in the SM.

These problems require the extensions of the SM. One of the candidates of extended models which can solve

these problems is the model with Supersymmetry (SUSY). SUSY is containing the symmetry between the boson

and the fermion. The Minimal Supersymmetric SM (MSSM) is a minimal extension of the SM. MSSM includes

a partner (superpartner) for each SM particle. The scalar top quark (stop) t̃1, which is the superpartner of the

SM top quark, contributes to the cancellation of the radiative correction of the Higgs boson mass, and the level

of fine tuning can be significantly reduced. In addition, the neutralino χ̃0
1, which is the Lightest Supersymmetric

Particle (LSP) and is stable under the R-parity conservation, possibly constitutes the DM.

Physicists have been searching for signs of SUSY with several experiments. In the searches for stop-pair

production with the decay channel t̃1t̃1 → tχ̃0
1tχ̃

0
1 at the ATLAS and CMS experiments, no evidence of excess

over the SM was found. A mass region of the stop up to 1 TeV was excluded.

This thesis presents the search for the stop-pair production with the decay chain t̃1 → bχ̃±
1 → bW χ̃0

1,

where χ̃±
1 indicates a chargino, based on 36.1 fb−1 data of

√
s = 13 TeV proton-proton (pp) collisions taken

by the ATLAS detector. This decay chain makes it possible to search for signs of SUSY in an experimentally

challenging phase space, where two or three of t̃1, χ̃
±
1 , and χ̃

0
1 have similar masses. The analysis focuses on the

following two scenarios, which can be probed by the final states containing one lepton, jets and large missing

transverse energy (Emiss
T ):

• a higgsino LSP scenario, which reduces the level of fine tuning of the Higgs boson mass,

• a bino LSP scenario, where the bino is a candidate of the DM.

1



CHAPTER 1. INTRODUCTION 2

To search for the stop in these scenarios with maximum possible sensitivity, an analysis method dedicated for

each scenario has been developed. In addition, backgrounds are precisely estimated by the Monte Carlo (MC)

simulations and semi-data driven method for the reduction of systematic uncertainty.

The structure of the thesis is as follows. In Chapter 2, problems of the SM and theoretical motivation of

SUSY are reviewed, and target scenarios of this analysis are described. In Chapter 3, an overview of LHC and

the ATLAS detector is shown. In Chapter 4, the phenomenology of the pp collisions and the MC simulations

are introduced. In Chapter 5, the object reconstructions and definitions are provided. In Chapter 6 and 7,

the analysis method and the result of the search for the higgsino LSP scenario and the bino LSP scenario,

respectively, are given. In Chapter 8, the constraints on SUSY parameters are compared with other analyses.

In Chapter 9, a conclusion of this thesis is described.



Chapter 2

Theoretical Motivations and SUSY

Target Scenarios

2.1 Standard Model of Particle Physics

The SM (Figure 2.1) [1] proposed in the 1970s described phenomena of fundamental particles and their inter-

actions. The most important principles in the SM are symmetries and the Spontaneous Symmetry Breaking

(SSB). The six quarks and six leptons, which compose matters, are characterized by the chiral symmetry, and its

symmetry breaking. The four gauge bosons (gluon, photon, W boson, Z boson), which intermediate the forces

(strong, weak, electromagnetic), are characterized by the gauge symmetry. The scalar Higgs boson, which give

a mass to the particle, is introduced by the SSB in the Higgs mechanism. Their existence have been confirmed

by a variety of experiments.

Figure 2.1: The illustration of the Standard Model particles [2]. There are three generation of matter

particles, four gauge bosons of force-carrier particles, and the scalar Higgs boson that generate the

elementary-particle masses.

3



CHAPTER 2. THEORETICAL MOTIVATIONS AND SUSY TARGET SCENARIOS 4

2.1.1 Problems of the SM

The SM explains various experimental results. However, there are problems which can not be explained by the

SM. Two main problems are discussed in this section.

Fine Tuning Problem

Observable physical quantities, e.g, mass (mobs.), are finite quantities defined by the renormalization for the

perturbative expansion. The observed mass is defined as

m2
obs. = m2

bare +∆m2, (2.1)

where mbare is the bare mass and ∆m is the radiative correction. Since the bare masses of fermions and gauge

bosons are assumed to be zero for the high energy scale, even if a cut-off parameter (ΛUV) is to be the Plank

scale (MP ≡
√
h̄c/G ∼ 1019 GeV)1, the radiative corrections to the masses of fermions and the gauge bosons

are suppressed until around order of log(ΛUV). In case of a scalar particle, the mass term is accepted by a

symmetry. The radiative correction of the Higgs boson mass is affected by the ΛUV times a coupling constant

(λt) corresponding to a mass of fermions or gauge bosons. The dominant contribution to the radiative correction

of the Higgs boson mass is the top quark which is the heaviest particle of the SM, and is written as

∆m2
h = −|λt|2Λ2

UV +O(log(ΛUV)). (2.2)

Here, λt is the coupling constant corresponding to the top quark. Figure 2.2 shows the Feynman diagram for

one-loop contribution of the top quark to the Higgs boson mass. To generate the observed Higgs boson mass

“We are, I think, in the right Road of Improvement, for we are making Experiments.”
–Benjamin Franklin

1 Introduction

The Standard Model of high-energy physics, augmented by neutrino masses, provides a remarkably
successful description of presently known phenomena. The experimental frontier has advanced into the
TeV range with no unambiguous hints of additional structure. Still, it seems clear that the Standard
Model is a work in progress and will have to be extended to describe physics at higher energies.
Certainly, a new framework will be required at the reduced Planck scale MP = (8πGNewton)−1/2 =
2.4 × 1018 GeV, where quantum gravitational effects become important. Based only on a proper
respect for the power of Nature to surprise us, it seems nearly as obvious that new physics exists in the
16 orders of magnitude in energy between the presently explored territory near the electroweak scale,
MW , and the Planck scale.

The mere fact that the ratio MP/MW is so huge is already a powerful clue to the character of
physics beyond the Standard Model, because of the infamous “hierarchy problem” [1]. This is not
really a difficulty with the Standard Model itself, but rather a disturbing sensitivity of the Higgs
potential to new physics in almost any imaginable extension of the Standard Model. The electrically
neutral part of the Standard Model Higgs field is a complex scalar H with a classical potential

V = m2
H |H|2 + λ|H|4 . (1.1)

The Standard Model requires a non-vanishing vacuum expectation value (VEV) for H at the minimum

of the potential. This will occur if λ > 0 and m2
H < 0, resulting in ⟨H⟩ =

√
−m2

H/2λ. Since we

know experimentally that ⟨H⟩ is approximately 174 GeV, from measurements of the properties of the
weak interactions, it must be that m2

H is very roughly of order −(100 GeV)2. The problem is that m2
H

receives enormous quantum corrections from the virtual effects of every particle that couples, directly
or indirectly, to the Higgs field.

For example, in Figure 1.1a we have a correction to m2
H from a loop containing a Dirac fermion

f with mass mf . If the Higgs field couples to f with a term in the Lagrangian −λfHff , then the
Feynman diagram in Figure 1.1a yields a correction

∆m2
H = − |λf |2

8π2
Λ2
UV + . . . . (1.2)

Here ΛUV is an ultraviolet momentum cutoff used to regulate the loop integral; it should be interpreted
as at least the energy scale at which new physics enters to alter the high-energy behavior of the theory.
The ellipses represent terms proportional to m2

f , which grow at most logarithmically with ΛUV (and
actually differ for the real and imaginary parts of H). Each of the leptons and quarks of the Standard
Model can play the role of f ; for quarks, eq. (1.2) should be multiplied by 3 to account for color. The

H

f

(a)

S

H

(b)

Figure 1.1: One-loop quantum corrections to the Higgs squared mass parameter m2
H , due to (a) a Dirac

fermion f , and (b) a scalar S.

3

t

H

H

t̃

Figure 2.2: Feynman diagram of one-loop contribution to the Higgs boson mass squared m2
h from the top

quark.

of 125 GeV, the bare mass squared of the Higgs boson should be order of 1038 and the fine tuning between the

bare mass and the radiative correction is need at a level of O(10−34) [3–7].

Absence of the Particles Constituting the Dark Matter

The existence of DM is indicated by various astronomical and cosmological measurements. The DM is predicted

to be stable, natural, and colorless. This particle of the SM can not constitute the DM. Therefore, existence of

the new physics beyond the SM is expected [8, 9].

Cosmic microwave background (CMB) [9] is radiation coming from the early universe. As the universe

expands, the primordial plasma, which is composed of hydrogen and helium, cooled and converted into gas.

CMB were radiated from this primordial plasma and have travelled through the universe. Since the CMB

1MP indicates the energy scale of the theory including the gravity. Here, G is the gravitational constant.
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spectrum depends on the amount of matters and energy, the relic density2 of the baryonic matter3 and the

DM can be calculated. From the measurements of CMB by WMAP [10] and Planck [11], the relic density of

baryonic matter (Ωbh2) and dark matter (ΩDMh2) was obtained to be

Ωbh
2 =

⎧
⎨

⎩
0.02264± 0.00050 WMAP

0.02226± 0.00023 Planck
, ΩDMh2 =

⎧
⎨

⎩
0.1138± 0.0045 WMAP

0.1186± 0.0020 Planck.
(2.3)

These results indicate that the amount of DM is estimated to be about 80% of the total gravitationally attractive

component in our universe. The estimated amount of the ordinary SM matter is only about 20%.

Weakly-Interacting Massive Particles (WIMPs) are ones of most favored candidates of the DM. They are

electrically neutral and has weak-scale mass. If the WIMPs are generated with other particles together in

the early universe, the WIMP number density matches the number density inferred from the cosmological

observations. If the universe is dense and hot, the WIMPs are annihilated into lighter particles and vice-versa.

Figure 2.3 shows the WIMP equilibrium density as a function of temperature. The < σv > is the thermal average

of the annihilation cross section times relative velocity of two annihilating particles. As the universe cools down,

WIMPs continue to annihilate until all WIMPs annihilate. The WIMPs drop out of the thermal equilibrium,

which is called the freeze-out. After freeze-out, WIMP abundance remains constant. A particle with a weak

interaction cross-section (red lines in Figure 2.3) would freeze-out to reproduce the observed relic density. A

particle with electromagnetic or strong interaction cross-sections would produce smaller relic abundance due to

the high annihilation efficiency. Therefore, the WIMPs are favored candidates of the DM.
3
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FIG. 1. Evolution of the cosmological WIMP abundance as a
function of x = m/T . Note that the y-axis spans 25 orders of
magnitude. The thick curves show the WIMP mass density,
normalized to the initial equilibrium number density, for
di↵erent choices of annihilation cross section h�vi and mass
m. Results form = 100GeV, are shown for weak interactions,
h�vi = 2 ⇥ 10�26 cm3s�1, (dashed red), electromagnetic
interactions, h�vi = 2⇥10�21 cm3s�1 (dot-dashed green), and
strong interactions, h�vi = 2 ⇥ 10�15 cm3s�1 (dotted blue).
For the weak cross section the thin dashed curves show the
WIMP mass dependence for m = 103 GeV (upper dashed
curve) and m = 1GeV (lower dashed curve). The solid black
curve shows the evolution of the equilibrium abundance for
m = 100GeV. This figure is an updated version of the figure
which first appeared in Steigman (1979) [11].

where n is the number density of �’s, a is the cosmological
scale factor, the Hubble parameter H = a�1da/dt
provides a measure of the universal expansion rate, and
h�vi is the thermally averaged annihilation rate factor
(“cross section”). For the most part we use natural
units with h̄ ⌘ c ⌘ k ⌘ 1. When � is extremely
relativistic (T � m), the equilibrium density neq =
3⇣(3)g�T 3/(4⇡2), where ⇣(3) ⇡ 1.202. In contrast, when
� is non-relativistic (T <⇠ m), its equilibrium abundance

is neq = g� (mT/(2⇡))3/2 exp(�m/T ). If � could be
maintained in equilibrium, n = neq and its abundance
would decrease exponentially. However, when the �
abundance becomes very small, equilibrium can no longer
be maintained (the �’s are so rare they can’t find each
other to annihilate) and their abundance freezes out.
This process is described next.

We begin by referring to Fig. 1, where the evolution
of the mass density of WIMPs of mass m, normalized
to the initial equilibrium WIMP number density, is
shown as a function of x = m/T , which is a proxy for
“time”, for di↵erent values of h�vi. With this definition,
the final asymptotic value is proportional to the relic
abundance, as will be seen later. Later in this section

it is explained how this evolution is calculated, but first
we call attention to some important features. During
the early evolution when the WIMP is relativistic (T >⇠
m), the production and annihilation rates far exceed
the expansion rate and n = neq is a very accurate,
approximate solution to Eq. (1). It can be seen in Fig. 1
that, even for T <⇠ m, the actual WIMP number density
closely tracks the equilibrium number density (solid black
curve). As the Universe expands and cools and T drops
further below m, WIMP production is exponentially
suppressed, as is apparent from the rapid drop in neq.
Annihilations continue to take place at a lowered rate
because of the exponentially falling production rate. At
this point, equilibrium can no longer be maintained and,
n deviates from (exceeds) neq. However, even for T <⇠ m,
the annihilation rate is still very fast compared to the
expansion rate and n continues to decrease, but more
slowly than neq. For some value of T ⌧ m, WIMPs
become so rare that residual annihilations also cease and
their number in a comoving volume stops evolving (they
“freeze out”), leaving behind a thermal relic.

It is well known that weak-scale cross sections
naturally reproduce the correct relic abundance in the
Universe, whereas other stronger (or weaker) interactions
do not. This is a major motivation for WIMP dark
matter. Note that while for “high” masses (m >⇠ 10 GeV)
the relic abundance is insensitive to m, for lower
masses the relic abundance depends sensitively on mass,
increasing (for the same value of h�vi) by a factor of two.

There are two clearly separated regimes in this
evolution – “early” and “late”. The evolution
equation (Eq. (1)) can be solved analytically by di↵erent
approximations in these two regimes. During the
early evolution, when the actual abundance tracks the
equilibrium abundance very closely (n ⇡ neq), the rate
of departure from equilibrium, d(n � neq)/dt, is much
smaller than the rate of change of dneq/dt. In the late
phase, where n � neq, the equilibrium density neq may
be ignored compared to n and Eq. (1) may be integrated
directly. This strategy allows the evolution to be solved
analytically in each of the two regimes and then joined
at an intermediate matching point which we call x⇤.
Because the deviation from equilibrium, (n � neq), is
growing exponentially for x ⇡ x⇤, the value of x⇤ is
relatively insensitive (logarithmically sensitive) to the
choice of (n� neq)⇤.

Since the dynamics leading to freeze out occurs during
the early, radiation dominated (⇢ = ⇢R) evolution of the
Universe, it is useful to recast physical quantities in terms
of the cosmic background radiation photons. The total
radiation density may be written in terms of the photon
energy density (⇢�) as ⇢ = (g⇢/g�)⇢� where, g⇢ counts
the relativistic (m < T ) degrees of freedom contributing
to the energy density,

g⇢ ⌘
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Figure 2.3: Evolusion of WIMP abundance as a function of the temperature (time). The solid line indicates

the equilibrium density. The dashed lines indicate the relic densities for different annihilation

cross-section and mass [8].

2Relic density or abundance is that the density of a matter remained in the universe.
3Baryonic matter refers to ordinary matter made out of nucleons and electrons.
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2.2 Supersymmetry

SUSY [12–20] is the expansion theory of SM to introduce the symmetry between fermion and boson. An

operator (Q) is introduced that it transforms a bosonic state into a fermionic state and vice-versa as

Q |Boson⟩ = |Fermion⟩ , Q |Fermion⟩ = |Boson⟩ . (2.4)

Q and Q† (the hermitian conjugate of Q) is the anticommuting spinors and a conserved quantity that is not to

change a mass of particles. SUSY is formed with the representation of the SUSY algebra called supermultiplet.

The SUSY particles (sparticles) or the superpartners is the partners of the SM particles.

The MSSM [21] is one of the simplest models of SUSY to satisfy the requirements of SM. The points of

MSSM are following items:

• the boson and the fermion represent the different quantum states of one particle;

• sparticles counterpart of each SM particle exists;

• the sparticles of the SM fermions have bosonic states with spin 0;

• the sparticles of the SM bosons have fermionic states with spin 1/2;

• when the SUSY is not broken, the mass of a particle and its sparticle is same;

• the Higgs bosons are originating from two complex SU(2) doublets.

• the R-parity (R = (−1)2s+3(B-L), where s is the spin, and B,L are the numbers of the quarks and the

leptons.) conservation law exists.

There are two vacuum expectation values (VEVs), vu, vd, corresponding to each of the two complex Higgs

doublets. The ratio of VEVs [21] is parametrized by the mixing angle β and the vacuum expectation value in

the SM (vSM) is defined as

v2u + v2d = v2SM =
2m2

Z

g + g′
,
vu
vd

= tanβ (2.5)

where g and g′ are the gauge coupling constants. The R-parity conservation law means that the decayed particles

from a sparticle must contain a sparticle. Thus, the LSP, which is a electrically neutral particle with a lightest

mass and stable, must be appeared under the R-parity conservation law. All of the supermultiplets are shown in

Table 2.1. There are sparticles called gauginos corresponding to the gauge bosons of the SM. Two independent

scalar boson sparticle (q̃L, q̃R, ℓ̃R, ℓ̃L) correspond to two types of the states of the fermions. The masses of bosons

and fermions are different after the SUSY breaking. There are eight independent Higgs components generated

from the SU(2) Higgs doublets. Since the three components are absorbed to give the masses for W±, Z, the

five Higgs bosons and the five higgsino are appeared. The quantum numbers of SU(3)C, SU(2)L, U(1)Y for the

particles and its sparticles are same.

If the SUSY is unbroken under the symmetry, the masses of sparticles are the same as the masses of SM

particles, e.g. the masses of selectrons ẽL and ẽR are exactly equal to me = 0.511 MeV, and sparticles are easy

to be discovered at previous experiments. However, the sparticles have not been discovered yet. This result

indicates that SUSY is broken in vacuum states chosen in by the nature4. The effective MSSM Lagrangian

including the SUSY breaking based on the SSB [21] can be defined as

LMSSM
eff = LMSSM

inv. + LMSSM
soft . (2.6)

4This mean is that SUSY breaking is based on the SSB.
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Table 2.1: Supermultiplets in the MSSM [21]. The upper part shows the gauge supermultiplets. The bottom

part shows the chiral supermultiplets including the complex scalers with spin-0, the left-handed

two-component Weyl fermions with spin-1/2, the right-handed singlelet Weyl fermion, and the

Higgs doublets.

Names spin-1 spin-1/2 n(SU(3)C), n(SU(2)L), n(U(1)Y)

gluino, gluon g g̃ (8, 1, 0)

winos, W boson W±, W 0 W̃±, W̃ 0 (1, 3, 0)

binos, B boson B0 B̃0 (1, 1, 0)

Names spin-0 spin-1/2 n(SU(3)C), n(SU(2)L), n(U(1)Y)

squarks, quarks Q (ũL, d̃L) (uL, dL) (3, 2, 1
6 )

(× 3 families) ū ũ∗
R u†

R (3, 1,− 2
3 )

d̄ d̃∗R d†R (3, 1, 1
3 )

sleptons, leptons L (ν̃L, ẽL) (νL, eL) (1, 2,− 1
2 )

(× 3 families) ē ẽ∗R e†R (1, 1, 1)

Higgs, Higgsino Hu (H+
u , H0

u) (H̃+
u , H̃0

u) (1, 2, 1
2 )

Hd (H0
d , H

−
d ) (H̃0

d , H̃
−
d ) (1, 2,− 1

2 )

The first term (LMSSM
inv. ) contains the invariant part of the MSSM and the second term (LMSSM

soft ) consists of

sparticle mass terms including the Higgs potential. The effect of SSB appears in the second term and this

SUSY breaking is called soft SUSY breaking.

To introduce SUSY as extension of the SM, the stop (t̃) appears as the superpartner of the SM. Stop couples

to the Higgs boson with the coupling constant λt̃, and the new Lagrangian term Lt̃ ∼ λt̃|H|2|t̃|2. As a result,

the one-loop radiative correction to the Higgs mass squared has additional contribution described in Figure 2.4.

“We are, I think, in the right Road of Improvement, for we are making Experiments.”
–Benjamin Franklin

1 Introduction

The Standard Model of high-energy physics, augmented by neutrino masses, provides a remarkably
successful description of presently known phenomena. The experimental frontier has advanced into the
TeV range with no unambiguous hints of additional structure. Still, it seems clear that the Standard
Model is a work in progress and will have to be extended to describe physics at higher energies.
Certainly, a new framework will be required at the reduced Planck scale MP = (8πGNewton)−1/2 =
2.4 × 1018 GeV, where quantum gravitational effects become important. Based only on a proper
respect for the power of Nature to surprise us, it seems nearly as obvious that new physics exists in the
16 orders of magnitude in energy between the presently explored territory near the electroweak scale,
MW , and the Planck scale.

The mere fact that the ratio MP/MW is so huge is already a powerful clue to the character of
physics beyond the Standard Model, because of the infamous “hierarchy problem” [1]. This is not
really a difficulty with the Standard Model itself, but rather a disturbing sensitivity of the Higgs
potential to new physics in almost any imaginable extension of the Standard Model. The electrically
neutral part of the Standard Model Higgs field is a complex scalar H with a classical potential

V = m2
H |H|2 + λ|H|4 . (1.1)

The Standard Model requires a non-vanishing vacuum expectation value (VEV) for H at the minimum

of the potential. This will occur if λ > 0 and m2
H < 0, resulting in ⟨H⟩ =

√
−m2

H/2λ. Since we

know experimentally that ⟨H⟩ is approximately 174 GeV, from measurements of the properties of the
weak interactions, it must be that m2

H is very roughly of order −(100 GeV)2. The problem is that m2
H

receives enormous quantum corrections from the virtual effects of every particle that couples, directly
or indirectly, to the Higgs field.

For example, in Figure 1.1a we have a correction to m2
H from a loop containing a Dirac fermion

f with mass mf . If the Higgs field couples to f with a term in the Lagrangian −λfHff , then the
Feynman diagram in Figure 1.1a yields a correction

∆m2
H = − |λf |2

8π2
Λ2
UV + . . . . (1.2)

Here ΛUV is an ultraviolet momentum cutoff used to regulate the loop integral; it should be interpreted
as at least the energy scale at which new physics enters to alter the high-energy behavior of the theory.
The ellipses represent terms proportional to m2

f , which grow at most logarithmically with ΛUV (and
actually differ for the real and imaginary parts of H). Each of the leptons and quarks of the Standard
Model can play the role of f ; for quarks, eq. (1.2) should be multiplied by 3 to account for color. The

H

f

(a)

S

H

(b)

Figure 1.1: One-loop quantum corrections to the Higgs squared mass parameter m2
H , due to (a) a Dirac

fermion f , and (b) a scalar S.

3

t

H

H

t̃

Figure 2.4: The illustration of Feynman diagrams for one-loop contribution of to the Higgs boson mass

squared m2
h, due to a scaler top quark.

The correction for stop [21] is written as

∆m2
ht̃

= λt̃[Λ
2
UV −m2

t̃ ln
ΛUV

mt̃

+ · · ·], (2.7)

where mt̃ is the stop mass. The radiative correction [21] is the sum of the radiative corrections for the top

quark (fermion) and the stop (boson) ∆m2
h ∼ ∆m2

ht
+∆m2

ht̃
and is written as

∆m2
h ∼ C ln

ΛUV

mt̃

+ · · ·, (2.8)

where C is the constant value corresponding to the masses of the top quark and stop. The first term of equation
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(2.2) is canceled by ∆mht̃
. The remaining term is the log term of the ratio of ΛUV/mt̃ and the level of fine-

tuning is scaled down to the log scale. There is another benefit to introduce the SUSY. The LSP can be the

DM candidate.

2.2.1 The Mass Spectrum of the MSSM

Neutralino and Chargino

The higgsinos and the electroweak gauginos mix with each other due to the Electro-Weak-Symmetry-Breaking.

The neutralino is the four mass eigenstates formed by mixing the neutral higgsinos and the neutral gaugino

(Ñi, i = 1, 2, 3, 4). The chargino is the two mass eigenstates formed by mixing the charged higgsinos and the

charged gaugino (C̃i, i = 1, 2). In the gauge eigenstate for neutralino and chargino [21]: ψ0 = (B̃, W̃ 0, H̃0
d , H̃

0
u),

ψ± = (W̃+, H̃+
u , W̃−, H̃−

d ), these mass terms are sourced by MSSM Lagrangian and they can be written as

LÑ mass = −1

2
(ψ0)TM Ñψ

0 + c.c., (2.9)

LC̃ mass = −1

2
(ψ±)TM C̃ψ

± + c.c. (2.10)

(2.11)

where the M Ñ,C̃ is the mass matrices. The mass matrix for neutralinos is given as

⎛

⎜⎜⎜⎝

M1 0 − cosβ sin θWmZ sinβ sin θWmZ

0 M2 cosβ cos θWmZ − sinβ cos θWmZ

− cosβ sin θWmZ cosβ cos θWmZ 0 −µ

sinβ sin θWmZ − sinβ sin θWmZ −µ 0

⎞

⎟⎟⎟⎠
(2.12)

where M1, M2, and µ are the masses of the bino, wino and higgsino and θW is the mixing angle generated from

the weak neutral current interaction of the SM (e = g sin θW = g′ cos θW ). The neutralino mass eigenvalues

given by the mass matrix [21] can be written as

mÑ1
= M1 −

m2
Z sin2 θW
µ2 −M2

1

(M1 + µ sin 2β) (2.13)

mÑ2
= M2 −

m2
W

µ2 −M2
1

(M2 + µ sin 2β) (2.14)

mÑ3
= |µ|+ m2

Z

2(µ+M1)(µ+M2)
(I − sin 2β)(µ+M1 cos

2 θW +M2 sin
2 θW ) (2.15)

mÑ4
= |µ|+ m2

Z

2(µ−M1)(µ−M2)
(I + sin 2β)(µ−M1 cos

2 θW −M2 sin
2 θW ) (2.16)

where M1 and M2 are real and positive, and the µ is real with sign I = ±1. Each neutralino has different mixing

between the electroweak gauginos and higgino: Ñ1 is a ”bino-like”; Ñ2 is a ”wino-like”; Ñ3,4 is a ”higgsino-like”.

The mass matrix (MC̃) for chargino [21] is given as

M C̃ =

(
0 XT

X 0

)
, X=

(
M2

√
2 sinβmW√

2 cosβmW µ

)
. (2.17)

The chargino mass eigenstates [21] can be written as

mC̃1
= M2 −

m2
W

µ2 −M2
2

(M2 + µ sin 2β) (2.18)

mC̃2
= |µ|+ m2

W I

µ2 −M2
2

(µ+M2 sin 2β). (2.19)
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Each chargino has different mixing between the wino and higgino: C̃1 is a ”wino-like”, C̃2 is a ”higgsino-like”.

In this thesis, the neutralinos and charginos are denoted as χ̃0
i , (i = 1, 2, 3, 4) and χ̃±

j , (j = 1, 2), where i

and j are given in order of their mass (e.g. mχ̃0
1
< mχ̃0

2
< mχ̃0

3
< mχ̃0

4
).

Scalar Top Quarks

In the MSSM, any scalar particles with the electric charge, the R-parity and the color can mix with each other

because the soft terms of MSSM Lagrangian is completely arbitrary. The mass eigenstates of the squarks and

sleptons are obtained by the squared-mass matrices and the Yukawa coupling matrices which have the copuling

parameters (y = (yt, yb, yτ ) and At is the third component of the scalar coupling parameter au). The off-

diagonal components of the mass matrices or Yukawa coupling matrices of the first- and second-generations

for the squarks and sleptons are negligibly small. On the other hand, the third generation sparticles, stops,

sbottoms, and the staus, are strongly affected from the off-diagonal components. Thus, the mass eigenstates of

the third generation sparticles are obtained by L-R mixing. To focus on the stops, the mass eigenstates (t̃1, t̃2)

are given by diagonalizing 2× 2 mass matrix:

(
m2

t̃L
ytv sinβ(At − µ cotβ)

ytv sinβ(At − µ ∗ cotβ) m2
t̃R

)
. (2.20)

2.2.2 Naturalness for 125 GeV Higgs

After the cancellation of the quadratic term in the radiative correction of the Higgs boson mass, the following

two point should be discussed. The first point is that the fine tuning should be as small as possible in for the

naturalness. The second point is that the observed Higgs mass is near 125 GeV [22, 23]. The observed Higgs

mass squared [22] is defined as

m2
h = M2

Z cos2 2β + δ2t (2.21)

where M2
Z cos2 2β is the bare Higgs mass and δ2t is the loop contribution of the top and stop after the renormal-

ization. Assuming cos2 2β ∼ 1, the δt is required to be ∼ 85 GeV by the limit from masses of observed Higgs

and Z boson at the tree-level. Considering the one-loop level correction of stop, δt [22] can be written as

δ2t ∼ 3

(8π)2
m2

t

v2
[ln

mt̃

m2
t

+
X2

t

mt̃2
(1− X2

t

12m2
t̃

)] (2.22)

where mt is the top quark mass, mt̃ is the stop mass which is not same as the mass eigenstate of stop. Since the

dominantly one-loop contribution depends on the geometric mean of stop masses m2
t̃
= mQ3mu3 where mQ3

and mu3 are the left and right-handed top squark mass parameters, this correction also largely depends on the

light stop mass (mt̃1
) and its mixing parameter Xt = At − µ cotβ. When the mixing parameter is required

to be maximum, Xmax
t =

√
6mt̃. Figure 2.5 shows the Higgs mass calculated at the two loop in the MSSM

as a function of the light stop mass for two values of the top squarks mixing parameter. In this calculation,

large tanβ is assumed (tanβ = 20). The red/blue bands are computed by using different calculators: Suspect,

FeynHiggs. In the case of no mixing (Xt = 0), the Higgs mass is not allowed at 125 GeV. On the other hand,

in the case of maximal mixing, the mixed stop mass (mt̃1
) is not required to be heavy for 125 GeV Higgs.

The Higgs potential at the tree-level [22] is defined as:

V = m2
H |h|2 + λh

4
|h|4. (2.23)
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Figure 1: The Higgs mass in the MSSM as a function of the lightest top squark mass, m
˜t1 , with

red/blue solid lines computed using Suspect/FeynHiggs. The two upper lines are for maximal
top squark mixing assuming degenerate stop soft masses and yield a 124 (126) GeV Higgs mass
for m

˜t1 in the range of 350–600 (500–800) GeV, while the two lower lines are for zero top squark
mixing and do not yield a 124 GeV Higgs mass for m

˜t1 below 3 TeV. Here we have taken
tan � = 20. The shaded regions highlight the di↵erence between the Suspect and FeynHiggs
results, and may be taken as an estimate of the uncertainties in the two-loop calculation.

the Higgs doublets, �SHuHd, that is perturbative to unified scales, thereby constraining � . 0.7

(everywhere in this paper � refers to the weak scale value of the coupling). The maximum mass

of the lightest Higgs boson is

m2

h = M2

Z cos2 2� + �2v2 sin2 2� + �2t , (2)

where here and throughout the paper we use v = 174 GeV. For �v > MZ , the tree-level

contributions to mh are maximized for tan � = 1, as shown by the solid lines in Figure 2,

rather than by large values of tan � as in the MSSM. However, even for � taking its maximal

value of 0.7, these tree-level contributions cannot raise the Higgs mass above 122 GeV, and

�t & 28 GeV is required. Adding the top loop contributions allows the Higgs mass to reach

125 GeV, as shown by the shaded bands of Figure 2, at least for low values of tan � in the region

of 1–2. In this case, unlike the MSSM, maximal stop mixing is not required to get the Higgs

heavy enough. In section 3 we demonstrate that, for a 125 GeV Higgs mass, the fine-tuning of

the NMSSM is significantly improved relative to the MSSM, but only for .6 . � . .7, near the

boundary of perturbativity at the GUT scale.

2

Figure 2.5: The relation between the lightest stop mass and the Higgs mass [22].

The mass of tree-level Higgs (mh) is related with the quadric term of the potential, m2
h = 2λhv2 = −4m2

H .

The amount of the fine tuning [22] is determined by the Higgs mass at the tree-level and the amount of the

correction in this quadric potential, δm2
Hu

,

δm2
Hu

= − 3y2t
8π2

(m2
Q3

+m2
u3

+ |At|2) ln(
Λ

mt̃

), (2.24)

where Λ is the scale of SUSY breaking. The parameter for the fine tuning (∆mh) [22] can be written as the m2
h

and the fundamental parameters (pi) defined by Λ: µ, Bµ, m2
Q3

, m2
u3
, m2

Hu
, and m2

Hd
, and then it becomes:

∆mh = max|∂ lnm
2
h

∂ ln pi
|. (2.25)

The inverse of ∆mh indicates the accuracy (%) of the fine tuning, and for example, if the ∆mh is large, it

indicates that precise fine tuning is required. Figures 2.6 show the contours of mh in the MSSM as a function

of a common stop mass mQ3 = mu3 = mt̃ and the mixing parameter Xt, for tanβ = 20. The red/blue bands

show the allowed region with 124-126 GeV Higgs. The left plot shows the relation between the ratio (Xt/mt̃)

and stop mass (mt̃), and the dash purple lines show the amount of the fine tuning. The right plot also shows

the relation between the ratio and the stop mass, and the dash green lines show the mixed stop mass (mt̃1
).

These plots indicate that even for the 125 GeV Higgs boson mass, it is possible to reduce the amount of the

fine tuning to a few %. The stop mass and the Higgs mass are controlled by the µ parameter. Therefore, the

higgsino should be small and be favored as LSP due to the requirement of light stop mass.

To be more natural (very small fine tuning), there is the Next-to-Minimum Supersymmetric Standard Model

(NMSSM). NMSSM introduces the new singlet superfield that couples to the Higgs in the superpotential,

λSHuHd. The SM higgs mass of the lightest CP-even scaler at the tree-level [22] can be redefined by the λ

term corresponding to the new singlet (S) and it is written as:

|mh|2tree ≤ m2
Z cos2 2β + λν2 sin2 2β + δ2t , (2.26)

where δt is included the loop corrections. The first term is the upper bound of MSSM and the second term

is the contribution of the new singlet. The bound is saturated when the singlet is integrated out with a large
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Figure 4: Contours of mh in the MSSM as a function of a common stop mass mQ3 = mu3 = m
˜t

and the stop mixing parameter Xt, for tan � = 20. The red/blue bands show the result from
Suspect/FeynHiggs for mh in the range 124–126 GeV. The left panel shows contours of the fine-
tuning of the Higgs mass, �mh

, and we see that �mh
> 75(100) in order to achieve a Higgs mass

of 124 (126) GeV. The right panel shows contours of the lightest stop mass, which is always
heavier than 300 (500) GeV when the Higgs mass is 124 (126) GeV.

We now consider the degree of fine-tuning [5, 6, 7, 8, 9] necessary in the MSSM to accommo-

date a Higgs of 125 GeV. We have just seen that rather heavy stops are necessary in order to

boost the Higgs to 125 GeV using the loop correction. The (well-known) problem is that heavy

stops lead to large contributions to the quadratic term of the Higgs potential, �m2

Hu
,

�m2

Hu
= �3y2t

8⇡2

�
m2

Q3
+m2

u3
+ |At|2

�
ln

✓
⇤

m
˜t

◆
, (5)

where ⇤ is the messenger scale for supersymmetry breaking. If �m2

Hu
becomes too large the

parameters of the theory must be tuned against each other to achieve the correct scale of elec-

troweak symmetry breaking. We see from equation 5 that large stop mixing also comes with a

cost because At induces fine-tuning. At large tan �, Xt ⇡ At, and maximal mixing (|At|2 = 6m2

˜t
)

introduces the same amount of fine-tuning as doubling both stop masses in the unmixed case.

In order to quantify the fine-tuning [8], it is helpful to consider a single Higgs field with a

potential

V = m2

H |h|2 +
�h

4
|h|4. (6)
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Figure 4: Contours of mh in the MSSM as a function of a common stop mass mQ3 = mu3 = m
˜t

and the stop mixing parameter Xt, for tan � = 20. The red/blue bands show the result from
Suspect/FeynHiggs for mh in the range 124–126 GeV. The left panel shows contours of the fine-
tuning of the Higgs mass, �mh

, and we see that �mh
> 75(100) in order to achieve a Higgs mass

of 124 (126) GeV. The right panel shows contours of the lightest stop mass, which is always
heavier than 300 (500) GeV when the Higgs mass is 124 (126) GeV.

We now consider the degree of fine-tuning [5, 6, 7, 8, 9] necessary in the MSSM to accommo-

date a Higgs of 125 GeV. We have just seen that rather heavy stops are necessary in order to

boost the Higgs to 125 GeV using the loop correction. The (well-known) problem is that heavy

stops lead to large contributions to the quadratic term of the Higgs potential, �m2

Hu
,

�m2

Hu
= �3y2t

8⇡2

�
m2

Q3
+m2

u3
+ |At|2

�
ln

✓
⇤

m
˜t

◆
, (5)

where ⇤ is the messenger scale for supersymmetry breaking. If �m2

Hu
becomes too large the

parameters of the theory must be tuned against each other to achieve the correct scale of elec-

troweak symmetry breaking. We see from equation 5 that large stop mixing also comes with a

cost because At induces fine-tuning. At large tan �, Xt ⇡ At, and maximal mixing (|At|2 = 6m2

˜t
)

introduces the same amount of fine-tuning as doubling both stop masses in the unmixed case.

In order to quantify the fine-tuning [8], it is helpful to consider a single Higgs field with a

potential

V = m2

H |h|2 +
�h

4
|h|4. (6)

7

(b)

Figure 2.6: The relation between mixing parameter (Xt), stop mass (mt̃), the amount of the fine tuning

(∆mh), and the mixed stop mass (mt̃1
) assuming MSSM, mQ3 = mu3 = mt̃ and tanβ = 20

GeV [22].

SUSY breaking mass, m2
S > M2

S , which, in practice, can be realized with mS several hundreds of GeV. The λ

is constrained up to 0.7 for the perturbation to the unified scale, and the term including λ grows at the small

tanβ. This means that the largest Higgs mass is achieved with low tanβ and λ as large as possible (∼ 0.7). The

loop contribution is important and it should be needed because the (mh)2tree without this correction is always

smaller than 122 GeV. Figure 2.7 shows the relation between the ratio (Xt/mt̃) and the stop mass and the

dash purple lines show the amount of the fine tuning. To compare between Figure 2.6(left) and this plot, the

accuracy of fine tuning in the NMSSM can be smaller than MSSM.

2.2.3 DM Candidates with the Well-Tempered Neutralino

There are three candidates of the LSP/DM in SUSY [24]; pure bino (B̃), pure higgsino (H̃), and pure wino (W̃ ).

First, to consider the pure bino LSP, the bino annihilation occurs in the early universe through the squarks and

sleptons exchange. The contribution of the bino annihilation for ΩDM [24] can be approximated as:

ΩB̃h
2 = 1.3× 10−2(

mẽR

100GeV
)2 × (1 + r)4

r(1 + r2)
(1 + 0.07 log

√
r100GeV

mẽR

), (2.27)

where r is the squared ratio of the bino mass and three degenerated right-handed slepton mass (mẽR). Pure

bino LSP scenario assuming r ≤ 0.9, which does not degenerate the bino and slepton, gives the relic density too

high.

Second, to consider the pure Higgsino LSP, it is promising candidate traditionally because the annihi-

lation cross-section is more effective. The annihilation channel into the gauge boson, and in addition, the

co-annihilation should be important because the chargino and neutralino should be degenerated for the hig-

gsino LSP. A large higgisno mass is need to cancel the positive contribution to M2
Z . The relic density for the
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Figure 7: Contours of Higgs mass fine-tuning, �mh
, in the NMSSM with the maximal value of

� = 0.7 for tan � = 2 and 5, moving from left to right, withmQ3 = mu3 = m
˜t andmA = 500 GeV.

Contours of mh = 124 and 126 GeV are overlaid, including loop corrections from Suspect and
FeynHiggs. When tan � = 2 the tuning can be low, �mh

. 15, while for tan � = 5 heavier stop
masses are required because the tree-level Higgs mass is lower.

can be realized with mS several hundreds of GeV. For large enough values of �, the second term

dominates the tree-level mass. The � term grows at small tan �, and this means that the largest

Higgs mass is achieved with low tan � and as large � as possible. Plugging in � = 0.7, we find

that (mh
2)

tree

is always smaller than 122 GeV.

Because the tree-level contribution is insu�cient to raise the Higgs mass to 125 GeV, we also

consider the loop corrections to the Higgs mass arising from stops. In Figure 6, we show contours

of mh = 125 GeV, in the stop mass/mixing plane, with tan � = 2, 5, 10 and varying � between

0 and 0.7. We take the tree-level mass to saturate the bound of equation 10 and we add to it

the one and two loop contribution from stops using Suspect, taking degenerate stop soft masses,

mQ3 = mu3 . Here, and for the rest of this section, we have set µ = 200 GeV and we fix Bµ

by taking the MSSM-like pseudoscalar mass to be 500 GeV, in the limit of no mixing with the

singlet-like pseudoscalar. Suspect includes only the MSSM contribution, and this means that we

are neglecting the one-loop contribution proportional to �2, which is a reasonable approximation

since � < yt. For low tan � and � close to 0.7, the lightest stop becomes tachyonic near maximal

mixing. Furthermore, for sub-maximal stop mixing, the stops are light enough to give O(1)

corrections to �(gg ! h); however, these corrections may take either sign, depending on the size

11

Figure 2.7: The relation between mixing parameter (Xt), stop mass (mt̃), the amount of the fine tuning

(∆mh), and the mixed stop mass (mt̃1
) assuming NMSSM, mQ3 = mu3 = mt̃ and tanβ = 2

GeV [22].

pure higgsino LSP [24] can be approximated as:

ΩH̃h2 = 0.11(
µ

1TeV
)2. (2.28)

Thus, the relic density is too low, and to fix this, the Higgsino must have a large mass with TeV-scale.

Third, the pure wino LSP can be considered, and the dominant annihilation is into the gauge boson same

as the pure higgsino LSP. The approximation of relic density of the pure wino [24] is:

ΩW̃h2 = 0.13(
M2

2.5TeV
)2. (2.29)

Likewise the higgsino LSP case, wino mass larger than 2.5 TeV is need. The models of pure higgsino and wino

LSP requiring the large mass over the TeV scale have other problem such as the natural SUSY described in

Section 2.2.2.

The component of neutralino may not be the pure bino, higgsino, wino, and more likely a mixture of them

in the nature, if anything, there is some possibility of favoring to be mixed neutralino in the nature [24,25]. The

annihilation channels increase more and the ΩDM can be reproduced by mixing components. However, when

the mixed neutralino is considered, the mZ values included in the soft term of SUSY is also need to be taken care

for the natural SUSY. One of the simple mixing neutralino is built by the bino LSP and wino Next-to-Lightest

Supersymmetric Particle (NLSP). This model reduces the relic density of dark matter by using the small fine

tuning for these mass parameters. The effective mass matrix for bino/wino mixing [24] is defined as:

M =

(
M1 0

0 M2

)
− sin 2β

M2
Z

µ

(
sin2 θW − sin θW cos θ

− sin θW cos θ cos2 θW

)
+O(

1

µ2
) (2.30)
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where θW is the mixing angle of SM and this equation is assumed M1 ∼ M2. The bino/wino mixing angle θ,

1/µ2 term and the ratio of bino/wino masses [24] are also defined as:

θ ≡ sin 2θW sin 2βM2
Z

2µ∆M1
, δ ≡ sin 2θWM2

Z

2µ2∆
, ∆ ≡ M2 −M1

M1
. (2.31)

In the case of M1 ∼ M2 such as M1 −M2 ∼ 0, θ and δ becomes larger than unity, and θ can be θW . The

masses of the lightest and 2nd lightest neutralinos and the lightest chargino [24] can be approximated as:

mχ̃0
1

= M1, (2.32)

mχ̃0
2

= M1(1−
sin2 2βM2

Z

µM1
− M2

Z

µ2
), (2.33)

mχ̃±
1

= M1(1−
sin2 2βM2

W

µM1
− M2

W

µ2
). (2.34)

Therefore, if the degeneration between M1 and M2 is assumed around 10%, The neutralino that is the candidate

of dark matter can have the mass around few hundreds GeV.

2.2.4 Current Exclusion Limit of Direct Stop Pair Production

The stop pair productions with the pp collisions are continuously and widely searched by the ATLAS and CMS

experiments. Unfortunately, there are no evidences of that, and it is interpreted into constrains on the models.

In this section, some direct stop pair production searches at the ATLAS and CMS are reviewed.

t̃1 → bχ̃±
1 decay channel is motivated by the higgsino LSP scenario for the naturalness and the bino LSP and

the wino NLSP scenario for the DM. Figure 2.8 show the exclusion limit of t̃1 → bχ̃±
1 process for the higgsino

LSP scenario. Since the stop modeled by higgsino LSP scenario can decay either into tχ̃0
1, bχ̃

±
1 , and tχ̃0

2, the

CMS experiment assumes the mixing of decay channels with the half of branching ratio (BR). The ATLAS

experiment also assumes the mixing described in Figure 2.9 at the Run-2 [26]. These processes are excluded up

to about 1000 GeV of stop mass, however the boundary region nearby mt̃1 < mb +mt̃±1
have not been searched

yet.

Figure 2.10 show the exclusion limit of t̃1(b̃1) → bχ̃±
1 process for the bino LSP and wino NLSP scenario.

These processes are excluded up to about 900 GeV of stop (sbottom) mass for the scenario with mχ̃±
1
= 2mχ̃0

1

condition, however the scenario with ∆m(t̃1, χ̃
±
1 ) = 10 GeV excluded only about 450 GeV.
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Figure 2.8: The exclusion limits of the direct stop pair production decayed to tχ̃0
1 or bχ̃±

1 with ∆m(χ̃±
1 , χ̃

0
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GeV at pp collisions in (a) the ATLAS experiment [27] and (b) CMS experiment [28].
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Figure 2.10: The exclusion limits of the direct stop (sbottom) pair production decayed to bχ̃±
1 with (a)

mχ̃±
1
= 2mχ̃0

1
GeV [26], with (b) ∆m(t̃1, χ̃

±
1 ) = 10 GeV [27] at pp collisions in the ATLAS

experiment.

2.3 Target Scenarios for the Stop

We focus on searches in two compressed scenarios with final state of one isolated lepton, jets, and Emiss
T : (a)

Higgsino LSP, (b) Wino NLSP. These scenarios assume some requirements such as:

• R-parity conservation;

• The neutralino is LSP;

• Decay channel: t̃1 → b+ χ̃±
1 with BR(t̃1 → b + χ̃±

1 ) = 100%.

Figure 2.11 shows the Feynman diagram of the target scenarios. The neutralinos, which appear as the LSPs

from decays of the charginos, can not be detected similarly to the neutrino in the ATLAS detector, and become

missing transverse energy (Emiss
T ). One W boson decays to a lepton and a neutrino, and the other W boson

decays into the hardonic jets. The neutrino also becomes the Emiss
T .
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Figure 2.11: Feynman diagram of t̃1 → b+ χ̃±
1 decay channel. The chargino decays into a W boson and a

neutralino that is LSP for R-parity conservation. Large Emiss
T is expected because of neutralinos

and one neutrino originated from W boson.
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(a) Higgsino LSP

Assuming the naturalness described in the Section 2.2.2, the higgsino mass must be small and the χ̃±
1 and χ̃0

1

mixing to form the mass eigenstates are favored to compress. This scenario is considered for a simplified model

that the LSP is higgsino (N3,4 ∼ χ̃0
1,2) and the bino and the wino are decoupled. Figure 2.12 shows the sparticle

mass spectrum for the higgsino LSP scenario. Assuming these assumptions, the chargino of NLSP is also to be

the higgsino-like same as the second component (C2 ∼ χ̃±
1 ).

sp
ar

ti
cl

e 
m

as
se

s

t̃1

�̃±
1 , �̃0

1

Bino/Wino (M1 ~ M2)

Gluino (M3)

Higgsino (μ)

decoupled

compressed}

Figure 2.12: The mass spectrum of sparticles for the higgsino LSP scenario. The analysis of this thesis

assumes that the higgsino decouple the bino and wino. In addition, the mass difference between

chargino and the neutralino is compressed.

Figure 2.13 shows the searched two-dimensional mass plane (mt̃1
, mχ̃0

1
). The stop can decay into either bχ̃±

1 ,

tχ̃0
1, and tχ̃0

2, and these BRs depend on the t̃R and t̃L composition of the stop. The stop decaying into tχ̃0
1

and tχ̃0
2 are mostly originated from t̃L, and the stop decaying into bχ̃±

1 from t̃R. Therefore, in the boundary

region stop is not able to decay into top quarks depending on bχ̃±
1 , and we assume BR(t̃1 → bχ̃±

1 ) = 100%. It

is possible to use simplified MC simulation for the stop pair production in the boundary region, however the

stop is also degenerated for the chargino and the neutralino. Thus, the search becomes more difficult due to

large backgrounds using final state particles with soft energy and momentum. On the other hand, other region

where the stop can decay all channels should have mixing BRs of those channels. In this analysis, I focus and

search on the boundary region with special kinematic selection assuming 5 GeV mass difference.
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Figure 2.13: The illustration of the searched mass region in the two-dimensional mass plane (mt̃1
, mχ̃0

1
). The

boundary region depend on bχ̃±
1 channel and the mixing region depend on all channels. The

search is almost impossible in the forbidden region because the final state particles have very soft

energy and momentum, therefore, are not detectable in the ATLAS detector.
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(b) Wino NLSP

From the point of view of the DM search, we consider the wino NLSP scenario, where the LSP and NLSP are

the bino and wino (N1,2 ∼ χ̃0
1,2). The stop in the wino NLSP scenario can decay into either bχ̃±

1 , tχ̃
0
1, and tχ̃0

2.

We focus on the bχ̃±
1 simplified model with BR(t̃1 → bχ̃±

1 ) = 100% assuming the mass difference between the

stop and the chargino to be 10 GeV. Figure 2.14 shows the sparticle mass spectrum for the wino NLSP scenario.

Assuming these assumptions, the chargino is to be wino-like same as the first component (C1 ∼ χ̃±
1 ).
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Figure 2.14: The mass spectrum of sparticles for the wino NLSP scenario. The analysis of this thesis assumes

that the higgsino decouple the bino LSP and the wino NLSP. In addition, the mass difference

between the stop and the chargino is assumed to be 10 GeV.

Figure 2.15 shows the searched mass region in the two-dimentional mass plane (mt̃1
, mχ̃0

1
) for the wino NLSP

scenario. Stop in model can be searched at widely mass plane to the boundary (mχ̃±
1
¡ mχ̃0

1
). Stop in this model

could not be searched widely in the Run-1, and the obtained upper limit of stop mass was around 500 GeV.
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1 ) = 100% and the mass difference ∆m(t̃1, χ̃

±
1 ) = 10 GeV can be searched

widely for the wino NLSP scenario.



Chapter 3

Large Hadron Collider and ATLAS

Detector

Signals expected by target scenarios of the stop pair production are searched for using data from LHC and

ATLAS detector located at European Organization for Nuclear Research (CERN) in this analysis. The details

of LHC and ATLAS detector are described in this chapter.

3.1 Large Hadron Collider

LHC shown in Figure 3.1 [29] is a circular accelerator with the pp collisions at CERN. There are four experiments

(ATLAS, CMS, ALICE, LHCb) corresponding to the interaction points. The center-of-mass energy
√
s of pp

collisions is maximum 14 TeV.

Figure 3.1: Schematic view of the CERN accelerator complex. There are 4 main experiments at the

interaction points of LHC. Protons are generated by providing electromagnetic field for hydrogen

gas. They are accelerated by some accelerators step-by-step such as protons → Linac2 (50 MeV)

→ Booster (1.4 GeV) → PS (25 GeV) → SPS (450 GeV) → LHC (7 TeV) [29].

18
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Protons are accelerated with multistage accelerators. First, protons are generated from hydrogen gas and

then accelerated to 50 MeV by a linear accelerator, Linac2. Thereafter, protons are accelerated to 1.4 GeV →
25 GeV → 450 GeV by several circular accelerators called by PSB, PS, and SPS respectively. Finally, protons

are accelerated up to 7 TeV energy by LHC. Two proton beams are collided periodically in 25 ns time interval

which is bunch spacing. A event rate is defined as:

dN

dt
= Lins. × σ. (3.1)

The cross-section, σ, is the invariant physical quantity for interaction between two beams. The instantaneous

luminosity Lins., which indicates the quantity of the accelerator ability can be parametrized as:

Lins. =
nbfrn1n2

2πΣxΣy
, (3.2)

where n1 and n2 are beam populations, fr is revolution frequency, nb is the number of bunches, and Σx and Σy

are beam width in x and y directions.

3.1.1 Data Taking in Run-2

The ATLAS experiment was started from 2009 and the run period, where the LHC ran with
√
s = 7 (2011)

and 8 (2012) TeV from 2011 to the end of 2012, was called Run-1. The maximum instantaneous luminosity

was about 0.35× 1034cm−2s−1 and the integrated luminosities were about 6 fb−1 in 2011 and about 24 fb−1

in 2012. During the shutdown period, from 2013 to the end of 2014, the accelerator components such as beam

pipe, magnets, etc. are upgraded for increasing energy and luminosity. The run period from 2015 to 2018,

which is called Run-2, the LHC operates with
√
s = 13 TeV and maximum Lins. = 1.4 × 1034 cm−2s−1. I

used the pp collisions’ data which were taken from 2015 to the end of the 2016 in Run-2. Figures 3.2 show the

integrated luminosities in 2015 (a) and 2016 (b). The total delivered luminosity by LHC was 42.7 fb−1 and the

total recorded luminosity in the ATLAS detector was 39.5 fb−1. The loss of integrated luminosity is due to the

detector or operation efficiency, but the high efficiency more than 90% was kept from 2015 to the end of 2016.

(a) (b)

Figure 3.2: The integrated luminosity in (a) 2015 and (b) 2016. The green histograms show the recorded

(generated) luminosities in LHC and the yellow histograms show the recorded luminosities by

using the ATLAS detector [30].
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3.2 Overview of the ATLAS Detector

Figure 3.3(a) shows the schematic view of the ATLAS detector [31]. The detector is a cylindrical general

purpose detector with the size of about 25 m diameter and about 44 m length. Inner detectors, a solenoid

magnet, calorimeters, toroid magnets, and muon detectors are installed in this order from the innermost layer.

This section introduces the coordinate system of ATLAS detector and the outline of each sub-detectors.

(a) (b)

Figure 3.3: (a) Schematic view of the ATLAS detector [31] and (b) the coordinate system of ATLAS [32].

This detector is a cylindrical generic detector with the size of ∼25 m diameter and ∼44 m length

and it is constructed by subdetectors and magnets: the tracking inner detectors, the calorimeters,

and the muon spectrometers. The center of LHC axis, the vertical of LHC axis, and the beam axis

are defined as x-axis, y-axis, and z-axis, respectively.

3.2.1 The Coordinate System

The coordinate system of ATLAS detector is shown in Figure 3.3(b) [33]. The interaction point is defined as

the origin. The Cartesian coordinate (x, y, z) is set as (horizontal direction, vertical direction, proton beam

pipe direction). In addition, the length r (=
√

x2 + y2) in the transverse plane (x-y plane), the polar angle θ

measured from the z-axis, and the azimuthal angle φ in the transverse plane are defined. Table 3.1 shows the

summary of the commonly used variables. Especially, pseudorapidity (η) and transverse momentum (pT) are

often used.

3.2.2 Inner Detector

In the ATLAS experiment, huge number of tracks are generated from the interaction point at the timing of

25 ns bunch crossing. The inner detector (ID) [34, 35] located at the innermost part of the ATLAS detector is

equipped to detect charged particles and precisely reconstruct the trajectory and momentum. The ID consists of

the pixel detector including the Insertable B-Layer (IBL), the SemiConductor Tracker (SCT), and the Transition

Radiation Tracker (TRT) in order from interaction point. Solenoid magnet with 2 T is installed in the outside of

ID and the inner detector measures tracks of charged particles curved by magnetic field. The acceptance region

is |η| < 2.5 which covers the barrel region (|η| < 2.0) and the endcap region (|η| > 2.0). In the barrel region, the

IDs with concentric cylinder shape are installed around beam axis and in the endcap region, the disk shaped IDs

are installed perpendicular to the beam axis. The designed pT resolution is σpT/pT = 0.05× pT (GeV)⊕ 1%.
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Table 3.1: The commonly used variables in the ATLAS experiment. These variables are used for particle

information.

Variables Descriptions Definitions

p momentum p = (px, py, pz)

pT Transverse momentum pT =
√

p2x + p2y

φ Azimuthal angle in the transverse plane φ = tan−1 py

px

θ Polar angle from the z-axis θ = tan−1 pT

pz

η Pseudorapidity η = −ln(tan θ
2 )

∆φ The minimum difference between 2 φ ∆φi,j = min(|φi − φj |,π − |φi − φj |)
∆η The minimum difference between 2 η ∆ηi,j = min(|ηi − ηj |)
∆R The distance in η − φ space ∆Rij =

√
∆φ2ij +∆η2ij

Pixel Detector

Pixel detector described in Figure 3.4 consists of semiconducting silicon sensors and is installed closest to the

beam pipe. In order to improve tracking robustness, luminosity effects, tracking precision and because of beam

pipe replacement, and large radiation dose, IBL [36, 37] was installed in the innermost layer side from 2013

to 2014. There are 4 layers in the barrel and 5 layers of disk type in the endcap. The minimum pixel size is

50× 400 µm2, and in case of IBL, it is 50× 250 µm2. The hit pixel information is sent to readout electronics at

the time when the charged particles pass through silicon sensors. The total number of channels in whole pixel

detector is about 80× 106, and the tracks are reconstructed by pattern matching method. The coverage region

is |η| < 2.5. Figure 3.5 shows the relation between impact parameter (described in Section 5.1) resolution and

transverse momentum. The impact parameter resolution is up about ∼100 µm for high momentum region.

modules. Until the end of Run 1 this number increased to 5% [4],
which corresponds to 88 out of 1744 modules, randomly dis-
tributed over the three detector layers with different failure
symptoms. During the maintenance of the Pixel Detector the de-
fect modes could be analyzed. The largest fraction of modules was
disabled due to failures of the electrical-to-optical converter
boards (optoboards) and broken high voltage connections, see
Fig. 2 [5]. The optoboards mainly failed due to broken solder
connections and the HV lines due to wire bond failures and open
solder connections. Thus both failure modes are not related to the
radiation damage.

The installation of the new Service Quarter Panels (nSQP)
provided a relocation of the optoboards outside the Inner Detector
volume, a place accessible in a much shorter time. All defects
originating from broken data transmission lines and faulty opto-
boards were therefore repaired during LS1. Additionally all faulty
connections outside the active Pixel Detector volume were re-
paired during the process of reconnection after the nSQP in-
stallation. Faulty connections within the active volume were not

accessible and thus could not be repaired.
The full detector package was tested on the surface before it

was re-installed in ATLAS in December 2013. During the first half
of 2014 the refurbished three-layer Pixel Detector was re-
connected and tested. Fig. 3 summarizes the failures detected in
the tests on the surface and after the full re-connection in the
ATLAS detector. The number of modules to be disabled was de-
creased to 33, resulting in 1.89% disabled modules. The biggest
improvement was achieved in the B-Layer, where the disabled
fraction was reduced from 6.3% to 1.4%, and Layer-2, where the the
7.0% faulty fraction was reduced to only 1.9%. The nSQP and newly
installed data fibers allow the bandwidth of the transmitted data
to be increased when the new readout boards are installed in fu-
ture LHC shutdowns. For Layer-1 the bandwidth can be increased
to 160 Mbit/s, and for Layer-2 to 80 Mbit/s. This corresponds to a
factor two with respect to the bandwidth during Run 1 and in-
creases the bandwidth limitation to a corresponding in-
stantaneous luminosity up to 3!1034 cm"2 s"1.

3. IBL construction and integration on the surface

The IBL is constructed of fourteen local support and cooling
structures (staves), which are loaded with 20 hybrid pixel detector
modules each. The staves consist of an extremely lightweight Ω-
shaped carbon foam structure for heat conduction from the
modules to the cooling fluid. The cooling is realized using CO2 bi-
phase cooling in the titanium pipe, which is integrated in the
carbon foam. The carbon foam is surrounded by a 150 μm carbon
fiber laminate, which is glued to the carbon foam, to reinforce the
stave stiffness. Two types of modules are used for IBL, planar
double chip modules and 3D single chip modules [6]. Both module
types are read-out using the FE-I4 readout chip [7]. The FE-I4
holds a pixel matrix organized in 80 columns and 336 rows. The
planar modules consist of a single silicon sensor produced at CiS,
Erfurt, Germany, which is connected to two FE-I4 chips. The 3D
silicon modules make use of 3D silicon sensors for the first time in
large scale in a collider experiment, which were produced by FBK,
Trento, Italy and CNM, Barcelona, Spain, and are read-out by single
FE-I4 chips. The IBL 3D sensors are a double readout-column de-
sign with 50 μm pitch between the vertical readout-electrodes.
Twelve planar modules are placed in the central region of each
stave and fourþfour 3D modules are loaded at each extremity, as

Fig. 1. Schematic view of the ATLAS 4-Layer Pixel Detector for Run 2.

Fig. 2. Number of disabled modules of the Pixel Detector at the end of Run
1 classified by the type of the failure (reading the cake clockwise: HV-/LV-/Opto-
board-/Clock-/Configuration-/Data taking- issues) [5].

Fig. 3. Number of modules of the Pixel Detector to be disabled after refurbishment
and re-installation in ATLAS (May 2014) during LS1 classified by failure mode
(reading the cake clockwise: HV-/LV-/Data In-/Data Out- issues) and the phase of
causing problems (Run 1/Surface/After re-installation). Modules having issues but
being operable are not included [5]. The Layer0 mentioned in the plot corresponds
to the inner layer of the three layer pixel system, commonly called B-Layer.
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fect modes could be analyzed. The largest fraction of modules was
disabled due to failures of the electrical-to-optical converter
boards (optoboards) and broken high voltage connections, see
Fig. 2 [5]. The optoboards mainly failed due to broken solder
connections and the HV lines due to wire bond failures and open
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paired during the process of reconnection after the nSQP in-
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was re-installed in ATLAS in December 2013. During the first half
of 2014 the refurbished three-layer Pixel Detector was re-
connected and tested. Fig. 3 summarizes the failures detected in
the tests on the surface and after the full re-connection in the
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creased to 33, resulting in 1.89% disabled modules. The biggest
improvement was achieved in the B-Layer, where the disabled
fraction was reduced from 6.3% to 1.4%, and Layer-2, where the the
7.0% faulty fraction was reduced to only 1.9%. The nSQP and newly
installed data fibers allow the bandwidth of the transmitted data
to be increased when the new readout boards are installed in fu-
ture LHC shutdowns. For Layer-1 the bandwidth can be increased
to 160 Mbit/s, and for Layer-2 to 80 Mbit/s. This corresponds to a
factor two with respect to the bandwidth during Run 1 and in-
creases the bandwidth limitation to a corresponding in-
stantaneous luminosity up to 3!1034 cm"2 s"1.

3. IBL construction and integration on the surface

The IBL is constructed of fourteen local support and cooling
structures (staves), which are loaded with 20 hybrid pixel detector
modules each. The staves consist of an extremely lightweight Ω-
shaped carbon foam structure for heat conduction from the
modules to the cooling fluid. The cooling is realized using CO2 bi-
phase cooling in the titanium pipe, which is integrated in the
carbon foam. The carbon foam is surrounded by a 150 μm carbon
fiber laminate, which is glued to the carbon foam, to reinforce the
stave stiffness. Two types of modules are used for IBL, planar
double chip modules and 3D single chip modules [6]. Both module
types are read-out using the FE-I4 readout chip [7]. The FE-I4
holds a pixel matrix organized in 80 columns and 336 rows. The
planar modules consist of a single silicon sensor produced at CiS,
Erfurt, Germany, which is connected to two FE-I4 chips. The 3D
silicon modules make use of 3D silicon sensors for the first time in
large scale in a collider experiment, which were produced by FBK,
Trento, Italy and CNM, Barcelona, Spain, and are read-out by single
FE-I4 chips. The IBL 3D sensors are a double readout-column de-
sign with 50 μm pitch between the vertical readout-electrodes.
Twelve planar modules are placed in the central region of each
stave and fourþfour 3D modules are loaded at each extremity, as

Fig. 1. Schematic view of the ATLAS 4-Layer Pixel Detector for Run 2.

Fig. 2. Number of disabled modules of the Pixel Detector at the end of Run
1 classified by the type of the failure (reading the cake clockwise: HV-/LV-/Opto-
board-/Clock-/Configuration-/Data taking- issues) [5].

Fig. 3. Number of modules of the Pixel Detector to be disabled after refurbishment
and re-installation in ATLAS (May 2014) during LS1 classified by failure mode
(reading the cake clockwise: HV-/LV-/Data In-/Data Out- issues) and the phase of
causing problems (Run 1/Surface/After re-installation). Modules having issues but
being operable are not included [5]. The Layer0 mentioned in the plot corresponds
to the inner layer of the three layer pixel system, commonly called B-Layer.
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Figure 3.4: Schematic view of ATLAS 4-layer pixel detector for Run-2 [34].

Semiconductor Tracker

SCT is microstrip detector with p-on-n silicon and is constructed with 4 layers. This detector contains 61 m2

of silicon detectors, with 6.2 million readout channels. Each silicon detector is 6.36 × 6.40 cm2 size and it has

768 readout strips with 80 µm pitch. Each module consists of four single sided silicon sensors. Two sensors

on each side of the module are glued together in back-to-back with 40 mrad angle difference. The coverage is

|η| < 2.5 region and the resolutions of R− φ direction and Z direction are 16 µm and 580 µm. Therefore, SCT
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Figure 3.5: Z impact parameter resolution as a function of transverse momentum [34].

can reconstruct tracks 200 micron apart.

Transition Radiation Tracker

The purpose of TRT detector is to reconstruct tracks and identify the electron. The detector is constructed by

straw tubes for fast electrons identification even in high event rates environment. In the barrel region, about

50000 straws are installed along z-axis and they are separated at the center. About 320000 straws are installed

along radial direction in the endcap region. Thus, the total number of readout channels is about 400000, and

typically 36 hits for one track are output in |η| < 2.0 region. To obtain good fast response, each straw has 4 mm

diameter and it is constructed by a gold-plated W-Re wire (30 µm diameter) and mixed gas (Xe: 70%, CO2:

20%, CF4: 10%). Electrons are identified with transition photons generated from Xe gas. To combine multiple

straw hits for one track, the position precision is required to be better than 50 µm in the LHC environment.

3.2.3 Calorimeter

The ATLAS calorimeter, described in Figure 3.6 [31], consists of the electromagnetic calorimeter and hadronic

calorimeter. These calorimeters are located at outside of the solenoid magnet. In total, |η| < 4.9 is covered.

Figure 3.6: Schematic view of the ATLAS calorimeters [31].
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(a)
(b)

Figure 3.7: Structures of (a) the LAr electromagnetic calorimeter and (b) the hadronic calorimeter [31].

Electromagnetic Calorimeter

Electromagnetic calorimeter shown in Figure 3.7(a) is the lead/liquid argon (LAr) detector with accordion-

shaped kapton electrodes and lead absorber plates. The calorimeter adopts accordion geometry, in order to

obtain fast readout of signals and reduce dead space. The coverage region is |η| < 1.475 for barrel region

and 1.375 < |η| < 3.2 for endcap region. The pre-sampler detector (|η| < 1.8) is installed in inner size of

calorimeters due to discrimination of the size of electromagnetic showers. Therefore, this geometry provides

complete φ symmetry and there is no azimuthal cracks. The total number of readout channels is about 174000

channels.

The radiation lengths (X0) are > 22 X0 in the barrel region and > 24 X0 in endcap region. The radiation

length between the beam pipe and the pre-sampler is about 1.7 X0. The strip section has about 4.3 X0

and divides about 4 mm pitch position information in the η direction. It measures precise positions and

identifies particles such as γ,φ0, e,φ with high η resolution (|∆η| ∼ 0.0031). The square section has ∆η×∆φ =

0.025× 0.025 granularity and the radiation length of about 16 X0. Back section has 0.05 η granularity and the

radiation length of around 2X0 ∼ 12X0. The energy resolution satisfies σE/E = 10/
√
E(GeV)⊕ 0.7%.

Hadronic Calorimeter

Hadronic calorimeter consists of the tile calorimeter in the barrel region (|η| < 1.7) described in Figure 3.7(b)

and the LAr calorimeter in the endcap region (1.5 < |η| < 3.2). The tile calorimeter is sampling calorimeter with

steal as the absorber and scintillator as the active material. The granularity in ∆η ×∆φ is typically 0.1× 0.1.

The LAr calorimeter consists of LAr and tungsten/copper plates. There are two segments in each side with a

typical granularity of ∆η×∆φ = 0.1×0.1 (1.5 < |η| < 2.5) and δη×δφ = 0.2×0.2 (2.5 < |η| < 3.2). Extremely

forward region (3.1 < |η| < 4.9) is covered by the special LAr calorimeter which adopts narrow tungsten tube

to accommodate with high ionization rate. In order to reducing the punch-through into the muon system, the

total interaction length in whole region is about 10. The energy resolutions satisfy σE/E = 50/
√

E(GeV)⊕ 3%

in (|η| < 3.2) and σE/E = 100/
√
E(GeV)⊕ 10% in (3.2 < |η| < 4.9).
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3.2.4 Muon Spectrometers

Muon Spectrometers (MSs) [31, 38–40] are installed at the outermost layer of ATLAS detector described in

Figure 3.8 [31]. The aim is to trigger and to take the precision tracks of muons curved by the toroid magnetic

field at fast. This is constructed by 4 muon detectors and is designed against the corresponding radiation

backgrounds such as neutrons/photons from secondary interaction in the calorimeter, shield material and beam

pipe. Thin Gap Chamber (TGC) and Resistive Plate Chamber (RPC) are used for level 1 trigger decision and

Monitored Drift Tube (MDT) and Cathode Strip Chamber (CSC) are used for precision tracking.

Figure 3.8: Schematic view of the ATLAS muon spectrometers [31].

Thin Gap Chamber

TGC is the multi-wired proportional chamber. The chamber can acquire the 2 dimensional hit position informa-

tion (η,φ) from anode wire and cathode strip. In order to realize fast single muon trigger for 25 ns bunch space,

this thickness design is adopted to reduce the maximum drift time. Tungsten wires with 50 µm diameter and

gold plating are stretched with the pitch of 1.8 mm. The readout strips of copper plate with 30 µm thickness

are laid vertically for wires. In addition, the gas mixture of 55% CO2 and 45% n− pentane circulates in the

chamber for ionization and prevention of discharge. The detection efficiency of muons for a chamber is 99%.

TGC is constructed by 3 stations described in Figure 3.9(a) and 3.9(b) in the end-cap region (|η| > 1.05) and

total number of layers is 7 for wire and 6 for strip. The trigger efficiency for track of muon with pT > 20 GeV

is about 90% efficiency.

Resistive Plate Chambers

RPC described in Figures 3.10(b) [41] is one of the gas detector with space-time resolution of typically 1 cm

× 1 ns. The gas mixture of C2H2F4 circulates in the 2 mm narrow gap sandwiched by 2 resistive plates called

bakelite with 2 mm thickness, and this chamber provides the 2 dimensional position information (η,φ) from

the readout strips put on the each plate. The 3 layers of RPC is installed in barrel region (|η| < 1.05) with

symmetry for φ direction. Thus, the muon track is triggered and reconstructed with 3 layer coincidence.
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(a)

(b) M1 (left) and M2, M3 (right).

Figure 3.9: (a) Layout of three TGC stations, indicated by M1, M2, and M3 [40] and (b) the cross-sectional

drawing of the TGC [31].

(a)

(b)

Figure 3.10: (a) Layout of three RPC layers [41] and (b) the cross-sectional drawing of the RPC [42].
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Monitored Drift Tubes

MDT described in Figure 3.11(a) [39] is constructed by the aluminum tube gas detectors with 30 mm diameters

and 400 µm thickness wall. The wire with 50 µm is strained into the tube and the gas mixture of ArCH4N2

is circulates in tubes. MDT has the good space-time resolution for 700 ns maximum drift time, small Lorentz

angle and small gas amplification. The single-wire resolution is typically 80 µm (Figure 3.11(b)). To reconstruct

the muon track precisely, 2 × 4 of tube layers are installed in inner station, and 2 × 3 of tube layers are installed

in middle and outer station. To detect the strain of structure, the precise positions of MDT are monitored by

laser displacement sensors and therefore MDT provides precision track reconstruction by the alignment.

(a)

(b)

Figure 3.11: (a) Cross-sectional drawing of the MDT [39] and (b) the single-wire position resolution as a

function of drift length [31].

Cathode Strip Chambers

Since a lot of quantum chromodynamics (QCD) jets or neutrons are generated by the pp collisions or the

collisions between high energy particles and structure, the MDT hit rate in forward region (|η| > 2.0) may

exceed the the tolerance rate of about 150 Hz/cm2. Therefore, in this region, CSC with about 1000 Hz/cm2

tolerance rate is installed instead of MDT. CSC is one of the multi-wired proportional chambers same as TGC,

and it readouts the signals of η direction from cathode strips (Figure 3.12). CSCs are arranged in 2 × 4 layers

and the gas mixture of ArCO2CF4 circulates in these chambers. The position resolution is better than 60 µm

and CSCs have high performances about 7 ns time resolution and short drift time of ¡ 30 ns.

Figure 3.12: Cross-sectional drawing of the CSC. The size of s, W and d is 2.5 mm, 5.3 mm and 2.5 mm,

respectively [39].
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3.2.5 Superconducting Magnets

The ATLAS detector basically measures the momentum of charged particles curved by the effect of magnetic

field. Super conducting solenoid and toroidal magnets are installed in the ATLAS detector described in Figure

3.13. The central solenoid provides the 2 ∼ 2.6 T magnetic field along the beam pipe for inner detector. The

charged particles from a interaction point are curved to φ direction by effect of solenoid magnetic field. In order

to reduce the energy deposit of electron or jets in the solenoid, the solenoid is constructed with minimum amount

of material. The total X0 of the coil and structure is about 0.66. The barrel/end-cap toroid magnet installed

in outer of calorimeters provides about 4 T magnetic field along the φ direction. The charged particles such as

muons are curved to η direction by the effect of toroidal magnetic field. The toroid magnet is designed in unique

shape with 8 symmetric for phi direction and has ”air-core” to reduce the amount of material for reconstruction

of muon track with only muon spectrometers. Therefore, the strength of magnetic field is ununiform and

depends on η and φ as described in Figure 3.14(a) for solenoid and 3.14(b) for toroid.

solenoid

end-cap
toroids barrel

toroids

end-cap
toroids

Figure 3.13: Schematic view of the solenoid and toroidal magnets [31].

(a) (b)

Figure 3.14: Magnetic field strength supplied by (a) the solenoid magnet and (b) the toroidal magnet [31].
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3.2.6 Trigger System

In order to collect the interested physics events (i.e. SUSY signal events) with high efficiency into the data

storage, the ATLAS detector introduces two levels of triggers to select the interested physics events with

eliminating background events. Figure 3.15 shows the trigger/data acquisition (DAQ) system in Run-2 [43].

When the data come from inner detectors, calorimeters and muon spectrometers, hardware-based level one (L1)

trigger decision run parallel to stacking data in memories temporary. After L1 trigger is accepted, software-

based high level trigger (HLT) run to reconstruct events rather precisely and execute decision based on the

event type. Since the collision rate of proton called pile-up drastically increases corresponding to the LHC

upgrade for the increases of the center of mass energy up to 13 TeV and of the instantaneous luminosity up to

10−34 cm−2s−1, the DAQ system also was upgraded.

Figure 3.15: Illustration of the ATLAS trigger/data acquisition flow [43].

L1 Triggers

The L1 trigger provides information of the Regions of Interests (RoIs) in η and φ positions of the interested

particle. The central trigger processor (CTP) decides the final L1 accepts by the integrated information of L1

trigger from each detector and it sends the L1 decision to each detector to flow the temporary stored data.

The L1 trigger provides the L1 accepts to HLT with 100 kHz rate within 2.5 µs decision time. Figure 3.16 [44]

shows total L1 rate as a function of time throughout a fill taken in October 2016 with a peak luminosity of

Lins. = 1.31 × 1034 cm−2s−1 and a peak pile-up of µ = 42. The maximum L1 rate is up to 97 kHz by adding

additional L1 total energy triggers. Subsequently the additional L1 rate is removed and the rate follows an

exponential decay with decreasing luminosity during an LHC fill.

High Level Trigger

HLT constructed by CPUs and software selects the events with multiple pieces of information such as tracks,

momentums of particles, etc. with full granularity information of detectors corresponding the L1 RoI region. It
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Figure 3.16: Total L1 rate as a function of time throughout a fill taken in October 2016 with a peak

luminosity of Lins. = 1.31× 1034 cm−2s−1 and a peak pile-up of µ = 42 [44].

makes the final trigger decision and reduces the 100 kHz L1 trigger rate to 1 kHz within about 200 ms processing

time, and then it sends the passed events to the data storage servers.

3.2.7 Data Quality in Run-2

Data quality (DQ) system is prepared for taking the data in good quality. This system feedbacks the offline

information to DAQ run as soon as possible to keep data in quality data. To process it with high speed, about

2% of data are stored in calibration stream where DQ runs. The data are analyzed at offline with high priority

when DAQ run is finished, and then the histograms of detection efficiency, trigger quality, etc. are generated.

The experts of each detector and data quality group check the histograms and the high quality data called

”Good Run List (GRL)” able to use in the physics analysis are provided.

3.3 Data for this study

The data taking with
√
s = 13 TeV starts successfully from 2015. Finally, the integrated luminosity included

in GRL of 2015 is 3.21 fb−1and the integrated luminosity of 2016 is 32.9 fb−1. The associated uncertainty

for application of beam, detector and data quality is 3.2%. This analysis uses in total 36.1 fb−1integrated

luminosity in GRL.



Chapter 4

Phenomenology of Proton-Proton

Collisions and Monte Carlo Simulation

SUSY particles can be generated from pair production or annihilation. Thus, the high energy pp collisions in the

LHC have the potential to directly generate SUSY pairs. Since a proton consists of quarks and gluons bound

by the strong interaction, the understanding of QCD calculations is essential in making precise predictions.

This chapter discusses the basic features of pp collisions. The simulation does not fully reproduce the theoret-

ical predictions of quantum electrodynamics (QED) and QCD, but rather includes numerical calculations and

parametrizations of analytical results. More details are included in Reference [45, 46]. Finally, I presents an

overview of the MC samples which are used in this analysis.

4.1 Production at the LHC

The cross-section (σtot) of pp collisions for a scattering processes ab → n (a, b : initial state partons, n :

final state particle n) at the LHC experiment can be written by using the factorization approach [47]:

σtot =
∑

a,b

∫ 1

0
dxadxb

∫
fh1
a (xa, µF )f

h2
b (xb, µF )

dσ̂ab→n(µF , µR)

dy
, (4.1)

where xa,b are parton fractions, f
h1,2

a,b are the parton distribution functionss (PDFs) where h1,2 are parent

hadrons such as protons, µF is the factorization scale, µR is the renormalization scale and the dσ̂ab→n/dy is the

parton-level cross section. The parton-level cross-section depends on the momenta (y) given by the final state

phase space Φn on the µF and the µR, and the fully differential parton-level cross-section is defined as

dσ̂ab→n

dy
=

dΦn

dy

1

2ŝab
|Mab→n|2, (4.2)

where Mab→n is the matrix element (ME) and 1/ŝab is the parton flux equaled to 1/(2xaxbs) where s is the

hadronic center-of-mass energy squared. The cross-section of two partons is related with only the initial state

and the final state, and the ME can have all decay processes. Figure 4.1 shows the schematic view of the

production of pp collisions and these processes are described below.

30



CHAPTER 4. PHENOMENOLOGY OF PP COLLISIONS AND MC SIMULATION 31

Proton

Proton

fa

fb

Underlying events

Hard scatter
FSR

ISR

Hadronization

Jets

colorless particles

Figure 4.1: Schematic view of the production of pp collisions.

Parton Distribution Function (PDF)

The PDF’s describe the probability to find the parton a (b) carrying the fraction xa (xb) of the momentum of the

parent hadron h1 (h2) at the momentum transfer Q2. The hard process from pp collisions cannot be calculated

directly due to the dominant low-energy QCD effect in the parton structure, thus the factorization theorem is

utilized. This theorem separates the calculation between the calculable short-distance process and the universal

long-distance part, which can be derived from a fit to data. The factorization scale µF is used to separate the

low-energy and high-energy effects and the evolutions of PDF’s are described by the Dokshitzer-Gribov-Lipatov-

Altarelli-Parisi (DGLAP) evolution equations [48–50]. In addition, the PDF including only non-perturbative

QCD can also be estimated phenomenologically from the previous QCD measurement to match the pertubative

QCD predictions. The combination and global fitting of several QCD measurements: deep inelastic scattering

(DIS) and hadron-hadron collision (HERA, Tevatron) are applied, and thus the LHC experiment is mainly used

these results: PDF4LHC [51], NNPDF [52], CT14 [53], MSTW [54].

Hadronization

This process is consequence of the so called ”confinement” effect of strong interaction in QCD theory. In other

words, for a free parton, the confinement potential (V (r) = kr, where k ∼ 0.2 GeV2) increases distance, and

finally diverges. The aggregate of fragmented hadrons produces partons in singlet color state. The hadronization

describes these processes using the fragmentation function D(z) (where z is the momentum fraction of the seed

hadron) with the PDF. The most common model of the hadronization is the Lund-String-Model [55].

Additional Parton Radiations (ISR/FSR)

In the QCD processes considered, it is possible to add the additional gluons (which then hadronize to jets) to

the initial state or the final state particles. These additional processes are defined initial state radiation (ISR)

and the final state radiation (FSR).

Underlying Events

Besides the hard process of two collinding partons, many other hadronic processes take place in a collision

event. These processes are called the underlying event (UE). The UE includes two categories of processes: the
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beam remnants and the multiple parton soft QCD interaction (pile-up events). The protons involved in the

hard scattering process are instantaneously converted into fragmented hadrons, which subsequently hadronise

to final state particles. In addition, multiple parton interactions (e.g. 2 → 2) can also occur. The impact of the

UE cannot be ignored for the performance of energy or momentum measurements, and thus several models of

the MC, whose parameters can be tuned by using experimental results, are usually employed in the estimation.

Pile-up event (µ), first described in Section 3, are generated by the multiple pp interactions per the bunch

crossing. It is correlated with the instantaneous luminosity of LHC. The average of µ increases up to ∼ 40 at

the Run-2, and this effect cannot be ignored. Thus, the hard process interactions are modeled and to these the

pile-up particles are overlaid, by using pp collision events.

4.1.1 Parton Shower Simulation

The QCD matrix elements cannot be computed exactly, thus the ME is usually calculated by using the parton

shower (PS) approximation. The QCD showering is well known from first principles, however the problem is

that the divergence of soft or collinear emission produced by QCD shower cannot be ignored. These emissions

provide the dominant contribution to the extra partons from the partons involved in the hard scattering. The

PS approach can calculate the perturbation to all orders, in which the cross-section of an additional soft parton

(dσn+1) is factorized from the original cross-section (dσn) and the probability of parton splitting Pi→jk. The

cross-section can be written as

dσn+1 = σn
∑

i→jk

αS

2π

dθ2

θ2
dzPi→jk(z,φ)dφ, (4.3)

where notations of i, j, k indicates the parent parton (i) and the children partons (j, k), z is the fraction of

energy carried by parton k from its parent parton i, θ is an opening angle between the parton k and i, φ is

an azimuthal angle of a parton j around an axis defined by i. The probabilities Pi→jk can be calculated by

using the DGLAP evolusion equations, and thus the Pi→jk for all pattern of quarks and gluon emission can be

obtained as

Pq→qq̄ =
z2 + (1− z)2

2
, (4.4)

Pq→qg =
4

3

1 + z2

1− z
, (4.5)

Pq→gq =
4

3

1 + 1(1− z)2

z
, (4.6)

Pq→gg = 3
z4 + 1 + 1 + (1− z)4

z(1− z)
(4.7)

The PS approximation has a significant issue that consists in a phase space overlap (double-counting)

between jets. It should be corrected by the ”matching” and ”merging” procedures and the famous algorithms

are the Catani-Krauss-Kuhn-Webber (CKKW) [56, 57] algorithm and the Michelangelo-L Mangano (MLM)

algorithm [58].

4.2 Signal and SM Background Productions in the LHC

4.2.1 Stop Pair Production

Figure 4.2 shows the stop pair production at the LHC. The stop can be only pair-produced at the LHC. One

W boson decays into one lepton and neutrino and other W boson decays hadronically as two jets. Thus, the
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final state particles are one lepton, jets, and missing transverse momentum that account for a neutrino and two

neutralinos.
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Figure 4.2: Feynman diagram of stop pair production at pp collisions.

4.2.2 SM Background Productions

The SM backgrounds, which are abundantly produced at the LHC, are tt̄, W+jets, tt̄+W/Z, single top, Z+jets,

dibosons (WW/WZ/ZZ, etc). Figures 4.3 show these background productions. In all these physics processes

there can be leptons, jets, and missing transverse energy, thus these background categories have a non negligible

probability of passing the analysis selection.
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Figure 4.3: Feynman diagrams of SM background productions at pp collisions. Backgrounds, which are

abundantly produced, are (a) tt̄, (b) tt̄+W/Z, (c) single top, (d) V+jets, (e) dibosons, where V

means a vector boson (W, Z).
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4.3 Simulated Samples

This section lists all the MC simulations for background processes and signal processes.

Table 4.1 shows details of the simulation samples including the ME generator, PDF set, the PS and hadroniza-

tion model, the UE tune, and order of the cross-section calculation.

Table 4.1: Overview of the simulated samples.

Process ME generator PDF set PS and hadronization UE tune Cross-section calculation

tt̄ Powheg-Box v2 [59] CT10 [60] Pythia 6 [61] P2012 [62] NNLO + NNLL [63–68]

Single-top Powheg-Box v2 CT10 Pythia 6 P2012 NNLO + NNLL [69–71]

V+jets (V = W/Z) Sherpa 2.2.0 [72] NNPDF3.0 [52] Sherpa Default NNLO [73]

Diboson Sherpa 2.2.1 CT10 Sherpa Default NLO

tt̄+V MG5 aMC@NLO 2.2.2 [74] NNPDF3.0 Pythia 8 [75] A14 [76] NLO [74]

SUSY signal MG5 aMC@NLO 2.2 - 2.4 NNPDF2.3 [77] Pythia 8 A14 NLO+NLL [78]

The ME generators include Powheg [59] [79–82], Sherpa [72] andMadgraph [74], in addition the modeling

of b-hadron decay is simulated by using EvtGen v1.2.0 [83] for all samples.

Tune of the Underlying Events including Pile-up

The UEs including the pile-up (minimum-bias interactions) to be overlaid to the hard-scattering event are

produced in all samples to simulated the effect of multiple pp collisions in the same or nearby bunch crossing.

The number of minimum-bias interactions is tuned using the multiparton interaction (MPI) parameters of

Pythia 6(8) that are generated from ”P2012” and ”A14” tune series. These tune series are generated by the

several PDFs: CTEQ6L1 [84], MSTW2008LO [54], NNPDF23LO [85], and HERAPDF15LO [86].

Detector Simulation

All background samples are processed with the full simulation based on theGeant 4 [87], and the signal samples

are processed with the ATLAS fast simulation [88] that are based on the parametrization of the electromagnetic

calorimeters and hadron calorimeters simulated by the Geant 4.

4.3.1 Background Samples

The tt̄ and single-top are calculated to the Next-to-Next-to-Leading Order (NNLO) with the resummation of the

soft gluon emission in the Next-to-Next-to-Leading Logarithmic (NNLL) accuracy. These MEs are generated

by using Powheg and it is interfaced to Pythia 6 for calculation of the PS and hadronization.

Madgraph and Sherpa are mostly used for the process which have many jets including the ISR and FSR

because these MC simulations can precisely calculate better than other glsplMC. The W/Z+jets and diboson

samples are prcessed with Shepra 2.2.0 and 2.2.1. These ME generators use Comix [89] and OpenLoop [90]

ME calculations. For calculations of the PS and hadronization, the default PS calculator of Sherpa [91] with

ME+PS@NLO prescription [92] is used. The NNPDF3.0 PDF set is used in conjunction. The W/Z+jets are

only normalised to NNLO cross-section.

The ME of tt̄+V are calculated by using the Madgraph and Pythia 8 interfaced to Madgraph is used

for PS and hadronization.
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4.3.2 Signal Samples

The ME generator for signal processes is Madgraph and the ME is calculated to Leading Order (LO). The

generator includes up to two extra partons, and is interfaced to Pythia 8 for the PS and hadronization.

Signal cross-sections for stop pair production are calculated to NLO in the strong coupling constant, adding

the resummation of soft gluon emission at NLL accuracy (NLO+NLL). Figure 4.4 shows the relation between

the stop mass (mt̃1
) and cross-section (σt̃1). The band corresponds the cross-section uncertainties calculated

by the cross-section predictions using different PDF sets. For the higgsino LSP scenario, the assumed mass

difference between chargino and neutralino is set to 5 GeV. For the wino NLSP scenario, the assumed mass

difference between stop and chargino is set to 10 GeV. Both scenarios can use the simplified models of MC,

where BR(t̃1 → bχ̃±
1 ) is set to 100% because the searched regions are constrained by the masses of stop, chargino

and neutralino and the other decay channels (e.g. t̃1 → tχ̃0
1) is forbidden.

Figure 4.4: Cross-section of stop pair production as a function of stop mass at NLO and NLL accuracy. The

error band corresponds to the uncertainty.



Chapter 5

Object Reconstructions and Definitions

The data passing the online trigger requirements are recorded, and the events contained in the recorded raw

data are reconstructed offline using several event reconstruction procedures. All objects contained in each event

are reconstructed and identified with four-momentum and track information. In this chapter, an overview of

several reconstruction or identification methods and the definition of the objects that will be used in this analysis

will be given.

5.1 Tracks and Primary Vertex

The tracks used for physics analysis are produced by the baseline offline track reconstruction algorithm from

the ID’s. Only the muon tracks are reconstructed by the combination of the ID’s and MS’s and it is described

in Section 5.3. The baseline track reconstruction algorithm consists of 3 steps [93]. In the first step the three-

dimensional hit points referred to as space-points from pixel and SCT detectors are collected. In the Pixel

detector, each cluster, which is a set of connected pixels, equates to one space-point, while in the SCT detector,

clusters are defined as the combination of both sides of a strip layer. To obtain the space-point that corresponds

to the clusters the pixel detector, the charge in the pixel sensor is collected on multiple pixels. The intersection

of a charged particle and a pixel sensor is determined by the connected component analysis (CCA) [94] and

a linear approximation refined with a charge interpolation technique. Finally, the clusters are determined by

the neural network (NN) technique [95]. The second step is the iterative combinational track finding. After

the creation of the clusters, seeds are formed with sets of three space-points of Pixel or SCT detectors. The

four different combination types of seeds can be made by satisfying the condition that some space-points come

from pixel(SCT) and one space-point from SCT(pixel). One additional space-point compatible with the seed

is also required to improve the purity. After that, the track candidates are reconstructed by a combinational

Kalman filter [96] with seeds. Since the purity is further improved, TRT extension [97] is included to the track

finding. The third step consists in the reconstruction of the tracks. A weight, called track score, is applied to

track candidates (e.g. missing clusters on the track trajectory reduce the score). The χ2 of the track fit, which

is same as the ATLAS global track fit [98], is also applied to reconstruct the track momentum. Finally, tracks

are determined considering these values.

A refined algorithm called “Tracking In Dense Environment (TIDE)” [93] is used. It was developed to

improve the track reconstruction efficiency of the NN and to handle the multiple tracks from pile-up due to the

luminosity increase. Figure 5.1 shows the average efficiency for the reconstruction of jets with different jet-flavor

tagging. The latter is determined exploiting the lifetime of b-quarks measured by the track impact parameters

(described in Figure 5.2), the identification, and properties of displaced vertices. More information of b-quark

36
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reconstruction is shown in Section 5.4. Both light-flavor jets and b-jets efficiencies are improved by about 10%

by the use of TIDE.
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Figure 5.1: Average reconstruction efficiencies of jets with different jet-flavor tagging. The pT of the selected

jets ranges from 450 GeV to 750 GeV. The efficiencies increases by about 10% with respect to the

Run-1 result [93].
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Figure 5.2: Definition of the impact parameters for a track. (a) is a three-dimentionsional illustration, (b) is

its projection on the Z-R plane, and (c) is the projection on the X-Y plane.

The determination of the primary vertex [99] is important to reconstruct the tracks and the momentum of

particles. The method for the reconstruction of vertices [100] in the ATLAS experiment consists in an iterative

approach to vertex finding and fitting. It can work with good performance up to an average of pile-up events

(µ) up to 40. From Run-2, µ is greater than 40, and the effect is not negligible. Thus, a new algorithm [99] that

reduce the dependence on the pile-up of the vertex finding efficiency has been introduced. The new algorithm

is similar to an imaging algorithm and it can identify simultaneously all vertex locations in the LHC bunch

crossing by using all tracks. After the identification of vertex positions, vertices are determined with the vertex

finding and fitting algorithm. When several vertices are identified, the vertex with the highest
∑

tracks p
2
T and
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with at least two tracks associated to it is defined as the primary vertex. In this analysis, to improve the purity

of the hard-scattering collisions of interest, the selection of tracks with pT > 400 MeV is required.

5.2 Electrons

Electrons are among the final state particles of interest of this analysis. Electron tracks are detected by

using the inner detectors and their energies are determined by using the energy deposit in the electromagnetic

(EM) calorimeter. The dominant backgrounds background sources are hadrons and non-prompt electrons that

originate predominantly from photon conversions and heavy flavor hadron decays. Thus, identification and

isolation criteria to reduce these backgrounds and to improve the purity are also required. The reconstruction

of electrons proceeds through several steps:

Seed-cluster Reconstruction

At first, the “seeds”, defined as longitudinal towers with total transverse energy above 2.5 GeV are found into

the sliding window with a size 3× 5 in units of 0 : 025× 0 : 025 that corresponds to the granularity of the EM

calorimeter middle later. The next step is to form the clusters and to reconstruct their kinematics using the

clustering algorithm [101] with the seeds information. The clustering efficiencies are 95% for transverse energy

above 7 GeV and 99% for transverse energy above 15 GeV.

Track Reconstruction

After the seed reconstruction, the loose track reconstruction proceeds from the track seeds produced by the

inner detectors. This reconstruction has two steps. The first one is the pattern recognition using the energy

loss information. Two pattern recognitions corresponding to the pion hypothesis and electron hypothesis are

included in the this process. The pattern recognition using pion hypothesis is the same as the standard ATLAS

pattern recognition and this algorithm allows up to 30% energy loss at each intersection of the tracks to take

into account for possible bremsstrahlung. If the track seeds have transverse momentum above 1 GeV, the pion

pattern recognition algorithm is discarded. In this case, the electron pattern recognition algorithm, which allows

large energy loss, is performed. The second step is to fit the tracks using the ATLAS global χ2 track fitter [98],

which is the same as the baseline track reconstruction.

Electron Specific Track Fit

In case the track reconstruction passed the electron hypothesis, the specific track re-fit algorithm proceeds.

This algorithm requires the match between tracks having more than 4 silicon detector hits and EM clusters

determined at seed-cluster reconstruction phase. After that, these tracks are reconstructed by using the Gaussian

Sum Filter (GSF) [102], which takes into account the non-linear bremsstrahlung.

Electron or Photon Candidate Reconstruction

If several electron track candidates are found, the primary tracks is determined by using the cluster-track

distance ∆R =
√

∆η2 +∆φ2 calculated with different momentum hypotheses and inner detector information

such as the number of pixel hits. If no associated hit in the inner detectors is found, this candidate is considered

as a photon candidate. To increase the reconstruction quality of electron and photon, some selections on the

associated hits and tracks information are introduced and the calibrated energy described in Section 5.2.1 is

also recalculated by re-forming the clusters using the multivariate techniques [103] in this step.

The combination between tracks and primary vertex is required to reduce the backgrounds originating from

conversions and secondary particles. The following selection on the track parameters such as d0, z0, ∆z0, and
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σd0 is required: d0/σd0 < 5 and ∆z0sinθ < 0.5 mm. Figure 5.3 shows the reconstruction efficiency corresponding

to the ET (a) and η (b) that are obtained by using the Z → ee events for both MC and data. The reconstruction

efficiency for electrons associated to good quality tracks varies from 97% to 99%. The compatibility between

data and MC is good.

(a) (b)

Figure 5.3: Measurement of the reconstruction efficiency (a) as a function of ET integrated over the full

pseudorapidity range and (b) as the function of η for 15 GeV < ET < 50 GeV [101].

The electron candidates determined from the electron reconstruction algorithm could originate from back-

grounds such as hadronic jets or converted photons. To improve the purity of real electrons, the identification

algorithm is applied. This algorithm uses several properties of clusters, tracks and energy (e.g. the electron

cluster, the calorimeter shower shape, etc.) with two selections. The first selection is the number of IBL hits

information to reduce the photon conversion and the second is the likelihood-based on the TRT high-threshold

hit. The baseline identification algorithm uses the likelihood-based (LH) method which is one of the multivariate

analysis (MVA) techniques. It can take into account several properties of electron candidates at the same time.

The output value of the LH method is the likelihood-ratio between the likelihood signal probability and the

sum of likelihood signal and background probabilities, defined as:

dL =
LS

LS + LB
, LS =

n∏
PS(B), (5.1)

where PS(B) is the probability density function.

The identification criteria are defined for three different levels of background rejection (loose, medium, tight).

Each criterion is determined by using the several operation points of the relation between background rejection

and electron identification efficiency. Some variables such as the shower shape depend on the |η| and ET, and

thus the operation points are optimized in each region separately for |η| and ET. Figure 5.4 [104] shows the

combined the reconstruction and identification efficiency as a function of ET (a) and η (b) that is measured

by using the Z → ee events for both MC and data. There is good agreement between data and MC, and the

data/MC ratio ranges from 90% to 99%.

To further discriminate the signal originating from a hard-scattering process of interest and backgrounds

(photon conversion, etc), electron isolation criterion are also introduced for electron reconstruction. This
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Figure 5.4: Combined electron reconstruction and identification efficiencies (a) as a function of ET integrated

over the full pseudorapidity range and (b) as the function of η for ET > 4.5 GeV [104].

criterion uses two variables based on ET and pT. The one is the Econe0.2
T which is defined as the sum of

transverse energies of the topological clusters within a cone of ∆R = 0.2 around the candidate electron clus-

ter. The other is the pvarcone0.2T , defined as the sum of transverse momentum of all tracks within a cone of

∆R = min(0.2, 10GeV/ET) around the candidate electron track. These tracks must pass the following require-

ments; ET > 1 GeV; (nSi ≥ 7, nhole
Si ≤ 2, nhole

Pixel ≤ 1, nmod
Si ≤ 1), where nhole

Si and nhole
Pixel are the numbers of

missing hits in the pixel and SCT and nmod
Si is the number of hits in the silicon detector assigned to more than

one track; ∆z0sinθ < 3 mm.

Differences between data and MC for all reconstruction, identification and isolation methods are taken into

account by a correction factor called scale factor. The scale factor is calculated by using the Z → ee and

J/ψ → ee events.

5.2.1 Energy Calibration

The energy calibration is important for physics analysis and more details are given in reference [103, 105].

The baseline calibration procedure is the same as in Run-1 and the procedure for Run-2 has been tuned

for higher luminosities and energies: 1) data-driven corrections optimized to mitigate the non-uniformity of

detector response; 2) simulation-based calibration; 3) data-driven correction of energies scale factor for data

and resolution for MC. The correction between data and MC for mis-calibration is defined as:

Edata
i = EMC

i (1 + αi), (5.2)

where Edata
i and EMC

i are the electron energies in data and simulation, and αi represents the deviation, where

the index i indicates the pseudorapidity region. The electron energy calibration resolution is defined as:

σ(E)

E
=

a√
E

+
b

E
+ c, (5.3)

where a and b are parameters that describe respectively the shower fluctuations and electronic noise in the

calorimeter and c is a constant term. The values of most of the systematic uncertainties have been taken from

Run-1 results and the relative uncertainty on the energy resolution is better than 10% with Et < 50 GeV.
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5.2.2 Definition

Table 5.1 shows the definition of the two criteria for the electron channel in this analysis: baseline electron and

signal electron. The baseline criterion applies the loose selection for electron candidates and the signal criterion

applies the tight selection. To reduce the fake electron candidates and also to improve the purity of real electron,

electron candidates should be signal electrons. In addition, there are two electron selections defined as “soft”

and “hard”, depending on the energies (momentum) for each criterion. The soft electron selection is used for

the higgsino LSP search described in Section 6, because the momenta of the final state particles are usually

very low. The momentum selection value of electron candidates should be greater than 5 GeV, which is the

threshold for efficient detection. The identification and the isolation criteria should be tight, in order to remove

the fake-electrons. On the other hand, the hard electron selection is used for the wino NLSP search described

in Section 7. The final state particles of this scenario are not sensitive populate the low momentum region. The

momentum selection threshold can be high and the purity is also expected to be very high. Thus, we can loosen

the identification and isolation requirements.

Table 5.1: Definition of baseline and signal electron.

baseline soft(hard) electron

pT > 5 GeV

|η| < 2.47, included crack region (1.37 < |η| < 1.52)

VeryLooseLH

-

-

signal soft(hard) electron

pT > 5(27) GeV

|η| < 2.47, included crack region (1.37 < |η| < 1.52)

TightLLH (LooseAndBLayerLH)

|z0 sin θ| < 0.5 mm, |d0/σd0 | < 5

FixedCutTight(LooseTrackOnly) Isolation

5.3 Muon

Muons [106] are also among the final state particles considered in this analysis. Similar to the electron object

reconstruction, muons are also reconstructed following the several selections to reduce the non-prompt muons

originating form hadron decays: identification, and isolation. Muon tracks are basically reconstructed by the

ID and the MS independently. Finally, the muon tracks are produced by using the combination of these track

candidates. The muon reconstruction in the ID’s is the same as the general track reconstruction described in

Section 5.1. In the case of MS’s, the MS tracks are reconstructed by using the hit pattern from the MDT

and trigger chambers with hough transform algorithm [107]. This algorithm finds at least two seed-segments

in the middle layers of MDT and the muon tracks are reconstructed by using ATLAS global χ2 fit with these

seed-segments and other hits. After that, several combinational reconstruction techniques are used to get the

muon tracks with high purity:

Combined (CB) Muon

This algorithm is the basic reconstruction algorithm for muon tracks. It generates the muon combined tracks

by using the global re-fit of hits corresponding to the ID tracks and the MS tracks. To generate high purity

tracks, some hits of a MS track are removed or added to increase the fit quality.

Segmented Tagged (ST) Muon

This algorithm is used to increase the acceptance of muons with low pT. The ID tracks identified as muon-like

objects should match at least one segment of MDT or CSC and the combined muon tracks are reconstructed.

Calorimetered Tagged (CT) Muon

To cover and to increase the acceptance of muon tracks passing through the MS dead region (|η| < 0.1), this
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algorithm is used. This technique is almost the same as that of ST muon, and in addition the positions of

energy deposits in the calorimeters matched to the ID tracks are used instead of MS tracks.

Extrapolated (ME) Muon

The ME muon technique is included in combined muon algorithms for the high eta range (2.5 < |eta| < 2.7).

Muon track candidates are searched for in this order CB > ST > CT > ME. The muon identification criteria

is defined to suppress backgrounds originating from pions, kaons, etc. This criterion uses several variables to

increase the purity of the muon sample. These are:

• q/p significance, defined as the absolute value of the difference between the ratio of the charge and the

momentum detected by ID and MS;

• ρ′, defined as the absolute value of the difference between the transverse momenta detected by ID and

MS;

• normalized χ2 of the combined track fit.

The identification criterion includes the basic selection (npixel ≥ 1;nSCT ≥ 5;nhole
pixel or SCT < 3) for robustness

of the momentum measurements and it can separate three different categories (loose, medium, tight) with

different values of purity and efficiency. The medium category is the ATLAS default selection and it has the

lowest systematics. It uses the CB muon and ME muon and the selection is defined as:

• Total hits ≥ 3 with at least nMDT ≥ 2;

• q/p significance < 7.

The loose category uses all combined muon tracks to increase the identification efficiency. The selection

requirement is the same as the medium selection. For higher purity, the tight category is defined and it requires

only CB muon. The selection for the tight category is the same as the medium selection and it adds more

requirements: hits must be present in two MS stations; normalized χ2 < 8; two-dimensional cut between q/p

vs ρ′. Table 5.2 shows the efficiencies for prompt muons from W decays and hadrons decaying in-flight and

misidentified as prompt muons computed using a tt̄ MC. The efficiency of loose category is more than 96% for

both pT regions and the misidentification rate is less than 0.8%. In case of tight category, that is also good

agreement; the efficiency is more than 89% and the rate is less than 0.2%.

Table 5.2: Efficiency for prompt muons from W decays and hadrons [106].

Selection 4 < pT < 20 GeV 20 < pT < 100 GeV

ϵMC
µ [%] ϵMC

Hadron [%] ϵMC
µ [%] ϵMC

Hadron [%]

Loose 96.7 0.53 98.1 0.76

Medium 95.5 0.38 96.1 0.17

Tight 89.9 0.19 91.8 0.11

Figure 5.5 [108] shows the reconstruction efficiencies with the medium identification criteria measured by

using tag-and-probe method for the Z → µµ and J/ψ → µµ events. The average efficiencies for medium

identification are around 98% and the data are in good agreement with the MC. The efficiency for loose

identification is almost the same as the efficiency for the medium identification. For tight identification, the

efficiency is a few percent lower than that of the medium identification. There are some inefficient regions

corresponding to the eta and phi arising from the poor alignment of MDT. For this analysis, the loose and tight

categories are used.

The prompt muons produced by the decay of heavy particles such as the W boson are isolated. On the

other hand, non-prompt muons originating from the decay of hadronic jets are not isolated, being specially
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Figure 5.5: Combined electron reconstruction and identification efficiencies (a) as a function of η integrated

over the full φ and pT range with pT > 10 GeV selection and (b) as the function of pT integrated

over the full φ and η range [108].

close to other particles. Thus, the isolation criteria to reduce these backgrounds is required similarly as for

the electron reconstruction. This criterion uses two isolation techniques: track based and calorimeter bases.

The track based technique uses the pvarcone0.3T variable, which is the sum of transverse momenta for tracks of

the charged particles with pT > 10 GeV into the ∆R < 0.3, excluding the tracks of the muon candidate. The

calorimeter based uses Etopocone0.2
T , which is the sum of the transverse energies corresponding to the energy

deposits of the calorimeter tower, including also the muon candidate track. The isolation criteria is selected

by using several working points and this analysis uses the “FixedCutTightTrackOnly” criterion, which requires

pvarcone0.3T /pµT < 0.06 to increase the purity of prompt muons.

5.3.1 Muon Calibration

The muon calibration is also performed to correct the simulation of the muons in order to match the data, by

using only CB muons. In particular, the transverse momentum in MS (pMS
T ) is affected by the energy loss in

the calorimeter. The corrected transverse momentum is defined as:

pCor,Dec
T (Dec = ID,MS) =

pMC,Dec
T +

∑1
n=0 s

Dec
n (η,φ)(pMC,Dec

T )n

1 +
∑2

m=0 ∆rDec
m (η,φ)(pMC,Dec

T )m−1gm
, (5.4)

where pMC,Dec
T is the uncorrected transverse momentum in simulation, ∆rDec

m and sDec
n are the momentum

resolution smearing and the scale correction in a specific (η, φ) detector region, and gm are normally distributed

random variables with zero mean and unit width. The numerator describes the momentum scales and the

denominator describes the momentum smearing with the relative pT resolution in simulation. The relative pT
resolution is defined as:

σ(pT)

pT
= r0/pT ⊕ r1 ⊕ r2 · pT, (5.5)

with ⊕ denoting a sum in quadrature.

5.3.2 Definition

Table 5.3 shows the definition of the two criteria for the muon channel in this analysis: baseline muon and signal

muon. The baseline criterion applies the loose selection for muon candidates and the signal criterion applies the
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medium selection. In addition, there are also two muon selections defined as “soft” and “hard” in the same

way ad for the electrons selections.

Table 5.3: Definition of baseline and signal muon.

baseline muon

pT > 4 GeV

|η| < 2.7

Loose

-

-

signal soft(hard) muon

pT > 4(27) GeV

|η| < 2.7

Medium

|z0 sin θ| < 0.5 mm, |d0/σd0 | < 5

FixedCutTightTrackOnly Isolation

5.4 Jets

If high energy partons emitted, these unstable partons are decayed and hadronized into pre-stable particles: γ,

π±, K, p, n, etc. These pre-stable particles can interact with the material of the calorimeters and the showers,

which are a lump of the reaction process called “jets”, are reconstructed. To observe jets, a jet clustering

algorithm is needed; this section describes the general jet clustering algorithm, reconstruction, calibration, and

definition.

5.4.1 Jet Clustering Algorithm and Reconstruction

In general, the anti-kt algorithm [109] is used for jet clustering at the ATLAS experiment. It is based on

the kt [110] and Cambridge/Aachen [111, 112] algorithms. This algorithm uses the distance between particles

defined as:

dij = min(k2pt,i, k
2p
t,j)

∆2
ij

R2
, (5.6)

where kt,i is the transverse momentum (kt,i = pt,i) for a particle “i”, ∆2
ij = (yi−yj)2+(φi−φj)2, where yi and

φi are respectively the rapidity and azimuth of a particle “i”. R is the radius parameter for the cone of a jet, and

p is the parameter that defines the power of transverse momentum. The distance is used to cluster particles for

jet reconstruction. In case of p = 1, this algorithm is the same as the kt algorithm, and the case of p = −1 is the

anti-kt algorithm. The kt algorithm iteratively merges two particles (starting from those with lowest pT) that

are closest to each other. On the other hand, the anti-kt algorithm iteratively merges two particles (starting

from those with highest pT) closest to each other. For example of anti-kt algorithm, assuming one hard particle

“1” and a soft particle “i” which are closest than any other particles, the d1i = min(1/k2t1, 1/k
2
ti)∆

2
1i/R

2 is

exclusively determined by the kt1 of hard particle and ∆1i separation. In other words, soft particles tend to

cluster to the hard ones, and if there are no other hard neighbouring particles within a distance 2R, a perfectly

conical jet based on the hard particles “1” can be generated by simple accumulation of all the soft particles

within a circle of radius R. If another hard particle “2” exists, with R < ∆12 < 2R, two hard jets are recon-

structed. In case of kt1 >> kt2, the shape of jet based on the hard “1” is perfectly conical, and the shape of jet

based on the hard “2” is partly conical due to the removal of overlapping particles. In case of kt1 ∼ kt2, both

cones are divided by a straight line with the distance b between the boundary and the center of the jet, which

is determined by the requirement ∆R1b/kt1 = ∆R2b/kt2. The clustering algorithm is working iteratively until

minij(dij) > mini(k
−2
Ti ).

Figures 5.6 shows the results of jet clustering with different algorithms: (a) kt algorithm, (b) anti-kt algo-

rithm. The event used is a simple parton-level event together with many random soft “ghosts”. In case of kt
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algorithm, the shapes of jets are not uniform and the boundaries are ambiguous. On the other hand, the jets

clustered by using anti-kt algorithm have the perfectly/partly conical shape and jets are well separated. In this

analysis, the radius parameter R is set to 0.4.

Figure 1: A sample parton-level event (generated with Herwig [8]), together with many random soft
“ghosts”, clustered with four different jets algorithms, illustrating the “active” catchment areas of
the resulting hard jets. For kt and Cam/Aachen the detailed shapes are in part determined by the
specific set of ghosts used, and change when the ghosts are modified.

the jets roughly midway between them. Anti-kt instead generates a circular hard jet, which clips a
lens-shaped region out of the soft one, leaving behind a crescent.

The above properties of the anti-kt algorithm translate into concrete results for various quanti-
tative properties of jets, as we outline below.

2.2 Area-related properties

The most concrete context in which to quantitatively discuss the properties of jet boundaries for
different algorithms is in the calculation of jet areas.

Two definitions were given for jet areas in [4]: the passive area (a) which measures a jet’s
susceptibility to point-like radiation, and the active area (A) which measures its susceptibility to
diffuse radiation. The simplest place to observe the impact of soft resilience is in the passive area for
a jet consisting of a hard particle p1 and a soft one p2, separated by a y − φ distance ∆12. In usual
IRC safe jet algorithms (JA), the passive area aJA,R(∆12) is πR2 when ∆12 = 0, but changes when
∆12 is increased. In contrast, since the boundaries of anti-kt jets are unaffected by soft radiation,

4
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Figure 1: A sample parton-level event (generated with Herwig [8]), together with many random soft
“ghosts”, clustered with four different jets algorithms, illustrating the “active” catchment areas of
the resulting hard jets. For kt and Cam/Aachen the detailed shapes are in part determined by the
specific set of ghosts used, and change when the ghosts are modified.

the jets roughly midway between them. Anti-kt instead generates a circular hard jet, which clips a
lens-shaped region out of the soft one, leaving behind a crescent.

The above properties of the anti-kt algorithm translate into concrete results for various quanti-
tative properties of jets, as we outline below.

2.2 Area-related properties

The most concrete context in which to quantitatively discuss the properties of jet boundaries for
different algorithms is in the calculation of jet areas.

Two definitions were given for jet areas in [4]: the passive area (a) which measures a jet’s
susceptibility to point-like radiation, and the active area (A) which measures its susceptibility to
diffuse radiation. The simplest place to observe the impact of soft resilience is in the passive area for
a jet consisting of a hard particle p1 and a soft one p2, separated by a y − φ distance ∆12. In usual
IRC safe jet algorithms (JA), the passive area aJA,R(∆12) is πR2 when ∆12 = 0, but changes when
∆12 is increased. In contrast, since the boundaries of anti-kt jets are unaffected by soft radiation,
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Figure 5.6: The results of jet clustering corresponding to (a) the kt algorithm and (b) anti-kt algorithm. The

event used is a simple parton-level event generated by Herwig simulation with many random soft

”ghost” [109].

The input parameters for the anti-kt algorithm are a collection of three-dimensional, massless, positive-

energy topological clusters (topo-clusters), made of calorimeter cell energies. Topo-clusters are generated from

the cells that contain energies above a noise threshold estimated by the electronic noise and simulated pile-up

noise. In addition, the jet is compared to a true jet estimated from MC generator, which has the particle-level

energy scale. The reconstructed jet is required to match the true jet with pT > 7 GeV and |eta| < 4.5 using the

distance ∆R =
√

(∆η)2 + (∆φ)2.

5.4.2 Jet Energy Calibration

The reconstructed jet is calibrated to restore the jet energy scale to that of the true jet reconstructed at the

particle-level energy scale. The full four-momentum of a reconstructed jet is scaled generally, and the Figure

5.7 presents an overview of the calibration steps for EM-scale calorimeter jets. Each step is briefly described in

the following subsections and more details are given in reference [113].

First, to improve the η resolution, the four-momenta of jets are recalculated to point to the hard-scatter

primary vertex. The four-momentum of the jet is recalculated for both data and MC simulation, and a correction

factor called origin correction is estimated from the ratio between the reconstructed and simulated jets.

Pile-up Corrections

Next, since the extra energy from the pile-up is removed, the pile-up is corrected in two steps. The first step is

the area-based correction which subtracts the per-event pile-up contribution to the pT of each jet according to

its area. This correction is calculated from the median pT density ρ of jets in the η−φ plane and the definition

is ρ = pT/A where A is the area of a jet that is calculated by using the ghost association. The rho is calculated

by using the kt algorithm, which is chosen for its sensitivity to soft radiation. To reduce the bias from hard
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5 Jet energy scale calibration

Figure 1 presents an overview of the 2015 ATLAS calibration scheme for EM-scale calorimeter jets. This
calibration restores the jet energy scale to that of truth jets reconstructed at the particle-level energy scale.
Each stage of the calibration corrects the full four-momentum unless otherwise stated, scaling the jet pT,
energy, and mass.

EM-scale jets Origin correction
Jet area-based pile-

up correction
Residual pile-up 

correction

Absolute MC-based 
calibration

Global sequential 
calibration

Residual in situ 
calibration

Jet finding applied to 
topological clusters at 

the EM scale.

Changes the jet direction 
to point to the hard-scatter 
vertex. Does not affect E.

Applied as a function of 
event pile-up pT density 

and jet area.

Removes residual pile-up 
dependence, as a 

function of � and NPV.

Corrects jet 4-momentum 
to the particle-level energy 
scale. Both the energy and 

direction are calibrated.

Reduces flavor dependence 
and energy leakage effects 
using calorimeter, track, and 

muon-segment variables.

A residual calibration 
is derived using in situ 
measurements and is 
applied only to data.

Figure 1: Calibration stages for EM-scale jets. Other than the origin correction, each stage of the calibration is
applied to the four-momentum of the jet.

First, the origin correction recalculates the four-momentum of jets to point to the hard-scatter primary
vertex rather than the center of the detector, while keeping the jet energy constant. This correction im-
proves the ⌘ resolution of jets, as measured from the di↵erence between reconstructed jets and truth jets
in MC simulation. The ⌘ resolution improves from roughly 0.06 to 0.045 at a jet pT of 20 GeV and from
0.03 to below 0.006 above 200 GeV. The origin correction procedure in 2015 is identical to that used in
the 2011 calibration [3].

Next, the pile-up correction removes the excess energy due to in-time and out-of-time pile-up. It consists
of two components; an area-based pT density subtraction [15], applied at the per-event level, and a resid-
ual correction derived from the MC simulation, both detailed in Section 5.1. The absolute JES calibration
corrects the jet four-momentum to the particle-level energy scale, as derived using truth jets in dijet MC
events, and is discussed in Section 5.2. Further improvements to the reconstructed energy and related
uncertainties are achieved through the use of calorimeter, MS, and track-based variables in the global se-
quential calibration, as discussed in Section 5.3. Finally, a residual in situ calibration is applied to correct
jets in data using well-measured reference objects, including photons, Z bosons, and calibrated jets, as
discussed in Section 5.4. The full treatment and reduction of the systematic uncertainties is discussed in
Section 6.

5.1 Pile-up corrections

The pile-up contribution to the JES in the 2015 data-taking environment di↵ers in several ways from
Run 1. The larger center-of-mass energy a↵ects the jet pT dependence on pile-up-sensitive variables,
while the switch from 50 to 25 ns bunch spacing increases the amount of out-of-time pile-up. In addition,
the higher topo-clustering noise thresholds alter the impact of pile-up on the JES. The pile-up correction is
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First step Second step: pile-up corrections 
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Figure 5.7: Overview of the calibration steps for EM-scale calorimeter jets [113].

scatter jets, the median pT density is used for ρ. The second step is to correct for the residual pT dependence on

the number of primary vertices (NPV) and the average number of pile-up events (µ). This dependence can be

approximated from linear fits without correlation between NPV and µ. The fit parameters are α and β, which

correspond to the NPV and µ, and the fits are done separately in bins of ptruthT and |η|. The pile-up corrected

pT (pcorrT ) is given by:

pcorrT = precoT − ρ×A− α× (NPV − 1)− β × µ. (5.7)

MC-based Corrections

After the pile-up correction, reconstructed jets are also corrected by using a 3-step MC-based procedure. First,

the four-momentum of a reconstructed jet is corrected by using the particle-level energy scale of the simulation.

The correction uses the ratios of pT and η between the reconstructed jet and true jet, and they depend on pT
and η: RpT(pT, η) = precoT /ptruthT , Rη(pT, η) = ηreco/ηtruth. At the second step, the calorimeter response and jet

reconstruction are sensitive to the fluctuations of the particle composition of a jet and its energy distributions.

The residual after pile-up corrections and first MC-based correction is corrected by using the global sequential

calibration (GSC) method, which uses information of all EM calorimeters plus all hadronic calorimeters. Finally,

since the MC simulation cannot perfectly model the detector responses and the interactions between the particles

and the detector material, they are corrected by using three well measured reference objects (Z, γ, multi-jets).

Figure 5.8 shows the average energy response as a function of ηdet of jets. The energy response is corrected for

pile-up and is parametrized as a function of Ereco.

5.4.3 Flavor Tagging

The final state of signals for this analysis contains b-jets originated from the b-quarks. The flavor tagging for

reconstruction and identification of b-jets from jets is important for this analysis. Basically, three different

algorithms described below are used for flavor tagging:

• impact parameter based algorithm;

• inclusive secondary vertex reconstruction algorithm;

• decay chain multi-vertex reconstruction algorithm.



CHAPTER 5. OBJECT RECONSTRUCTIONS AND DEFINITIONS 47

det
η

4− 3− 2− 1− 0 1 2 3 4

En
er

gy
 R

es
po

ns
e

0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

1
1.1

 = 30 GeVtruth E
 = 60 GeVtruth E
 = 110 GeVtruth E
 = 400 GeVtruth E
 = 1200 GeVtruth E

Simulation ATLAS
 = 13 TeV, Pythia Dijets

 = 0.4, EM scaleR tkanti-

(a)

|
det
η|

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5

)
tru

th
η

 - 
re

co
η(×)

re
co

η
sg

n(

0.1−
0.08−
0.06−
0.04−
0.02−

0
0.02
0.04
0.06
0.08

0.1
 = 30 GeVtruth E
 = 60 GeVtruth E
 = 110 GeVtruth E
 = 400 GeVtruth E
 = 1200 GeVtruth E

Simulation ATLAS
 = 13 TeV, Pythia Dijets

 = 0.4, EM scaleR tkanti-

(b)

Figure 4: (a) The average energy response as a function of ⌘det for jets of a truth energy of 30, 60, 110, 400, and
1200 GeV. The energy response is shown after origin and pile-up corrections are applied. (b) The signed di↵erence
between the truth jet ⌘truth and the reconstructed jet ⌘reco due to biases in the jet reconstruction. This bias is addressed
with an ⌘ correction applied as a function of |⌘det|.

be at the EM+JES.

An absolute JES and ⌘ calibration is also derived for fast simulation samples using the same methods with
a PythiaMC sample simulated with AFII. An additional JES uncertainty is introduced for AFII samples
to account for a small non-closure in the calibration, particularly beyond |⌘| ⇠ 3.2, due to the approximate
treatment of hadronic showers in the forward calorimeters. This uncertainty is about 1% at a jet pT of
20 GeV and falls rapidly with increasing pT.

5.3 Global sequential calibration

Following the previous jet calibrations, residual dependencies of the JES on longitudinal and transverse
features of the jet are observed. The calorimeter response and the jet reconstruction are sensitive to
fluctuations in the jet particle composition and the distribution of energy within the jet. The average
particle composition and shower shape of a jet varies between initiating particles, most notably between
quark- and gluon-initiated jets. A quark-initiated jet will often include hadrons with a higher fraction
of the jet pT that penetrate further into the calorimeter, while a gluon-initiated jet will typically contain
more particles of softer pT, leading to a lower calorimeter response and a wider transverse profile. Five
observables are identified that improve the resolution of the JES through the global sequential calibration
(GSC), a procedure explored in the 2011 calibration [13].

For each observable, an independent jet four-momentum correction is derived as a function of ptruth
T and

|⌘det| by inverting the reconstructed jet response in MC events. Both the numerical inversion procedure and
the method to geometrically match reconstructed jets to truth jets are outlined in Section 5.2. An overall
constant is multiplied to each numerical inversion to ensure the average energy is unchanged at each stage.
The e↵ect of each correction is therefore to remove the dependence of the jet response on each observable
while conserving the overall energy scale at the EM+JES. Corrections for each observable are applied
independently and sequentially to the jet four-momentum, neglecting correlations between observables.
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Figure 5.8: The average energy response as a function of ηdet for jets [113].

Finally, a multivariate algorithm called MV2c20 is used to discriminate b-jets and other flavor jets by using the

output variables obtained from each algorithm. This section describes these algorithms and more details are

given in reference [114].

All of flavor tagging algorithms use the charged track information generated from IDs. A given track is

associated with only one jet and if it satisfies the association criteria with respect to more than one jet, the jet

with minimum ∆R(track, jet) is chosen. Moreover, tracks must satisfy the additional requirements (e.g. pT, η)

corresponding to the each algorithm.

Impact Parameter Based Algorithms: IP2D, IP3D

Impact parameter based algorithms [115] are based on the fact that a hadron containing a b-quark has long

lifetime (cτ ∼ 450µm). Tracks corresponding to a b-jet tend to have a larger impact parameter than the tracks

correspond-ing to the other flavor jets. Thus, the signed impact parameter (d0, Z0 sin θ) significances are used

for these algorithms. These algorithms calculate the log likelihood ratio for b- and other-flavor hypothesises,

and it discriminates between a b-jet and another flavor jet.

The difference between the IP2D and IP3D algorithms is whether the longitudinal impact parameter

(Z0 sin θ) is used or not. The IP2D algorithm uses only the transverse impact parameter (d0), while the

IP3D algorithm uses both impact parameters. Typically the longitudinal impact parameter is not affected by

the pile-up, and the IP2D algorithm has good robustness against the effects of pile-up. Figure 5.9 shows the

distributions of the log-likelihood ratio for the IP2D (a) and IP3D (b) b-tagging algorithm. The shape of light-

flavor (dotted red) jets distribution for IP2D has a clear exponential tail at high positive values. On the other

hand, the shape of light-flavor (dotted red) jets distribution for IP3D is affected by small effects of pile-up on

the longitudinal impact parameter. Both distributions of b-jets (solid green) for each algorithm obtain higher

value of log-likelihood ratio, compared to the light-flavor jets.
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Figure 2: The transverse (a) and longitudinal (b) signed impact parameter significance of tracks in tt̄
events associated with b (solid green), c (dashed blue) and light-flavour (dotted red) jets for the “Good”
category defined in Table 1.
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Figure 3: The log likelihood ratio for the IP2D (a) and IP3D (b) b-tagging algorithm for b (solid green),
c (dashed blue) and light-flavour (dotted red) jets in tt̄ events. If no tracks are found in the jet, a large
negative value is assigned as the algorithm output. This happens for less than 0.5% of b and c-jets, and
for about 2% of light-flavour jets.
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Figure 2: The transverse (a) and longitudinal (b) signed impact parameter significance of tracks in tt̄
events associated with b (solid green), c (dashed blue) and light-flavour (dotted red) jets for the “Good”
category defined in Table 1.
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Figure 3: The log likelihood ratio for the IP2D (a) and IP3D (b) b-tagging algorithm for b (solid green),
c (dashed blue) and light-flavour (dotted red) jets in tt̄ events. If no tracks are found in the jet, a large
negative value is assigned as the algorithm output. This happens for less than 0.5% of b and c-jets, and
for about 2% of light-flavour jets.
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Figure 5.9: The distributions of the log likelihood ratio for (a) IP2D and (b) IP3D b-tagging algorithm [115].

Second Vertex Finding Algorithm: SV

This algorithm is used to explicitly reconstruct an inclusive displaced secondary vertex within the jet. This

algorithm reconstructs two-track vertices from the candidate tracks, and these tracks are rejected if they form

a secondary vertex originated from the decay of unstable particles: long-lived particles (e.g. KS , Λ), photon

conversion, or particles produced by the hadronic interaction with the detector material. After that, a single

vertex is reconstructed by using the tracks that survive this preselection.

Decay Chain Multi-Vertex Algorithm: JetFitter

The multi-vertex reconstruction algorithm can reconstruct the decay for PV → b-jet → c-jet using the topo-

logical structure of a weak b- and c-hadron decay. The output of this algorithm can be obtained by a Kalman

filter approximating the b-hadron flight path.

Multivariate Algorithm: MV2

Finally, b-jets and other-flavor jets are discriminated by using a multivariate analysis called MV2 [116] that is

based on a boosted decision tree (BDT) which takes as input the output variables generated from three basic

algorithms. BDT training uses 5 million tt̄ events. Figure 5.10 shows the MV2c20 output for b- and other-flavor

jets in tt̄ events, and the light-flavor and c-jet rejection as a function of b-jet efficiency for MV2c00, MV2c10,

MV2c20 b-tagging algorithms in tt̄ events. All MV2 algorithms use a sample of jets containing b-jets as signal

and other-flavor jets as backgrounds for BDT training, and they differ by the ratio of the contamination of b-jets

and other-flavor jets. MV2c00 algorithm uses only background jets that are light-flavor jets for the training,

while the background composition for MV2c10 is 93% light-flavor jets and 7% c-jets, and for MV2c20 it is 80%

light-flavor jets and 20% c-jets.

MV2c10 has a larger rejection for c-jets, however it has a lower rejection for light-flavor jets, while the

performance of MV2c10 and MV2c20 is comparable. This analysis uses the MV2c10 algorithm for b-tagging.
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Figure 11: MV2c10 BDT output for b- (solid blue), c- (dashed green) and light-flavour (dotted red) jets evaluated
with tt̄ events.

GeV), but, at the same time, the b-jet e�ciency is also increased in the same kinematic region. The
reason for this is that the new MV2 training with the updated downgrading procedure results in a di�erent
e�ective tagging requirement as a function of jet pT : at high jet pT , the 77% working point is slightly
worse as compared to the 2015 configuration. The b-jet e�ciency distribution as a function of jet ⌘ has
also been inspected: no major di�erences in e�ciency are found when comparing the results in 2015 and
2016 MV2 trainings.

Figure 14 displays the comparison between the baseline 2015 configuration (MV2c20) and the current
2016 approach (MV2c10) for the light-flavour and c-jet rejection. In each bin of the pT distribution, the
b-tagging cut value has been chosen in such a way to yield a constant b-jet e�ciency of 77%. For fixed
b-jet e�ciency, the new MV2 training shows a sizeable improvement in all kinematic regions.

Similarly to the rejection vs e�ciency curves reported in Figure 10, the enhancement in c-jet rejection
brought by the optimization of the MV2 multivariate classifier is also clearly visible over the full pT and
⌘ range. Furtermore, as a consequence of the choice of the c-jet fraction in the training for MV2c10, the
⌧-rejection has increased by approximately a factor 2 with respect the 2015 algorithm.

Additional cross-validation checks on the final BDT configuration were performed in order to assess
the impact of the usage of di�erent training samples on the performance and to verify the e�ect of the
finite Monte Carlo statistics for the training of the classifier. Cross-training tests have been performed in
order to make sure that the performance is consistent when independent sub-samples are used as input to
the multivariate classifier. It is observed that the tagging performance for c- and light-flavour jet rejection

16

(a)

algorithm has therefore been chosen as the standard b-tagging discriminant for 2016 analyses. Figure 11
shows the MV2c10 BDT output for the signal and background components. The Monte Carlo simulation
has also been adjusted to better represent the data conditions expected in 2016 (pileup profile for 2016 data-
taking), and this is found to have a small e�ect on the performance when re-training the MV2 algorithm
(5-7% improved light-flavour jet rejection and 2-3% gain in c-jet rejection at 77% b-jet e�ciency).
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Figure 10: Light-flavour jet (a) and c-jet (b) rejection versus b-jet e�ciency for the previous (2015 config) and
the current configuration (2016 config) of the MV2 b-tagging algorithm evaluated on tt̄ events. As explained in
Section 4.2, MV2c00 denotes the MV2 algorithm where no c-jet contribution was present in the training. MV2c10
(MV2c20) denote the MV2 outputs where a 7% (15%) c-jet fractions was present in the background sample (for the
2016 configuration).

Operating points are defined by a single cut value on the MV2 output and are chosen to provide a specific
b-jet e�ciency on a tt̄ sample. Table 2 shows the operating points defined for the recommended tagger
b-tagging algorithm, MV2c10, with benchmark performance values.

BDT Cut Value b-jet E�ciency [%] c-jet Rejection Light-jet Rejection ⌧ Rejection
0.9349 60 34 1538 184
0.8244 70 12 381 55
0.6459 77 6 134 22
0.1758 85 3.1 33 8.2

Table 2: Operating points for the MV2c10 b-tagging algorithm, including benchmark numbers for the e�ciency and
rejections rates. These values have been extracted from tt̄ events, the main requirement being jet pT above 20 GeV.

Figure 12 displays the comparison of the b-jet e�ciency as a function of jet pT between the current tagger
MV2c10 and the 2015 MV2c20 algorithm. Figure 13 shows the comparison between the baseline 2015
configuration (MV2c20) and the current 2016 approach (MV2c10) for the light-flavour and c-jet rejection
as a function of jet pT and jet ⌘. The distributions have been produced with a fixed cut at the 77% b-jet
e�ciency operating point. The light-jet rejection is slightly descreased in the high b-jet pT region (>100
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shows the MV2c10 BDT output for the signal and background components. The Monte Carlo simulation
has also been adjusted to better represent the data conditions expected in 2016 (pileup profile for 2016 data-
taking), and this is found to have a small e�ect on the performance when re-training the MV2 algorithm
(5-7% improved light-flavour jet rejection and 2-3% gain in c-jet rejection at 77% b-jet e�ciency).
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Figure 10: Light-flavour jet (a) and c-jet (b) rejection versus b-jet e�ciency for the previous (2015 config) and
the current configuration (2016 config) of the MV2 b-tagging algorithm evaluated on tt̄ events. As explained in
Section 4.2, MV2c00 denotes the MV2 algorithm where no c-jet contribution was present in the training. MV2c10
(MV2c20) denote the MV2 outputs where a 7% (15%) c-jet fractions was present in the background sample (for the
2016 configuration).

Operating points are defined by a single cut value on the MV2 output and are chosen to provide a specific
b-jet e�ciency on a tt̄ sample. Table 2 shows the operating points defined for the recommended tagger
b-tagging algorithm, MV2c10, with benchmark performance values.

BDT Cut Value b-jet E�ciency [%] c-jet Rejection Light-jet Rejection ⌧ Rejection
0.9349 60 34 1538 184
0.8244 70 12 381 55
0.6459 77 6 134 22
0.1758 85 3.1 33 8.2

Table 2: Operating points for the MV2c10 b-tagging algorithm, including benchmark numbers for the e�ciency and
rejections rates. These values have been extracted from tt̄ events, the main requirement being jet pT above 20 GeV.

Figure 12 displays the comparison of the b-jet e�ciency as a function of jet pT between the current tagger
MV2c10 and the 2015 MV2c20 algorithm. Figure 13 shows the comparison between the baseline 2015
configuration (MV2c20) and the current 2016 approach (MV2c10) for the light-flavour and c-jet rejection
as a function of jet pT and jet ⌘. The distributions have been produced with a fixed cut at the 77% b-jet
e�ciency operating point. The light-jet rejection is slightly descreased in the high b-jet pT region (>100
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Figure 5.10: (a) MV2c10 output for b- and other-flavor jet, and (b) the light-flavor and (c) c-jet rejection as a

function of b-jet efficiency in tt̄ events [116].

Table 5.4 shows the definition of the operating points calculated when integrating over all jets in the tt̄

sample. According to the above results, we decided to use in this analysis the third row operating point with

77% b-jet efficiency.

Table 5.4: Operating points for MV2c10 b-tagging algorithm [116].

BDT Cut value b-jet Efficiency [%] c-jet Rejection τ -jet Rejection Light-jet Rejection

0.9349 60 34 184 1538

0.8244 70 12 55 381

0.6459 77 6 22 134

0.1758 85 3.1 8.2 33

5.4.4 Suppression of Pile-up Jets

Since the pile-up becomes an important component for the jet energy fraction and it affects the flavor tagging,

we need to reduce the pile-up jets [117]. The additional transverse energy (ET) originated from the pile-up jet

can be estimated typically to subtract on average from the signal interaction of interest. The jet-vertex-fraction

(JVF), defined as the ratio of the transverse momentum sum can remove the pile-up jet with minimal JVF

requirement:

JVF =

∑
k p

trkk
T (PV0)∑

l p
trkl
T (PV0) +

∑
n≥1

∑
l p

trkl
T (PVn)

. (5.8)

Here, PV0 is the hard-scatter vertex and PVj ; j ≥ 1 corresponds to primary vertices that are generated by

the pile-up interactions in the same bunch crossing. The case of JVF = −1 indicates that there are no tracks

associated to jets. The number of reconstructed primary vertices increases corresponding to the increase of the

number of pile-up tracks, and the denominator also increases corresponding to the number of reconstructed

primary vertices. Hence, in case of a signal jet originated from hard-scatter interaction, the value of JVF tends

to shift to small values.

The point is that the hard-scatter jet efficiency depends on the number of reconstructed primary vertices
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(NVtx). To fix this dependency, two track-based variables are developed: corrJVF and RpT . The pile-up jet and

the signal jet are discriminated by using a multivariate analysis that takes as input the variables corrJVF and

RpT . Both variables are computed from the combined information of the calorimeter and tracking and they are

defined as:

JVF =

∑
k p

trkk
T (PV0)

∑
l p

trkl
T (PV0) +

∑
n≥1

∑
l p

trkl
T (PVn)

k·nPU
trk

, RpT =

∑
k p

trkk
T (PV0)

pjetT

. (5.9)

Basically, corrJVF is similar to the JVF. To correct the linear increase of an average of pPV
T , the term which

denotes the scalar pT sum of the associated tracks originated from pile-up interactions is divided by the total

number of pile-up tracks (nPU
trk ) and its coefficient. Figure 5.11(a) shows the distribution of corrJVF for pile-up

and hard-scatter jets with 20 < pT < 30 GeV. The distributions of corrJVF for pile-up and hard-scatter jets

are different. The next variable RpT , shown in Figure 5.11(b), is defined as the scalar pT sum of the tracks

associated with the jet. These tracks originate from the hard-scatter vertex divided by the fully calibrated jet

pT. Finally, a new discriminant called the jet-vertex-tagger (JVT) is constructed using the corrJVF and RpT .

Figure 5.11(c) shows the JVT distribution for hard-scatter and pile-up jets with 20 < pT < 30 GeV. A value of

JVT = -1 is assigned to jets with no associated tracks.
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Figure 2: (a) Distribution of corrJVF for pileup and hard-scatter jets with 20 < pT < 30 GeV. (b)
Primary-vertex dependence of the hard-scatter jet e�ciency for 20 < pT < 30 GeV (solid markers) and
30 < pT < 40 GeV (open markers) jets for fixed cuts of corrJVF (blue) and JVF (violet) such that the
inclusive e�ciency is 90%. The cut values imposed on corrJVF and JVF, which depend on the pT bin,
are specified in the legend.

3.2 RpT

The variable RpT is defined as the scalar pT sum of the tracks that are associated with the jet and originate
from the hard-scatter vertex divided by the fully calibrated jet pT, which includes pileup subtraction:

RpT =

P
k ptrkk

T (PV0)

p jet
T

. (3)

RpT is peaked at 0 and steeply falling for pileup jets, where no or only little pT from tracks from
the hard-scatter vertex is expected. For hard-scatter jets, however, RpT has the meaning of a charged pT
fraction and its mean value and spread is larger than for pileup jets. Since RpT involves only tracks that
are associated with the hard-scatter vertex, its definition is at first order independent of NVtx. The RpT
distributions for pileup and hard-scatter jets are shown in Figure 3(a). Figure 3(b) shows the hard-scatter
jet e�ciency as a function of NVtx when imposing a minimal RpT and JVF requirement such that the NVtx
inclusive e�ciency is 90%. For the full range of NVtx considered, the hard-scatter jet e�ciency after a
selection based on RpT is stable at 90% ± 1%.

Figures 4(a) and 4(b) show the 2-dimensional correlation of RpT and corrJVF for hard-scatter and
pileup jets, respectively. Hard-scatter jets are characterized by large corrJVF and large RpT, whereas
pileup jets are concentrated at low RpT and low corrJVF values. Jets with corrJVF = �1 (i.e. no associated
tracks) or RpT > 1.5 are omitted in these plots. Most pileup jets (and about 1% of hard-scatter jets) have
no tracks that originate from the hard-scatter vertex and thus corrJVF = RpT = 0.
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Figure 3: (a) Distribution of RpT for pileup and hard-scatter jets with 20 < pT < 30 GeV. (b) Primary-
vertex dependence of the hard-scatter jet e�ciency for 20 < pT < 30 GeV (solid markers) and 30 < pT <
40 GeV (open markers) jets for fixed cuts of RpT (blue) and JVF (violet) such that the inclusive e�ciency
is 90%. The cut values imposed on RpT and JVF, which depend on the pT bin, are specified in the legend.
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Figure 4: 2-dimensional correlation of corrJVF and RpT for hard-scatter (a) and pileup (b) jets.
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(b)

4 The jet-vertex-tagger

4.1 Derivation of the discriminant

A new discriminant called the jet-vertex-tagger (JVT) is constructed using RpT and corrJVF as a 2-
dimensional likelihood, based on a k-nearest neighbor (kNN) algorithm [26]. For each point in the
two-dimensional corrJVF�RpT plane, the relative probability for a jet at that point to be of signal type is
computed as the ratio of the number of hard-scatter jets divided by the number of hard-scatter plus pileup
jets found in a local neighborhood around the point using a training sample of signal and pileup jets with
20 < pT < 50 GeV and |⌘| < 2.4. The local neighborhood is defined dynamically as the 100 nearest
neighbors around the test point using a Euclidean metric in the RpT � corrJVF space, where corrJVF
and RpT are rescaled so that the variables have the same width. Since only based on two variables, the
kNN algorithm allows for a local and straightforward calculation of the relative signal probability, while
largely avoiding statistical fluctuations in sparsely populated regions. The resulting 2-dimensional JVT
likelihood is shown in Figure 5(a). In the following, the JVT value of a jet is calculated, based on its
corrJVF and RpT values, using the finely binned histogram in Figure 5(a) as a lookup table. The JVT
distribution for hard-scatter and pileup jets with 20 < pT < 30 GeV is shown in Figure 5(b). A value of
JVT = �0.1 is assigned to jets with no associated tracks.
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Figure 5: (a) The 2-dimensional JVT likelihood as a function of corrJVF and RpT. Jets with corrJVF = �1
(i.e. no associated tracks) are omitted in this figure. Jets with RpT > 1 have JVT from 0.98 to 1 and are not
included in the figure. (b) Distribution of JVT for pileup and hard-scatter jets with 20 < pT < 30 GeV.

To test the sample dependence of JVT, the likelihood is also derived using a sample of 20 < pT <
50 GeV jets in simulated Z(! µµ)+jets events. The performance of the JVT-based pileup jet suppression
(evaluated in terms of fake rate vs. e�ciency curves) is found not to significantly depend on the sample
from which the likelihood is derived. These studies are reported in Appendix C.
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(c)

Figure 5.11: (a) The distribution of corrJVF for pile-up and hard-scatter jets with 20 < pT < 30 GeV, (b) the

distribution of RpT for pile-up and hard-scatter jets and (c) JVT distribution to input the

outputs generated from corrJVT and RpT [117].

5.4.5 Jet Definition

Table 5.5 shows the definition of the three criteria for jets and b-tagging used in this analysis: baseline jet,

signal jet, b-tagged jet. The baseline criterion is applied only for jet candidates with pT above 20 GeV, and

the signal criterion adds η and JVT selection values. In addition, the criterion of b-jets includes the signal jet

criterion and additional MV2c10 selection for b-tagging, except for the pT selection value, which is the same as

for the baseline criterion.

5.5 Missing Transverse Momentum

The final states of the signal considered in this analysis contains two neutralinos and one neutrino, which cannot

be detected by the ATLAS detector. For this reason, the direct reconstruction of any neutralinos and neutrinos

is impossible, and we need to reconstruct of the momenta of these particles using kinematic information of the
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Table 5.5: Definition of baseline jets, signal jets, and b-jets.

baseline jet

pT > 20 GeV

signal jet

pT > 25 GeV

|η| < 2.5

JVT = 0.59 for |η| < 2.4 and pT < 60GeV

b-jet

pT > 20 GeV

|η| < 2.5

JVT = 0.59 for |η| < 2.4 and pT < 60GeV

MV2c10 > 0.6459 (ϵb−tagging > 77%)

final state particles. In case of the pp collisions, the longitudinal momentum, which is parallel to the beam axis

is not constrained due to the unknown initial parton momentum, but fortunately the transverse momentum is

known. The missing transverse momentum (Emiss
T ) is measured as an imbalance in the sum of visible transverse

momenta and it includes the transverse momenta of the invisible particles, such as neutralinos and neutrinos.

The Emiss
T reconstruction uses the calibrated hard objects and soft-term containing the residual visible momenta

mainly from soft jets (pT < 20 GeV) and misidentified muons, and it is defined as:

Emiss
T =

√
(Emiss

x )2 + (Emiss
y )2, (5.10)

components: Emiss
x(y) =

∑

particles=(e,γ,τ,jets,µ)

Emiss,particles
x(y) + Emiss,soft−term

x(y) , (5.11)

where Emiss
x(y) is the component of Emiss

T and they can be calculated from the sum of object terms. Each object

term is given by the negative vectorial sum of the momenta corresponding to each particle (Emiss,particles
x(y) =

−
∑

pmiss,particles
x(y) ). This calculation uses all baseline electrons, muons, photons, τ , and jets, and the overlap of

these objects is removed. The soft-term is calculated by the track soft term algorithm (TST)) [118], and the

TST sums over the momenta of tracks that are reconstructed by using the information of only inner detectors

and not associated to any jets. In addition, the tracks with momentum uncertainties larger than 40% are

removed.

5.5.1 Emiss
T Triggers

This analysis focuses on both signal topologies with high Emiss
T described in Section 6 and 7. Thus, we use the

datasets which are selected by Emiss
T triggers called xe trigger to get signal-like events. The threshold of the xe

trigger are sometimes changed during the run in order to keep trigger rates under control and thus the datasets

corresponding to the Emiss
T trigger used in this analysis are:

• HLT xe70 L1XE50 (2015);

• HLT xe90 mht L1XE50 (2016, A-D3);

• HLT xe100 mht L1XE50 (2016, D4-F1);

• HLT xe110 mht L1XE50 (2016, F2-L).

Here, L1XE indicates the use to the Emiss
T trigger based on roughly reconstructed Emiss

T from the L1 calorimeter

RoIs. The transverse energy threshold is above 50 GeV. After passing the L1 trigger, the HLT trigger algorithms

(HLT xe) are used. The HLT xe70 L1XE50 used in 2015 data-taking is calculated based on the calorimeter

cells approach. This calculates the contribution of Emiss
T by the summation of pix,y = Ei cos θi sinφi obtained

at each cell in both LAr and tile calorimeter. Finally, Emiss
T is calculated by the negative vectorial sum of each

cell’s contribution. The xe trigger with mht calculates Emiss
T directly by summing over the jets reconstructed

with the trigger algorithm.
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To identify the trigger plateau, the efficiency for the xe trigger is studied. For this purpose, we use events

taken by the single lepton trigger and we select events with exactly 1 lepton, at least 4 jets and least 1 b-tag.

In other to reduce the contamination from multi-jet events, further cleaning cuts are applied: mT > 30 GeV,

|∆φ(jeti, p⃗miss
T )| > 0.4 with i = 1.2. Figure 5.12 shows the Emiss

T trigger efficiencies as a function of the offline

Emiss
T . The agreement of the trigger efficiency in data and MC is good in both channels down to 200 GeV. The

trigger efficiency is above 98% for Emiss
T > 230 GeV , and thus this analysis requires the offline threshold value

to be 230 GeV.
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Figure 5.12: Trigger efficiency (a) for HLT xe110 mht L1XE50 in muon events and (b) for stxe trigger

(including xe90, xe100 and xe110) electron events.

5.6 Overlap Removal

When candidates that pass the object selection overlap with each other, we need to remove the overlap in

order to avoid double-counting. The overlap removal (OR) procedure restores the correct objects by comparing

candidates with the selection corresponding to each object. In addition, the OR procedure is based on an

improved acceptance for real leptons, and the optimal OR procedure is detailed below:

1. Electron/Muon OR: The loose muons are reconstructed from the calo-tagged muons, and they can also

be reconstructed as electrons. If a muon and an electron overlap within ∆R < 0.01, the muon is removed

if it is a calo-tagged muon, else the electron is removed;

2. Electron/Jet OR: If a baseline electron and a baseline non b-tagged jet are found within ∆R < 0.2, the

object is interpreted as an electron and the overlapping jet is removed;

3. Muon/Jet OR: If a baseline muon can be the same as a baseline non b-tagged jet with the ghost-matched

algorithm within ∆R < 0.4, the object is interpreted as a muon if either of the following requirements is

satisfied:

• The jet has less than 3 tracks with pT > 500 MeV,

• The pT ratio of the muon and jet is greater than 0.7 (pµT/p
jet
T > 0.7);

4. Jet/Lepton OR: If a jet passing previous OR steps overlaps with a lepton in a cone of radius R =

0.04 + 10/pℓT (up to a maximum radius of 0.4), the lepton is removed;

5. Electron/Tau OR: If an electron passing previous OR steps overlaps with a tau in a cone of radius R = 0.1,

the tau is removed;
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6. Tau/Jet OR: Tau objects are only used to compute the mτ
T2 variable described in reference [119] and veto

on it. If the event passes the veto the tau object is no longer used and instead the jet object is considered

for the rest of the computations.



Chapter 6

Analysis for the Higgsino LSP Scenario

This chapter describes the search for stop pair production in the higgsino LSP scenario. The sections provide

the target event topology, the event selection, the background estimation, the statistical analysis, the systematic

uncertainties, and the result.

6.1 Event Topology

Figure 6.1 shows the target event topology of the analysis of the higgsino LSP scenario. This analysis focuses

on a scenario with mass difference between the chargino and the neutralino to be 5 GeV. The momentum of

final state particles and Emiss
T are relatively low because a large part of the momentum or the energy of the

chargino is used to generate the neutralino. It is challenging to detect low momentum particles with a high

detection efficiency and an effective suppression of background particles. Therefore, a specific topology with the

ISR with high momentum (high-ISR) is employed. The final state particles are boosted and can have higher

momenta. The target event contains at least one high-pT jet, large Emiss
T , and one isolated soft lepton (ℓ). The

event selection has been optimized for two benchmark parameter sets (a) (mt̃1
,mχ̃±

1
,mχ̃0

1
) = (350 GeV, 305

GeV, 300 GeV) and (b) (mt̃1
,mχ̃±

1
,mχ̃0

1
) = (300 GeV, 255 GeV, 250 GeV).

b

high momentum

ℓ
νχ̃0

1 χ̃0
1

χ̃±
1

t̃1
t̃1

b

q q

p p

Initial State Radiation (high-ISR)

Figure 6.1: Illustration of the target event topology with high-ISR.
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There are two main SM backgrounds. One is the tt̄ background and the other is the W + jets background.

The tt̄ production has a large cross section in pp collisions, and a top quark decays into one W boson and

b quark with nearly 100% BR. In case a W boson decays into lepton pair, the final state has exactly same

particles. In case a lepton is reconstructed for the tt̄ events with hadronic W decays (fake lepton), the event

constitute a background. The W + jetsbackground arises when the W boson decays to a lepton pair and the

jets include a high-pT jet. Figures 6.2 show the illustrations of the event topology for signal, tt̄, and W + jets.

Typically, tt̄ and W + jets backgrounds have decay products in both directions with respect to p⃗miss
T .
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Figure 6.2: Event topologies for (a) signal and main backgrounds (b) tt̄ and (c) W + jets.

6.2 Event Selection for Signal Region

The events of pp collisions’ data have to be selected to obtain the signal like events. A signal region (SR)

is defined with kinematic variables. Table 6.1 shows the summary of SR for the higgsino LSP scenario. The

requirements on kinematic variables are determined as explained in the following subsections.

6.2.1 Preselection

Preselection of the events is defined for the higgsino LSP scenario. The jet with the highest pT should not be a

b-tagged jet because ISR is mostly light flavor quarks. It is required to have pT higher than 400 GeV. Emiss
T is

required to be higher than 230 GeV so that the trigger efficiency is inside the plateau region (see Section 5.5.1).

Exactly one lepton with pT higher than 4 GeV for a muon (5 GeV for an electron) is required. At least two jets

including minimum one b-tagged jet are required.

6.2.2 Kinematic Variables

Several kinematic variables are defined to reduce the SM backgrounds and to enhance the signal sensitivity in

the SR.
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Figure 6.3: Distributions of the variables used for preselection for the higgsino LSP scenario: (a) pjet1T , (b)

Emiss
T , (c) jet multiplicity, and (d) b-tagged jet multiplicity.
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Table 6.1: Summary of the event selection for SR of the higgsino LSP scenario. The jet with the highest pT
among the jets in an event should not be b-tagged.

Cut Variables Requirements

Trigger Emiss
T triggers

Data quality Jet cleaning, cosmic-ray muon veto, primary vertex

Second lepton veto No additional baseline lepton

Number of lepton, tightness = 1 signal soft lepton

Lepton pT [GeV] ≥ 4 for µ, ≥ 5 for e

Number of (signal jets, b-tags) (≥ 2, ≥ 1)

Jet pT [GeV] (> 400 for the highest pT, > 25 for the other)

mT [GeV] < 50

Emiss
T [GeV] > 300

|∆φ(jet1, p⃗miss
T )|, |∆φ(jet2, p⃗miss

T )| > 0.4, > 0.4

min(∆φ(p⃗miss
T , b-jet)) < 1.5

pℓT/E
miss
T < 0.02

mreclustered
t [GeV] < 150

Transverse Mass

Transverse mass mT is defined as the invariant mass calculated from the energy and momentum in a plane

perpendicular to the beam axis for a particle which decays into two particles. This variable can be calculated

from one visible particle and another invisible particle such as neutrino:

mT =
√
2 · pℓT · Emiss

T (1− cos∆φ(ℓ⃗, p⃗miss
T )). (6.1)

Here pℓT is the lepton pT, and ∆φ(ℓ⃗, p⃗miss
T ) is the azimuthal angle between the lepton and p⃗miss

T directions.

This variable is used to characterize the mass of a leptonically decaying W boson. The distribution provides

a Jacobian peak at W boson mass (about 80 GeV). Since only transverse information is used to calculate

mT, mT is a good kinematic variable to separate the signal and the background in the environment where the

longitudinal information of a neutrino can not be obtained.

Minimum Azimuthal Opening Angle

The minimum azimuthal opening angle min(∆φ(p⃗miss
T , b-jet)) is defined as the minimum azimuthal angle between

b-jet and p⃗miss
T among all possible pairs of b-jet and p⃗miss

T . The signal events have smaller value due to high-ISR.

Ratio between Lepton Transverse Momentum and Missing Transverse Energy

The ratio between lepton transverse momentum and missing transverse energy pℓT/E
miss
T is lower for signal

events due to low-pT lepton and high Emiss
T .

Reconstructed Top Mass

The reconstructed top mass mreclustered
t is used to suppress tt̄ backgrounds with di-leptonic or semi-leptonic

decays. Figure 6.4 shows the illustrations of the top reconstruction algorithm. An algorithm based on the

anti-kt clustering of small-radius jets is used. First, all small-radius jets in the event are clustered by using the

anti-kt algorithm with a large radius parameter R0 = 3.0. Next, each of the resulting very-large-radius jets are
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iteratively shrunk, until their radius matches their pT, following the approximation R(pT) = 2 × 175 GeV/pT
within the range (0.3 < R < 0.5). Figure 6.5 shows the distribution of the mass of the reconstructed top

candidates for di-leptonic or semi-leptonic tt̄ events. The semi-leptonic tt̄ event has the peak around 175 GeV.

Figure 6.4: The illustration of the top reconstruction algorithm.

Figure 6.5: The black (red) histogram shows the reclustered jet mass for tt̄ events with di-leptonic

(semi-leptonic) decays.

6.2.3 SR Optimization

The selection for the SR was optimized to reject the SM backgrounds as much as possible and to obtain a high

sensitivity of the excess from the SM prediction. All SM backgrounds, which are considered to remain in the

SR, were taken into account by using the MC simulation: tt̄, W + jets, single-produced top quark (single-top),

top quark pair production in association with vector boson (tt̄ + V ), Z boson production in association with

jets (Z + jets) and two vector-bosons production (diboson). The total background systematic uncertainty was

assumed to be 30% for this optimization.

The expected sensitivity is calculated by using the statistical method described in Appendix A. A background-

only hypothesis testing was used. The significance Z value (Z = Φ−1(1 − p), where p is the p-value), which is

approximated by using numerical method [120, 121], is used for the SR optimization. If Z = 3 (it is equivalent
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to p = 1.3 × 10−3), an evidence of the inconsistency between the data and the background-only hypothesis is

implied.

6.2.4 Selection Optimization Scan

The selection is optimized to obtain a higher Z value. The baseline selections are set before the optimization:

• exactly one signal soft lepton (described in Section 5.2.2 and 5.3.2)

• Emiss
T > 230 GeV for Emiss

T trigger efficiency plateau,

• Njets ≥ 2 signal jets (signal jets described in Section 5.4.5),

• pjet1T > 400 GeV,

• Nb-jets(p
b-jets
T > 25 GeV) ≥ 1.

After requiring the baseline selection, the requirements for other kinematic variables are optimized. To

reduce the uncertainty on the expected Z value, the selection is optimized with the number of events after the

selection no to be too small. Table 6.2 shows the scanned cut values. The final optimal values are shown in

Table 6.1.

Table 6.2: The list of scanned cut values of several kinematic variables.

Cut variables Scanned cut values

Emiss
T [GeV] > 230, > 300, > 360, > 420, > 480

mT [GeV] < 150, < 125, < 100, < 75, < 50

min(∆φ(p⃗miss
T , b-jet)) < 2.2, < 1.8, < 1.5, < 1.3, < 0.9

pℓT/E
miss
T < 0.05, < 0.04, < 0.03, < 0.02, < 0.01

mreclustered
t [GeV] < 250, < 200, < 150, < 100, < 50

If the cut value of Emiss
T (Figure 6.3(b)) is 300 GeV, the Z value is more than 3 for the benchmark point

(a). The peak Z value is obtained with Emiss
T > 420, but the numbers of events for signal and backgrounds are

less and the statistical uncertainty becomes larger. Therefore, the Emiss
T is 300 GeV. Figure 6.6(a) shows the

mT distribution for the events for which all the requirements except for the mT requirement are applied. Since

the tt̄ and W + jets backgrounds can have one lepton and neutrino from W boson decay, mT distributions of

those backgrounds have a peak around the W boson mass. In addition, mT distribution for dileptonic tt̄ events,

where one lepton is not identified, is outside the detector acceptance, or is a hadronically decaying tau lepton,

tend to have a higher value due to a requirement of high Emiss
T . Therefore, mT is required to be less than 50

GeV. Figure 6.6(b) shows the distributions of min(∆φ(p⃗miss
T , b-jet)) for the events for which all the requirements

except for the min(∆φ(p⃗miss
T , b-jet)) requirement are applied. To reduce W + jets background, which has flat

min(∆φ(p⃗miss
T , b-jet)) distribution restriction of the direction for b-tagged jets, min(∆φ(p⃗miss

T , b-jet)) is required

to have less than 1.5. Figure 6.6(c) shows the pℓT/E
miss
T distribution. The signal has a soft lepton and high Emiss

T ,

while, the backgrounds such as tt̄ and W + jets have a high-pT lepton when they have high Emiss
T . Therefore,

the ratio for the signal has the peak in the low pℓT/E
miss
T region and pℓT/E

miss
T is required to be less 0.02. Figure

6.6(d) shows the mreclustered
t distribution. Since a stop of the signal event can not decay into the top quark,

the signal events have a peak at around zero. The tt̄ backgrounds have a peak at around 175 GeV. Therefore,

mreclustered
t is required to be less than 150 GeV.
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Figure 6.6: Distributions of kinematic variables after the event selection except for the requirements on the

variable for which the distribution is shown for the higgsino SR optimization: (a) mT, (b)

min(∆φ(p⃗miss
T , b-jet)), (c) pℓT/E

miss
T , and (d) mreclustered

t .

6.3 Background Estimations

After the selection, which have topologies similar to the signal, remain in this SR. The background events in SR

should be precisely estimated. A semi-data driven method called control region (CR) technique is used for the

estimation of some backgrounds. The fake lepton background originating from the QCD/multi-jets processes

possibly affects SR. The effect of this background was estimated with fully data-driven method called “fake

factor method”. Other minor backgrounds such as the dilepton, single-top, Z + jets, and tt̄+V have small

contribution and are estimated by using MC simulation.
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6.3.1 Semi-Data Driven Method

The semi-data driven method uses the CRs in which background events are dominant. The background events

in SR in the MC sample are corrected by the number of events in CR in the data sample. The background

predictions in SR called “normalized background predictions” are estimated with MC samples scaled using the

“normalization factors” (µp) which are computed with the fit in the corresponding CRs. The relation between

the normalized background predictions and normalization factors are defined as:

Np(SR) =
Np(CR, data)

Np(CR, MC)
×Np(SR, MC) = µp ×Np(SR, MC) (6.2)

where theNp(SR) is the number of events of normalized background predictions and Np(CR, MC) and Np(SR, MC)

are the numbers of MC events in CR and SR, respectively. The total uncertainty for the backgrounds in the

SR is a combination of the statistical uncertainties in the CRs and the residual systematic uncertainties for

extrapolation. The CRs are designed with the following requirements to reduce the extrapolation uncertainties

to the SR:

• high purity for one type of dominant background,

• free of signal contamination,

• looser selection than signal region.

In this analysis, the main backgrounds are tt̄ and W + jets. The definitions of the CR for the tt̄ background

(TCR) and the CR for the W + jets background (WCR) are summarized in Table 6.3. For validations of the

estimation, the validation region (VR) is defined as shown in Table 6.3.

Table 6.3: Overview of the event selections for SR, CRs, and VRs. Square brackets are used to show a range

of the requirement.

Cut Variables SR TCR TVR WCR WVR

Number of b-tagged jets ≥ 1 ≥ 1 ≥ 1 = 1 = 1

mT [GeV] < 50 < 160 < 160 < 160 < 160

min(∆φ(p⃗miss
T , b-jet)) < 1.5 < 1.5 < 1.5 > 1.5 > 1.5

pℓT/E
miss
T < 0.02 [0.03,0.1] < 0.03 [0.03,0.1] < 0.03

mreclustered
t [GeV] < 150 > 150 > 150 < 150 < 150

6.3.2 QCD/Multi-Jets Estimation

The lepton pT of the higgsino SR is relatively low. A low momentum particle in the QCD/multi-jets events

can be misidentified as a lepton. It is important to estimate the QCD/multi-jets effect. A data-driven method

called “fake factor method” is used for the estimation.

Two types of lepton selection criteria are used in this method. They are defined as “ID lepton” and “Anti-ID

lepton” described in Table 6.4. The ID lepton is required to pass the tight identification criterion, which is

the same as that used for “signal lepton”. On the other hand, Anti-ID lepton is required to mass the loose

identification criterion, which is the same as that used for “baseline lepton”, and is required not to pass the

“signal lepton” criterion. The Anti-ID lepton includes more fake leptons. The QCD/multi-jets event in SR

is estimated by the following three steps: 1) fake factor measurement, 2) QCD CR measurement, and 3)

QCD/multi-jets estimation.
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Table 6.4: Definition of ID and Anti-ID leptons

ID electron (identical to signal e)

pT > 5 GeV

|η| < 2.47, included crack region (1.37 < |η| < 1.52)

TightLLH

|z0 sin θ| < 0.5 mm, |d0/σd0 | < 5

FixedCutTight Isolation

Anti-ID electron (almost identical to baseline e)

pT > 5 GeV

|η| < 2.47, included crack region (1.37 < |η| < 1.52)

LooseAndBLayerLLH

No isolation

fail one of ID electron criteria

ID muon (identical to signal µ)

pT > 24 GeV

|η| < 2.7

Tight

|z0 sin θ| < 0.5 mm, |d0/σd0 | < 3

FixedCutTightTrackOnly Isolation

Anti-ID muon (almost identical to baseline µ)

pT > 4 GeV

|η| < 2.7

Medium

No isolation

fail one of ID muon criteria

1) Fake Factor Measurement

The fake factor (F ) is defined as:

Flepton =
N lepton

ID

N lepton
Anti−ID

(lepton = e or µ), (6.3)

where the nominator is the number of ID lepton (N lepton
ID ) and the denominator is the number of Anti-ID lepton

(N lepton
Anti−ID). It is measured in a low Emiss

T region, where the QCD/multi-jets event is enhanced. The jet enriched

data samples triggered by several pre-scaled single leptons instead of the Emiss
T trigger are used. The fake factor

depends on the lepton pT and it is calculated independently in five bins of the lepton pT. Table 6.5 shows the

relation between the bin of lepton pT and pre-scaled triggers. Since the pre-scale values are independent and

the integrated luminosity is different for each pre-scaled trigger, the data and MC samples are normalized with

an arbitrary luminosity, that is 10 pb−1 in this analysis.

Table 6.5: The relation between pre-scaled single electron and muon triggers and the bin of lepton pT.

“lhvloose” means that the likelihood selection for a trigger selection is loose and the backgrounds

are enriched in the data. “L1EM” indicates the L1 trigger for electromagnetic objects, with the

following number showing the threshold in a unit of GeV. The character “mu” indicates the muon

trigger with the follwing number showing the threshold in a unit of GeV.

Pre-scaled electron trigger scaled luminosity [nb−1] lepton pT region [GeV]

e5 lhvloose 259 [0, 5], [5, 10]

e10 lhvloose L1EM7 692 [10, 15]

e15 lhvloose L1EM13VH 14243 [15, 20]

e20 lhvloose 27061 [20, 100]

Pre-scaled muon trigger scaled luminosity [nb−1] lepton pT region [GeV]

mu4 758 [0, 5], [5, 10]

mu10 8017 [10, 15]

mu14 38802 [15, 20]

mu18 75412 [20, 100]
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In the high mT region, the real-lepton backgrounds arising from the tt̄ and W + jets processes are dominant

instead of fake lepton background. Therefore, the fake factor CR and fake factor SR are defined as in Figure

6.7.

CR

mT
0 200100

   SR

40

F F

Figure 6.7: Definition of the fake factor SR (mT < 40 GeV) and CR (100 GeV < mT < 200 GeV).

The normalization factor is measured with the mT distribution in the fake factor CR, and the real-lepton

backgrounds are estimated by applying this factor to the number of events in the fake factor SR. Table 6.6

shows the result for the normalization factors.

Table 6.6: Normalization factors calculated in the fake factor CR.

Normalization factor Anti-ID lepton ID lepton

NFel 2.87 ± 0.28 1.51 ± 0.1

NFmu 1.54 ± 0.18 1.11 ± 0.06

Since almost all lepton candidates which pass Anti-ID lepton criterion are not real-leptons, the difference

between data and MC is larger than the ID lepton events. Figures 6.8 and 6.9 show the Emiss
T and mT

distributions with the normalization factors applied. Data in high mT region is consistent to MC applied

normalization factors. The data of Emiss
T distributions are rough because the statistic of data taken by pre-

scaled triggers is very low.
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Figure 6.8: Emiss
T distributions for (a) ID electron, (b) ID muon, (c) Anti-ID electron, and (d) Anti-ID muon.

All distributions are obtained by applying the normalization factors.
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Figure 6.9: mT distributions for (a) ID electron, (b) ID muon, (c) Anti-ID electron, and (d) Anti-ID muon.

All distributions are obtained by applying the normalization factors.

Figures 6.10 show the lepton pT distributions of ID and Anti-ID leptons. The fake factors are computed by

taking the ratio of the number of ID leptons to the number of Anti-ID leptons as a function of pT. The real

lepton contamination is subtracted when measuring the fake factor.



CHAPTER 6. ANALYSIS FOR THE HIGGSINO LSP SCENARIO 66

 [GeV] lepton
T

p
0 10 20 30 40 50 60 70 80 90 100

Ev
en

ts

2−10
1−10
1

10
210
310
410
510
610
710
810
910

1010
1110
1210  = 13 TeV, ID electron channels

data
total
tt

Single top
W+jets
Z+jets

(a)

 [GeV] lepton
T

p
0 10 20 30 40 50 60 70 80 90 100

Ev
en

ts

2−10
1−10
1

10
210
310
410
510
610
710
810
910

1010
1110
1210

 = 13 TeV, ID muon channels

data
total
tt

Single top
W+jets
Z+jets

(b)

 [GeV] lepton
T

p
0 10 20 30 40 50 60 70 80 90 100

Ev
en

ts

2−10
1−10
1

10
210
310
410
510
610
710
810
910

1010
1110
1210  = 13 TeV, Anti-ID electron channels

data
total
tt

Single top
W+jets
Z+jets

(c)

 [GeV] lepton
T

p
0 10 20 30 40 50 60 70 80 90 100

Ev
en

ts

2−10
1−10
1

10
210
310
410
510
610
710
810
910

1010
1110
1210

 = 13 TeV, Anti-ID muon channels

data
total
tt

Single top
W+jets
Z+jets

(d)

Figure 6.10: Lepton pT distributions of (a) ID electron, (b) ID muon, (c) Anti-ID electron and (d) Anti-ID

muon in the fake factor SR (mT < 40 GeV).
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Figure 6.11: Fake factor distributions for (a) electron and (b) muon. The red hatched region indicates the

statistical uncertainty plus background subtraction uncertainty (±5%). The blue hatched region

indicates the total uncertainty including the uncertainty shown by red hatched region plus the

sample composition uncertainty.

The results of fake factor are shown in Figures 6.11. Backgrounds may not be estimated correctly due to

some effects: pre-scaled trigger effect, insufficient backgrounds statistics, etc. The systematic uncertainty is the

maximum difference between fake factors when the total number of ID and Anti-ID backgrounds are changed

by ±5% as shown in Figures 6.12.
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Figure 6.12: Fake factor distributions for (a) electron and (b) muon with different background subtractions.

The systematic uncertainty due to the difference of the fake lepton composition between SR and a region

where the fake factor is measured. Figure 6.13 shows this uncertainty. The pT of the away-side jet is varied by

changing the composition. The total uncertainty of fake lepton is around 30%.
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Figure 6.13: Fake factor distributions for (a) electron and (b) muon with different background subtractions.
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2) QCD/Multi-Jets CR Measurement

QCD/multi-jets CR is defined by the same requirements as those for SR except for Anti-ID lepton criteria

instead of ID lepton criteria. In this sample, the Anti-ID leptons are treated with the same way as the ID

leptons in the SR, for example in the Emiss
T calculation and the overlap removal. The number of QCD CR

events (NQCD
QCR ) affected by only QCD/multi-jets is defined as:

NQCD
QCR = NQCR −Nnon−QCD

QCD . (6.4)

It is estimated by subtracting SM backgrounds (Nnon−QCD
QCD ) from the total number of events in QCD CR

(NQCR). Since the usual lepton scale factors are not appropriate due to the use of Anti-ID lepton criteria, the

normalization of the SM backgrounds is not trivial. Therefore, the dedicated normalization factors need to be

applied. The normalization factors are calculated in the soft-lepton preselection described in Table 6.7.

Table 6.7: Soft-lepton preselection for the normalization factor calculation.

Selection Comments

Emiss
T triggers

jet cleaning veto events that contain a jet that fails the loose jet cleaning criteria

exactly one soft lepton pT > 4(5) GeV for muon(electron), no additional baseline leptons

pT < 25 GeV for data/MC plots (no cut for the higgsino SR)

≥ 2 signal jets

≥ 1 b-jet

Leading and second jet pT > 25 GeV

Emiss
T > 230 GeV start of the Emiss

T trigger plateau

|∆φ(j1,2, p⃗miss
T )| > 0.4 control of QCD/multi-jet backgrounds

To reduce the QCD/multi-jets effect and to increase the SM backgrounds effect, the Emiss
T and mT selections

are varied. The results are shown in Figure 6.14.
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Figure 6.14: Normalization factors for (a) electron and (b) muon with various selections.

The normalization factors are saturated in high Emiss
T and mT region, and the requirement on Emiss

T is 230

GeV and the requirement on mT is 100 GeV. The normalization factor for election is 1.23 ± 0.07 and the
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normalization factor for muon is 1.18 ± 0.06. The backgrounds composition uncertainty is included in these

errors.

Figure 6.15 shows Emiss
T and mT distributions in QCD CR with the selection shown in Table 6.7 replacing

Emiss
T > 230 GeV by Emiss

T > 50 GeV. There is a large difference between data and SM backgrounds in low Emiss
T

and mT regions due to the QCD/multi-jets background. On the other hand, there is no significant difference

in high Emiss
T and mT regions, and the data is consistent with SM background except for QCD/multi-jets. The

effect of QCD/multi-jets is smaller in high momentum regions.
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Figure 6.15: Emiss
T distributions in the fake lepton CR for (a) electron channel and (b) muon channel, and mT

distributions in the fake lepton CR for (c) electron channel and (d) muon channel.

3) QCD/Multi-Jets Estimation

The QCD/multi-jets background in the SR (NQCD
SR ) is estimated by multiplying the fake factor to NQCD

QCR :

NQCD
SR,lepton = NQCD

QCR,lepton × Flepton (lepton = e or µ). (6.5)

The QCD/multi-jets estimation is validated with the selection summarized in Table 6.7. Figure 6.16 shows the

Emiss
T distributions and mT distributions with Emiss

T > 50 GeV instead of Emiss
T > 230 GeV for both lepton

channels. Figure 6.17 shows the lepton pT distributions with the same selection. The QCD/multi-jets are

well predicted in both of electron and muon channels. The QCD/multi-jets background are estimated for the

higgsino SR is summarized in Table 6.8.
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Figure 6.16: Emiss
T distributions in the SR with Emiss

T > 50 GeV selection for (a) electron and (b) muon, and

mT distributions in the SR with Emiss
T > 50 GeV selection for (c) electron and (d) muon.
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Figure 6.17: Lepton pT distributions in the SR with Emiss
T > 50 GeV selection for (a) electron channel and (b)

muon channel.
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Table 6.8: Result of the QCD/multi-jets estimation for the higgsino SR.

Signal region Total SM (before normalization) QCD/multi-jets

higgsino SR 27.50 ± 4.28 2.45 ± 0.13

e = 0.42 ± 0.10

µ = 2.03 ± 0.09

The statistical and systematic uncertainties of SM backgrounds except for QCD/multi-jets background

described in Section 6.5 is around 5. The QCD/multi-jets background is relatively small, and neglected in this

analysis.

6.4 Systematic Uncertainties

In order to quantify the evidence of new physics with small statistics from the comparison between data and

MC, the statistical significance is needed to certify with the all systematics. This section discusses the statistical

analysis for this analysis and all systematic uncertainties considered in this analysis.

6.4.1 Systematic Uncertainties

The systematic uncertainties impact on the signal and background estimations. The main components are

experimental uncertainties and theoretical uncertainties. These systematic uncertainties are included as nuisance

parameters with Gaussian constraints (θ) and these parameters are profiled in the likelihood fit.

There are two types of uncertainties. The one affects the extrapolation from the CRs into the SRs. The

uncertainties with this type are implemented as the uncertainties on the transfer factor (TF):

TF =
Number of MC events in SR (VR)

Number of MC events in CR
. (6.6)

The other one affects the overall normalization of the MC samples. They are not cancelled out at the extrapo-

lation.

The nuisance parameters are determined with optimal values simultaneously when the profiled likelihood

ratio is fitted. In order to improve the fit stability and the fast execution of the fit, the uncertainties with small

values, which do not greatly impact on the fit result, are removed from the fit.

Experimental Uncertainties

The experimental uncertainties are generated mainly from the ones related to detectors that include the effects

of object reconstruction, identification, and energy/momentum measurement. It does not only includes object-

based uncertainties, but also the uncertainties corresponding to LHC, e.g. integrated luminosity, pile-up, etc.

The dominant uncertainties of the experimental uncertainties are shown below.

• Jet uncertainties

The imperfect knowledge of Jet Energy Scale (JES) and Jet Energy Resolution (JER) [122] become the

dominant experimental uncertainties. There are parametrised by 74 independent JES uncertainties mod-

eled from each calibration step. Fortunately, several uncertainties with similar behavior can be combined,

and thus the total JES uncertainties can be reduced to 3 independent uncertainties. All JER uncertain-

ties are similar behavior and they can be combined. Thus the only one JER uncertainty is used for this
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analysis. Figures 6.18 show the measured uncertainties on JES and JER with the breakdown of each

source. The resulting uncertainties expressed as relative uncertainties on the total predicted background

yield in the SRs are in the range 1.4 - 7% for JES and 1.5 - 7% for JER, respectively. In addition, the

modelling of the b-tagging efficiencies and mistag rates also become one of the systematic uncertainties.

The uncertainty is evaluated by varying training samples used by the MV2 algorithm, and the resultant

uncertainty is typically in a range of 1.6 - 13%.
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Figure 12: Final jet energy resolution uncertainties estimated for 2015 data with 25 ns bunch spacing as a function
of jet pT for jets of ⌘ = 0 (a) and as a function of ⌘ for jet pT of 40 GeV (b).
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Figure 13: Final jet energy scale uncertainties estimated for 2015 data as a function of jet pT for jets of ⌘ = 0.
Uncertainties are shown under the assumption of no knowledge of flavor. The total uncertainty is shown for the
nominal data taking period with 25 ns bunch spacing (a) and the early data taking period with 50 ns bunch spacing
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Figure 12: Final jet energy resolution uncertainties estimated for 2015 data with 25 ns bunch spacing as a function
of jet pT for jets of ⌘ = 0 (a) and as a function of ⌘ for jet pT of 40 GeV (b).
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Figure 6.18: Measured uncertainties in (a) JES and (b) JER with the breakdown of each source [122].

• Emiss
T uncertainties

The effects of the uncertainties for lepton/jet energy scale and resolution are propagated to the Emiss
T

calculation and so the Emiss
T uncertainties are also taken into account in this analysis. These uncertainties

correspond to the scale and resolution similar to the jets uncertainties.

• Pile-up reweighting uncertainty

The uncertainty corresponding to the pile-up reweighting is also included in this analysis.

• Liminosity uncertainty

The uncertainty for integrated luminosity is measured by using the LUCID detector [123]. The total

uncertainty is about 3.7%.

• Lepton uncertainties

All of the uncertainties for the lepton identifications and energy scales/resolutions are evaluated. In case

of electrons, there are three efficiency uncertainties corresponding to the identification, energy scale, and

energy resolution. They are evaluated based on the discrepancy between simulated and observed response

of the EM calorimeter in Run-2. On the other hand, the muon has two type of uncertainties corresponding

to the ID measurement and MS measurement. These uncertainties also include the uncertainties of the

identification and energy scale/resolution.

Theoretical Uncertainties

The theoretical uncertainties mainly correspond to the calculation of MC simulation.
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The source of Theoretical Uncertainties

• Renormarisation and factorisation scales

The renormalization and factorisation scales (µrenom., µfact.), which are used for calculation MC simula-

tions, are not physical theory parameters, but they impact on observables when fixed-high order calcula-

tion for the perturbation theory is implemented. Therefore, these contaminations should be considered as

the theoretical uncertainties. There uncertainties are estimated by comparing different samples with the

different scale values by a factor of 0.5 to 2.

• Interference

This uncertainty is only for single-top background. The single-top background MC samples are calculated

NLO-level, which has the W⊤ → WWbb process and it is overlapped with the tt̄ background. This

overlap is removed by comparing the single-top and tt̄ background MC samples and is calculated as the

interference uncertainty.

• The other uncertainties

Typically, the other theoretical uncertainties corresponding to the modeling of ME generator, parton show-

ers, fragmentation/hadronisation are calculated by using different MC samples with different modelings.

These calculations are different for each background, and the details are described in Section 6.4.1.

The amounts of Theoretical Uncertainties

The uncertainties in the modelling of tt̄ and single-top backgrounds include separately effects of hard-scattering,

fragmentation, radiation and interference. The amount of ISR/FSR is also considered. The MC generator un-

certainty is evaluated by comparing events produced with Powheg-Box+Herwig++ v2.7.1 with those either

MG5 aMC@NLO v2.2.3+Herwig++ v2.7.1 (NLO) or Sherpa v2.2. To estimate the effects of fragmentation and

hadronisation, the events generated with Powheg-Box are hadronised with either Pythia6 or Herwig++. The

effect of the amount of ISR/FSR is estimated by using the Powheg-Box+Pythia6 samples with defferent par-

ton shower radiation, NLO radiation, and the fragmentation/hadronisation scales. The interference uncertainty

is calculated by comparing the sum of tt̄ and single-top backgrounds that are generated by MG5 aMC@NLO

v2.2.3. The resulting uncertainties from all sources on the CR to SR extrapolation factors are 10-45% for tt̄,

and 10-47% for single-top, and the interference term dominates the latter uncertainty.

The uncertainty in the modelling of W + jets background includes the effect of the modeling. It is estimated

by comparing the different ME generators: Sherpa, MG5 aMC@NLO v2.2.3+Pythia8 (NLO). In addition, the

effect of varying the scales for the matching scheme for matrix element, parton shower, etc, are also estimated.

The total modeling uncertainty is around 13-32%.

The diboson uncertainties are also considered and they are estimated by varying the renormarisation, factori-

sation, and resummation scales. The theoretical uncertainties range from 13 to 32%.

For the SUSY signal uncertainty, the cross-section uncertainty is taken into account from the envelope of the

cross-section predictions using the difference PDF sets and factorisations/renormarisation scales [78]. The

resulting uncertainties range from 13 to 23%.
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6.5 Results

In this section, the unblinded result for the higgsino LSP scenario is presented. After introducing the likelihood

fit, the result of the background-only fit is shown, which provides the estimation of backgrounds with the

impact of the systematic uncertainty, and the results of the comparison between the observed data yields and

the predicted SM background yields in CRs and VRs are shown. Finally, the final comparison between the

observed data and the background yields in SR and this interpretation on SUSY signal models are shown.

6.5.1 Likelihood for the statistical analysis

The full likelihood function for SR and CRs in this analysis can be defined as

L(n|µ, b,θ) = PSR × PCR × Csyst

= P (nSR|ESR(µ, b,θ))×

P (nTCR|ETCR(µ, b,θ))× P (nWCR|EWCR(µ, b,θ)) · Cnuis(θ). (6.7)

Here, ESR, ETCR, and EWCR are the expectation value for each region, and Cnuis. is the function of nuisance

parameters. The probabilities P of SR and CRs are defined as the Possion distribution function. The details

of the profile likelihood can be found in Appendix A.

6.5.2 The Result of the Background-only Fit

The background-only fit is performed to derive the tt̄ and W + jets normalization factors from CRs with high

purity tt̄ or W + jets events, respectively. The both CRs are taken into account not to be contaminated by

signal. Other backgrounds are included in this fit within their respective uncertainties. The tt̄ and W + jets

normalization factors are free parameters and are determined as:

µtt̄ = 0.73± 0.11, and (6.8)

µW+jets = 1.12± 0.25. (6.9)

Table 6.9 shows the background yields before and after the fit and the number of observed events in all

CRs and VRs. Here, the ”MC exp.” labels describe the nominal MC prediction before the fit, and the ”Fitted”

labels describe the number of MC prediction after the fit. Other minor backgrounds are fixed with the input

values from these MC predictions for the fit, and they are not normalized in each CR and VR. The effect of the

fit for these minor backgrounds is considered to be negligible. The observed data yield and the total number of

fitted background events in each CR and VR are consistent.

Figures 6.19, 6.20, 6.21, and 6.22 show distributions of selected variables in each CR and VR. The shapes

of all distributions in each CR are consistent between the data and the fitted MC predictions. In addition,

the statistical fluctuation in each VR tends to become large because VRs have the tighter selections than CRs,

but fortunately the shapes of the data and the fitted total MC prediction are consistent. Therefore, the tt̄ and

W + jets normalization factors are reliably validated, and they can be used for the background estimation in

SR.

Table 6.10 shows systematic uncertainties in each CR and VR. These tables include only some dominant

uncertainties. The most dominant uncertainty in TCR is the uncertainty coming from the tt̄ normalization

factor and it has about 11%. In case of WCR, the most dominant uncertainty is the uncertainty coming from

the W + jets normalization factor and it has about 16%. In the VRs, the most dominant uncertainty in TVR

is the modeling of the hard scatter for tt̄, which is about 22%, and the most dominant uncertainty in WVR is
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Figure 6.19: Observed distributions of selected variables in TCR: (a) Emiss
T , (b) mT, (c) pℓT, and (d) pℓT/E

miss
T .

The histograms show the MC background predictions, normalised to cross-section times

integrated luminosity and the dominant process in each CR is normalised to data. The hatched

red error bands indicate the combined uncertainties.
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Figure 6.20: Observed distributions of selected variables in WCR: (a) Emiss
T , (b) mT, (c) pℓT, (d) p

ℓ
T/E

miss
T .

The histograms show the MC background predictions, normalised to cross-section times

integrated luminosity and the dominant process in each CR is normalised to data. The hatched

red error bands indicate the combined uncertainties.
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Figure 6.21: Observed distributions of selected variables in TVR: (a) Emiss
T , (b) mT, (c) pℓT, (d) p

ℓ
T/E

miss
T .

The histograms show the MC background predictions, normalised to cross-section times

integrated luminosity and the dominant process in each CR is normalised to data. The hatched

red error bands indicate the combined uncertainties.
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Figure 6.22: Observed distributions of selected variables in WVR: (a) Emiss
T , (b) mT, (c) pℓT, (d) p

ℓ
T/E

miss
T .

The histograms show the MC background predictions, normalised to cross-section times

integrated luminosity and the dominant process in each CR is normalised to data. The hatched

red error bands indicate the combined uncertainties.
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Table 6.9: Background-only fit results for the TCR, WCR, TVR, and WVR. The lower part of this table

shows the nominal MC expectations before the fit, and the upper part of this table shows the

background expectations after the fit.

higgsino SR channel TCR WCR TVR WVR

Observed events 191 153 58 57

Fitted bkg events 190.80± 13.86 153.10± 12.37 59.05± 14.70 48.79± 6.02

Fitted powheg ttbar events 140.32± 20.62 21.55± 14.06 41.80± 16.19 6.73± 4.92

Fitted powheg singletop events 16.52± 12.91 10.97± 7.66 5.52± 4.44 3.30± 1.05

Fitted amcnlo ttV events 2.35± 0.39 0.47± 0.13 0.63± 0.12 0.15± 0.05

Fitted sherpa22 Wjets events 28.93± 7.90 110.74± 20.59 8.88± 2.48 35.59± 7.41

Fitted sherpa221 diboson events 2.25± 0.79 8.40± 3.01 1.59± 0.53 1.05± 0.41

Fitted sherpa22 Zjets events 0.45± 0.42 0.96± 0.89 0.63± 0.58 1.97± 1.76

MC exp. SM events 239.61± 15.39 148.72± 22.89 73.31± 19.83 47.29± 8.08

MC exp. powheg ttbar events 192.39± 5.62 29.29± 17.95 57.06± 19.16 9.14± 6.36

MC exp. powheg singletop events 16.44± 12.96 10.96± 7.72 5.49± 4.46 3.29± 1.05

MC exp. amcnlo ttV events 2.35± 0.40 0.47± 0.13 0.63± 0.12 0.15± 0.05

MC exp. sherpa22 Wjets events 25.74± 5.44 98.63± 10.85 7.90± 1.81 31.69± 4.28

MC exp. sherpa221 diboson events 2.24± 0.79 8.41± 3.03 1.59± 0.53 1.05± 0.41

MC exp. sherpa22 Zjets events 0.45± 0.42 0.96± 0.89 0.63± 0.58 1.96± 1.78

also same as TVR and it is about 9%. The amount of individual uncertainties is derived by setting all other

nuisance parameters to constant without the parameter of interest and then propagating the uncertainty due

to this parameter only.
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Table 6.10: Breakdown of the dominant systematic uncertainties on background yield estimates in the various

control regions. Note that the individual uncertainties can be correlated, and do not necessarily

add up quadratically to the total background uncertainty. The percentages show the size of the

uncertainty relative to the total expected background.

Uncertainty of channel TCR WCR

Total background expectation 190.80 153.10

Total statistical (
√

Nexp) ±13.81 ±12.37

Total background systematic ±13.86 [7.26%] ±12.37 [8.08%]

µtt̄ normalization unc. ±21.37 [11.2%] ±3.28 [2.1%]

theory unc. on single Top ±12.47 [6.5%] ±7.52 [4.9%]

µW+jets normalization unc. ±6.39 [3.3%] ±24.46 [16.0%]

theory unc. on W+jets ±4.88 [2.6%] ±0.00 [0.00%]

jet and met ±4.18 [2.2%] ±1.90 [1.2%]

b-jet tagging ±3.44 [1.8%] ±0.79 [0.51%]

MC statistics ±2.77 [1.5%] ±4.60 [3.0%]

c- or light-jet tagging ±2.62 [1.4%] ±12.11 [7.9%]

pile-up ±1.37 [0.72%] ±1.56 [1.0%]

theory unc. on dibosons ±0.63 [0.33%] ±2.25 [1.5%]

theory unc. on Z+jets ±0.40 [0.21%] ±0.86 [0.56%]

theory unc. on tt̄V ±0.29 [0.15%] ±0.06 [0.04%]

theory unc. on tt̄ ±0.00 [0.00%] ±12.99 [8.5%]

Uncertainty of channel TVR WVR

Total background expectation 59.05 48.79

Total statistical (
√

Nexp) ±7.68 ±6.98

Total background systematic ±14.70 [24.89%] ±6.02 [12.34%]

theory unc. on tt̄ ±13.85 [23.4%] ±4.62 [9.5%]

µtt̄ normalization unc. ±6.37 [10.8%] ±1.03 [2.1%]

theory unc. on single Top ±4.41 [7.5%] ±1.01 [2.1%]

µW+jets normalization unc. ±1.96 [3.3%] ±7.86 [16.1%]

theory unc. on W+jets ±1.59 [2.7%] ±1.77 [3.6%]

MC statistics ±1.46 [2.5%] ±2.05 [4.2%]

jet and met ±1.40 [2.4%] ±1.72 [3.5%]

c- or light-jet tagging ±0.99 [1.7%] ±3.89 [8.0%]

b-jet tagging ±0.96 [1.6%] ±0.31 [0.64%]

pile-up ±0.63 [1.1%] ±0.27 [0.55%]

theory unc. on Z+jets ±0.56 [0.95%] ±1.76 [3.6%]

theory unc. on dibosons ±0.45 [0.76%] ±0.30 [0.62%]

theory unc. on tt̄V ±0.08 [0.13%] ±0.02 [0.04%]
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6.5.3 Unblinded SR

After validation, the background yields in SR are extracted by the extrapolation from CRs to SR with the tt̄

and W + jets normalization factors. Table 6.11 shows the unblinded results of the predicted background yields

and the observed event yields in SR, and only systematic uncertainties are included in this table. The total

number of observed events is 33 events and the total number of the fitted background predictions is 24.59 ±
3.53. The total number of background predictions tends to be a bit smaller than the total number of observed

events due to large statistical fluctuations in SR with tight selections. Table 6.12 shows the total systematic

uncertainty and the breakdown. Figure 6.23 shows Emiss
T , mT, lepton pT, and pℓT/E

miss
T distributions in SR,

and the benchmark signal distributions are also included in these figures. The shapes of observed events in all

distributions are basically the same as the shapes of the total background predictions. In addition, these shapes

and the ones including the signal plus backgrounds are consistent. Therefore, no significant excess above the

SM prediction is found from this unblinded result.

Table 6.11: Unblinded results of the predicted SM backgrounds yields and the observed events in SR. Only

systematic uncertainties are included in this table.

SR higgsino SR

Observed events 33

Fitted bkg events 24.59± 3.53

Fitted powheg ttbar events 10.32± 2.56

Fitted powheg singletop events 3.55± 1.29

Fitted amcnlo ttV events 0.14± 0.06

Fitted sherpa22 Wjets events 7.77± 2.66

Fitted sherpa221 diboson events 2.23± 1.00

Fitted sherpa22 Zjets events 0.60± 0.55

MC exp. SM events 27.50± 4.28

MC exp. powheg ttbar events 14.12± 2.52

MC exp. powheg singletop events 3.54± 1.29

MC exp. amcnlo ttV events 0.14± 0.06

MC exp. sherpa22 Wjets events 6.90± 2.12

MC exp. sherpa221 diboson events 2.21± 1.00

MC exp. sherpa22 Zjets events 0.60± 0.55
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Figure 6.23: Unblinded variable’s distributions including the benchmark signal distributions: (a) Emiss
T , (b)

mT, (c) pℓT, (d) p
ℓ
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Table 6.12: Breakdown of the dominant systematic uncertainties on background estimates in the SR. Note

that the individual uncertainties can be correlated, and do not necessarily add up quadratically to

the total background uncertainty. The percentages show the size of the uncertainty relative to the

total expected background.

Uncertainty of channel higgsino SR

Total background expectation 24.59

Total statistical (
√

Nexp) ±4.96

Total background systematic ±3.53 [14.37%]

theory unc. on W+jets ±2.00 [8.1%]

MC statistics ±1.79 [7.3%]

µW+jets normalization unc. ±1.72 [7.0%]

µtt̄ normalization unc. ±1.57 [6.4%]

theory unc. on tt̄ ±1.55 [6.3%]

c- or light-jet tagging ±1.34 [5.5%]

theory unc. on single Top ±1.22 [5.0%]

pile-up ±1.12 [4.5%]

jet and met ±0.91 [3.7%]

theory unc. on dibosons ±0.66 [2.7%]

theory unc. on Z+jets ±0.53 [2.2%]

b-jet tagging ±0.46 [1.9%]

theory unc. on tt̄V ±0.02 [0.07%]

6.6 Interpretation on the Higgsino LSP Scenario

In the absence of a statistically significant excess, the result is interpreted as the exclusion limits on the higgsino

LSP scenario. To enhance the exclusion limit reach, the “shape fit” method is used for setting the limit.

6.6.1 Shape Fit

The shape fit method is the one of statistical combination techniques to consider signal and background sep-

arations along certain variables in SR and CR. The shape information is introduced by separating the SR

corresponding to the each bin of a histogram of one variable. pℓT/E
miss
T variable, which powerful to separate

between the signal and backgrounds, is used, and it is separated to three bins corresponding to the ranges:

0-0.01, 0.01-0.015, 0.015-0.02. Each likelihood function corresponding to the each bin is calculated with same

signal strength in all bins. Thus, the full likelihood function is defined as

L(n, |µ, b,θ) =
3∏

i

Pi(nSRi |ESRi(µ, b,θ))×

P (nTCR|ETCR(µ, b,θ))× P (nWCR|EWCR(µ, b,θ)) · Cnuis(θ). (6.10)

6.6.2 Exclusion Limit

The exclusion limit is calculated for the stop and neutralino masses of the higgsino LSP scenario with BR(t̃1 →
bχ̃±

1 ) = 100%. All of uncertainties except those on the theoretical signal cross-section are included in the fit.

Exclusion limit at 95% confidence level (CL) is obtained with signal strength µ = 1. Figure 6.24 shows the
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observed and expected exclusion contours as a function of stop and neutralino masses for the higgsino LSP

scenario. The ”expected” label indicates that the Nobs is assumed the expectation value of the background-only

hypothesis (Nobs = Nbkg) estimated by the MC prediction in the SR yield. The ”observed” label indicates that

the Nobs is the number of observed events in the SR yield. The ±σexp uncertainty band indicates the impact

on the expected limit of the systematic and statistical uncertainties included in the fit. Thus, the higgsino

SR excludes stop mass up to 415 GeV and this is the first result for the boundary region of the higgsino LSP

scenario.
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Figure 6.24: Exclusion contour as a function of stop and neutralino mass for the higgsino LSP scenario with

BR(t̃1 → bχ̃±
1 ) = 100%. This exclusion limit is provided at 95% CL. The black dashed lines

shows expected limits at 95% CL, with the light (yellow) bands indicating the 1σ excursions due

to experimental and background-only theoretical uncertainties. Observed limits are indicated by

medium red curves where solid contour represents the nominal limit, and the dotted lines are

obtained by varying the signal cross-section by considered theoretical uncertainties.



Chapter 7

Analysis for the Wino NLSP Scenario

In this chapter, I explain the analysis of the stop search in the wino NLSP scenario. First of all the typical

topology of the stop production and decay in this scenario are introduced. Second, the analysis procedure

including the event selection, the estimation of the remained backgrounds are shown. Finally, I show the

number of data and estimated backgrounds in the signal region and the physics interpretation of its result.

7.1 Event Topology

Figure 7.1 shows the event topology of the stop-pair production and their decays in the wino NLSP scenario. As

described in section 2.3, the wino NLSP scenario assumes that the difference of the mass between the stop and

the chagino is as small as 10 GeV. The mass of chargino is larger than the one of the neutralino and difference

of them are assumed to be less than 1 TeV in this scenario.

Because of the degeneracy of the stop mass and the chagino mass, the momentum of a b-jet from the

t̃1 → bχ̃±
1 decay tends to be too low to detect in the ATLAS detector. A lepton, jets from χ̃±

1 → ℓνχ̃0
1 and

χ̃±
1 → qqχ̃0

1 decays tend to have high momentum. The large Emiss
T needs to be required to tell the signal event

from the background events. As a result of the requirement of the high Emiss
T , the single event where two

neutralinos are emitted to the same directions tends to be selected. Taken into account these signature, the

requirement of the b-jets veto, a high-pT lepton, high-pT jets, high Emiss
T is effective to select the event topology

of this specific stop decay.

b

ℓ ν

χ̃0
1
χ̃0
1

b

q q

p p

W W

t̃1 and χ̃±
1

rest

because they have

heavy masses.

Figure 7.1: Illustration of the target event topology with requirements of high Emiss
T and b-jet veto.
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The backgrounds to be considered in this analysis are the tt̄, single top, tt̄ + V , W + jets, and diboson

(WW/WZ/ZZ, etc) events (Feynman diagrams of these backgrounds are described in Section 4.2.2). The

dominant background in this analysis is the W + jets event, where W decays into a electron or a muon and

a neutrino. Because of the requirement of the high Emiss
T , W + jets event where the W is boosted tends to

be selected. Therefore a lepton is emitted to the same direction of the Emiss
T , as shown in Figure 7.2(b). The

tt̄, single top, and tt̄ + V backgrounds can be eliminated effectively by the requirement of the b-jet veto. The

number of the remaining tt̄ events after all event selections is estimated by data and simulation as described in

Section 7.4.2. The numbers of remaining single top and tt̄ + V events after the event selections are estimated

by simulation. The diboson background is estimated by the simulation.
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Figure 7.2: Event topologies for (a) signal and main backgrounds (b) W + jets.

7.2 Event Selection for Signal Region

The criteria of the event selection is determined using simulation samples for both signal and background events.

For the optimization of event selection, two benchmarks of the signal simulation and the background simulation

listed in Section 4.3 are used. Two benchmarks of the signal simulation vary in the masses of stop, chargeno, and

neutralino. In this analysis (mt̃1
,mχ̃±

1
,mχ̃0

1
) = (550 GeV, 540 GeV, 1 GeV) and (650 GeV, 640 GeV, 1 GeV)

are adopted. First, the preselection based on the event topology described in Section 7.1 is applied. In order

to improve the sensitivity of the signal events over the background events, further selections are determined by

the optimization of the event selection.

7.2.1 Preselection

Event selections are applied in the samples collected by the Emiss
T trigger with the threshold of Emiss

T > 230

GeV. After applying that the event has no cosmic-ray muon candidates and a good primary vertex candidate,

following pre-selections are applied:

• exactly one hard electron described in section 5.2.2 or muon described in Section 5.3.2,

• lepton pT ≥ 40 GeV,
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• no additional baseline electron and muon in the event,

• Nb-jets = 0,

• leading jet pT > 120 GeV,

• second leading jet pT > 40 GeV,

• Emiss
T > 230 GeV,

• mT > 200 GeV,

• |∆φ(p⃗miss
T , ℓ)| > 0.4,

• |∆φ(jet1, p⃗miss
T )| > 2.0, and

• |∆φ(jet2, p⃗miss
T )| > 0.8,

wheremT is the transverse mass reconstructed by the lepton pT and Emiss
T , |∆φ(p⃗miss

T , ℓ)|is the opening azimuthal

angle between p⃗miss
T and pℓT, and |∆φ(jet1, p⃗miss

T )| and |∆φ(jet2, p⃗miss
T )| are opening azimuthal angles between

pjet1T and pjet2T and pℓT, respectively. Figure 7.3 shows the distribution of Emiss
T , leading jet pT, lepton pT and

the number of jets for the two benchmarks of signal simulation and simulated backgrounds.
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Figure 7.3: Distributions of the variables used for preselection for the wino NLSP scenario: (a) Emiss
T , (b)

pjet1T , (c) pℓT, (d) jet multiplicity.
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7.2.2 SR Optimization

Further criteria of the event selection are determined by the selection optimization, so that the significance

of the signal extraction over the background events (Z), defined in Appendix A, is improved. The selection

criteria for the Emiss
T , pℓT, p

jet2
T , |∆φ(p⃗miss

T , ℓ)|, mreclustered
W , and Hsig

T [27] are varied as shown in Table 7.1, where

mreclustered
W is the W boson mass reconstructed by two small-radius jets clustered by the large-radius jets, Hsig

T

is defined as:

Hsig
T =

|H⃗miss
T |−M

σ|H⃗miss
T |

. (7.1)

Hsig
T is the negative of the scalar sum of jet and lepton pT. The |H⃗miss

T | and resolution (σ|H⃗miss
T |) are computed

from the psudo-events with N = 1000 events. An ith psudo-event calculates following items:

1. For all n jets in an event, a pT distribution of each jet, which follows the Gaussian distribution considering

the JER of each jet (mean value: p
jetj
T , standard deviation: p

jetj
T × JERj), is generated. After that, the

random value of pjetiT is extracted from this distribution;

2. The value “Emiss∗

T,i = −
∑n

j p
jetj
T

∑
ℓ p

ℓ
T” is calculated by the extracted p

jetj
T and total sum of lepton pT∑

ℓ p
ℓ
T.

This calculation is iterated until i = 1000. In fact, when this calculation finishes (i = 1000), the total value
∑N=1000

i Emiss∗

T,i represents the sum of psudo Emiss
T distributions corresponding to the JER of each jet. The

value |H⃗miss
T | is mean value of

∑N=1000
i Emiss∗

T,i and |H⃗miss
T | = (

∑N=1000
i Emiss∗

T,i )/1000. The resolution σ|H⃗miss
T |

is a standard deviation of this psudo-distribution and σ|H⃗miss
T | =

√
(
∑N=1000

i Emiss∗
T,i )2

1000 − (
∑N=1000

i Emiss∗
T,i

1000 )2. M in

Equation 7.1 is set as 100 GeV in this analysis, which is optimized by the previous study [27, 124]. Figure 7.4

Table 7.1: The list of scanned cut values of several kinematic variables.

Cut variables Scanned cut values

Emiss
T [GeV] > 230, > 300, > 360, > 420, > 480

pℓT > 40, > 60, > 80, > 100

pjet2T > 40, > 60, > 80, > 100

|∆φ(p⃗miss
T , ℓ)| > 0.4, > 1.2, > 2.0, > 2.8

mreclustered
W [GeV] 0 < mreclustered

W < 160, 40 < mreclustered
W < 130, 70 < mreclustered

W < 100

Hsig
T > 12, > 16, > 20, > 24

shows the distribution of pjet2T , |∆φ(p⃗miss
T , ℓ)|, mreclustered

t , and Hsig
T . The Emiss

T described in Figure 7.3(a) is

defined as more than 360 GeV, this cut value can obtain the highest significance Z value for the benchmark

points. The cut value of the pℓT described in Figure 7.3(c) is defined as 60 GeV, and the significance Z value can

be obtained more than 3. Figure 7.4(a) shows the pjet2T distribution and the cut value is defined as more than

80 GeV to obtain the highest significance Z value around 3. Figure 7.4(b) shows the |∆φ(p⃗miss
T , ℓ)|distribution.

This variable can have a good separation power between the signal and W+jets background due to the topology

difference. The cut value is defined as more than 1.2. Figure 7.4(c) shows the mreclustered
W distribution. Two

jets of signal are originated from the W boson, however two jets of the W + jets background are originated

from additional jets. If the mreclustered
W calculated by using the momenta of two jets, the signal has the peak

around W boson mass in the mreclustered
W distribution and the mreclustered

W distribution of W + jets background

tends to be flat. Thus, it can have a good separation power and it is defined as 70 < mreclustered
W < 100 GeV.

Figure 7.4(d) shows the Hsig
T distribution. If the final state particles have high momenta, this variable tend to
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be obtained higher value. It is defined as more than 16 for getting the significance Z value to be more than 3

taken into account the statistics.
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Figure 7.4: Distributions of kinematic variables after the event selection except for the requirements on the

variable for which the distribution is shown for the wino SR optimization: (a) pjet2T , (b)

|∆φ(p⃗miss
T , ℓ)|, (c) mreclustered

t , and (d) Hsig
T .

7.3 Background Estimations

The numbers of the tt̄ and W + jets and background events after the all event selections are estimated by the

semi-data driven method. In this method, dedicated control regions, TCR and WCR are defined to normalize

the simulated events to data with a simultaneous fit. TCR and WCR are defined with event selections which

are kinematically close to the SR but a few selection criteria inverted to reduce the signal contribution and to

enhance the tt̄ and W + jets events, respectively. Minor backgrounds such as the single-top, and tt̄ + V are

estimated by using purely simulation. The definitions of the CR for the TCR and the WCR are summarized in

Table 7.2. For validations of the estimation, the VR is defined as shown in Table 7.2. The event selection for

TCR is defined with the same event selection for the signal region but the selections of the number of b-tagged

jets, mT, and |∆φ(p⃗miss
T , ℓ)|. The TCR is defined as 30 GeV < mT < 90 GeV and no |∆φ(p⃗miss

T , ℓ)| selection,
and the TVR is defined as 90 GeV < mT < 120 GeV. WCR is defined as b-jet multiplicity=0, 30 GeV < mT <

90 GeV and no |∆φ(p⃗miss
T , ℓ)| selection, and WVR is defined as 90 GeV < mT < 120 GeV.
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Table 7.2: Overview of the event selections for SR, CRs, and VRs. Square brackets are used to show a range

of the requirement.

Cut Variables SR TCR TVR WCR WVR

Number of b-tagged jets = 0 ≥ 1 ≥ 1 = 0 = 0

mT [GeV] > 200 [30, 90] [90, 120] [30, 90] [90, 120]

|∆φ(p⃗miss
T , ℓ)| > 1.2 - - - -

7.4 Results

In this section, the final results for the wino NLSP scenario is presented. First, the result of the background-only

fit is shown, which provides the estimation of backgrounds with the impact of the systematic uncertainty, and

so the results of the comparison between the observed data and the backgrounds in CRs and VRs are shown.

Finally, the final comparison between the observed data and the backgrounds in SR and this interpretation are

shown.

7.4.1 The Result of the Background-only Fit

The background-only fit is performed to derive the tt̄ and W + jets normalization factors from CRs with high

purity tt̄ or W + jets events. The both CRs are taken into account not to be contaminated by signal. Other

backgrounds are included in this fit within their respective uncertainties. The tt̄ and W + jets normalization

factors are free parameters and are fitted to

µtt̄ = 0.79± 0.28, (7.2)

µW+jets = 1.09± 0.09. (7.3)

Table 7.3: Background-only fit results for the TCR, WCR, TVR, and WVR. The lower part of this table

shows the nominal MC expectations before the fit, and the upper part of this table shows the

background expectations after the fit.

wino SR TCR WCR TVR WVR

Observed events 271 436 30 24

Fitted bkg events 270.80± 16.51 436.01± 20.88 27.95± 6.30 27.19± 4.24

Fitted powheg ttbar events 145.69± 50.39 12.83± 6.37 15.60± 7.56 0.93± 0.49

Fitted powheg singletop events 50.97± 44.44 8.85± 7.76 4.72± 3.55 0.53± 0.40

Fitted amcnlo ttV events 2.96± 0.32 0.23± 0.08 0.32± 0.15 0.03± 0.01

Fitted sherpa22 Wjets events 64.89± 11.97 379.71± 24.44 6.74± 1.75 24.05± 3.65

Fitted sherpa221 diboson events 6.30± 2.13 34.40± 9.94 0.58± 0.23 1.65± 1.00

MC exp. SM events 304.19± 47.77 409.76± 23.86 31.57± 8.14 25.56± 4.19

MC exp. powheg ttbar events 184.00± 9.58 16.22± 5.40 19.73± 6.73 1.17± 0.45

MC exp. powheg singletop events 51.08± 44.50 8.86± 7.77 4.73± 3.56 0.53± 0.40

MC exp. amcnlo ttV events 2.96± 0.33 0.23± 0.08 0.32± 0.15 0.03± 0.01

MC exp. sherpa22 Wjets events 59.83± 9.48 349.94± 15.84 6.21± 1.44 22.17± 3.28

MC exp. sherpa221 diboson events 6.32± 2.14 34.51± 10.02 0.58± 0.24 1.65± 1.01
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Table 7.3 shows the background yields before and after the fit and the number of observed events in all CRs

and VRs. The observed events and the total number of fitted background events in each CRs and VRs are

consistent. Figures 7.5, 7.6, 7.7, 7.8 show some variable’s distributions in each CR and VR. The shapes of All

distributions in each CR are consistent between the data and the fitted MC predictions. Therefore, the tt̄ and

W + jets normalization factors are good agreements, and they can be used for the background estimation in

SR.
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Figure 7.5: Observed distributions of selected variables in TCR: (a) Emiss
T , (b) mT, (c) H

sig
T , (d) mreclustered

W .

The histograms show the MC background predictions, normalised to cross-section times integrated

luminosity and the dominant process in each CR is normalised to data. The hatched red error

bands indicate the combined uncertainties.

Table 7.4 shows systematic uncertainties in each CR and VR. These tables include only some dominantly

uncertainties. The 1st dominant uncertainty in TCR is the uncertainty coming from the tt̄ normalization factor

and it has about 19%. In case of WCR, the 1st dominant uncertainty is the uncertainty coming from the

W + jets normalization factor and it has about 7%. In the VRs, the 1st dominant uncertainty in TVR is also

same as TCR which is about 20%, and the 1st dominant uncertainty in WVR is the JER and it is about 9%.

The amount of individual uncertainties are derived by setting all other nuisance parameters to constant without

the parameter of interest and then propagating the uncertainty due to this parameter only.
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Figure 7.6: Observed distributions of selected variables in WCR: (a) Emiss
T , (b) mT, (c) H

sig
T , (d) mreclustered

W .

The histograms show the MC background predictions, normalised to cross-section times integrated

luminosity and the dominant process in each CR is normalised to data. The hatched red error

bands indicate the combined uncertainties.
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Figure 7.7: Observed distributions of selected variables in TVR: (a) Emiss
T , (b) mT, (c) H

sig
T , (d) mreclustered

W .

The histograms show the MC background predictions, normalised to cross-section times integrated

luminosity and the dominant process in each CR is normalised to data. The hatched red error

bands indicate the combined uncertainties.
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Figure 7.8: Observed distributions of selected variables in WVR: (a) Emiss
T , (b) mT, (c) H

sig
T , (d) mreclustered

W .

The histograms show the MC background predictions, normalised to cross-section times integrated

luminosity and the dominant process in each CR is normalised to data. The hatched red error

bands indicate the combined uncertainties.
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Table 7.4: Breakdown of the dominant systematic uncertainties on background yield estimates in the various

control regions. Note that the individual uncertainties can be correlated, and do not necessarily

add up quadratically to the total background uncertainty. The percentages show the size of the

uncertainty relative to the total expected background.

Uncertainty of channel TCR WCR

Total background expectation 270.80 436.01

Total statistical (
√
Nexp) ±16.46 ±20.88

Total background systematic ±16.51 [6.10%] ±20.88 [4.79%]

µtt̄ normalization unc. ±51.22 [18.9%] ±4.51 [1.0%]

theory unc. on single Top ±44.18 [16.3%] ±7.67 [1.8%]

pile-up ±11.77 [4.3%] ±17.06 [3.9%]

jet and met ±6.86 [2.5%] ±1.81 [0.41%]

c- or light-jet tagging ±6.42 [2.4%] ±9.98 [2.3%]

b-jet tagging ±5.54 [2.0%] ±3.38 [0.77%]

µW+jets normalization unc. ±5.45 [2.0%] ±31.87 [7.3%]

theory unc. on W+jets ±4.90 [1.8%] ±0.00 [0.00%]

MC statistics ±2.77 [1.0%] ±6.38 [1.5%]

theory unc. on dibosons ±1.57 [0.58%] ±8.93 [2.0%]

theory unc. on tt̄V ±0.00 [0.00%] ±0.00 [0.00%]

theory unc. on tt̄ ±0.00 [0.00%] ±3.90 [0.89%]

theory unc. on Z+jets ±0.00 [0.00%] ±0.00 [0.00%]

Uncertainty of channel TVR WVR

Total background expectation 27.95 27.19

Total statistical (
√
Nexp) ±5.29 ±5.21

Total background systematic ±6.30 [22.52%] ±4.24 [15.61%]

µtt̄ normalization unc. ±5.49 [19.6%] ±0.33 [1.2%]

theory unc. on tt̄ ±5.00 [17.9%] ±0.30 [1.1%]

theory unc. on single Top ±3.49 [12.5%] ±0.39 [1.4%]

jet and met ±2.95 [10.6%] ±3.41 [12.5%]

MC statistics ±0.80 [2.9%] ±1.49 [5.5%]

pile-up ±0.80 [2.9%] ±1.48 [5.4%]

c- or light-jet tagging ±0.66 [2.4%] ±0.52 [1.9%]

theory unc. on W+jets ±0.66 [2.3%] ±1.58 [5.8%]

b-jet tagging ±0.59 [2.1%] ±0.21 [0.77%]

µW+jets normalization unc. ±0.57 [2.0%] ±2.02 [7.4%]

theory unc. on dibosons ±0.15 [0.54%] ±0.43 [1.6%]

theory unc. on tt̄V ±0.00 [0.00%] ±0.00 [0.00%]

theory unc. on Z+jets ±0.00 [0.00%] ±0.00 [0.00%]



CHAPTER 7. ANALYSIS FOR THE WINO NLSP SCENARIO 97

7.4.2 Unblinded SR

After validation, the background yields in SR are extracted by the extrapolation from CRs to SR with the tt̄

and W + jets normalization factors. Table 7.5 shows the unblinded results of the predicted backgrounds yields

and the observed events yields in SR, and only systematic uncertainties are included in this table. The total

number of observed events is 25 events and the total number of the fitted background predictions is 25.00 ±
5.00 ± 3.81. Table 7.6 shows the total systematic uncertainty and the breakdown. Figures 7.9 show Emiss

T , mT,

Hsig
T , and mreclustered

W distributions in SR, and the benchmark signal distributions are also included in these

figures. The number of observed events and the total number of fitted background predictions are consistent,

in addition the shapes of observed events in all distributions are basically same as the shapes of the total

background predictions. Therefore, no significant excess above the SM prediction found from this result.

Table 7.5: Unblinded results of the predicted SM backgrounds yields and the observed events in SR. Only

systematic uncertainties are included in this table.

SR wino SR

Observed events 25

Fitted bkg events 25.00± 3.81

Fitted powheg ttbar events 1.26± 0.65

Fitted powheg singletop events 0.60± 0.53

Fitted amcnlo ttV events 0.57± 0.15

Fitted sherpa22 Wjets events 16.53± 3.08

Fitted sherpa221 diboson events 6.04± 1.93

MC exp. SM events 24.06± 4.08

MC exp. powheg ttbar events 1.59± 0.59

MC exp. powheg singletop events 0.60± 0.53

MC exp. amcnlo ttV events 0.58± 0.15

MC exp. sherpa22 Wjets events 15.24± 2.87

MC exp. sherpa221 diboson events 6.06± 1.95
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Figure 7.9: Unblinded variable’s distributions including the benchmark signal distributions: (a) Emiss
T , (b) mT,

(c) Hsig
T , (d) mreclustered

W .
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Table 7.6: Breakdown of the dominant systematic uncertainties on background estimates in the SR. Note that

the individual uncertainties can be correlated, and do not necessarily add up quadratically to the

total background uncertainty. The percentages show the size of the uncertainty relative to the total

expected background.

Uncertainty of channel wino SR

Total background expectation 25.00

Total statistical (
√
Nexp) ±5.00

Total background systematic ±3.81 [15.25%]

theory unc. on W+jets ±2.04 [8.1%]

MC statistics ±1.90 [7.6%]

pile-up ±1.77 [7.1%]

theory unc. on dibosons ±1.72 [6.9%]

jet and met ±1.71 [6.8%]

µW+jets normalization unc. ±1.39 [5.6%]

c- or light-jet tagging ±0.60 [2.4%]

theory unc. on single Top ±0.52 [2.1%]

µtt̄ normalization unc. ±0.44 [1.8%]

theory unc. on tt̄ ±0.40 [1.6%]

b-jet tagging ±0.38 [1.5%]

theory unc. on tt̄V ±0.00 [0.00%]

theory unc. on Z+jets ±0.00 [0.00%]
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7.5 Interpretation of Wino NLSP Scenario

7.5.1 Exclusion Limit

The exclusion limit is calculated for the stop and neutralino masses of the wino NLSP scenario with BR(t̃1 →
bχ̃±

1 ) = 100%. In this scenario, the exclusion limit is calculated with only total numbers of observed and

expected events. All of uncertainties except those on the theoretical signal cross-section are included in the fit.

Exclusion limit at 95% CL is obtained with signal strength µ = 1. Figure 7.10 shows the observed and expected

exclusion contours as a function of stop and neutralino masses for the wino NLSP scenario. Thus, the wino

SR excludes stop mass up to 850 GeV and this is updated very widely from stop 500 GeV maximum limit for

Run-1 analysis.
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Figure 7.10: Exclusion contour as a function of stop and neutralino mass for the wino NLSP scenario with

BR(t̃1 → bχ̃±
1 ) = 100%. This exclusion limit is provided at 95% CL. The black dashed lines

shows expected limits at 95% CL, with the light (yellow) bands indicating the 1σ excursions due

to experimental and background-only theoretical uncertainties. Observed limits are indicated by

medium red curves where solid contour represents the nominal limit, and the dotted lines are

obtained by varying the signal cross-section by considered theoretical uncertainties.



Chapter 8

Discussion

8.1 Combination of the Higgsino LSP Scenario

Previously, a search for the stop pair production assuming the higgsino LSP scenario was performed, assuming

stop can be decays in to all of tχ̃0
2, tχ̃

0
1, and bχ̃±

1 and χ̃±
1
= mχ̃0

1
+5 GeV. In Run-1, using the decays of t̃1 → bχ̃±

1

and χ̃±
1 → W χ̃0

1 where the BR of these decays assumed to be 100%, the mass of the stop and the neutralino

were excluded smaller than 600 GeV and 200 GeV at 95% CL, respectively, as shown in Figure 8.1(b). Using

Run-2 data, a search for the stop pair production, where stop is assumed to decay into tχ̃0
2, tχ̃

0
1, and bχ̃±

1 with

BR(tχ̃0
2, tχ̃

0
1, bχ̃

±
1 ) ∼ (45, 45, 10)% for t̃L with small tanβ, (33, 33, 33)% for t̃L with large tanβ, and (25, 25,

50)% for t̃R, was newly performed. The exclusion limit at 95% CL was almost same level as the Run-1 analysis

(Figure 2.9 described in Section 2.2.4). On the other hand, the analysis described in this thesis is specifically

designed to cover the parameter space where the stop can decay into only bχ̃±
1 , and the difference of the mass

between chargino and neutralino is small. The event selection based on a soft lepton, a high pT ISR-jet, and

large Emiss
T is optimized to enhance the signal sensitivity of the higgsino LSP scenario. As a result, this analysis

excludes 415 GeV of the stop mass at the mχ̃0
1
= 300 GeV as shown in Figure 8.1(a). By combining this result

with the previous results, the naturalness considered in the higgsino LSP scenario is restricted widely.
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Figure 8.1: (a) Exclusion contour as a function of stop and neutralino mass for the higgsino LSP scenario with

BR(t̃1 → bχ̃±
1 ) = 100% and (b) the exclusion limits of the direct stop pair production decayed to

tχ̃0
1 or bχ̃±

1 with ∆m(χ̃±
1 , χ̃

0
1) = 5 GeV at

√
s = 8 TeV pp collisions in the ATLAS experiment [27].
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8.2 Combination of the Wino NLSP Scenario

In the wino NLSP scenario, stop decays into several processes corresponding to the mass. The analysis, assuming

the mass difference of the chargino and the neutralino to be mχ̃±
1
= 2×mχ̃0

1
, excluded the stop mass up to 900

GeV at 95% CL as shown in Figure 8.2(a). On the other hand, the analysis described in this thesis specifically

covers the parameter spacce where the mass difference of the stop and the chargino is 10 GeV. The signal region

dedicated to this analysis is newly defined and the stop mass up to 850 GeV was excluded at 95% CL as shown

in Figure 8.2(b). The blue dashed line of Figure 8.2(b) represents the parameter region where the chargino

mass is mχ̃±
1

= 2 × mχ̃0
1
. This means that the result described in this thesis cover unique phase space. The

neutralino, which is the candidate of the dark matter was restricted widely by combining these results.
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Figure 8.2: (a) Exclusion limit of the direct stop pair production decayed to bχ̃±
1 with mχ̃±

1
= 2mχ̃0

1
GeV [27]

and (b) exclusion contour of as a function of stop and neutralino mass for the wino NLSP scenario

with ∆m(t̃1, χ̃
±
1 ) = 10 GeV.
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Conclusion

This thesis presents two searches for stop pair production of compressed SUSY scenarios in the final state

involving one lepton, jets and Emiss
T in pp collisions at

√
s = 13 TeV with the ATLAS detector. The full dataset

36.1 fb−1 collected in 2015 and 2016.

The first search focuses on the higgsino LSP scenario with small mass difference between the chargino and

the neutralino. The SR based on a soft lepton, large Emiss
T and high pT ISR-jet is optimized to enhance the signal

sensitivity of this scenario. The dominant backgrounds (tt̄ and W + jets) remaining after the event selection

is estimated by using a semi-data driven method to reduce the systematic uncertainties. The QCD/multi-jets

background including a fake leptons is measured to be negligible. No significant excess above SM expectation

is observed in the SR. The result is reinterpreted to determinate the exclusion limit. The parameter space in

the higgsino LSP scenario is widely excluded. In particular, the stop mass mt̃1
= 415 GeV at the mχ̃0

1
= 300

GeV is excluded at 95% CL.

The second search focuses on the wino NLSP scenario with small mass difference between the stop and the

chargino. The event selection based on the b-jets veto, a high-pT lepton, high-pT jets, high Emiss
T is opptimized

to enhance the signal sensitivity of the wino NLSP scenario. The dominant background (W + jets) is estimated

by using a semi-data driven method. No significant excess above the SM expectation is observed in the SR. The

parameter space of the wino NLSP scenario is widely excluded. In particular, the stop mass up to 850 GeV is

excluded at 95% CL.

Two results described in this thesis provide the stringent constraints on the stop pair production where the

mass of the stop, chargino and neutralino are compressed. The results impact on the SUSY model to solve the

problem of the naturalness and the DM.
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Appendix A

Statistical analysis

If the new physics such as the SUSY is real, the decay event rate is very rare and the total number of events

is very few. On the other hand, SM events occur very high rate, and so the total number of events in data are

almost the SM events. Therefore, this analysis introduces the hypothesis testing that is the one of the statistical

analysis methods.

A.1 Hypothesis Testing

This method tests a hypothesis which is true whether false by calculating the observed probability of this hy-

pothesis from the population on assuming that the hypothesis is true. Hypothesis testing defines two hypotheses:

Null hypothesis (H0), Alternative hypothesis (H1).

Null hypothesis (H0)

H0 is defined as ’the plain boring stuff that, by default, we expect to be true’. In other word, H0 is the real

events and the events are often occurred. In case of searches for new physics, null hypothesis is defined

as the only SM event. It is often referred to as the background-only (B) hypothesis.

Alternative hypothesis (H1)

H1 is defined as the paradox events for null hypothesis that the paradox can not be explained by null

hypothesis. In case of searches for new physics, H1 can be defined as the new physics event including the

SM event. Thus, it is often referred to as the signal-plus-background (S+B) hypothesis.

In this analysis, the nominal SM event is considered the background-only hypothesis, while the signal-plus-

background hypothesis includes the higgsino LSP events or the wino NLSP events as signal. The important

point of hypothesis testing is to clearly separate the distribution of the number of events for null and alternative

hypothesis.

A.2 Test Statistics

When we would like to claim a discovery or exclusion of a new physics, test statistics, which can quantify the

hypotheses for observed data, are used. In this analysis, several test statistics are used and are described in

below items:

• p-value:

A p-value (pµ) presents a quantity of a probability of a hypothesis and it is one of simple and useful test
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statistics. The p-value can be computed from the observed data and it is defined as

pµ =

∫ +∞

tobs

f(tµ|µ)dt (A.1)

where the f(tµ|µ) is a probability density function of the test statistic such as profile log likelihood ratio

described in a below item, and µ is the strength of signal. The quantity of tµ is typically presented as the

number of events. The µ for background-only hypothesis is defined as 0 and it for signal-plus-background

hypothesis is defined as 1. The p0 quantifies the agreement of the data with the background-only hypothesis

and p1 quantifies the agreement of the data with the signal-plus-background hypothesis. In this analysis,

when a probability pµ of a hypothesis become less than 5%, this hypothesis is excluded. On the other

hand, when a probability pµ of a hypothesis become more than 5%, this hypothesis is not excluded. The

level of this boundary is called the 95% CL. In case of the discovery of the new physics, the background-

only hypothesis have to be excluded. If the p0 is less 1.3 × 10−3, an evidence of the new physics can be

announced. If the discovery of new physics is claimed, p0 have to be less than 2.9× 10−7.

• Gaussian significance (Significance Z):

This p-value can be convert other representation called ”Significance Z”. Significance Z is defined as the

standard deviation of the probability density function with Gaussian distribution from the center value

to the observed value. It is defined as

Z = Φ−1(1− p) (A.2)

where the Φ−1 is the cumulative distribution function of the unit Gaussian. The relation between sig-

nificance Z and p-value is nonlinear and monotonic relation. Therefore, significance Z always to refer to

the median. If Z = 3(5), it is equivalent to a p = 1.3 × 10−3(p0 = 2.9 × 10−7). Figures A.1 show the

illustrations of the relation between the p-value and the test statistic (a) and the relation between the

significance Z and p-value (b).
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Figure 1: (a) Illustration of the relation between the p-value obtained from an observed value of
the test statistic tµ. (b) The standard normal distribution ϕ(x) = (1/

√
2π) exp(−x2/2) showing the

relation between the significance Z and the p-value.

For a model where µ ≥ 0, if one finds data such that µ̂ < 0, then the best level of
agreement between the data and any physical value of µ occurs for µ = 0. We therefore
define

λ̃(µ) =

⎧

⎪

⎪

⎨

⎪

⎪

⎩

L(µ,ˆ̂θ(µ))

L(µ̂,θ̂)
µ̂ ≥ 0,

L(µ,ˆ̂θ(µ))

L(0,ˆ̂θ(0))
µ̂ < 0 .

(10)

Here ˆ̂
θ(0) and ˆ̂

θ(µ) refer to the conditional ML estimators of θ given a strength parameter
of 0 or µ, respectively.

The variable λ̃(µ) can be used instead of λ(µ) in Eq. (8) to obtain the corresponding test
statistic, which we denote t̃µ. That is,

t̃µ = −2 ln λ̃(µ) =

⎧

⎪

⎪

⎨

⎪

⎪

⎩

−2 ln L(µ,ˆ̂θ(µ))

L(0,ˆ̂θ(0))
µ̂ < 0 ,

−2 ln L(µ,ˆ̂θ(µ))

L(µ̂,θ̂)
µ̂ ≥ 0 .

(11)

As was done with the statistic tµ, one can quantify the level of disagreement between the
data and the hypothesized value of µ with the p-value, just as in Eq. (9). For this one needs
the distribution of t̃µ, an approximation of which is given in Sec. 3.4.

Also similar to the case of tµ, values of µ both above and below µ̂ may be excluded by a
given data set, i.e., one may obtain either a one-sided or two-sided confidence interval for µ.
For the case of no nuisance parameters, the test variable t̃µ is equivalent to what is used in
constructing confidence intervals according to the procedure of Feldman and Cousins [8].

2.3 Test statistic q0 for discovery of a positive signal

An important special case of the statistic t̃µ described above is used to test µ = 0 in a class
of model where we assume µ ≥ 0. Rejecting the µ = 0 hypothesis effectively leads to the
discovery of a new signal. For this important case we use the special notation q0 = t̃0. Using
the definition (11) with µ = 0 one finds
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Figure A.1: Illustrations of (a) the relation between the p-value and the test statistic and (b) the relation

between the significance Z and p-value with the standard normal distribution.

• Profile likelihood ratio:

One of the simple and useful quantities for using the test statistic is the likelihood ratio by ”Neyman-

Pearson lemma”. The likelihood function (L(µ,θ)) presents the probability density to be ”X” of a function
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f(x, θ) in the model parameters θ. In this analysis, all numbers of expected events of background models

and signal models are generated with the likelihood fit function in SRs and CRs. These predictions of the

model are affected by systematic and statistical uncertainties and a likelihood function should be taken

into account these uncertainties. The model parameter called nuisance parameters, which include the rate

of signal process and the normalization factors for background processes in each SR and CR, parametrize

the impact of systematic uncertainties. The likelihood function is defined as

Ei = µsi + bi, (A.3)

L(µ,θ) =
N∏

j=1

Ej

nj !
e−(Ej)

M∏

k=1

ρ(θk), (A.4)

where Ei is the expectation value of the number of signal or background in the ith bin of a histogram

and ρ(θk) is the probability density function of each nuisance parameter. The likelihood function is the

product of Poisson probabilities for all bins of SR and CRs.

The value of a likelihood function is estimated by the fitting with some free parameters such as µ or θ.

A change in the expected number of events such as si and bi is produced by the variation in the nuisance

parameters. Since the maximization of the likelihood function called maximum-likelihood function can

improve the agreement of the expectation with the observed data, the nuisance parameters is adjusted

by the fitting. Each nuisance parameter corresponding to each systematic uncertainty is characterized by

the probability density function ρ that are determined by auxiliary measurement corresponding to this

uncertainty. Three different probability density functions are used in this analysis. One is a Gaussian

probability density function, and it is used for most systematic uncertainties that change the shape of the

final discriminant, e.g. the value of jet energy scale θJES, and its uncertainty σJES. Second is a log-normal

probability density function that is used for normalization uncertainties. The third is a gamma probability

density function. It is used to described statistical uncertainties associated with the number of selected

MC events.

When nuisance parameters are estimated by the fitting, nuisance parameters are redefined as θ′ = (θ−θ̂)/σ
to be centered at zero with a width of one. Here θ is free parameter, θ̂ is the measured value and σ is

the uncertainty. If θ′ away from zero, observed data and modified MC are good agreement. On the other

hand, If θ′ close to zero and its error close to one, it indicates that the observed data and modified MC

are disagreement.

The full profile likelihood ratio (λ(µ,θ)) and profile log likelihood ratio (tµ) are defined as

λ(µ) =
L(µ, ˆ̂θ)

L(µ̂, θ̂)
, (A.5)

tµ = −2 lnλ(µ). (A.6)

Here the numerator and denominator in the first equation are the maximized likelihood functions. L(µ, ˆ̂θ)

is maximized by the free parameter ˆ̂θ for the specified µ that is fixed value, and ˆ̂θ is the conditional

maximum-likelihood estimator of θ. The denominator is maximized by free parameters µ̂ and θ̂ and they

are unconditional maximum-likelihood estimator of their. The m̂u, θ̂, and ˆ̂θ are determined by the fitting

for specified µ value.

In this analysis, the profile log likelihood ratio is used for the test statistics. In the condition 0 ≤ λ(µ) ≤ 1,

if the quantity of λ(µ) closes to one, the observed data tend to close to good agreement with a hypothesis.
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In the experiment, even if there is no any signal events of new physics, the signal strength µ does not be

taken the negative value because the observed data should be same as the SM background in this case.

The profile log likelihood ratio for 0 ≤ λ(µ) ≤ 1 and µ > 0 can defined as

λµ =

⎧
⎨

⎩

L(µ, ˆ̂θ)

L(µ̂,θ̂)
if µ̂ ≤ 0,

L(µ, ˆ̂θ)

L(µ̂,θ̂)
if µ̂ ̸= 0.

On the other hand, in the case of test statistic, if the value (equivalent as the number of events) of tµ is

obtained large value in the hypothesis, the observed data and its hypothesis tend to close to incompatibility.

The test statistics for 0 ≤ λ(µ) ≤ 1 and µ > 0 can be defined as

tµ =

⎧
⎨

⎩
−2 ln(µ) if µ̂ < µ,

0 if µ̂ > µ.

The test statistic tµ can be approximated by using the psudo-experiments and it is described in below

subsection.

• Confidence Level method:

If some signal models are not included in the observed data, the exclusion limit that present the upper

limit of the signal models can be decided for observed data. The data is sometimes observed lower than

the SM backgrounds from MC predictions for the statistical fluctuation. In that case, even if a new physics

exists in reality, this analysis excludes it in surplus. The CL method can protect to exclude the signal

in surplus and it is used for setting the exclusion limit in this analysis. The p-value definitions of the

signal-plus-background hypothesis (µ = 1) and the background-only hypothesis (µ = 0) are written as

p1 =

∫ +∞

tobs

f(t1|1)dt (for H1), (A.7)

p0 =

∫ +∞

tobs

f(t0|0)dt (for H0). (A.8)

(A.9)

Therefore, CLs+b, CLb, and CLs for the signal-plus-background, background-only, and signal hypothesis

are simply defined as

CLs+b = p1 (A.10)

CLb = 1− p0 (A.11)

CLs =
CLs+b

CLb
=

p1
1− p0

(A.12)

(A.13)

When the observed CLs is less than 0.05 for one signal model, it can claim that the one signal model is

excluded with 95% CL. This analysis always excludes all hypotheses at the 95% CL.

A.3 Approximate Sampling Distributions for Test Statistics

To compute the p-value of the signal-plus-background hypothesis or background-only hypothesis, the distribu-

tion of the test statistic should be calculated. The observed value of the test statistic can be obtained from

the observed data, but the distribution is only calculable from the psudo-experiments of toy MCs. The normal
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psudo-experiments to compute the distribution need typically about 108 samples and this calculation is com-

putationally expensive. Therefore, the distribution of test statistic is approximated by using the asymptotic

formulae [125] with the asimov data set. For example, the approximation of the test statistic is defined as

tµ = −2 lnλ(µ) =
(µ2 − µ̂)2

σ2
+Ø(

1√
N

) (µ̂ < µ), (A.14)

where µ̂ follows a Gaussian distribution of probability density function for tµ with mean µ′, and a general this

distribution is defined as

f(tµ|µ′) =
1

2
√
tµ

1√
2π

+ [exp(−1

2
(
√
tµ +

µ− µ′

σ
)2) + exp(−1

2
(
√

tµ − µ− µ′

σ
)2)]. (A.15)

The σ is the standard deviation of the probability density function. The N is the number of the events in the

SR. In general, the 1√
N

term is ignored from the approximation. In this fact, this approximation method work

only when the number of observed events is more than 5. Figure A.2 show the examples for the distributions of

the test statistics and the distributions of these probability density functions. These distributions correspond to

the signal-plus-background hypothesis and the background-only hypothesis. All distributions can be computed

by the fitting with the function µ, and then finally p-values for these hypotheses can be obtained.

0 5 10 15 20
10−4

10−2

100

10−3

10−1

q
µ

median[q
µ
 | 0]

Figure 9: The distributions
f(qµ|0) (red) and f(qµ|µ) (blue)
from both the asymptotic formulae
and Monte Carlo histograms (see
text).

The vertical line in Fig. 9 gives the median value of qµ assuming a strength parameter
µ′ = 0. The area to the right of this line under the curve of f(qµ|µ) gives the p-value of
the hypothesized µ, as shown shaded in green. The upper limit on µ at a confidence level
CL = 1−α is the value of µ for which the p-value is pµ = α. Figure 9 shows the distributions
for the value of µ that gave pµ = 0.05, corresponding to the 95% CL upper limit.

In addition to reporting the median limit, one would like to know how much it would vary
for given statistical fluctuations in the data. This is illustrated in Fig. 10, which shows the
same distributions as in Figure 9, but here the vertical line indicates the 15.87% quantile of the
distribution f(qµ|0), corresponding to having µ̂ fluctuate downward one standard deviation
below its median.

0 5 10 15 20 25 30
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10−3

10−2

10−1

100

q
µ

15.87% quantile (median−1σ)

Figure 10: The distributions
f(qµ|0) (red) and f(qµ|µ) (blue) as
in Fig. 9 and the 15.87% quantile of
f(qµ|0) (see text).

By simulating the experiment many times with Monte Carlo, we can obtain a histogram
of the upper limits on µ at 95% CL, as shown in Fig. 11. The ±1σ (green) and ±2σ (yellow)
error bands are obtained from the MC experiments. The vertical lines indicate the error
bands as estimated directly (without Monte Carlo) using Eqs. (88) and (89). As can be seen
from the plot, the agreement between the formulae and MC predictions is excellent.

Figures 9 through 11 correspond to finding upper limit on µ for a specific value of the peak
position (mass). In a search for a signal of unknown mass, the procedure would be repeated
for all masses (in practice in small steps). Figure 12 shows the median upper limit at 95% CL
as a function of mass. The median (central blue line) and error bands (±1σ in green, ±2σ in
yellow) are obtained using Eqs. (88) and (89). The points and connecting curve correspond
to the upper limit from a single arbitrary Monte Carlo data set, generated according to the
background-only hypothesis. As can be seen, most of the plots lie as expected within the
±1σ error band.
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(a)

Asimov values of q1 and q̃1 assuming a strength parameter µ′ = 0. These lines correspond to
estimates of the median values of the test statistics assuming µ′ = 0. The areas under the
curves f(q1|1) and f(q̃1|1) to the right of this line give the median p-values.
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Figure 5: (a) The pdfs f(q1|1) and f(q1|0) for the counting experiment. The solid curves show the
formulae from the text, and the histograms are from Monte Carlo using s = 6, b = 9, τ = 1. (b)
The same set of histograms with the alternative statistic q̃1. The oscillatory structure evident in the
histograms is a consequence of the discreteness of the data. The vertical line indicates the Asimov
value of the test statistic corresponding to µ′ = 0.

For the example described above we can also find the distribution of the statistic q =
−2 ln(Ls+b/Lb) as defined in Sec. 3.8. Figure 6 shows the distributions of q for the hypothesis
of µ = 0 (background only) and µ = 1 (signal plus background) for the model described above
using b = 20, s = 10 and τ = 1. The histograms are from Monte Carlo, and the solid curves
are the predictions of the asymptotic formulae given in Sec. 3.8. Also shown are the p-values
for the background-only and signal-plus-background hypotheses corresponding to a possible
observed value of the statistic qobs.

q
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f(q
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0
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f(q|b)
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pb

p

Figure 6: The distribution of the statistic
q = −2 ln(Ls+b/Lb) under the hypotheses
of µ = 0 and µ = 1 (see text).

5.1.1 Counting experiment with known b

An important special case of the counting experiment above is where the mean background b
is known with negligible uncertainty and can be treated as a constant. This would correspond

25

(b)

Figure A.2: (a) The distributions of the test statistics qµ and (b) the distributions of the probability density

function of these. These distributions correspond to the signal-plus-background hypothesis and

the background-only hypothesis.
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Glossaries

Glossaries

pp proton-proton. 1, 2, 13–15, 18, 19, 30–34, 51, 55, 101, 103, 109

SM Standard Model. 1–4, 6–8, 33, 55, 58, 69, 70, 72, 75, 82, 97, 103, 104, 107, 109

ATLAS A Toroidal LHC ApparatuS. 1, 2, 15, 16, 18–20, 22, 24, 27, 28, 37, 38, 41, 44, 50, 86, 109

BR branching ratio. 13, 16, 17, 55, 101, 109

CERN European Organization for Nuclear Research. 18, 109

CL confidence level. 84, 85, 100–103, 105, 107, 109

CMB cosmic microwave background. 4, 5, 109

CMS Compact Muon Solenoid. 1, 109

CR control region. 60, 61, 63, 69, 70, 75–79, 82, 84, 90–95, 97, 106, 109

CSC Cathode Strip Chamber. 24, 26, 109

CTP central trigger processor. 28, 109

DAQ data acquisition. 28, 29, 109

DM dark matter. 1, 4, 5, 8, 11, 13, 17, 103, 109

DQ data quality. 29, 109

EM electromagnetic. 38, 45, 46, 109

FSR final state radiation. 31, 34, 109

GRL Good Run List. 29, 109

HLT high level trigger. 28, 109

IBL Insertable B-Layer. 20, 21, 109

ID inner detector. 20, 36, 41, 42, 47, 73, 109

109
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ISR initial state radiation. 31, 34, 54, 55, 101, 103, 109

JER Jet Energy Resolution. 72, 73, 89, 109

JES Jet Energy Scale. 72, 73, 109

L1 level one. 28, 29, 51, 62, 109

LAr liquid argon. 23, 109

LHC Large Hadron Collider. 1, 2, 18–20, 22, 28, 30–32, 37, 72, 109

LSP Lightest Supersymmetric Particle. 1, 2, 6, 8, 10–13, 15–17, 35, 41, 54–57, 75, 84, 85, 101,

103, 104, 109

MC Monte Carlo. 2, 16, 30, 32, 33, 35, 39, 40, 42, 45, 46, 52, 58, 60–63, 72–79, 85, 92–95, 109

MDT Monitored Drift Tube. 24, 26, 109

ME matrix element. 30, 32, 34, 109

MS Muon Spectrometer. 24, 36, 41–43, 73, 109

MSSM Minimal Supersymmetric SM. 1, 6, 7, 9, 109

NLSP Next-to-Lightest Supersymmetric Particle. 12, 13, 15–17, 35, 41, 86, 88, 91, 100, 102–104,

109

PDF parton distribution functions. 30, 31, 34, 35, 109

PS parton shower. 32, 34, 109

QCD quantum chromodynamics. 26, 30–32, 60–62, 69, 70, 72, 103, 109

QED quantum electrodynamics. 30, 109

RoI Regions of Interest. 28, 51, 109

RPC Resistive Plate Chamber. 24, 25, 109

SCT SemiConductor Tracker. 20, 21, 109

sparticle SUSY particle. 6, 7, 9, 16, 17, 109

SR signal region. 55, 57, 58, 60, 61, 63, 66, 69, 70, 72, 75, 82, 84, 85, 90–92, 97, 99, 100, 103,

106, 109

SSB Spontaneous Symmetry Breaking. 3, 6, 7, 109

stop scalar top quark. 1, 7, 9–18, 59, 84–86, 100–103, 109

SUSY Supersymmetry. 1, 2, 6–8, 28, 75, 103, 109

TGC Thin Gap Chamber. 24–26, 109

TRT Transition Radiation Tracker. 20, 22, 109

UE underlying event. 31, 32, 34, 109

VEV vacuum expectation value. 6, 109

VR validation region. 61, 75, 90–92, 109

WIMP Weakly-Interacting Massive Particle. 5, 109
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