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We performed full detector simulation studies of missing transverse energy

(Emiss
T ) reconstruction and correction, and the prospects for searching for a low

mass Higgs Boson (120 < mH < 250 GeV/c2) produced via the vector boson

fusion (VBF) process through the decay of H → W+W− → `νjj at Compact Muon

Solenoid (CMS) experiment in Large Hadron Collider (LHC).

We developed a new jet energy correction algorithm by parameterizing the jet

energy distribution around the jet axis. The jet energy resolution is improved by

calibrating the jet energy scale and by reducing the variance of the measurement

error. Correction functions showed good performance in restoring the jet transverse

momentum (pT) spectrum. The methods provide a good framework to study jet

quantities and optimize jet reconstruction and correction techniques.

We evaluated the performance of the CMS detector for measuring the Emiss
T

using QCD events. We also studied the contributions from detector resolution,

minimum bias pileup, event topology, tower energy thresholds and the exclusion of

the unclustered region in the calorimeter.
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We built a comprehensive strategy for the Emiss
T correction for leptonic events.

The performance as applied to tt̄ and W+jets events showed improved the Emiss
T

resolution, the azimuthal (φ) resolution and average Emiss
T scale. Correction

techniques based on jet, lepton, calorimeter isolation, pileup, underlying effect, and

tunings based on specific physics channels were developed and optimized.

To fully exploit the correlation between the Emiss
T and various physics final

states, we developed a physics model of Emiss
T by factorizing the jet system from

related detector effects based on QCD di-jet events, and then extended this model

to a general multiple jet system. We used the model to evaluate the jet energy

calibration on Emiss
T and the influence of various detector effects on the Emiss

T . Our

study provided a fundamental framework to systematically understand, analyze,

and evaluate Emiss
T related quantities.

We performed a feasibility study on a direct Higgs mass (mH) reconstruction

for the low mass region (120 < mH < 250 GeV/c2) by explicitly reconstructing

hadronic and leptonic W from the Higgs boson decay using `νjj final states.

A large number of background processes were simulated and studied. Various

techniques were developed (lepton isolation, forward jet tagging, central jet

selection, hadronic and leptonic W reconstruction, and Emiss
T selection) to increase

the significance of the signal events.

For an integrated luminosity of 30 fb−1, a 5σ discovery for 160 < mH < 180

GeV/c2 can be achieved. We developed experimental data analysis methods to

identify the existence of Higgs boson without needing accurate knowledge of the

selection efficiency. Two main systematic issues were discussed: jet energy scale

and initial (final) state radiation. The feasibility of the reconstruction paves the

way of the H → W+W− → `νjj as an effective channel for the Higgs boson search

via VBF in the most interested region of 120 < mH < 220 GeV/c2, while this

channel was mainly considered for high mass Higgs boson search before.
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CHAPTER 1
INTRODUCTION

In 2007 the Large Hadron Collider (LHC) at the European Laboratory of

Particle Physics (CERN) will usher in a new era of particle physics, providing un-

precedented energy and sensitivity for new discoveries and sensitive measurements,

with a scientific program that will continue for decades. Four principal experiments

will be conducted there: the Compact Muon Solenoid (CMS), A Toroidal LHC

Apparatus (ATLAS), LHCb, and A Large Ion Collider Experiment (ALICE). The

first two are general-purpose detectors with a broad physics program, while latter

two have narrower goals.

The ATLAS and CMS detectors were designed to carry out precise measure-

ments at both low and high luminosity conditions with η coverage (η = ln θ
2
, where

θ is the polar angle) of |η| < 5. Both detectors were optimized for precise mea-

surements of leptons, photons, jets, and missing transverse energy (Emiss
T ), allowing

exploration of the fundamental nature of matter and the basic forces that shape

our universe.

The LHCb detector was designed to study the physics of B-mesons involving

charge-parity (CP) violation and rare decay. The ALICE detector was developed

as a dedicated heavy-ion detector to investigate the unique physics potential

of nucleus-nucleus interactions. A key aim of ALICE is to study the physics of

strongly interacting matter at extreme energy densities, where formation of a new

phase of matter (the quark-gluon plasma) is expected.

Other experiments include TOTEM, an experiment for measuring total cross

section, elastic scattering, and diffractive processes at LHC.

1
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1.1 Standard Model and Prediction of Higgs Boson

The Standard Model (SM) [1, 2] provides the current theoretical framework for

explaining the fundamental constituents of matter and their interactions through

four types of forces: strong, weak, electromagnetic and gravitational. The strong

force is responsible for “connecting” the quarks together to form protons, neutrons

and related particles. The electromagnetic force binds electrons to atomic nuclei

(clusters of protons and neutrons) to form atoms. The weak force is responsible for

several forms of radioactive decays as well as for the basic nuclear reactions that

power the sun. The gravitational force acts between massive objects (although it

plays no role at the microscopic level, it is the dominant force in our everyday life

and throughout the universe).

The strong, weak and electromagnetic interactions are described by gauge

symmetries manifested as SU(3)×SU(2)×U(1) group transformations in quantum

field theory. The interactions are carried by particles called gauge bosons with

spin-1. Each force has its own characteristic boson(s):

• Gluons mediate the strong force that “glues” quarks together.

• Photons carry the electromagnetic force.

• W and Z bosons mediate the weak force.

• Gravitons transmit the gravitational force, which is many orders of magnitude

weaker than other three elementary forces, and remains a hypothetical

particle due to the extreme difficulty of observing it at the subatomic level.

The fundamental fermions (spin 1
2
) that make up matter are leptons and

quarks having no observable internal structure (point like). They occur in three

“generations”, where each quark or lepton generation consists of a left handed

doublet and right handed singlet under SU(2) transformations. The generations

are identical except for mass. SM has successfully predicted the existence of many

particles later found in high energy experiments. The weak and electromagnetic
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interactions were united into a combined electroweak framework described by

SU(2)×U(1) gauge symmetry. SU(3) is used to describe a quark having three color

charges. However, this picture suffers from a problem: beyond the lowest order

in the perturbation, the theory in its original form diverges, and the high-energy

behavior of matrix elements is bad (hierarchy problem). Most of the issues relate

to the longitudinal-polarization component of massive vector bosons. Moreover,

the large masses of W and Z bosons, which break SU(2)×U(1) symmetry, are

inconsistent with the original SM framework assuming massless gauge bosons.

The later introduction of Spontaneous Symmetry Breaking (SSB) [3, 4, 5]

solved these problems and made calculations finite within a broader gauge theory

framework, though it required the introduction of a massive spin zero particle

known as the Higgs boson. Higgs boson interactions give mass to all particles

except photons and gluons and regulate the divergent behavior in vector boson

scattering. The Lagrangian of the gauge field that involves the Higgs boson is

L = (DµΦ)+(DµΦ)− [µ2Φ+Φ + λ(Φ+Φ)2] (1–1)

where Dµ = ∂µ − igAµσ/2− g′Y Bµ. Aµ and Bµ are the gauge field of SU(2) and

U(1). g and g′ are the coupling of SU(2) and U(1). σ is the Pauli matrices. Y is

the generator of the U(1) group. Φ is the SU(2) doublet of complex scalar field.

The mass of Higgs, W and Z can be expressed by free parameters λ and µ

(Eq. 1–2).

mH =

√
−µ2

2λ
mW = g

ν

2
mZ =

√
g2 + g′2

ν

2
(1–2)

where ν =
√
−µ2

λ
.

The Higgs boson mass (mH) is a free parameter in SM. However, an upper

limit of ∼ 1 TeV/c2 of mH can be predicated based on the stability of electroweak
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vacuum and perturbative validity of SM. If new physics enters at a scale Λ in-

dicating that SM is embedded in a more general form, the maximal value of mH

can be estimated from Λ through the “triviality” bound mH = µ
√

2α(µ) and

α(Λ) < 1, where µ is the vacuum expectation value (= 246 GeV) and α is the

running coupling shown in Eq. 1–3.

α(Q) =
α(µ)

1− 3
4π3 log

Q2

µ2 α(µ)
(1–3)

where Q is the mass scale of the interaction. If Λ is set for Planck scale (∼ 1019

GeV), meaning no new physics enters and requiring the perturbative validity, a low

limit mH < 140 GeV can be set. Given a lower Λ, the upper bound for mH will be

larger. Both Λ and mH will overlap at the TeV scale, indicating that the discovery

of either Higgs boson or new physics is within LHC’s reach (Fig. 1–1)[6].

Figure 1–1. Lower and upper theoretical bound of Higgs boson mass as a function
of Λ

Supersymmetry (SUSY) has been proposed [7, 8] to alleviate the hierarchy

problem of SM as its most plausible extension. If it is proved via experiment, there

exists supersymmetric partners associated with ordinary particles. In the minimal
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supersymmetric extension of SM (MSSM), the Higgs scenario includes two CP

even (h and H), one CP odd (A) and two charged Higgs bosons (H±). In the tree

level calculation, the Higgs boson masses and couplings are determined by two

parameters (mA and tanβ), and the MSSM Higgs bosons’ masses are well ordered:

mh < mZ, mh < mA < mH, mA < mH± , mZ < mH and 1 < tanβ < mh/mb. Due to

the radiative correction, which is proportional to m4
top (mtop is the top quark mass),

the upper bounds of Higgs masses are very large in MSSM.

The Higgs boson in SM or MSSM however has not yet been found. Within

SM, Higgs boson mass can be constrained by precise measurement of particles’

masses and their interactions (couplings), because in SM prediction, as mH in-

creases, the Higgs self couplings and its coupling to vector boson (W or Z) increases

as well. The precision measurement of W and Z mass can be used to estimate the

valid Higgs boson mass range.

Results from the Large Electron and Positron Collider (LEP) experiment

showed that mH is between 114.4 and 219 GeV/c2 at 95% confidence level [9].

In MSSM, a lower bound of 91.0(91.9) GeV/c2 for mh (mA) [10] is also set. The

excluded tanβ regions are 0.5 < tanβ < 2.4 for maximal mh scenario and 0.7

< tanβ < 10.5 for No Stop Mixing Scenario. Fits based on precision measurements

of several experiments (LEP, SLC and Tevatron) predict the SM Higgs boson mass

to have the value mH = 96+60
−38 GeV/c2 (Fig. 1–2)[11].

1.2 Higgs Boson Production via Vector Boson Fusion

At LHC energies, the Higgs boson can be produced via several processes:

gluon-gluon fusion, vector boson fusion (VBF), and associated production with

tt̄ or W boson (Fig. 1–3). In the VBF process, the Higgs boson is radiated off

t-channel W or Z, and leaves two highly scattered original quarks in the forward

region, providing a unique signature that can be exploited (forward jet tagging) to
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Figure 1–2. SM Higgs boson mass constraints by precision measurement of elec-
troweak parameters at LEP, SLC, and Tevatron

highly suppress backgrounds and significantly increase the signal to background

ratio.

Color coherence between initial and final state gluon bremsstrahlung sup-

presses hadronic activities in the central region. This is in contrast to most

background processes, which normally have color flow in the t-channel and thus

leads to central jets in the detector.

Aside from their experimental signature, VBF mediated processes have

attracted attention because of the insights they can provide on the dynamics of

Electroweak Symmetry Breaking (EWSB). In particular, studies [12, 13, 14] have

demonstrated that VBF offers a potent tool for Higgs boson discovery and for

measurements of its coupling. These results show, for example, that VBF provides

large discovery potential for mH around 170 GeV/c2 and in the mediate and high

mass region (mH > 300 GeV/c2).

Once the Higgs boson is discovered, the measurement of its coupling constants

with fermion and other gauge bosons must be performed in various channels.

Assuming W/Z universality, HWW coupling can be separately determined in VBF
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Figure 1–3. Feynman diagrams of various Higgs boson production processes

for mH > 110 GeV/c2 through qq→ qqH,H→W+W−, while other Higgs channels

normally involve 2 types of coupling including Hgg,Hγγ,Hbb̄,Htt̄ and Hτ+τ−. For

example, gg → ZZ involves Hgg and HZZ coupling. Hgg coupling is dominated by

top-quark Yukawa coupling which can be used to probe the Higgs coupling with

up-type fermions.

According to different range of mH, following Higgs boson decay chains with

corresponding final states can be exploited in LHC:

• In low mass region (mH < 140 GeV/c2)

qqH→ qqτ+τ− → qq + `+`− + Emiss
T
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qqH→ qqτ+τ− → qq + `± + jet + Emiss
T

qqH→ qqγγ

• In intermediate and high mass region (mH > 140 GeV/c2)

qqH→ qqW+W− → qq + `+`− + Emiss
T

qqH→ qqW+W− → qq + `± + 2jet + Emiss
T

In the intermediate and high mass regions, all final states have one or two

high pT lepton, Emiss
T , two jets in the forward regions and possible extra jet(s)

in the central region.

1.3 Analysis Goal

This study mainly concerns the detector reconstruction and physics analysis of

missing transverse energy and the prospects for searching for Higgs boson produced

via vector boson fusion process with H → W+W− → `νjj at CMS. Because of high

identification efficiency and excellent pT resolution for leptons in CMS detector, the

primary challenge of VBF Higgs reconstruction is the reliable reconstruction of jet

and Emiss
T .

Emiss
T is a very important signature of new physics (e.g., Higgs boson, SUSY)

and plays a big role in precision measurement of SM parameters (e.g., W mass and

Top quark mass). It is also related to overall detector performance. We studied the

Emiss
T quantities with its reconstruction and correction techniques to benefit a broad

range of physics studies involving the Emiss
T .

We focused on several critical questions about Emiss
T and jet that have not been

well answered before:

• What is the limit of calorimeter based jet energy corrections? Can other

approaches improve the jet energy resolution further, for example, by

including the information contained in jet energy distributions? (Chapter 4)

• What is the basic performance of the CMS detector on the Emiss
T ? What

major quantities are involved? What experimental measurement of those
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quantities can be performed? What is the correlation between those quanti-

ties? (Chapter 5)

• What issues must be addressed when applying jet energy correction for

Emiss
T ? What final states can the jet energy correction can be applied to?

What systematic issues are expected in carrying out Emiss
T corrections? What

detector factors are the most reliable? (Chapter 6)

• Should jet energy corrections reduce the Emiss
T trigger rate? What is the

correlation between the jet system and Emiss
T ? How do we quantitatively

predict and evaluate the performance of the Emiss
T reconstruction and correc-

tion? What is the sensitivity of Emiss
T trigger rate to major detector factors?

(Chapter 7)

We offer in this thesis several significant contributions to the understanding

of Emiss
T and jet reconstruction, including the first comprehensive study of the

Emiss
T quantities beyond the trigger selection, the development of a jet calibration

and correction algorithm using jet energy distributions that reduces jet energy

measurement errors, the first comprehensive study of correction techniques for Emiss
T

based on leptonic events, and the development of a general “factorization model”

that can be used for studying Emiss
T performance in CMS.

We also conducted the first reconstruction of vector boson fusion Higgs

through H → W+W− → `νjj channel in the low mass region using fully simulated

data. As described later, the reconstruction technique developed here shows

promise for using this channel for the Higgs boson searches in the most interesting

region of mH predicted by several experiments (120 < mH < 220 GeV/c2), whereas

before it had been mainly considered for high mass Higgs boson searches.



CHAPTER 2
HIGGS PHYSICS AT LARGE HADRON COLLIDER

Discovery (or exclusion) of Higgs boson is one of the most important tasks of

LHC, crucially improving our understanding of nature, especially about electroweak

symmetry breaking mechanism. Because SM does not predict the exact Higgs

boson mass (mH), LHC must be able to reconstruct Higgs boson signal and extract

it from large SM background for a wide range of possible mass and channels.

2.1 Higgs Boson Production and Decay

The production of Higgs boson (Fig. 2–1)[16] is dominated by gluon-gluon

fusion (gg → H) over the mH range between 100 GeV/c2 and 1 TeV/c2. The cross

section is about 10 pb around mH ∼ 200 GeV/c2. The cross section of associated

Higgs boson production, qq → HW, qq → HZ, gg/qq → bb̄H and gg/qq → tt̄H,

is lower by a factor of ∼ 20 (1000) at mH ∼ 100 (500) GeV/c2. Vector boson

fusion (qq → qqH) is another large process with about 10% of the cross section for

gg → H at mH < 200 GeV/c2, and rises to similar level at mH ∼ 1 TeV/c2. The

k factor of gg → H is ranging from 1.5 to 1.8, ∼ 1.1 for qq → qqH and ∼ 1.2 for

other associated processes [15].

The branching ratio for SM Higgs boson is dominated by bb̄ for mH < 130

GeV/c2 and WW∗/WW, ZZ∗/ZZ for higher mass (Fig. 2–2)[17]. In low mass range,

H → τ+τ−, γγ are also sizable with ∼ 8% and 1.5 × 10−3 (mH < 150 GeV/c2)

respectively.

The MSSM scalar h will behave like SM Higgs boson of similar cross section

and decay partial width, if mA > mmax
h . At large tanβ, the couplings between heavy

neutral Higgs boson and electroweak gauge bosons are suppressed and down-type

fermions are enhanced with tanβ. gg → H/A and gg/qq → bb̄H/A are the major

10
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Figure 2–1. Leading order (LO) cross section of SM Higgs boson. The cross section
for gg→ H is shown in next to leading order (NLO)

Figure 2–2. Branching ratio for SM Higgs boson
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production processes for heavy neutral MSSM Higgs boson. If tanβ > 10 and mA >

300 GeV/c2, the bb̄H/A dominates at about 90% of the total rate.

For charged MSSM Higgs boson production, t → H±b is the dominant

process via tt̄ events. Other processes, gb → tH±, gg → tbH±, qq̄′ → H+H−

and gg → W±H±, also contribute. With respect to MSSM Higgs boson decay,

H,A → bb̄ dominates with tanβ > 10, and H,A → τ+τ− ∼ 10%. The branch ratio

of H → hh,WW and /rmZZ and A → hZ depend on tanβ, which is enhanced by

small tanβ and reach up to ∼ 80% and 40% of H and A decays respectively. Light

charged Higgs boson (mH± < mtop) almost exclusively decays to τντ . For large

tanβ, Hpm → tb dominates with mH± > 200 GeV/c2, Hpm → τντ is ∼ 10% with

mH± > 400 GeV/c2. H± →Wh may reach 10% at small tanβ. The branching ratio

to gauginos will reach ∼ 10%(30%) for large(small) tanβ.

2.2 Higgs Boson Search Strategy

With respect to different range of mH, following decay modes will provide the

discovery potential of Higgs boson:

• For mH < 130 GeV/c2, H → γγ,H → ZZ∗ → `+`−`
′+`

′− and H → τ+τ− can

be exploited, where the first one need suppress a large jet faked γ background

and second mode provides a clean signature. The mass reconstruction can be

optimized to benefit from a very narrow Higgs boson mass width (ΓH � 1

GeV/c2).

A good mass resolution is particularly important for H → γγ, due to large

irreducible background pp→ γγ + X. The background pp→ γ + jet + X with

a jet fragmenting into a leading isolated π0 that fakes γ can be reduced below

the level of di-γ background.

H → γγ can also be searched by associated processes WH and tt̄H with an

isolated lepton from W leptonic decay to suppress the hadronic background.
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gg/qq → tt̄H → tt̄bb̄ can also be exploited. The associated production is

necessarily used because large bb̄ background from QCD process and modest

Higgs boson mass resolution (∼ 11%) in this channel.

• For mH between 130 and 500 GeV/c2, H → WW∗/WW and H → ZZ∗/ZZ

can be exploited via both gluon-gluon fusion or vector boson fusion. Around

mH = 170 GeV/c2, the branch fraction of H → ZZ∗ is highly suppressed,

which makes H → WW as the primary discovery channel. Because of

the prediction of mH from other existing experiment is between 114 and

219 GeV/c2, that is largely within this range, it is extremely important to

optimize the Higgs boson reconstruction especially in this mass region.

For mH < 200 GeV/c2, H→WW∗/WW → `+ν`−ν channel will be used. Due

to di-neutrinos in the final states, only the transverse Higgs boson mass can

be reconstructed. The possibility of using H → WW → `±νjj is one of the

task of this thesis providing a direct Higgs boson mass reconstruction.

For mH > 200 GeV/c2, H → ZZ → `+`−`
′+`

′− has the best sensitivity

up to mH ∼ 500 GeV/c2, which is very clean from QCD background and

irreducible ZZ background because of relatively small Higgs boson mass

width. The background of tt̄ and Zbb̄ can be efficiently suppressed by using

lepton isolation, an upper bound on the lepton impact parameter significance,

and di-lepton invariant mass.

• For mH > 500 GeV/c2, H → ZZ/WW with one W or Z hadronic decay can

be exploited to get larger branch fraction, and the jet and missing transverse

energy resolution benefiting from high mH is much better than that of low

mH.

The vector boson fusion process is comparable to gluon-gluon fusion process,

and provide unique forward tagging jet signature to suppress the background

that can be fully exploited.



14

2.3 Higgs Boson Discovery Potential at CMS

The status up to 2003 about Higgs boson discovery potential at CMS are

summarized in this section. Several important channels exist:

• The result of four lepton invariant mass distribution of H → ZZ∗ →
`+`−`

′+`
′− and background with mH = 130, 150, and 170 GeV/c2 in a

luminosity of 100 fb−1 [18, 19] is shown in Fig. 2–3. For the isolated lepton

with |η| < 2.5, 20 GeV/c pT threshold for leading lepton, 15 (10) GeV/c

threshold for second-largest-pT electron (muon), 10 (5) GeV/c for the rest

two electrons (muons), and a four-electron (four-muon) acceptance of 33%

(41%) for mH = 130-150 GeV/c2 is achieved.

H        ZZ*       4    ±


120 140 160 180 200

M (4   ±)  [GeV / c2]

tt +Zbb +ZZ*

100 fb-1

CMS

Figure 2–3. H → ZZ∗ → `+`−`
′+`

′− invariant mass signal (dark) and background
(light) for mH = 130, 150, and 170 GeV/c2 with an integrated luminos-
ity of 100 fb−1

• The result of H→WW∗/WW → `+ν`−ν is shown in Fig. 2–4 with mH = 140

GeV/c2 for 30 fb−1 [20, 21]. The background from tt̄ → W+bW−b and WW

can be suppressed from WW spin correlations of the signal that make small

`+`− opening angle.
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Figure 2–4. pT distribution of smaller pT lepton in H → WW∗ → `+ν`−ν signal
(white) and total background (light) for mH = 140 GeV/c2 with an in-
tegrated luminosity of 30 fb−1

• The result of di-photon invariant mass distribution of H → γγ and back-

ground with mH = 130 GeV/c2 for 100 fb−1 is shown Fig. 2–5 [22]. The signal

to background ratio is ∼1/10.
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Figure 2–5. H → γγ invariant mass distribution signal (dark) and background
(light) for mH = 130 GeV/c2 with an integrated luminosity of 100 fb−1
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• Fig. 2–6 shows the invariant mass distribution of di-b-jet in tt̄H →
`±νqq̄bb̄bb̄ and background with mH = 115 GeV/c2 for 30 fb−1 [23].

Figure 2–6. bb̄ in tt̄H → `±νqq̄bb̄bb̄ channel invariant mass distribution signal
(dark) and background (light) for mH = 115 GeV/c2 with an integrated
luminosity of 30 fb−1

The significance for the SM Higgs boson with 30 fb−1 [24] is shown in Fig. 2–7.

The NLO cross section for both signal and background are suited for inclusive

H → γγ,H → ZZ∗/ZZ → `+`−`
′+`

′− and H → WW∗/WW → `+ν`−ν. Poisson

statistics are used to calculate the statistical significance for H → ZZ∗/ZZ →
`+`−`

′+`
′−,H→ γγ in WH, and H→ γγ and H→ τ+τ− in the vector boson fusion.

MSSM Higgs boson discovery potential [24] is shown in Fig. 2–8 with respect

to lighter scalar, heavy neutral, charged Higgs boson.
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CHAPTER 3
OVERIEW OF COMPACT MUON SOLENOID EXPERIMENT

LHC uses the Large Electron and Positron Collider (LEP)’s 27 kilometer

long tunnel to collide two proton beams with center-of-mass 14 TeV and 40 MHz

collision rate. It will be running at low luminosity of 2 × 1033 cm−1s−1 in the first

three years starting from 2007, then be upgraded to luminosity of 1034 cm−1s−1.

It can also collide heavy ions with total energy 1150 TeV. In order to achieve

both high energy and luminosity, each of the two rings in LHC will be filled with

2835 bunches of 1011 particles with large beam current maintained by a delicate

superconducting magnets operating at cryogenic temperature.

The CMS detector (Fig. 3–1) is designed to fully exploit the discovery poten-

tial of LHC with a fast response to match the crossing rate and high granularity to

handle ∼ 20 events and ∼ 1000 tracks on average per bunch crossing. It must also

be able to run under a harsh radiation environment of 3 kGy and 1013 neutron/cm2

for the barrel and up to 50 kGy and 2× 1014 neutron/cm2 for the endcaps.

3.1 The CMS Detector

The detector design combines a compact superconducting solenoid generating

a 4T magnetic field with a muon system, which provides high efficiency and high

precision muon measurement. The best possible electromagnetic calorimeter and

high quality tracker are also in the design goal which allow critical measurement

of electron, photon and charged particle tracks. The hadronic calorimeter will

perform the reconstruction of jet and missing transverse energy. In the following,

the components of the CMS detector with their basic performance will be briefly

described from inner to outer.

19
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Compact Muon Solenoid

Pixel Detector

Silicon Tracker

Very-forward
Calorimeter

Electromagnetic 
Calorimeter

Hadronic
Calorimeter

Preshower

Muon 
Detectors

Superconducting Solenoid

Figure 3–1. The CMS detector layout

3.1.1 Inner Tracker and Basic Performance

CMS tracker system is under all-silicon layout and inside the 4T magnetic

field, which allows to precisely measure the transverse momentum of tracks. The

tracker is divided into four silicon strip subdetectors and two pixel subdetectors.

Silicon strip subdetectors include Track Outer Barrel (TOB), Tracker Inner Barrel

(TIB), Track Inner Disk (TID), and Tracker Endcap (TEC). Pixel subdetectors

include pixel barrel and pixel disk. All active components are built in a cylindrical

volume with a length of 5.4 m and a diameter of 2.4 m (Fig. 3–2).

The pixel detector is housed in a cylindrical volume of 1 m length and 30 cm

diameter centered around the interaction point. It consists of three barrel layers at

mean radii of 4.4, 7.3, and 10.2 cm and two endcap disk on each side. The detector

has been designed to provide two-hit coverage up to |η| = 2.2, and maximal three

hits per track. The pixel size is 150µm×150µm that makes the occupancy low.

The Silicon Strip Tracker consists of 15148 silicon strip modules with a pitch

from ∼ 80-180 µm distributed over ten barrel layers (four inner barrel layers and
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Figure 3–2. Transverse view of CMS tracker layout

six outer barrel layers), which provide up to 14 hits per track. The inner (outer)

endcap is made of three (nine) disks for each side.

The fundamental performance of inner tracker is summarized as follows:

• For |η| < 1.25 and pT < 100 GeV/c, the momentum resolution is better than

2%.

• For |η| between 1.7 and 2.2, the momentum resolution degrades to 5%(2%)

for 100(10) GeV/c tracks.

• The impact parameter resolution is better than 30 µm in rφ and better than

100 µm in z.

• Track reconstruction efficiencies (for |η| < 2) for single muons are larger than

95%, 85% for single pions, and ∼ 80% for pions in jets.

3.1.2 Electromagnetic Calorimeter and Basic Performance

CMS electromagnetic calorimeter (ECAL) is located between the tracker and

hadronic calorimeter, composed of about 75848 lead tungstate (PbWO4) crystals

because of its high energy resolution, high density (8.28 g/cm3), short decay

scintillation time constant and short radiation length (X0 = 0.89 cm). The small

Moliere radius (2.2 cm) allows a very fine granularity of ECAL. The calorimeter is
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compact and put inside the magnetic coil covering the rapidity range up to |η| <
3. Precise energy measurement for photons and electrons can be performed up to

|η| < 2.5 except for the region 1.4442 < |η| < 1.5660.

The crystals have a cross section of 22×22mm2 and length of 23 cm (= 25.8

X0) in the barrel and 22 cm (= 24.7 X0) in the endcap. They are arranged in

barrel (covering the central rapidity region of |η| < 1.48 and transverse granularity

of 0.0174×0.0174 in η-φ), two endcaps (covering 1.48 < |η| < 3 with coarse

granularity), and grouped in mechanical unties of 5×5 crystals (super-crystals).

In the barrel, crystals are tilted with an angle of 3◦ with a line from the nominal

vertex point. In the endcap, the crystals and super-crystals are arranged in a

rectangular x-y grid with axes off-pointing from the nominal vertex with an angle

of 2◦ and 5◦.

A preshower detector consisting two lead radiators (3 X0) and silicon strip

detector layers, is used before the crystal endcap (1.65 < |η| < 2.61) in order to

provide π0-γ separation, which is needed in the forward region.

The physics goal of ECAL is the precise energy and position measurement of

electrons and photons with energy resolution described by Eq. 3–1.

σ(E)

E
=

a√
E
⊕ b

E
⊕ c (3–1)

where

• a is the stochastic term of ∼ 2.7% (5.7%) GeV1/2 for barrel (edncap), which

is limited by the photoelectron statistics.

• b is the noise term of ∼ 155 (210) and 770 (915) MeV for barrel and endcap

at low (high) luminosity, which relates to the photodetector dark current,

electronic noise, and event pileup effect.

• c is the constant term of ∼ 0.55%, which depends on the longitudinal non-

uniformities of the light collection, the fluctuations due to temperature and
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high voltage, the longitudinal leakage of the showers due to restricted length

of the calorimeter medium, and precision of inter-calibration.

3.1.3 Hadronic Calorimeter and Basic Performance

CMS hadronic calorimer (HCAL) covering |η| up to 5.191 is composed of

barrel (HB) and endcaps (HE) inside the magnetic coil, forward calorimeter (HF),

and outer calorimeter (HO). The granularity is 0.087×0.087 in η-φ for HB and HE

(except near |η| = 3 where the size is doubled) and 0.17×0.17 for HF.

HB and HE are sampling and consist of 4 mm thick plastic scintillators tiles

inserted between brass absorbers plates. Due to short interaction length of HB

(∼ 6.5 X0), the HO is located inside the muon barrel system and outside of the

solenoid coil to measure the HB energy leakage. HF is placed at a distance of 11 m

from the interaction point, which uses quartz fibers as an active material embedded

in the iron absorber wedges to be able to work in a high radiation environment.

To compensate for the radiation damage in |η| > 2.0, HE has 3 layers of

longitudinal segmentation to allow correction for the loss of light yield comparing

to only one layer in HB. HF covering 3.0 < |η| < 5.0 is designed to increase

the calorimeter acceptance and reduce the dead region, which is important for

measuring forward jet and missing transverse energy.

The calorimeter readout has a dynamic range from 5 MeV to 3 TeV. The

energy resolution for single hadrons at η = 0 can be roughly parametrized as

σE
E

=
112%√
E
⊕ 5% (3–2)

where σE and E are measured by GeV. The correlation between σE and E is

confirmed by the Monte Carlo (MC) studies and test beam (Fig. 3–3)[25]. For HF,

the expected energy resolution of singal pion and jets is
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σEπ
Eπ

=
(93± 6)%√

Eπ
⊕ (3± 1)%

σEjet
Ejet

=
(128± 10)%√

Ejet
⊕ (2± 1)% (3–3)

In the design goal, the missing transverse energy (Emiss
T ) resolution as a

function of the scalar sum of ET (ΣET) in HF is

σ(Emiss
T )

ΣET
=

0.55√
ΣET

(3–4)

Figure 3–3. Pion energy resolution measured by Test Beam and Monte Carlo simu-
lation

3.1.4 Muon Detector and Basic Performance

CMS muon system is composed of three types of gaseous detector with

excellent time resolution (Fig. 3–4): Drift Tube Chambers (DT) in the barrel (0

< |η| < 1.1), Cathode Strip Chambers (CSC) in the endcap (0.9 < |η| < 2.4) and

Resistive Plate Chambers (RPC) in both barrel and endcap, which is dedicated for

trigger. DT uses the time-tagging to identify the bunch crossings. CSC is capable

of precisely measuring space and time of the interaction in the presence of strong
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magnetic field and high rate. The muon system is inside the magnetic field return,

which allows a standalone measurement of muon momentum. The muon system is

aligned with track within ∼ 100 µm of error which is important for high pT muon.

Figure 3–4. The CMS muon system

In the central region, the neutron background is negligible, both the muon rate

(< 1 Hz/cm2) and the magnetic field are low. Four stations of detectors are located

in cylinders interleaved with the iron yoke, of each which station contains a DT and

RPC. The segmentation follows along the beam direction.

In the endcap region, the muon rate (< 10 kHz/cm2) and the neutron back-

ground rate (∼ 10 kHz/cm2) are high, as well as the magnetic field. The CSCs and

RPCs in four disks are perpendicular to the beam direction.

In the initial running of muon system once LHC starts to take data, the outer

ring of the disk will be missing and the CSC electronics for the Level 1 trigger will

be not be implemented in the innermost chambers, which limits the level 1 muon

trigger with |η| < 2.1.
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In the standalone muon reconstruction, the muon momentum resolution is

∼ 10% in the barrel, 15% in the overlap region (0.8 < |η| < 1.2) and 16% in the

endcaps (1.2 < |η| < 2.1). Combining muon system and inner tracker, a best muon

momentum measurement can be achieved with 1.0% in the barrel, 1.4% in the

overlap region and 1.7% in the endcaps.

3.2 Trigger and Reconstruction

3.2.1 Data Acquisition Design and Level-1 Trigger

CMS data acquisition system (DAQ) is designed to operate at 100 kHz rate

with 1 MB size per event. A customer Level-1 processor is used to perform the

event selection with a reduction factor of ∼ 4000 based on 40 MHz bunch crossing

rate. The event will be stored in frontend pipeline with an average 3 µs latency (∼
120 bunch crossing).

The high level trigger is performed by a farm built on standard commercial

processors. This architecture achieves the largest flexibility to be capable of

adapting the system to latest computing technology without built-in design

limitations. In the high level selection, a sophisticated algorithm which is not

much different from that of offline reconstruction can be used online and handle

any unforeseen issues. Thus the hardware construction is minimized to reduce the

maintenance and cost.

CMS Level-1 trigger (Fig. 3–5) is based on calorimeter and muon to perform

the electron/photon, jet and energy sum, and muon trigger using local data.

The rejection factor and Level-1 acceptance rate are mainly determined by the

bandwidth of switch network that handles the data flow. The trigger hardware

is organized in calorimeter and muon system respectively, and the results will be

combined in a global trigger, where the final decision is made and return to the

frontend. The transmission delay in whole process is about 2 µs. The Level-1

trigger menu is included in Table 3.2.1.
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In the allocation of bandwidth, a safety factor of three is taken for simulation

uncertainties based on full (half) capacity for running at high (low) luminosity,

which corresponds to 33 (16) kHz.
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Figure 3–5. Overiew of the Level-1 trigger system

Table 3–1. The CMS Level-1 trigger menu at low luminosity

Trigger stream Threshold Rate Cumulative rate
GeV (GeV/c) kHz kHz

Inclusive isolated electron/photon 29 3.3 3.3
Di-electron/di-photon 17 1.3 4.3
Inclusive isolated muon 14 2.7 7.0
Di-muon 3 0.9 7.9
Single τ jet 86 2.2 10.1
Di-τ jet 59 1.0 10.9
one, three, four jet 177, 86, 70 3.0 12.5
Jet * Emiss

T 88 * 46 2.3 14.3
Electron * jet 21 * 45 0.8 15.1
Minimum bias (calibration) 0.9 16.0
Total 16.0

The calorimeter trigger is based on HCAL tower (Fig. 3–6). The tower energy

sums are formed by ECAL and HCAL (including HF) trigger primitive generator

(TPG) circuits from the individual cell energies. For HCAL (ECAL), the energies

are accompanied by a bit indicting the presence of minimum ionizing energy
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(electromagnetic energy deposit). TGP information is transmitted over high

speed copper links to the regional calorimeter trigger (RCT) to find the candidate

electron, photon, τ and jet.

Trigger
Tower

ECAL

HCAL

= 0.348PbWO4 Crystal

= 1.04

Figure 3–6. Illustration of Level-1 jet and τ -jet trigger algorithm

The ultimate optimization will be performed iteratively under the real data.

Initially an equal share of rate will be allocated to four classes of trigger: elec-

tron/photon, muon, τ -jet, and jet/missing transverse energy. Then the rate must

be shared within the classes between single object and double (multiple) objects

triggers. The goal of rate sharing and optimization is to maintain a sufficient

wide and general suite of channels to make as inclusive as possible and open to

unexpected physics.

The electromagnetic trigger works under 3×3 trigger towers (Fig. 3–7),

applying a threshold to the sum of two adjacent towers. The cuts are based on

isolation, hadronic to electromagnetic fraction, fine-grain lateral shape in ECAL.

The efficiency of turn-on curves are tested for different threshold cuts, for isolated

electron trigger as a function of electron momentum.

The jet trigger is based on 3×3 window using 4×4 arrays of trigger towers

(∼ 1.0 square region in η-φ). Several types of jets are made: central jet, forward

jet and τ jet (using a τ -like shape to filter central jet) with adjustable combined
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Figure 3–7. Electron and photon algorithm

trigger criterion and up to four jet triggers. The top four candidates of each class of

calorimeter trigger are sent to global trigger.

The Level-1 muon trigger uses fast RPC and precise position measurement

of DT and CSC with standalone trigger logic in each of the Level-1 muon trigger

system. RPC strips are connected to pattern comparator trigger (PACT), which is

projective in η and φ. CSC form Local Charged Track (LCT), which is combined

with the anode wire information for bunch crossing identification on a Trigger

Motherboard. DT is equipped with Bunch and Track Identifier (BTI) electronics

that find track segments from hits in four layers of one DT superlayer.

The bending in the successive layers of the iron yoke is measured by first

assembling local vectors in the measurement stations and assembling tracks by

linking these vector are combined in global muon trigger (GMT). The ghost track

from a single muon found by more than one muon system with non-matched

segments can be canceled by GMT. The four best muon candidates identified and

sent to the global trigger. The resulting muon Level-1 rate as a function of muon

pT is shown in Fig. 3–8[28].
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Figure 3–8. Level-1 muon trigger rate as function of pT threshold for (a) low and
(b) high luminosity

3.2.2 High Level Trigger and Reconstruction

The final output rate of high level trigger (HLT) is as O(102 Hz) with the

total reduction factor for rate at O(102) from Level-1. Several “virtual” trigger

levels are implemented to synchronize the reconstruction process and availability of

information:

• At Level-2, calorimeter and muon trigger information is used.

• At Level-2.5, tracker pixel information is used.

• At Level-3, full event information (especially fully reconstructed tracks) can

be used.

The full event information means full granularity and designed resolution is

available. The only limitation for HLT is the CPU time usage and output rate.

For physics study, the HLT must be inclusive enough and must not rely on a very

precise knowledge of run condition and calibration. The HLT trigger menu is

included in Table 3.2.2.

According to the designed architecture, the highest level of HLT reconstruction

shares almost the same algorithm with offline reconstruction (and analysis). In the
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Table 3–2. The CMS HLT trigger rate at low luminosity

Trigger stream Threshold Rate Cumulative rate
GeV (GeV/c) Hz Hz

Inclusive electron 29 33 33
Di-electron 17 1 34
Inclusive photon 80 4 38
Di-photon 40, 25 5 43
Inclusive muon 19 25 68
Di-muon 7 4 72
Inclusive τ jet 86 3 75
Di-τ jet 59 1 76
one, three, four jet 657, 247 9 84
Jet * Emiss

T 180 * 123 5 89
Electron * jet 19 * 45 2 90
Inclusive b jet 237 5 95
Minimum Bias (calibration) 10 105
Total 105

following, I briefly describes the reconstruction algorithm for major objects that is

used for DAQ TDR:

• Electron reconstruction starts from the cluster using full ECAL granularity.

The electron bremsstrahlung radiation in tracker causes spray of energy in

φ beyond the boundary of a single electron shower due to 4T magnetic field

(e.g. for electron with pT = 35 GeV/c and |η| < 1.5, and mean energy loss is

43.6% between the interaction point and ECAL, which corresponds to 0.57 X0

of material). A region (super-cluster) to collect all these energy (electron and

radiated quasi-collinear low energy photon) is defined to recover the radiation

effect.

In Level-2.5, super-cluster is propagated back in the field from ECAL to

the pixel detector layers. The pixel layer is very close to the beam pipe

before most of the tracker materials, so the possibility of electron radiation

and photon conversion is small. Two matched hits allows good electron

identification. The unmatched cluster can be identified as photon candidate
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with a higher threshold. The jet rejection versus efficiency is shown in

Fig. 3–9[26].
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Figure 3–9. Jet rejection versus efficiency obtained from Level-2.5 pixel matching at
(a) low and (b) high luminosity

The further improvement of electron/photon identification involves using fully

reconstructed track to match with super-cluster and proper isolation based

on tracks and/or calorimeter. This results in a better electron/photon to

background ratio with small inefficiency. The same strategy can be used in

offline analysis and to be optimized with general or specific physics channels.

• The muon track reconstruction used in HLT is seeded by the muon candidate

found by Level-1 GMT.

At Level-2, the muon identification is performed by the muon detector. The

state vector (track position, momentum, and direction) associated with the

segments found in the innermost chambers is propagated outwards through

iron yoke.

At Level-3, full track is reconstructed in the interested region based on

Kalman filter technique, which is defined based on muon track segments.

Finally muon trajectories including the tracker hits with required track

segments are extrapolated to the interaction region within σ of 15 µm and
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σ of 5.3 cm of beam spot. The track reconstruction algorithm contains:

trajectory building, trajectory cleaning, and trajectory smoothing.

Isolation cut are used to suppress the muon decay from b, c, K and π decays.

Isolation strategy can be: calorimeter isolation, pixel track isolation, and full

track isolation implemented in Level-2, Level-2.5 and Level-3 respectively.

The procedure of isolation optimization is that for any predefined nominal

efficiency a cone size is chosen with threshold defined in bins of |η|. The

typical optimal cone sizes vary from 0.2 to 0.3. The efficiency of three

isolation algorithms is shown in Fig. 3–10[27].
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Figure 3–10. Efficiency of three isolation algorithms on the reference background
as a function of efficiency for the reference signal muon at (a) low and
(b) high luminosity

• The τ reconstruction in HLT is optimized with SUSY channels (e.g. A/H →
τ+τ− and H → τν). In hadronic decay mode of τ , a narrow jet containing

relatively small number of charged or neutral hadrons can be used for

its identification (Fig. 3–11). For example, about 90% of the τ energy is

contained in 0.15-0.2 cone and about 98% in 0.4 cone.
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Figure 3–11. Principle of τ -jet identification algorithm

At Level-2, the calorimeter based selection is performed to look for narrow jet

in a 0.13 cone and define an isolation region of 0.4 cone. The selection can be

further tightened by pixel (track) isolation in Level 2.5 (3).

• b-jet identification relies on track impact parameter. The impact parameter

is signed as positive if Q is upstream of V in the jet direction and negative

otherwise. The tag makes use of the track impact parameter significance,

which is defined as the ratio between the value of the impact parameter and

its error. The b-tagging criterion normally is: minimum number of tracks

exceeding a given threshold on the impact parameter significance (Fig. 3–12).

Figure 3–12. The b-tagging algorithm

• Jet reconstruction is primarily based on an iterative cone algorithm starting

from a seed which corresponds to the tower with the highest ET in the list.

Then a “proto-jet” is established and an iterative process is used to add

more tower to the jet and continuously update the direction of “proto-jet”
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through the constituent of the towers in the cone. The process terminates

until a cutoff criterion is satisfied (the iteration reaches 100, the change of jet

direction in η-φ is small enough, or the change of jet energy is small enough).

• The missing transverse energy (Emiss
T ) is reconstructed by a simple vector

sum of all calorimeter towers with a 500 MeV threshold. The HLT Emiss
T is

combined with one jet selection. Fig. 3–13 shows the Emiss
T rate with various

jet ET selection threshold at low and high luminosity[28, 29] respectively.

(a) (b)

Figure 3–13. Efficiency of three isolation algorithms on the reference background
as a function of efficiency for the reference signal muon at (a) low and
(b) high luminosity

It is observed that the jet selection cut is redundant for Emiss
T HLT with

Emiss
T > 120 GeV at low luminosity, because the rate with various jet

thresholds give almost the same as the inclusive Emiss
T rate without jet cut.

This is also observed for Emiss
T HLT with Emiss

T > 160 GeV in high luminosity.

After the DAQ TDR was finished in late 2002, there were further development

of the reconstruction for most of the fundamental objects (e.g., the reconstruction

of missing transverse energy, b-tagging ... which were implemented later). But most

of the fundamental algorithms remain almost the same. For the physics analysis,
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it is gennerally necessary to be further optimized with respect to a given analysis

topic in order to get better efficiency and performance.



CHAPTER 4
JET ENERGY DISTRIBUTION AND CORRECTION STUDY

The measurement of jet is one of the major tasks of the CMS calorimeter

[30, 22] to explore the new physics at LHC. The cone algorithm (iterative or simple

cone) is widely used for the jet reconstruction of hadron collider.

The basic algorithm of iterative cone searches the maximum transverse energy

reconstruction object (e.g., the calorimeter tower, tracks, or the generated particles

that the jet reconstruction algorithm is used against) and throws an η-φ cone

around its direction. Any object within the cone will be merged to form a proto-

jet. The proto-jet direction is calculated from the weighted energy direction of

the constituents, and a cone in η-φ is thrown around the new direction to form

a new proto-jet. The procedure is repeated until the proto-jet does not change

significantly between two iterations (∆ET < 1% by default) and (∆R < 0.01 by

default, where ∆R =
√

∆η2 + ∆φ2). The constituents are removed from the list of

objects and the same algorithm will be used to search for new jets. For the detector

reconstruction, normally this process starts from the highest ET tower from the

calorimeter.

The simple cone algorithm in this analysis uses the jet axis from the iterative

cone algorithm (with 0.6 cone size), the cone size used for simple cone algorithm is

changed according to the need. All the objects within the predefined cone size will

be merged to form a jet. The constituents are removed from the list of objects,and

the procedure is repeated until no objects are left in the list. This procedure is

different from the generally defined the simple cone algorithm that directly uses a

highest ET tower in a region as the jet axis. Obviously using the highest ET tower

37
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as the jet axis may cause bias and deviation to the optimal jet axis due to the jet

energy distribution might not be symmetric around the highest ET tower.

There are several reasons why the cone algorithm will continue to play an

important role in LHC physics reconstruction:

• Cone jets have a standard shape, which is clearly defined by its axis and

cone size. The cone size is a sensitive and easily tunable parameter for

reconstruction and analysis purpose. The reconstruction and selection

criterion in the algorithm is simple and robust.

• Cone jets provide a consistent view in η-φ space between different reconstruc-

tion scenarios. Various detector objects (e.g., track, tower, and lepton) or

generator objects (e.g., parton and final state particle) can be associated to

the same jet by their direction. This is a non-trivial factor when developing

the jet correction for the missing transverse energy (Emiss
T ) or other high level

(offline) reconstruction and correction techniques.

• Some abstract and advanced jet quantities can be easily built from cone jets

(e.g., energy distribution and second moment based on the distance of jet

constituent to axis).

The linearity of the average jet energy scale and energy resolution are two

critical quantities to evaluate the performance of the jet reconstruction and

correction. The generated jet energy scale is restored by using average detector

response, for a better quality, which can be characterized according to different

reconstructed jet ET ranges and calorimeter η ranges. Several calibration methods

using the similar principle have been studied in CMS [31, 32, 33]. In order to

improve the jet energy resolution, we need not only optimize the jet reconstruction

algorithm, but also solve two critical issues:

• A correction algorithm need manifest the physics correlation between

generator particles and their detector response through more complicated
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parameterization other than solely based on the reconstructed jet ET. The

ET error is mainly caused by the stochastic effect of the calorimeter response.

For reconstructed jets from a given ET, the variation to their corresponding

generator level jet pT will not be corrected by a simple re-scaling coefficient.

So the resolution factor will be kept wherever ET is used and transformed

in higher level reconstruction or analysis. This is the fundamental reason

why the calibration method based on ET will not naturally lead to a better

resolution of the measured jet energy. In later section, this will be discussed

in detail.

• The detector jet constituents (e.g., track, tower, vertex, and readout from

several calorimeter layers) provide important information of how to correct

jet energy from each single event. An event-based jet correction (e.g.,

track correction of jet [34, 35, 36]) requires the algorithm to handle more

complicated details of jet constituent in addition to an overall jet ET.

The motivation of this study is to develop a new event-based method to

calibrate and correct jet energy, which is built on the parameterization of jet

energy distribution using fine granularity of CMS calorimeter that allows the

measurement of incident energy deposit around the reconstructed jet axis. This

approach contains the jet energy distribution reconstruction, correction function

parameterization, fitting and performance analysis.

4.1 Data Samples

The analysis is performed under the full detector simulation and reconstruc-

tion. QCD di-jet events are used to study the jet energy correction with pT ranging

from 20 to 600 GeV/c. The datasets with number of events used for this analysis

are listed in Table 4–1. The binning of jet pT is primarily to reduce the computing

time of detector simulation to cover a wide jet pT range. Similar configurations of

event samples were used in other jet and Emiss
T studies [31, 28]. This configuration
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inevitably causes the distortion of the spectrum near the beginning and ending re-

gion of each bin, because the detector jet ET spectrum is a result of the convolution

of the detector response function (a Gaussian-like distribution for a given measured

jet ET) with the generator jet pT spectrum. Near either edge of the bin, the impact

of events from contiguous bin is neglected due to the selection cut in the generator

level.

PYTHIA [37] implemented in CMKIN [38] is used to generate the events with

p.d.f.(CTEQ7). The effects of initial and final state radiation, hadronization and

multiple parton scattering are included. Major configuration parameters with their

values are listed in Table 4–2.

OSCAR.2.4.5 [39] (based on GEANT4) is used for CMS detector simulation.

ORCA.8.6.0 [40] is used for the reconstruction and analysis. The configuration of

calorimeter thresholds and noise levels in the simulation and reconstruction is listed

in Table 4–3. The events are pileuped with average 3.5 minimum bias events which

corresponds to the low luminosity (L = 2× 1033cm−2s−1) at LHC.

Table 4–1. Cross section and number of events QCD di-jet data samples with dif-
ferent jet pT

Jet Pt Range Cross Section (pb) Number of Event
20-30 7.819 ×108 50,000
30-50 1.849 ×108 50,000
50-80 2.433 ×107 100,000
80-120 3.359 ×106 100,000
120-170 5.654 ×105 100,000
170-230 1.163 ×105 100,000
230-300 2.812 ×104 100,000
300-380 7.848 ×103 100,000
380-470 2.396 ×103 100,000
470-600 9.249 ×102 100,000
600-800 2.038 ×102 100,000
800-1000 3.562 ×101 50,000
1000-1400 1.075 ×101 50,000
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Table 4–2. The configuration of PYTHIA event generation (used CMS wide in
2003-2004)

Parameter and value Explanation
Physics process (MSEL = 1) qq→ qq/gg gg→ gg/qq qg→ qg
Fragmentation (MSTJ 11 = 3) Hybrid scheme with treating light

and heavy flavors separately
Running alphaS (MSTP 2 = 1) First Order
Structure function (MSTP 51 = 7) CTEQ7
Structure of multiple interaction various impact parameter and hadronic matter
(MSTP 82 = 4) overlap in double Gaussian matter distribution
The pt cut, matter distribution Pythia default
power of energy-rescaling term

Table 4–3. The configuration of calorimeter threshold and noise level in detector
simulation

Parameter Barrel Endcap Very forward
ECAL digi threshold 90MeV 450MeV
HCAL digi threshold 300MeV 300MeV 300MeV
Noise level in ECAL 40MeV 150MeV
Noise level in HCAL 0.6 ·10−3 GeV 0.6 ·10−3 GeV 0.6 ·10−3 GeV

4.2 Definition of Jet Energy Resolution

The jet energy calibration means using a scaling factor to adjust the measured

jet ET. The outcome is to make the average detector jet ET consistent with the

generator jet pT, so as to achieve the unit detector response. The jet energy

correction concentrates on reducing the variation of energy measurement error

between the generator and detector level, so it mainly aims at resolution factors.

In order to eliminate the ambiguity of several repeatedly used concepts in the

context, we make following definitions of three types of jet energy resolution which

are used in the calculation and discussion:

1. Absolute resolution (σEt): the standard deviation of measurement error

between the detector jet and corresponding generator jet. σEt ignores the

effect of average detector response instead focuses on the variation of energy
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error, because a proper jet calibration can recover the linearity of average jet

energy scale in a good precision.

Fig. 4–1 illustrates several calibration methods and their performance on

σEt using a selected jet sample. In a simple method that jet ET is shifted

by 24.59 GeV, a value coming from the average difference between the

generator level jet pT and detector level jet ET, the σEt is almost unchanged.

In another method, an inversed detector jet response (normally this value is

bigger than one) is multiplied to the detector jet energy, which also recovers

the linearity of average detector response, still no improvement of σEt is

observed. By using the correction method developed in this study, the error

is reduced at ∼ 10%. Above examples show the jet calibration does not lead

to the reduction of σEt, that is why we need to develop dedicated jet energy

correction method.

2. Ideal relative resolution (σr): the standard deviation of the ratio of the

detector jet energy to the original generator jet energy. Similar to absolute

resolution, it only shows the effects of variation of detector measurement, so

it is an ”ideal” jet resolution based on generator jet energy. This quantity is

always used after jet calibration is applied so that an unit detector response is

established.

3. Relative resolution (σR): the standard deviation of the ratio of the jet

energy error to the detector jet energy. σR is widely used in many detector

performance studies, which shows the overall effect of the correction (Fig. 4–

2).

For evaluating the jet correction, it is very important to show the improve-

ment of σR together with σEt and σr, and check the performance on the

linearity of the corrected jet energy response (performance of calibration).
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Figure 4–1. Absolute Jet Energy Resolution (σEt) in QCD events with pT from 180
to 200 GeV/c: (a) raw jet with σEt = 14.67 GeV, (b) corrected jet by
energy distribution (explained in later section) with σEt = 13.54 GeV,
(c) corrected jet by shifting the jet energy with σEt = 14.97 GeV, and
(d) corrected jet by a scaling factor with σEt = 15.03 GeV

Various jet calibration and correction methods have different performance on

those resolution quantities. In a more general discussion, it is possible for a method

to achieve better σR while worsening σEt. This normally relates to the case that

restoring the average scale is more important than reducing the variation of the

measurement error. In both cases, the relative resolution of corrected jets might be

improved, but they result in different performance in higher level reconstruction.

For example, the Emiss
T reconstruction in some physics final states gains little in

jet calibration because the σEt is not improved. A clear understanding of all the
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Figure 4–2. Relative Jet Energy Resolution (σR) in QCD events with pT from
180 to 200 GeV/c: (a) raw jet with σR of 8.42%, (b) corrected jet
by energy distribution (explained in later section) with σR of 6.65%,
(c) corrected jet by shifting the jet energy with σR of 7.38%, and (d)
corrected jet by a scaling factor with σR of 7.39%

important aspects of jet resolution is crucial to develop and apply jet correction to

Emiss
T .

4.3 Jet Energy Distribution

4.3.1 Calorimeter Response

The CMS calorimeter geometry and granularity is described in Chapter 3.

The jet energy calibration and correction need to cope with two major systematic

detector effects: the detector response non-linearity and the η dependency of jet ET

resolution. The ECAL and HCAL have different responses on electrons, photons,

and hadrons [41]. This is the major source of the non-linearity. The stochastic
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detector response is the major source of the variation of the measurement which

relates to the detector intrinsic resolution. Other detector effects also deteriorate

the jet energy resolution, such as out-of-cone tracks deflected by magnetic field,

low pT particles stopped by tracker materials, non-uniformity of pileup energy from

minimum bias events and electronic noise. Several methods have been developed

to correct specific factors [32, 34, 35, 36]. But the limit of jet energy correction is

mainly determined by calorimeter intrinsic resolution.

4.3.2 Parameterization of Jet Energy Distribution

Quantitatively measuring and evaluating the jet energy distribution is a key

factor of the correction algorithm. A framework of dividing η-φ space that circles

around the jet axis into several rings is developed. The radius of the rings are set

for 0.2, 0.4, 0.6, 0.8, and 1.0 respectively. Each pair of two adjacent rings covers

a region, so as to calculate the energy quantities. Jet constituents are calorimeter

towers of a size which is the same as that of HCAL tower. The energy of ECAL

crystals is added to corresponding tower according to its η and φ. The distance

from the center of the tower to jet axis, defined as ∆R =
√

∆η2 + ∆φ2, is used to

assign the tower within jet 1.0 cone to a specific region.

Two schemes are used for parameterizing the jet energy distribution:

• Using the fraction of the sum of transverse energy in a region to the total

transverse energy in the 1.0 cone. In each circular region of radius 0.0-0.2,

0.2-0.4, 0.4-0.6, 0.6-0.8, and 0.8-1.0 around the jet axis, the sum of the

transverse energy in the calorimeter is calculated. From inner most to outer

most, the regions cover the area of 0.1257, 0.3770, 0.6283, 0.8796, and 1.1309

respectively in η-φ space. Due to the calorimeter granularity, the actual area

of each region in the reconstruction has a small fluctuation with respect to

above ideal values. In the forward region, the granularity gets bigger, which

further influences the accuracy of the measurement.
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Fig. 4–4 and 4–6 show the jet energy fraction factor with respect to various

jet pT samples. As expected, the inner region around the jet axis contains

most of the energy. As jet pT goes up, the fraction of energy in the inner

regions will increases. The outer two regions (0.6-0.8 and 0.8-1.0) show very

similar distribution across a wide pT range.

• Using Second Moment defined by Eq. 4–1. The regions for calculating second

moment is different from the previous scheme, that uses cones of 0.0-0.2,

0.0-0.4, 0.0-0.6, 0.0-0.8, and 0.0-1.0 respectively in the η-φ space around the

jet axis. Second moment in each region shows the average distance of all the

towers weighted by each tower’s transverse energy, which is a good parameter

in describing the jet shape. Although the energy is not explicitly showed in

the final result, they are used for weighting, so it is still a good parameter to

show the energy distribution associated with a jet.

S =
√
Sηη + Sφφ (4–1)

where Sηη and Sφφ are defined as

Sηη =

∑
ETi∆η

2
i∑

ETi
, Sφφ =

∑
ET i∆φ

2
i∑

ETi
(4–2)

where ETi is the transverse energy of a tower.

Fig. 4–7 shows the second moment distribution with respect to different cone

sizes calculated in various jet pT samples. The second moment distribution

is close to a gaussian distribution, which provides a way to evaluate the

fluctuation of the overall jet energy distribution in a fixed cone.
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Figure 4–3. Jet energy distribution in QCD samples with various jet pT: (a) 50-80
and (b) 80-120 GeV/c. The energy distribution is calculated from the
ratio of energy in each region to the total energy in 1.0 cone. In each
block of figures, the upper row from left to right corresponds to ratio of
0.0-0.2, 0.2-0.4, and 0.4-0.6 respectively, the bottom row corresponds to
0.6-0.8 and 0.8-1.0 respectively.
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Figure 4–4. Jet energy distribution in QCD samples with various jet pT: (a) 120-
170 and (b) 170-230 GeV/c. The energy distribution is calculated
from the ratio of energy in each region to the total energy in 1.0 cone.
In each block of figures, the upper row from left to right corresponds
to ratio of 0.0-0.2, 0.2-0.4, and 0.4-0.6 respectively, the bottom row
corresponds to 0.6-0.8 and 0.8-1.0 respectively.
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Figure 4–5. Jet energy distribution in QCD samples with various jet pT: (a) 230-
300 and (b) 300-380 GeV/c. The energy distribution is calculated
from the ratio of energy in each region to the total energy in 1.0 cone.
In each block of figures, the upper row from left to right corresponds
to ratio of 0.0-0.2, 0.2-0.4, and 0.4-0.6 respectively, the bottom row
corresponds to 0.6-0.8 and 0.8-1.0 respectively.
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Figure 4–6. Jet energy distribution in QCD samples with various jet pT: (a) 380-
470 and (b) 470-600 GeV/c. The energy distribution is calculated
from the ratio of energy in each region to the total energy in 1.0 cone.
In each block of figures, the upper row from left to right corresponds
to ratio of 0.0-0.2, 0.2-0.4, and 0.4-0.6 respectively, the bottom row
corresponds to 0.6-0.8 and 0.8-1.0 respectively.



51

Second Moment
0 0.1 0.2 0.3 0.4 0.5 0.6

Second Moment
0 0.1 0.2 0.3 0.4 0.5 0.6

N
um

be
r o

f E
ve

nt
s

0

500

1000

1500

2000

2500

3000

3500

4000

4500

Second Moment
0 0.1 0.2 0.3 0.4 0.5 0.6

Second Moment
0 0.1 0.2 0.3 0.4 0.5 0.6

N
um

be
r o

f E
ve

nt
s

0

500

1000

1500

2000

2500

3000

3500

4000

4500

(a) (b)

Second Moment
0 0.1 0.2 0.3 0.4 0.5 0.6

Second Moment
0 0.1 0.2 0.3 0.4 0.5 0.6

N
um

be
r o

f E
ve

nt
s

0

1000

2000

3000

4000

5000

Second Moment
0 0.1 0.2 0.3 0.4 0.5 0.6

Second Moment
0 0.1 0.2 0.3 0.4 0.5 0.6

N
um

be
r o

f E
ve

nt
s

0

1000

2000

3000

4000

5000

(c) (d)

Second Moment
0 0.1 0.2 0.3 0.4 0.5 0.6

Second Moment
0 0.1 0.2 0.3 0.4 0.5 0.6

N
um

be
r o

f E
ve

nt
s

0

1000

2000

3000

4000

5000

Second Moment
0 0.1 0.2 0.3 0.4 0.5 0.6

Second Moment
0 0.1 0.2 0.3 0.4 0.5 0.6

N
um

be
r o

f E
ve

nt
s

0

1000

2000

3000

4000

5000

(e) (f)

Second Moment
0 0.1 0.2 0.3 0.4 0.5 0.6

Second Moment
0 0.1 0.2 0.3 0.4 0.5 0.6

N
um

be
r o

f E
ve

nt
s

0

1000

2000

3000

4000

5000

Second Moment
0 0.1 0.2 0.3 0.4 0.5 0.6

Second Moment
0 0.1 0.2 0.3 0.4 0.5 0.6

N
um

be
r o

f E
ve

nt
s

0

1000

2000

3000

4000

5000

6000

(g) (h)

Figure 4–7. Second Moment in QCD samples with various jet pT: (a) 50-80, (b)
80-120, (c) 120-170, (d) 170-230, (e) 230-300, (f) 300-380, (g) 380-470,
and (h) 470-600 GeV/c. In each figure, the curves from left to right
represents the second moment distribution of cone size of 0.2, 0.4, 0.6,
0.8, and 1.0 respectively.
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4.3.3 Jet Energy Distribution Based on Energy Fraction Scheme

Based on Fig. 4–4 and 4–6, the average fraction of the jet energy in each

region as a function of jet pT is showed in Fig. 4–8. The results can be interpreted

as following:
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Figure 4–8. Jet energy distribution based on the fraction of each region’s transverse
energy with respect to total transverse energy in a 1.0 cone as a func-
tion of generator jet pT. Regions are defined by 0.2 cone (square), 0.4
cone (triangle-up), and 0.6 cone (triangle-down)

• There is an apparent non-trivial dependency of the average energy fraction in

each region on the generated jet pT. For each jet, its generated pT is not only

manifested in the measured jet ET, but also in the energy fraction.

• The smallest radius ring contains most of the energy, so it plays a crucial role

on the overall jet energy resolution. While the further away the region from

the center, the larger the η-φ area it covers with less energy density. In the

outer region, the energy deposit is more coming from detector effects (e.g.,

pileup and electronic noise) instead of the generated jet. As a result, the

energy fraction contains critical information of how various detector effects

influence the jet.
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• For those generated jets of a given pT, there is fluctuation in the energy

fraction in fact, which is mainly associated with the stochastic jet energy

response and traverse size of the hadronic shower. Other detector effects and

several generator level physics factors (e.g., jet fragmentation, initial and final

state radiation) contribute to the fluctuation too.

4.3.4 Jet Energy Distribution Based on Second Moment Scheme

The second moment distribution is not a Gaussian (Fig. 4–7). The tails and

the asymmetry of the distribution can be explained by complicated detector effects:

• One factor is the energy deposit of pileup and underlying events, which is

approximately equally distributed inside the jet cone so as to enlarge the

second moment. This effect is more apparent in large size cone, since the jet

energy from fragmentation and hadronization is more centralized. (We should

note that the average pileup energy is a function of η across the full detector

coverage, but this effect is small in a relative small region.)

• The magnetic field distorts the second moment as well, because low pT

charged tracks are deflected away from the center to the vicinity region (or

become loopers for very low pT charged particles). This effect can be seen in

the low pT jet, the loss of the low pT charged particle from the reconstructed

jet cone causes a low side tail. But on the contrary, for high pT jets with

large cone size, the deflected tracks are still in the reconstruction cone, so its

second moment are enhanced by this effect.

• The non-compensation calorimeter response is the third reason of the

distortion of the second moment distribution, because the detector response

is characterized by the energy of hadrons instead of their transverse energy

which leads to different responses between the central and forward region.

The peak position and FWHM (full width at half maximum) of second

moment fitted by a convoluted Gaussian and Landau distribution are used to study
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the analytical dependency of second moment on the jet pT (Fig. 4–9 and 4–10). To

some extent, previous discussion about the energy fraction can be applied to second

moment too.
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Figure 4–9. Peak position of Second Moment of 1.0 cone (open square), 0.8 cone
(open circle), 0.6 (triangle-down), 0.4 (triangle-up), and 0.2 (close
square) as a function of generator level jet pT

4.3.5 Correction Potential and Sensitivity

As mentioned earlier, non-trivial correlations between parameters of both

schemes and jet pT are observed (Fig. 4–8, 4–9, and 4–10). For measured values of

those parameters, it is possible to predict jet pT and to be used to make correction

on the measured jet ET. This is the major mechanism how the energy distribution

can be factorized and used for the jet energy correction.

Due to the fluctuation of the generated jet shape and the detector response,

the measured jet energy distribution contains significant uncertainties. A number of

jets can be used to find the best correlation between the generated jet pT and jet

energy distribution factor. This is part of the fitting process in order to derive the

jet energy correction functions (will be discussed in the later section).
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Figure 4–10. FWHM of Second Moment of 1.0 cone (open square), 0.8 cone (open
circle), 0.6 (triangle-down), 0.4 (triangle-up), and 0.2 (close square) as
a function of generator level jet pT

A similar sensitivity of the parameters from both schemes to the jet pT is

observed (the changes of the values of the parameters are in a similar range as jet

pT changes from 20 to 600 GeV/c), indicating the similar performance in the jet

energy correction of both schemes. Results in the later section are consistent with

this finding. The further improvement of the correction algorithm partially depends

on whether other more sensitive parameters (schemes) can be invented.

We restrict this discussion from further quantitative evaluation of jet energy

distribution factors since the results are sensitive to the details of the simulation

(e.g., setting of electronic noise and detector response). Other physics aspects of

event generation also have big influence (e.g., initial and final state radiation, frag-

mentation and hadronization model). Ultimately the experimental measurement of

jet energy distribution will help reach a better understanding of the whole issue.
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4.4 Correction Method

4.4.1 Jet Reconstruction

The correction algorithm is designed based on the comparison between the

generator and detector level jet energy. But the same algorithm can be built

on purely experimental data (e.g., using Z plus one jet or photon plus one jet

events). In those channels, Z or photon pT can be accurately reconstructed which

is balanced by jet pT in generator level. This approach will be quite useful in the

realistic jet calibration and correction without using the Monte Carlo after LHC

taking data. The relevant analysis is under a separate study.

The generator and detector jets are reconstructed first by iterative cone

algorithm implemented in ORCA Jets subsystem [42]. The configuration of the

algorithm is: 0.6 of cone size, 1.0 GeV of seed ET cut, and Lorentz 4-vector

of recombination scheme. Then simple cone jets with various cone sizes are

reconstructed based on the fixed jet axis from previous step. The analysis of jet

correction is developed from matching the generator jets to detector jets by their

axis in a 0.3 cone.

The difference in the performance between iterative cone and simple cone

algorithm is small. Fig. 4–11 shows the ratio of the jet energy of various simple

cone size to that of 0.6 iterative cone. The 0.6 simple cone jet almost contains the

same amount of transverse energy as 0.6 iterative cone. A double gaussian fitting

is performed on Fig. 4–11(c). The result is showed in Fig. 4–12. The left peak well

centering on 1.0 shows the good matching of two cone algorithms. The effect of

iterative selection results in the width of the peak. The right peak is overlapped

with the left one with the same width, mainly due to the effect of the HCAL

granularity on the iterative selection. In general, the difference in the jet energy

from two algorithms are within a few percent. In the rest of the discussion, simple

cone algorithm is used to study the energy resolution and other related quantities.
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Figure 4–11. Energy ratio of simple cone jet with various size to that of the 0.6
iterative cone jet. The simple cone jets are built upon the axis from
iterative cone jet. Various cone sizes include (a) 0.2, (b) 0.4, (c) 0.6,
(d) 0.8, and (e) 1.0.
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 / ndf 2χ  477.8 / 194

mean1     0.0002507± 1.001 

sigma1    0.0001719± 0.008315 

constant1  3.457± 244.5 

mean2     0.0001756± 1.023 

sigma2    0.0001145± 0.008061 

constant2  4.063± 354.5 
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Figure 4–12. Fitting of Fig. 4–11(c) by using double gaussian distribution

4.4.2 Correction Function

In this study jet energy correction functions take following forms:

1. Based on energy distribution inside the 1.0 cone (we call ”Energy Distribu-

tion Correction” or ”ED Correction”).

Et′0 =
5∑
i=1

Eti(ai + biRi + ciR
2
i ) + (a0 + b0Et0 + c0Et

2
0) (4–3)

where the correction sums over all the regions around the jet axis. Eti is the

total transverse energy in region i. Et0 and Et′0 are the uncorrected and

corrected jet transverse energy. ai, bi, and ci are the correction parameters to

be fitted with data. Ri is the fraction of energy in region i defined as

Ri =
Eti∑
Eti

(4–4)

2. Based on second moment inside the 1.0 cone (we call ”Combined Second

Moment Correction” or ”CSM Correction”).

Et′0 =
5∑
i=1

Eti(ai + biSi + ciS
2
i ) + (a0 + b0Et0 + c0Et

2
0) (4–5)

where Si is the second moment in region i.
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3. Based on overall jet energy with less parameterization (We call ”Benchmark

Correction”). It contains no information of energy distribution, so it is mainly

used for comparison with first two methods that have more parameters and

use energy distribution factor around the jet axis.

Et′0 = a0 + b0Et0 + c0Et
2
0 (4–6)

Following is some explanation why those parameterization is used :

• Benchmark Correction is the basic parameterization taking into account the

detector response with respect to the overall jet energy, which is mainly the

first order correction via quadratic term for the non-compensation detector

effect. Other types of Benchmark correction with different orders of correction

are tested (Eq. 4–7 and 4–8).

Et′0 = a0 + b0Et0 (4–7)

Et′0 = a0 + b0Et0 + c0Et
2
0 + d0Et

3
0 (4–8)

The resolution of corrected jets are almost kept same for those correction

functions with different order of Et0 (Fig. 4–13). It shows the overall lim-

itation of the correction function which is solely based on Et0 (with small

improvement on resolution) and the insensitivity of the resolution to the

orders of Et0. This fact will be clearer in later section that the Benchmark

Correction is mainly a calibration function and has less capability of reducing

the variation of the measurement error (σEt).

• The introduction of new parameters in Energy Distribution Correction and

Combined Second Moment Correction takes the similar form as Benchmark

Correction in order to maintain the correction in the same (or higher) order.
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Figure 4–13. Jet energy resolution from various Benchmark parameterizations: (a)
raw jet with σEt = 10.92 GeV, (b) corrected jets based on two pa-
rameters Benchmark Eq. 4–7 with σEt = 10.8 GeV, (c) corrected jets
based on three parameters Benchmark Eq. 4–6 with σEt = 10.77 GeV,
and (d) corrected jets based on four parameters Benchmark Eq. 4–8
σEt = 10.77 GeV. The results are based on jet sample with pT ranging
from 80 to 120 GeV/c.
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• The parameterization of Energy Distribution Correction in each region is

built on the fraction of transverse energy to the total transverse energy

of 1.0 cone. The second bracket term in Eq. 4–3 is similar to Benchmark

Correction, which represents the overall jet energy correction factor.

• Eq. 4–3 can be written as

Et′0 =
5∑
i=1

sumE(aiRi + biR
2
i + ciR

3
i ) + (a0 + b0Et0 + c0Et

2
0) (4–9)

where sumE is defined as

sumE =
∑

Eti (4–10)

In above expressions, the correction based on the energy distribution is

explicitly manifested by factorizing the energy fraction in various regions

associated with a jet axis and making correction to jet energy which is inside

a 1.0 cone.

In fact there is no restriction on how Et0 is calculated. This method can be

applied to non-standard or cone-based jet algorithms (e.g., Kt jet algorithm

[55]). The physics correlation of the first summation term and second overall

jet correction term in Eq. 4–3 and 4–9 is the basis for why correction take

effects.

• The parameterization of Combined Second Moment Correction in Eq. 4–5

can be revised as follows:

Et′0 =
5∑
i=1

sumE(aiRi + biRiSi + ciRiS
2
i ) + (a0 + b0Et0 + c0Et

2
0) (4–11)

which clearly shows that the parameterization actually combines the fraction

of energy and second moment in each region. This parameterization can be

generally regarded as a combination of the energy distribution and jet shape.
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In a summary, a comprehensive approach is developed by factorizing the jet

energy fraction and second moment into the correction functions. The parameteri-

zation is based on a predefined cones around the jet axis.

In the implementation of the algorithm, the jet energy distribution is measured

within a 1.0 cone around the jet axis because we want to study its performance

on various cone sizes. For the QCD sample, most of the high ET jets are widely

separated (e.g., two highest ET jets in the detector level are close to back-to-back

in φ). But in some physics channels with copious jets in the final state (e.g., Top

pair events), it is reasonable to reduce the largest cone size or only use 3 or 4 cone

regions to parametrize the jet energy distribution. This is feasible because the

energy distribution in outer two regions is very similar which means that these are

less impacts on the correction results.

The overlapping of jets will definitely cause the abnormal deviation from

normal energy distribution and the failure of the correction. Related issues are

discussed in next section. The mis-identification of jets from electron, photon

or isolated hadron will also cause abnormal deviation in the energy distribution.

Obviously the energy distribution can be further developed to a powerful tool to

reject those faked jets.

4.4.3 Fitting of the Correction Function

Least square fitting method is used to minimize the quantity defined by

Eq. 4–12 to get the optimal value of the parameterization (the physics correlation

between the energy distribution and jet are also expressed by this parameterization

as a fitting result):

∑
(Ec − Eg)2 (4–12)

where Ec is the corrected jet transverse energy, Eg is generator level jet transverse

energy, the sum runs over all the input events. The fitting is performed in every pT
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range with respect to corresponding data sample. The correction on 5 different

cone sizes of jet (0.2, 0.4, 0.6, 0.8, and 1.0) are tested. The same cone sizes are used

to reconstruct and match the generator jet to detector jet.

In order to get better performance for the correction function, it is possible to

further split the measured jet ET range in each bin into several intervals, because

a single set of parameters will not work well spanning on a large pT range, and

low pT and high pT jets are very different in shape, size and energy distribution.

The calorimeter response in different energy regions is non-linear, which also favors

more binning. But practically it is very difficult to make too small and many bins

because of the amount of work. In this study, the same pT schemes based on event

generation of the data samples is used for correction of detector jet ET.

Jet response is η dependent, so the correction must be performed in a reason-

able calorimeter acceptance range. In this analysis five η bins of 0-1, 1-2, 2-3, 3-4,

and 4-5 are used to classify jet according to the η of jet axis. Smaller bin size has

been tested with showing less improvement in the correction. This is because a 1.0

cone is adopted to factorize the energy distribution, which makes the correction

algorithm less sensitive to the very small bins for η.

4.5 Results and Discussion

The correction is first performed on each data sample and then concatenated

together to build a full spectrum from 20 to 600 GeV/c, because of the nature of

event data samples.

The performance of the jet energy correction for the detector acceptance

range of | η |< 3.0 (central region) and | η |≥ 3.0 (forward region) are discussed

separately. Although a good improvement of resolution in forward region is

achieved, in this study we mainly focus on central region, because

• The granularity of calorimeter tower is smaller in the central region. It is

appropriate to use current scheme based on various cones around the jet
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axis to establish the parameterization for energy distribution. In the forward

region, the coarse granularity potentially favors a scheme that directly use

tower geometry instead.

• A 1.0 cone is used to reconstruct the jet energy distribution. For jet |η| >
4.0, a complete energy distribution factor can’t be built. So the comparison

between the central and forward region is less instructive.

The results also show the performance of ED Correction and CSM Correction

is very close, so we mainly present the results based on CSM Correction.

4.5.1 Jet Energy Response in the | η |< 3.0 Region

The linearity of the jet energy response is recovered after the correction.

Fig. 4–14 and 4–15 show calibration results based on QCD samples with pT from

20 to 300 GeV/c and 5 cone sizes of jets respectively.

The raw jet energy response concatenated from different pT ranges is not

continuous, because of binned samples and the distortion of the jet pT spectrum.

The selection cut of jet pT for each bin causes the bias of the average detector

response: too low in the left side and too high in the right side. To use binned

QCD samples to estimate a continuous jet pT spectrum and detector response is

not the main focus of this study. Normally in the central region of each bin, the

detector response is less biased, so it can be used to predict a continuous spectrum

from a number of binned samples. After the correction, the linearity of jet energy

response with less than 1% error is obtained.

Using a continuous jet pT sample can eliminate the effects of distorted jet

spectrum, but this is a big challenge in the event generation and full detector

simulation, because the cross section increases quickly as jet pT goes down, so a

very large number of QCD events need be produced in order to get a reasonable

statistics for high pT jets. In this study, results show the jet energy correction

works well even in the binned sample.
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Fig. 4–16 shows the performance of jet energy calibration calibration in a

single data sample with the generator jet pT from 170 to 230 GeV/c. In general,

Energy Density (ED) Correction or Combined Second Moment (CSM) Correction

provide better linearity than that of Benchmark Correction.
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Figure 4–14. Jet energy response before (triangle-down) and after (triangle-up) the
correction with 0.2 cone: (a) based on correction of energy distribu-
tion and (b) based on benchmark correction

4.5.2 Jet pT Spectrum in the | η |< 3.0 Region

Fig. 4–17 shows the performance of the correction on the jet pT spectrum. ED

Correction and CSM Correction recover well the generator jet pT spectrum (Fig. 4–

17(b)) from the raw detector spectrum (Fig. 4–17(a)). Benchmark Correction is

lack of the parameterization to restore the generated jet pT spectrum and causes

discontinuity when merging several jet ET spectrum from different η regions. The

spectrum from ED and CSM correction shows good consistency with the generated

one. The better performance mainly benefits from the non-constant and non-linear

terms and more parameterization in the correction functions.
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Figure 4–15. Jet energy response before (triangle-down) and after (triangle-up) the
correction based on second moment: (a) 0.4 cone, (b) 0.6 cone, (c) 0.8
cone, and (d) 1.0 cone
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Figure 4–16. Jet energy response before (triangle-down) and after (triangle-up)
the correction: (a) based on correction of energy distribution and (b)
based on benchmark correction.

4.5.3 Jet pT Resolution in the | η |< 3.0 Region

Results of the absolute resolution (σEt) and relative resolution (σR) for

different cone sizes as a function of the generated jet pT are showed in Fig. 4–18,

4–19, 4–20, 4–21, and 4–22.

Very small improvement of jet σEt is achieved after Benchmark Correction,

which means its effects on σR mainly come from calibrating jet pT. CSM Cor-

rection reduces the σEt at roughly 10% across the whole pT range from 20 to 600

GeV/c, which contribute to the improvement on σR in addition to calibrating the

jet pT. The higher the jet pT, the more important effects can be seen from σEt,

because jet energy response is closer to unit for high energy jet which partially

suppress the effects of calibration.

In low pT region (below 30 GeV/c), gluon jets from initial and final radiation

from hard scattering distort the jet spectrum. A proper analysis of low pT jet needs

to differentiate the condition of whether additional high pT jet is presented in the

same event, or whether some method can be developed to roughly select the gluon

jet and quark jet.
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Figure 4–17. Jet pT spectrum before and after the correction in QCD sample with
selected raw jet pT ranging from 170 to 200 GeV/c and |η| < 3: (a)
raw jet, (b) generator level jet, (c) corrected jet based on second mo-
ment, (d) corrected jet based on energy density, and (e) corrected jet
spectrum based on benchmark correction
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Figure 4–18. Jet energy resolution of 0.2 cone: (a) absolute resolution and (b)
relative resolution with raw ret (open circle), benchmark correction
(triangle-down), and correction based on second moment (triangle-up)
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Figure 4–19. Jet energy resolution of 0.4 cone: (a) absolute resolution and (b)
relative resolution with raw jet (open circle), benchmark correction
(triangle-down), and correction based on second moment (triangle-up)



70

Jet Pt (GeV/c)
0 100 200 300 400 500 600

Jet Pt (GeV/c)
0 100 200 300 400 500 600

R
e
s
o

lu
ti

o
n

 (
G

e
V

/c
)

0

5

10

15

20

25

30

35

Jet Pt (GeV/c)
0 100 200 300 400 500 600

Jet Pt (GeV/c)
0 100 200 300 400 500 600

R
e

s
o

lu
ti

o
n

0

0.05

0.1

0.15

0.2

0.25

0.3

(a) (b)

Figure 4–20. Jet energy resolution of 0.6 cone: (a) absolute resolution and (b)
relative resolution with raw jet (open circle), benchmark correction
(triangle-down), and correction based on second moment (triangle-up)
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Figure 4–21. Jet energy resolution of 0.8 cone: (a) absolute resolution and (b)
relative resolution with raw jet (open circle), benchmark correction
(triangle-down), and correction based on second moment (triangle-up)
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Figure 4–22. Jet energy resolution of 1.0 cone: (a) absolute resolution and (b)
relative resolution with raw jet (open circle), benchmark correction
(triangle-down), and correction based on second moment (triangle-up)

σR of various cone sizes is fitted with Eq. 4–13. The fitting results of raw jet

and corrected jet by CSM Correction are displayed in Table 4–4.

(
σ

E
)2 = a2 + (

b√
E

)2 + (
c

E
)2 (4–13)

Table 4–4. Jet energy resolution in |η| < 3.0 region

Cone size Raw jet Corrected jet
0.2 0.0584

⊕
(0.784/

√
Et)
⊕

(4.367/Et) 0.0417
⊕

(0.669/
√

Et)
⊕

(2.763/Et)
0.4 0.0387

⊕
(1.007/

√
Et)
⊕

(7.243/Et) 0.0278
⊕

(0.813/
√

Et)
⊕

(3.770/Et)
0.6 0.0421

⊕
(0.907/

√
Et)
⊕

(4.648/Et) 0.0172
⊕

(0.894/
√

Et)
⊕

(1.971/Et)
0.8 0.0274

⊕
(1.049/

√
Et)
⊕

(4.876/Et) 1.9E-5
⊕

(0.995/
√

Et)
⊕

(1.222/Et)
1.0 0.0028

⊕
(1.225/

√
Et)
⊕

(2E-4/Et) 1.8E-5
⊕

(1.009/
√

Et)
⊕

(3.6E-4/Et)

In Table 4–4, we found similar correlation between the value of each term and

cone size for both raw jets and corrected jets. The first term (constant term) plays

an important role in the high pT region. For small cone jets, this effect is more

prominent, while for large cone jets (0.8 and 1.0), the first term almost vanishes

(which is compensated by increasing the value of the second term). The physics

aspects of the constant term highly relate to the transverse size of the hadronic
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shower. Narrow cone jets are less influenced by the pileup and electronic noise. A

larger value of constant term is primarily caused by the leaking of the hadronic

shower. Two opposite effects maintain the balance of the first term, as jet energy

goes up, the width of the overall jet size decreases and the leaking from particle

showers increases.

Second term dominates σR in the jet pT range from 20 to 600 GeV/c, which

mainly relates to the stochastic effect of the calorimeter response. Wider cone jets

contain almost all the hadronic shower of the jet, so the stochastic effect is fully

manifested. This leads to a larger value of the second term.

The resolution of the narrow cone jet is generally better than that of the

wide cone ones, because most high ET towers are closer to the jet axis with higher

energy response and have relatively smaller stochastic effect than low ET towers

further away from the center of the jet. So narrow cone jets take advantage from

the intrinsic feature of the detector. The further optimization of the cone size for

the jet reconstruction and correction largely depends on the analysis need and

the interested jet pT range. Normally it can not be only based on the jet energy

resolution.

4.5.4 Performance of Correction in the | η |≥ 3.0 Region

Fig. 4–23 shows calibration of jet energy of 0.6 cone in forward region (| η |>
3.0), in which the raw jet energy is always over-measured. After the correction, the

linearity of jet energy response with less than ∼ 1.5% error is obtained.

Results of absolute resolution (σEt) is showed in Fig. 4–24. Because the

calorimeter granularity gets larger in the HF, which may limit the accuracy of

the measured jet energy distribution, but an average improvement of absolute

resolution of 10% for forward jets with various cone size and across the pT range

from 20 to 300 GeV/c is achieved.
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Figure 4–23. Jet energy response of 0.6 cone before (triangle-down) and after
(triangle-up) the correction based on second moment

The relative resolution after the correction is fitted by Exp. 4–13, the results

are showed in Table 4–5.

Table 4–5. Jet energy resolution in |η| ≥ 3.0 region

Jet cone size Corrected jet
0.2 0.0589

⊕
(0.103/

√
Et)
⊕

(4.360/Et)
0.4 0.0501

⊕
(0.358/

√
Et)
⊕

(3.660/Et)
0.6 0.0353

⊕
(0.646/

√
Et)
⊕

(2.446/Et)
0.8 0.0175

⊕
(0.812/

√
Et)
⊕

(4.423.222/Et)
1.0 0.0195

⊕
(0.847/

√
Et)
⊕

(0.00046/Et)

4.5.5 Stability of the Correction Algorithm and Jet Selection

As discussed in the previous section, the correction algorithm might partially

fails due to following reasons: overlapping of jets and mis-identification of jets.

These abnormal jets cause the big deviation in the energy distribution from normal

ones. The rejection of abnormal jets is important for the stability of a correction

algorithm with a complicated parameterizations. In this study, the pre-selection on

the QCD jets is not used because high pT jets are widely separate in the space and

there are very less lepton faked jets rate because of the small relative cross section

of heavy flavors producing non-isolated leptons.



74

Jet Pt (GeV/c)
0 50 100 150 200 250 300

Jet Pt (GeV/c)
0 50 100 150 200 250 300

R
e
s
o

lu
ti

o
n

 (
G

e
V

/c
)

0

2

4

6

8

10

12

14

16

Jet Pt (GeV/c)
0 50 100 150 200 250 300

Jet Pt (GeV/c)
0 50 100 150 200 250 300

R
e

s
o

lu
ti

o
n

 (
G

e
V

/c
)

0

2

4

6

8

10

12

14

16

(a) (b)

Jet Pt (GeV/c)
0 50 100 150 200 250 300

Jet Pt (GeV/c)
0 50 100 150 200 250 300

R
e
s
o

lu
ti

o
n

 (
G

e
V

/c
)

0

2

4

6

8

10

12

14

16

Jet Pt (GeV/c)
0 50 100 150 200 250 300

Jet Pt (GeV/c)
0 50 100 150 200 250 300

R
e

s
o

lu
ti

o
n

 (
G

e
V

/c
)

0

2

4

6

8

10

12

14

16

(c) (d)

Jet Pt (GeV/c)
0 50 100 150 200 250 300

Jet Pt (GeV/c)
0 50 100 150 200 250 300

R
e
s
o

lu
ti

o
n

 (
G

e
V

/c
)

0

2

4

6

8

10

12

14

16

(e)

Figure 4–24. Jet energy resolution in forward region (|η| > 3.0) with no correction
(open circle), benchmark correction (triangle-down), and correction
based on second moment (triangle-up) in various cone size: (a) 0.2,
(b) 0.4, (c) 0.6, (d) 0.8, and (e) 1.0
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A general selection criterion based on jet energy distribution can be character-

ized by the sum of significance (ΣS) of the jet energy in each region (Eq. 4–14).

ΣS =
5∑
i=1

Si , Si =
Ri− < Ri >

σi
(4–14)

where Ri is defined in Eq. (4–4). < Ri > is the average of Ri in the selected jet pT

range. σi is the sigma of Ri. In case the distributions of Ri has much deviation

from a Gaussian, half of FWHM is used instead. A small ΣS generally indicates the

energy distribution inside the observation region of the jet is normal.

Fig. 4–25 shows the ΣS distribution in a selected jet sample. Table 4–6 shows the

< Ri > and σi of this selected jet sample used for ΣS calculation.

 / ndf 2χ  0.008778 / 75
Constant  0.04031± 0.03273 
Mean      1.549± 0.08763 

Sigma     1.077±  1.51 

-5 -4 -3 -2 -1 0 1 2 3 4 5
0
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0.03

0.035

 / ndf 2χ  0.008778 / 75
Constant  0.04031± 0.03273 
Mean      1.549± 0.08763 

Sigma     1.077±  1.51 

Sum of Significance

Figure 4–25. Normalized ΣS distribution in QCD sample with jet pT range from 80
to 120 GeV/c

Table 4–6. Jet selection parameter of different energy distribution region with jet
pT from 80 to 120 GeV/c

Cone region 0.0-0.2 0.2-0.4 0.4-0.6 0.6-0.8 0.8-1.0
< Ri > .60 0.13 0.077 0.085 0.1
σi 0.105 0.085 0.028 0.027 0.029

ΣS can be fitted with a Gaussian distribution with σ = 1.51, which shows it

is a well-behaved and appropriate parameter for the jet selection and efficiency
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estimation. Except the reasonable fluctuation of ΣS of normal jets, the systematic

deviation of ΣS of abnormal ones can be:

• Isolated particles cause the large deviation in the inner cones because it has

much narrower shape in the energy distribution.

• The extraordinary high significance in outer cones is always associated with

several overlapped jets. Multiple axises can be reconstructed in the same cone

with large fraction of energy around each of them.

• The faked jets from pileup or underlying events belong to another extreme

case that the jet energy is less concentrated around the axis.

The last case mainly relates to low energy jets. To suppress those faked jets in

the detector is a challenge because of the high luminosity environment. Normally

those jets can be rejected by setting a minimum threshold of highest ET of towers

(this tower is commonly used as a seed for jet reconstruction). But the efficiency of

applying the tower ET threshold will be limited by the fact that hadronic shower

can be shared by several towers, so low energy normal jets have more chance to fail

the selection, which makes the optimization of tower ET threshold difficult. For the

selection criterion that is based on the energy distribution which is not sensitive to

the energy of one tower but a region, the issue is avoided.

It is also possible to combining Eq.4–14 with other selection methods (e.g., a

cut on ECAL to HCAL energy ratio in the inner cone and sum of charged track

energy) to achieve better efficiency of jet selection. The complete treatment of the

abnormal jets rejection is beyond the correction method we concentrate on, but

energy distribution is a promising method for offline physics analysis involving the

selection of jets.

4.6 Summary

The jet energy distribution is proposed as one of very important jet properties.

An event-based jet energy correction scheme using the jet energy distribution is
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developed, which is built on the energy fraction in the predefined regions around

the jet axis or the second moment. A non-trivial correlation between the jet energy

distribution and generated jet pT is observed.

We studied the energy distribution function with its parameterization.

Through a comparison with ET based jet correction algorithm, the new scheme

shows good performance on restoring the average jet energy scale and jet pT

spectrum, and distinctive improvement on the absolute jet resolution at an

average 8 to 10% for QCD samples with jet pT from 20 to 600 GeV/c. The result

also shows the performance of the ET based jet energy correction algorithm is

insensitive to the higher order correction functions.

This study shows the optimization of jet reconstruction and reduction of

the variation of raw jet energy error can be achieved within calorimeter through

a proper parameterization of the physics correlation between various physics

observables. The jet energy distribution is an important aspect of jet physics,

which has not been systematically studied in LHC. Our results show this is a

promising direction to improve the jet energy resolution and to understand the

relevant detector effects.

The framework of the jet energy distribution can also be used for selecting

normal or abnormal jets. A primitive scheme based on the sum of significance of

the jet energy in the predefined regions is tested, which shows the status of the jet

energy distribution can be characterized by a Gaussian distribution.

The jet energy resolution of various jet cone sizes is studied. Effects of pileup,

electronic noise, leaking of hadronic shower, out-of-cone tracks caused by magnetic

field are discussed. These factors largely complicate the relationship between the

jet energy resolution and jet ET.



CHAPTER 5
STUDY OF MISSGING TRANSVERSE ENERGY IN QCD EVENTS

It is well known that the understanding of the detector response to standard

model physics from quantum chromodynamics (QCD) di-jet events is a prerequisite

to the search for new phenomena at the Large Hadron Collider (LHC). It has

also been long realized that the missing transverse energy (Emiss
T ) is a powerful

tool for new physics discovery [43]. Much effort has been placed on the design

of calorimeters for operation at hadron colliders to have as complete coverage as

possible for the purpose of making a meaningful measurement of Emiss
T [30].

Accurate determination of the inclusive Emiss
T spectrum is an important but

difficult task, because various detector factors contribute in subtle ways. These

factors include:

• Calorimeter stochastic and non-linearity response

• Limited detector coverage

• Granularity of detector measurement

• Material in front of the calorimeter

• 4T magnetic field and its effect on low pT charged particles

• Quantization of detector readout

• Electronic noise

• Pileup and underlying event

Unlike regional reconstruction objects (e.g., electron and muon), Emiss
T is globally

reconstructed and prone to any abnormal functioning of the detector or unexpected

factor which is not well manifested in the simulation. The prediction of Emiss
T

spectrum and trigger threshold [28] are sensitive to the configuration of the

simulation.

78
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QCD events provide an important means to measure and evaluate the reli-

ability and accuracy of the detector simulation and reconstruction on the Emiss
T ,

because:

• QCD events have a simple topology. In QCD events, the Emiss
T is highly

correlated to the jet energy resolution. A di-jet system can be clearly

identified in every event.

• Various Emiss
T related quantities in separate detector regions can be measured,

evaluated and correlated. After LHC takes data, those quantities from real

data can be carefully compared to the simulation.

• QCD events dominate the Emiss
T trigger. An in-depth study of QCD Emiss

T will

ultimately benefit the online reconstruction and selection of Emiss
T .

Various physics analysis has required a good understanding of Emiss
T . The study

shown in this chapter is one of the approaches that attempt to exploit and optimize

the Emiss
T reconstruction. The topics of Emiss

T correction based on leptonic events

and using factorization model to systematically study the correlation between Emiss
T

quantities and different physics final states can be found in later chapters.

This study is performed on the latest data of 3 million QCD events with full

detector simulation based on GEANT4 and an average pileup of 3.5 minimum

bias events at low luminosity (L = 2 × 1033 cm−2s−1). The events are divided

into a number of jet pT intervals from 20 to 1000 GeV/c in the generator level

to maximize the reach on high pT jets. The limitation of data sample size in low

pT events is discussed, which is one of the main uncertainties in the estimation of

trigger threshold.

Event reconstruction and physics analysis is performed with ORCA [40].

Emiss
T is reconstructed from a vector sum of calorimeter towers with Level-3 Muon

correction, which muon mainly comes from heavy flavor decay. The cross section

of those events is relatively smaller, but they has real contribution to the detector
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level Emiss
T if the reconstruction algorithm is solely based on the calorimeter. The

generator level Emiss
T is reconstructed from all particles within the η coverage of

CMS detector except neutrinos.

5.1 Missing Transverse Energy Spectrum

Non-zero generator level Emiss
T of QCD events is the result of limited η detector

coverage, finite muon η acceptance range of the muon system, and neutrinos

from heavy flavor decays. Fig. 5–1 shows the normalized Emiss
T distribution in the

generator and detector level respectively with different jet pT ranges:

• The integrated cross section of the lowest jet pT interval of 20-30 GeV/c

(∼ 7.82× 108 pb) is more than 7 orders of magnitude higher than the highest

pT interval of 800-1000 GeV/c (∼3.56×101 pb) that we considered in this

analysis. Thus the inclusive Emiss
T spectrum is expected to be dominated by

low pT QCD events.

• In the generator level, various samples have similar Emiss
T distribution below

20 GeV because of limited η coverages of the calorimeter. Excess of high Emiss
T

events can be seen in high pT of the samples, mainly because forward muons

and neutrinos get a bigger boost from the jet.

The detector Emiss
T is a combined effect of all the events in the same crossing

(the out-of-time pileup from other crossings can be approximately treated as a

constant term). Using the effective bunch crossing rate (Reff
bunch) and known cross

section of each pT interval (σi), the inclusive Emiss
T high level trigger (HLT) rate

for each sample (Ri) can be estimated by the weighting method provided by [59]

(Eq. 5–1).

Ri = Reff
bunch

σi
σT
× Si (5–1)
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Figure 5–1. Missing transverse energy spectra in QCD samples in (a) generator
level and (b) detector level that correspond to jet pT ranges (from
left to right) of 20-30, 30-50, 50-80, 80-120, 120-170, 170-230, 230-300,
300-380, 380-470, 470-600, 600-800, and 800-1000 GeV/c.

where Reff
bunch = 32 MHz, σT is the total cross section of QCD di-jets (∼ 55 mb),

and Si is the normalized HLT rate of each sample with respect to its cross section

and HLT threshold.
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The overall Emiss
T HLT rate and the contribution from each samples are shown

in Fig. 5–2. The lower pT samples with pT from 0 to 20 GeV/c are excluded

because of their too limited statistics and too small selection efficiency (less than

10−4) which can’t be used to estimate the HLT rate above 60 GeV level. In other

samples, the loss of statistics also exists, which makes most of the statistical

uncertainty in the estimation because of the large cross section of the low pT

samples. Both our data and the data used for previous studies [28, 29] based on

GEANT3 simulation show the contribution from lower jet pT events (0-20 GeV/c)

does not significant change the HLT rate with Emiss
T above 90 GeV threshold.

Our results based on GEANT4 simulation is generally consistent with previous

results [28, 29], but a lower threshold (∼ 90 GeV) corresponding to 1 Hz output

rate from HLT is indicated. We plan to pursue a complete study to update the

HLT Emiss
T trigger based on fast simulation. In order to make precise estimation and

fully extract the systematic and statistical uncertainties, a very large number of

low ET QCD events are needed (∼ 108), which is substantially beyond the current

statistics of the available fully simulated data.

We used low pT sample of 0-15 GeV/c to investigate the effect of pileup

minimum bias events, where the signal events can be mostly treated as minimum

bias events too. An average 10 GeV in the resolution of x(y) component of Emiss
T is

observed, which can be used to estimate the Emiss
T variation from detector effects in

the pure leptonic channel (e.g., Z → µ+µ−, W → µν), but the effect of collinear

radiation from signal events should be considered separately.

The total scalar transverse energy (
∑

ET), defined as the scalar sum of the ET

of calorimeter towers in an event, is a quantity highly associated with Emiss
T [44].

Many Emiss
T properties can be expressed as a function of

∑
ET because it has direct

influence on the Emiss
T resolution via the stochastic effect in calorimeter showers and

other detector signal collection processes. Fig. 5–3 shows the spectrum of
∑

ET.
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Figure 5–2. Inclusive Emiss
T HLT rate calculated from samples of jet pT ranges of

50-80, 80-120, 120-170, 170-230, 230-300, 300-380, 380-470, 470-600,
600-800, and 800-1000 GeV/c. For 1kHz rate (Level-1 rate for Emiss

T ),
the threshold is roughly 50 GeV, which is underestimated due to the
lower pT samples (0-20 GeV/c) are not used; for 1 Hz rate (HLT rate
for Emiss

T ), the threshold is roughly 90 GeV, where the contribution
from the lower pT samples is small.

The detector
∑

ET response is defined as the ratio of detector to generator

level total scalar transverse energy (
∑

Edet
T /
∑

Egen
T ). Due to the non-linearity of

calorimeter response, this ratio is not constant, but rather a function of
∑

ET

(Fig. 5–4). Three types of correlations are investigated:

1. Detector
∑

ET with pileup effect versus generator
∑

ET using generated

signal event only.

(
∑

Edet
T /

∑
Egen signal

T ) = 0.9176 +
242.6∑

Egen signal
T − 40.44

(5–2)

2. Detector
∑

ET without pileup effect versus generator
∑

ET using generated

signal event only (based on fast simulation (FAMOS) [45]).

(
∑

Edet
T /

∑
Egen signal

T ) = 0.9149 +
204.2∑

Egen signal
T + 463.12

(5–3)
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Figure 5–3. Scalar
∑

ET spectra in QCD samples in (a) generator level and (b)
detector level that correspond to jet pT ranges (from left to right) of
20-30, 30-50, 50-80, 80-120, 120-170, 170-230, 230-300, 300-380, 380-
470, 470-600, 600-800, and 800-1000 GeV/c.
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Figure 5–4. Detector
∑

ET response as a function of
∑

Egen
T (a) using generated

signal event only in ORCA-OSCAR (close circle) and FAMOS (open
circle) and (b) using generated signal and generated pileup events
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3. Detector
∑

ET with pileup effect versus generator
∑

ET using generated

signal event and generated pileup events.

(
∑

Edet
T /

∑
Egen

T ) = 0.9192 +
52.24∑

Egen
T − 217.1

(5–4)

Compared to the full simulation, the major difference in fast simulation [45] is

that it does not have in-time pileup (pileup effect from same bunch crossing) and

out-of-time pileup (pileup effect from different bunch crossing) for the version we

used. The comparison between Eq. 5–2 and 5–3 illustrates a detector level pileup

effect with several hundred GeV of transverse energy introduced by this overall

detector effect (Fig. 5–5). In a wide
∑

ET range, this factor can be nearly treated

as a constant. Its visible dependence on
∑

ET comes from various and complicated

detector effects: non-linear response, electronic noise induced by increasing signal

events’ energy, and the ET threshold in HCAL hit reconstruction (∼ 500 MeV) that

make minimum bias events’ presence and contribution potentially depend on the

signal event.
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The pileup effect is critical for
∑

Edet
T quantities. It is stronger in the low pT

QCD events. Normally we can consider that minimum bias events contribute a

relatively constant
∑

ET at the generator level (∼ 200 GeV in each crossing at low

luminosity), which is less correlated to the
∑

ET coming from signal event (the

same argument applies to the Emiss
T ).

In the detector level, minimum events are mainly measured in low energy

towers. As we know, the low energy calorimeter measurement primarily comes

from three sources: minimum bias events, low energy particles from signal events,

and electronic noise. Due to the HCAL hit threshold, these factors are partially

correlated. Changing one factor will influence the presence of rest factors in
∑

ET,

which explains why a larger pileup factor observed in the detector level (∼ 400

GeV).

Those factors are overlapped and combined together in the detector
∑

ET (we

call this combined effect as a nominal pileup effect). Technically it is impossible

to measure the standalone detector response for each of those factors. In the later

section we will further quantitatively discuss this effect from another aspect.

5.2 Missing Transverse Energy Resolution

The resolution of Emiss
T is normally measured by the x(y) component of missing

transverse energy (Emiss
x(y)) as a function of

∑
ET, because the generator level Emiss

T

is small and the detector level Emiss
T distribution at a fixed

∑
ET does not fit well

to a Gaussian distribution. In each data sample, an average Emiss
x(y) resolution and

an average
∑

ET can be calculated. Three types of correlation between Emiss
T and

∑
ET are investigated as shown in Fig. 5–6:

1. Emiss
T versus detector level

∑
ET.

σ(E
miss
x )2 = 13.162 + 0.99542(

∑
Edet

T − 513.5) +

0.01162(
∑

Edet
T − 513.5)2 (5–5)
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Figure 5–6. Emiss
x resolution quantities: (a) Emiss

x resolution versus detector
∑

ET,
(b) Emiss

x resolution versus generator
∑

ET, and (c) Emiss
x resolution

versus generator
∑

ET using signal event only
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2. Emiss
T versus generator level

∑
ET.

σ(E
miss
x )2 = 14.32 + 0.91592(

∑
Egen

T − 488.2) +

0.01172(
∑

Egen
T − 488.2)2 (5–6)

3. Emiss
T versus generator level

∑
ET with signal events only.

σ(E
miss
x )2 = 16.912 + 0.92722(

∑
Egen signal

T − 378.5) +

0.01182(
∑

Egen signal
T − 378.5)2 (5–7)

Fig. 5–7 shows the average Emiss
T versus

∑
ET. The dependency is investigated

in a similar way as that of Emiss
T :

1. < Emiss
T > versus detector level

∑
ET.

< Emiss
T >2= 8.6012 + 1.2942(

∑
Edet

T − 408.9) +

0.01802(
∑

Edet
T − 408.9)2 (5–8)

2. < Emiss
T > versus generator level

∑
ET.

< Emiss
T >2= 12.612 + 1.1832(

∑
Egen

T − 383.8) +

0.01782(
∑

Egen
T − 383.8)2 (5–9)

3. < Emiss
T > versus generator level

∑
ET using signal events only.

< Emiss
T >2= 18.172 + 1.212(

∑
Egen signal

T − 296.8) +

0.01792(
∑

Egen signal
T − 296.8)2 (5–10)

The dependence of Emiss
x(y) resolution and average Emiss

T on
∑

ET will be mea-

sured accurately at the LHC because of the large production cross section of QCD

di-jets, as compared to the the finite Monte Carlo simulation and reconstruction
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Figure 5–7. < Emiss
T > quantities: (a) < Emiss

T > versus detector
∑

ET, (b) <
Emiss

T > versus generator
∑

ET, and (c) < Emiss
T > versus generator∑

ET using signal event only
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samples used in this study. These samples will improve our understanding of vari-

ous detector effects and fluctuations of jet energy response that cause fake Emiss
T in

QCD events. A pre-scaled di-jet triggers down to low jet ET (using a lower jet ET

threshold to trigger the events with a scaling factor to control the selection rate)

or using minimum bias trigger data is necessary to clearly understand the Emiss
T

resolution in detail.

There is a large offset of ET in the fitting fuction, this is because:

• Electronic noise and other detector effects contribute a significant amount

of
∑

ET. The
∑

ET spectrum falls with
∑

ET below 500 GeV as shown

in Fig. 5–3, so the fitting mainly consider the average
∑

ET resolution

calculated from each sample.

• In low luminosity, minimum bias events contribute a random factor to the

Emiss
x(y) variance, which is relatively independent on the signal QCD events’
∑

ET. In the fitting, the pileup effect is considered as a constant term. But

for the low
∑

ET region, it largely relates to the under-pileuped events (the

number of pileuped events is less than the average value of low luminosity),

so the prediction of Emiss
T resolution versus

∑
ET has been dominated by this

effect.

A tower threshold can be used to suppress the electronic noise and pileup en-

ergy which result in a much lower
∑
ET , but this is quite different in physics from

the “true” low
∑

ET in the front tail of the spectrum, although some correlation

can be exploited (discussed in the later section).

In the following, we briefly discuss the correlation of the Emiss
x(y) resolution

under the situation of under-pileup and the
∑

ET by using single minimum bias

event and QCD samples with p̂T of 0-15 and 15-20 GeV/c, which can be treated

pileuped minimum bias samples because of very low signal events’
∑

ET. These

three samples show very consistent features in Emiss
x(y) resolution (Fig. 5–8 (a)). The
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fitting based on these samples (Fig. 5–8 (b)) gives

σ(E
miss
x ) =

√
3.522 + 0.61052(

∑
Egen signal

T − 124.3) (5–11)
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Figure 5–8. Emiss
x resolution quantities in low

∑
ET samples: (a) Emiss

x resolution
versus detector

∑
ET and (b) fitting based on the average correlation

of these samples between Emiss
x resolution and

∑
ET

5.3 Missing Transverse Energy from Jets and Unclustered Towers

Since jets are the interesting part of QCD events, in order to exploit the Emiss
T

quantities that are associated with jets, we define two regions in an event, the jet

(cluster) region (defined by the η-φ space that contributes to the jet reconstruction)

and the unclustered region (defined by the η-φ space that does not contribute to

the jet reconstruction).

The value of Emiss
T can be calculated separately for each region. With two

regions defined by the reconstructed event at the detector level, the generator level

particles are associated with one of the regions based on their flying direction.

The definition of regions is performed for every event. It is important to use the

detector level only (or generator level only) for the region definition, but not the

combination of them, because we need to maintain a consistent view of event



93

geometry between the detector level and generator level of the same event to make

comparisons.

Jets are reconstructed by the iterative cone (IC) algorithm implemented in

ORCA with cone size of R = 0.5 and ET > 20 GeV. The towers that do not

contribute to the jets are collected as unclustered towers. Fig. 5–9 shows the ratio

of
∑

ET of jet region to unclustered region. Fig. 5–10 shows separately the Emiss
x

resolution in jet and the unclustered regions as a function of
∑

ET, which indicates

the jet region plays a more important role in defining the overall event’s Emiss
T

quantities.
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Figure 5–9. Ratio of
∑

ET of jet region to unclustered region versus
∑

ET.

The jet cone size was varied to investigate the effect on the region definition

and Emiss
T quantities (Fig. 5–11 and Fig. 5–12). We use the axis of IC jets with a

R = 0.5 cone as input to rebuild the jets with new cone sizes of R =0.2, 0.4, 0.6,

and 0.8.
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Figure 5–10. Emiss
x resolution of the jet and unclustered regions versus

∑
ET.

0.2 cone shows very different behavior from other cone sizes due to the

“leaking” of the jet energy (related to hadronic shower) to its proximity region.

The
∑

ET response in the jet region (Fig. 5–11(d)) manifests the correlation

between the jet energy response and the jet cone size, which is consistent with

the observation that most of the jet energy located in the narrow cone around the

jet axis. The large response of low ET events is an effect from pileup energy. The

information of unclustered region is useful to justify the cone size. The unclustered

region’s
∑

ET versus overall
∑

ET (Fig. 5–12(c)) shows that 0.4 cone size is very

stable. This fact indicates a “optimal” cone size around 0.4.
∑

ET and its response with respect to signal events in the unclustered region

(Fig. 5–12 (c) and (d)) indicate a 240 GeV total transverse energy from minimum

bias and electronic noise. The difference between the nominal pileup factor in

Fig. 5–5 and here is because the first result contains a systematic bias due to the
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Figure 5–11. Emiss
T related quantities in jet region: (a) average detector Emiss

T , (b)
detector Emiss

x resolution, (c) average detector
∑

ET, and (d) response
of detector to generator level

∑
ET using signal event
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Figure 5–12. Emiss
T related quantities in the unclustered region: (a) average detec-

tor Emiss
T , (b) detector σ(Emiss

x ), (c) average detector
∑

ET and (d)
response of detector to generator level

∑
ET using signal event



97

overlapping of all the factors in the unclustered region and the non-linear response

in the jet region due to the pileup effect. In general, quantities related to the

systematic effect of pileup and electronic noise highly depend on the configuration

of the simulation and reconstruction. Its influence on Emiss
T need to be clearly

understood especially at the high luminosity. In the existing reconstruction

strategy, the HCAL hit ET threshold provides a partial control of these factors.

We define the following quantities to further investigate the correlation

between the jet and unclustered regions:

• Ratio of missing transverse energy in the unclustered region to jet region

(Emiss
T,U /E

miss
T,J )

• Ratio of x(y) component missing transverse energy resolution in the unclus-

tered region to jet region (σ(Emiss
T,U )/σ(Emiss

T,J ))

The first quantity shows the relative contribution of the two regions to the

overall Emiss
T based on the magnitudes of Emiss

T,U and Emiss
T,J . The second quantity

shows how two regions contribute to the resolution of Emiss
T .

Fig. 5–13 shows Emiss
T,U /E

miss
T,J and σ(Emiss

T,U )/σ(Emiss
T,J ) as a function of

∑
ET using

the R = 0.8 cone size for the definition of the regions. Fig. 5–14 shows how various

cone sizes affect Emiss
T,U /E

miss
T,J and σ(Emiss

T,U )/σ(Emiss
T,J ).

Fig. 5–15 shows the φ angular correlation between Emiss
T,U and Emiss

T,J defined by

a back-to-back quantity (δφ = φjet − φuncluster − π). Fig. 5–16 shows the fraction

of events that satisfy |δφ| < 1.0 with a strong back-to-back correlation between

the jet and unclustered regions. The result confirms 0.4 cone is a very stable in the

angular correlation between two tregions.

The apparent difference between various cones’ behavior in Fig. 5–16 shows

that it is a very sensitive way to investigate the performance based on this correla-

tion with respect to various jet cone sizes. The origin of the difference shows both

the intrinsic physics effect and detector effect:
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Figure 5–13. Emiss
T,U /E

miss
T,J and σ(Emiss

T,U )/σ(Emiss
T,J ) as a function of

∑
ET using 0.8 cone

size to define the jet and unclustered regions
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Figure 5–14. Correlation between the jet and unclustered regions: (a) Emiss
T,U /E

miss
T,J

and (b) σ(Emiss
T,U )/σ(Emiss

T,J ) as a function of
∑

ET using various cone
sizes to define the jet and unclustered regions
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Figure 5–15. The φ angular correlation with QCD samples of jet p̂T of (a) 30-50
and (b) 50-80 GeV/c for four cone sizes: 0.2 (black), 0.4 (red), 0.6
(green), and 0.8 (blue). The peak shows Emiss

T,U and Emiss
T,J are back-to-

back.

• Increasing the jet energy causes larger leaking of hadronic shower, but the jet

shape will be narrower and more concentrates around the jet axis. A balance

of both effects is maintained in 0.4 cone size, which explains the observation

of the stable behavior of those
∑

ET and Emiss
T related quantities.

• For narrow cone size, the leakage of the shower is more significant, which

cause the higher correlation between jet and unclustered region, and is

enhanced by increasing
∑

ET. But for the larger cone size, the concentration

of jet energy largely reduces the dependency of unclustered region’s energy on

jet region, so does their correlation.

5.4 Correlation Between Jets and Missing Transverse Energy

Jet energy correction is not applied in this chapter. In general the low jet

energy response of calorimeter potentially suppress the detector level Emiss
T without

respecting that they are true or faked. So two opposite effects of can be observed

for different physics final states:
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Figure 5–16. Fraction of events with a back-to-back correlation |δφ|< 1.0 between
the jet and unclustered regions as a function of

∑
ET for four cone

sizes: 0.2 (black), 0.4 (red), 0.6 (green), and 0.8 (blue)
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1. QCD Emiss
T is mainly a detector effect. Normally jet energy correction will not

recover the generator level Emiss
T and possibly further bias the overall Emiss

T of

the jet system.

2. The signal events have large true Emiss
T in generator level (e.g., SUSY[54],

Top, Invisible Higgs, and W+jets), the detector Emiss
T is under-measured due

to the low calorimeter response. A jet energy correction works for this type of

Emiss
T and calibrates the average Emiss

T scale.

The effect of non-uniformity of calorimeter jet energy response can be cor-

rected by the energy jet calibration. A small fraction of QCD events with di-jet

having large η difference and very different jet energy response have the poten-

tial to benefit from jet energy correction, but for those events with di-jets having

similar η, the jet calibration might deteriorate the Emiss
T resolution. So the imple-

mentation of jet calibration for QCD events is mainly a selection of events using

di-jet η distribution instead of a general technique that can work for all types of

physics events. Possible bias can be induced if it is used for HLT and make the

HLT selection less inclusive.

Chapter 7 provides additional information concerning above discussion. An

optimal strategy for HLT selection is under investigation. For offline selection,

using di-jet φ correlation is more effective to suppress QCD events than using jet

correction with respect to Emiss
T quantities. Which one is better largely depends on

the specific needs of the analysis.

In previous section, the jet and unclustered regions are defined and used to

study the Emiss
T quantities and their correlation. In this section, we further explore

the correlation between jets and Emiss
T in QCD events. Fig. 5–17 shows the φ

distance between the highest ET jet and Emiss
T . Fig. 5–18 shows the φ distance

between the second and third highest ET jets and Emiss
T . Fig. 5–19 shows the φ

correlation between two highest ET jets.
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Figure 5–17. φ quantities between the highest ET jet and Emiss
T : (a) the φ distance

between the highest ET jet and Emiss
T and (b) the φ correlation (de-

fined as δφ = φjet − φMET + π) between highest ET jet and Emiss
T . Five

QCD samples are used with jet pT ranges: 50-80 (black), 80-120 (red),
120-170 (green), 170-230 (blue), and 230-300 (yellow) GeV/c.

Emiss
T and the highest ET jet are strongly back-to-back correlated. This

is caused primarily by detector resolution effect inducing a larger energy mis-

measurement along the direction of di-jet. The direction of the Emiss
T and the

second highest ET jet also tends to be collinear due to the back-to-back nature of

QCD di-jet events. The Emiss
T and the third highest ET jet are almost uncorrelated,

which is anticipated because the soft jets from radiation, or jets from other detector

factors (e.g., pileup, underlying events, and electronic noise) have less correlation

with di-jet system. The Emiss
T in QCD events dominated by the jet measurements.

Fig. 5–20 and 5–21 show the contribution to Emiss
T from the two highest ET jets.

Fig. 5–22 shows the detector level Emiss
T resolution in the orthogonal direction

to di-jet. This is an interesting quantity, because di-jet system mainly causes a

Emiss
T in the jet direction. In the orthogonal direction, the contribution from di-jet
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Figure 5–18. φ distance between (a) the second highest ET jet and Emiss
T and (b)

the third highest ET jet and Emiss
T . Five QCD samples are used with

jet pT ranges: 50-80 (black), 80-120 (red), 120-170 (green), 170-230
(blue), and 230-300 (yellow) GeV/c.
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Figure 5–19. The φ correlation (defined as δφ = φ1 − φ2) of the two highest ET jets.
Five QCD samples are used with jet pT ranges: 50-80 (black), 80-120
(red), 120-170 (green), 170-230 (blue), and 230-300 (yellow) GeV/c.
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Figure 5–20. The φ correlation between Emiss
T,J and Emiss

T defined as δφ = φjet −
φEmiss

T
+ π for five QCD samples with jet pT ranges: 50-80 (black),

80-120 (red), 120-170 (green), 170-230 (blue), and 230-300 (yellow)
GeV/c
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Figure 5–21. The φ correlation quantities shown in Fig. 5–20 as a function of∑
ET: (a) the σ of φ correlation and (b) the average

∑
ET of the two

jets

is much smaller, which is caused by initial state radiation and final state radiation,

magnetic field deflecting jet particles, and the underlying event.

5.5 Effect of Tower Energy Threshold

Average Emiss
T and σ of Emiss

x are used to evaluate the effect of tower energy

threshold as shown in Fig. 5–23 in several samples. In general, high threshold will

definitely deteriorates the resolution. Below 0.9 GeV, most of the samples shows

insensitive to the threshold, this is because the value of threshold is in the same

level of the low energy tower’s resolution (∼ O(1) GeV).

A high threshold causes serious bias in Emiss
T measurement, because its effect

is beyond the suppression of electronic noise or pileup events. The unclustered

region is dominated by the towers with ET < 1 GeV, which is very sensitive to the

threshold, while in jet region, the threshold has less influence. A high threshold is

equal to removing the unclustered region from Emiss
T reconstruction, of which effect

is discussed in next section.
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Figure 5–22. Detctor level Emiss
T resolution in the orthogonal direction to di-jet as a

function of
∑

ET

It should be emphasized that the energy tower threshold has significant impact

on
∑

ET as shown in Fig. 5–24. A high tower energy threshold largely reduces the
∑

ET level. The correlation between the tower threshold and
∑

ET provides a way

to measure (or predict) detector factors in the low energy region. A offset of
∑

ET

with a tower threshold t is defined as

∆(
∑

Et
T) =

∑
Et

T −
∑

E0
T (5–12)

where
∑

Et
T and

∑
E0

T correspond to
∑

ET with threshold t and 0 respectively.

The ratio of
∑

Et
T/
∑

E0
T (defined as Rt) is illustrated in Fig. 5–25. The curves are

fitted with Eq. 5–13.

Rt = a+
b

(t+ c)d
(5–13)
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Figure 5–23. < Emiss
T > and σ of Emiss

x versus tower energy threshold in QCD sam-
ples with jet pT (a) 30-50, (b) 120-170, (c) 300-380, and (d) 600-800
GeV/c
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With t = 0 GeV, the detector Rt should be equal to 0 according to the

definition, but projected Rt at t = 0 (defined as Rp
t=0) from various samples are all

lower than 0, which shows a significant amount of low energy towers are removed

by the 0.4 GeV tower energy threshold which is the lowest one used for the fitting.

The correction between Rp
t=0 and

∑
ET is illustrated in Fig. 5–26.
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Figure 5–24.
∑

ET spectum under three tower threshold: 0.4 (right), 1.6 (middle),
and 4.0 (left) GeV in sample of pT range from 50-80 GeV/c.

Rp
t=0 is an interesting parameter which can be extracted directly from ex-

perimental data and is correlated to the offset in the fitting function discussed

in Section 3. Rp
t=0 is not a constant term, which reflects the complexity of the

dependency of Emiss
T quantities on other detector factors and selection cuts (e.g.,

tower energy threshold). Due to low pT events in fact dominates the QCD samples,

it is plausible to use 250-300 GeV for the offset for the fitting of the Emiss
T resolution

versus
∑

ET. An in-depth study is needed to completely exploit the correlation

between Rp
t=0 and offset in the resolution fitting function by applying various level

of electronic noise and pileup condition. In this study, we mainly focus on low

luminosity, so the combined effect of electronic noise and minimum bias events
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plays an important role in the sensitiveness of Emiss
T quantities to the tower energy

threshold.

5.6 Possibility of Excluding Unclustered Region

There is no strong evidence that only using the jet region and excluding the

unclustered region can improve Emiss
T resolution, although this technique largely

reduces the influence of the effect of pileup, electronic noise, and other unexpected

detector effects. In this section, we want to make a quantitative justification and

discuss the possibility of its usage in high luminosity.

The key reason why we need to consider both the jet and the unclustered

regions for Emiss
T is that the signal events also deposit low energy particles in

the unclustered region. The generator level Emiss
x resolution using jet region

as a function of
∑

ET is shown in Fig. 5–27. The deviation due to the region

exclusion is generally higher the standalone Emiss
x resolution caused by pileup and

other detector effects (∼ 10 GeV) which mainly occurs in the unclustered region

(discussed in Section 2). This fact indicates that even various detector effects cause

the deterioration of Emiss
x , but it is still better to keep the unclustered region, which

also explains why a high tower energy threshold might affect the Emiss
T resolution.

In the case of high luminosity, the conclusion might change. If the standalone

deviation caused by various detector effects reaches 20 GeV level, based on Fig. 5–

27, it can be seen that for low
∑

ET QCD events which roughly corresponds to the

events with jet ET below ∼ 150 GeV, the exclusion of the unclustered region can

reduce the overall deviation of Emiss
x . It is expected that using only jet region has

a stronger effect in low pT samples. Thus a reduction of the Emiss
T trigger rate can

be achieved without affecting the “inclusiveness” of the trigger strategy, because it

does not require a precise knowledge of jet correlation like other optional techniques

which can also suppress QCD events (e.g., jet energy calibration for the events with

large η difference, φ correlation based on di-jet).
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Figure 5–27. Generator level Emiss
x resolution using cluster region as a function of∑

ET

5.7 Summary

Emiss
T related quantities of QCD events at low luminosity have been systemati-

cally studied, which include: Emiss
T and

∑
ET spectrum, Emiss

T resolution,
∑

ET HLT

threshold, correlation between Emiss
T and

∑
ET, standalone Emiss

T and
∑

ET in jet

and unclustered regions respectively, correlation between the jet and unclustered

region, correlation between Emiss
T and jets, Emiss

T in the orthogonal direction to the

di-jet system, effects of tower energy threshold, region exclusion, pileup factor, and
∑

ET offset.

These measurement and analysis provide a critical framework to characterize

and evaluate the detector performance on fundamental offline
∑

ET quantities.

Similar approach using experimental data will be performed after LHC takes data.



CHAPTER 6
MISSING TRANSVERSE ENERGY CORRECTION IN LEPTONIC EVENTS

The raw Emiss
T is calculated by summing up transverse energy vector of all

calorimeter towers (Eq. 6–1). This is apparently incomplete for some physics chan-

nels that contain muon in the final states. Many studies of precision measurement

of standard model [46, 47] and searching for new physics (e.g., Supersymmetry

[48, 49, 50, 51] and Higgs boson [52, 53]) need a better quality of Emiss
T reconstruc-

tion and proper techniques to correct the systematic bias and inefficiency in raw

quantities due to various detector effects. The performance and limitation of those

correction techniques will also need be well understood.

~Emiss
T = −

∑
~Etower
T (6–1)

Earlier studies [54, 29] show using calibrated jets for Emiss
T reconstruction

can restore the average Emiss
T scale in several SUSY processes, but similar method

does not reduce the Emiss
T trigger rate dominated by QCD events, in which the

faked Emiss
T mainly comes from the stochastic effect of calorimeter jet energy

response. Because of very large cross section of the QCD process at hadron collider,

a high trigger threshold for the inclusive Emiss
T is necessary to reduce the Emiss

T

trigger rate to a reasonable level to record the events from the online system. This

fact indicates that the normal jet calibration mainly works on certain channels

with large true generated Emiss
T , but ineffective to other channels that have small

generated but large detector level Emiss
T . It raises a subtle question about the

possible bias of jet energy correction on Emiss
T for different physics processes,

especially for those analysis involving hadronic final states or inclusive Emiss
T

quantities.

114
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Other than QCD events, many physics processes with hadronic final states

(e.g., Top pair and W/Z+jets with W/Z hadronic decay) make the Emiss
T in the

detector level. Those events are more serious background to new physics. Although

using extra signatures (e.g. tau-tagging, b-tagging, and QCD di-jet correlation)

help suppress the faked Emiss
T and extract the signal from the large background,

the issue discussed above still limits the usage of jet energy correction as a non-

selective technique for the Emiss
T correction in hadronic final states.

A more appealing final state for the Emiss
T correction is Emiss

T plus lepton (called

leptonic event). The high efficiency of lepton identification strongly rejects QCD

and other hadronic events. The semi-leptonic W boson decay, resulting in neutrino

and true generated Emiss
T , is a major source of leptonic events which dominates the

single lepton trigger for lepton pT above 20 GeV (details in 307-308 pages of [28]).

Properties of Emiss
T with their correction in leptonic final states is very important,

which has not been systematically studied in CMS before. Some important topics

(e.g. W and Top mass reconstruction, searching for Higgs that decays to di-boson)

will significantly benefit from a better Emiss
T resolution.

This chapter describes a study of adapting the raw Emiss
T reconstruction

algorithm to the presence of lepton in leptonic final states. The jet isolation and

energy correction is developed and applied. The pileup factor is considered in order

to further improve the Emiss
T scale. The optimization of the algorithm and overall

results of Emiss
T resolution and other related quantities based on two major leptonic

channels, Top pair (tt̄) and W+jets, are conducted.

6.1 Data Samples

tt̄ and W+jets are two typical leptonic processes with large cross section

in LHC. Details of the software used for event generation (CMKIN), simulation

(OSCAR), digitization and reconstruction (ORCA) can be found in [38, 39, 40].

The configuration of the data samples is summarized in Table. 6–1.
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Table 6–1. The configuration of leptonic data samples including tt̄ inclusive, tt̄
leptonic and W+jets

Channel Configuration Number of event
tt̄ inclusive all W decay mode switched on 200,000
tt̄ leptonic W semileptonic decay mode 200,000
W+jets W semileptonic decay with binned pT 500,000

In the pre-selection, we require at least one electron or muon with pT > 6

GeV/c and |η| < 3.0 in the generator level in order to identify a leptonic event.

The detector fiducial η range of electron (|η| < 3.0) and muon (|η| < 2.4) are

implemented in the detector reconstruction respectively. A 20 GeV/c lepton pT

threshold is chosen for analyzing and evaluating the Emiss
T performance, which is

commonly used for the offline electron and muon selection partially because a

better isolation can be performed with higher identification efficiency and better

energy resolution.

The correlation between the Emiss
T and the lepton pT is studied by using

the fraction of events with generated Emiss
T > 30 GeV as a function of lepton

pT threshold (Fig. 6–1). The generator level Emiss
T is reconstructed by using all

the particles with |η| < 5.0 except neutrinos. As a result of the lepton selection

with 20 GeV/c pT threshold, the hadronic events in the tt̄ inclusive sample are

removed and events with true Emiss
T get larger significance. In the W+jets sample,

this effect is more apparent for low W pT events, which actually dominate the

W+jets cross section. The tt̄ leptonic sample contains intrinsic Emiss
T , which is less

affected. It can also be seen that a higher lepton pT threshold will not increase the

significance of events with true Emiss
T in tt̄ samples, and will dramatically reduce

the fraction in the W+jets sample due to W mass constraint on the neutrino and

lepton momentum.

Tau selection is not considered in this analysis, because of its relatively lower

detector identification efficiency than that of muon and electron and possible
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Figure 6–1. The fraction of events with Emiss
T > 30 GeV as a function of lepton pT

threshold for (a) tt̄ samples and (b) W+jets samples respectively

Emiss
T coming from certain τ decay modes. The output of this study ultimately

contributes to the ORCA MET subsystem for the reconstruction and analysis of

Emiss
T .

6.2 Correction by Muon

The muon identification is performed by the muon detector and tracker. The

calorimeter is mainly used for the isolation of muon in the high level trigger (HLT)

or offline reconstruction, because b and c quark decays contribute a high rate

for non-isolated muon which is less interested in many physics studies. Here we

mainly focus on those muon events that the muon comes from W or Z decay and is

isolated from jets. The muon correction for the raw Emiss
T is important in leptonic

events and results in a significant improvement of Emiss
T resolution.

This section discusses the muon correction algorithm and the possibility of

using tracker and calorimeter information to make muon correction for certain η

regions where normal muon identification is inefficient. Systematic effects of muon
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energy measurement and its correlation to the muon energy deposit in calorimeter

are also investigated.

6.2.1 Basic Algorithm

As a minimum ionic particle (MIP), muon creates faked Emiss
T signature in

calorimeter. So the raw Emiss
T quantity need be corrected by muon momentum at

vertex (Eq. 6–2).

∆ ~Emiss
T = −

∑
~Pmuon
Tvertex (6–2)

At LHC startup, the staged muon detector construction will limit the trigger

acceptance to |η| < 2.1. But if the event is triggered by the central muon or other

objects, the muon in the region of 2.1 < |η| < 2.4 is able to be reconstructed. The

algorithm of muon correction in this study is implemented with full acceptance

of the muon system with |η| < 2.4 aiming at the HLT or offline Emiss
T correction.

In the forward region of |η| > 3.0 that is not covered by the tracker and muon

system, muon signal will be completely lost, which cause real faked Emiss
T signature.

In the region of 2.4 < η < 3.0, there is a possibility of using tracks and calorimeter

isolation for muon correction (discussed in later section).

6.2.2 Reconstruction and Systematic Effect

Muon is reconstructed by the standard offline algorithm with pT threshold set

to 3 GeV/c, which can be set as low as possible if muon identification efficiency

is kept high. We use the same threshold as that of di-muon high level trigger. In

general, the correction of very low pT muon is less important because the deviation

of Emiss
T resolution from the calorimeter stochastic response and other detector

effects is much larger (e.g., the average Emiss
T resolution of tt̄ events is ∼ 20 GeV in

calorimeter).

The major difference between the muon reconstruction for the trigger purpose

and for the Emiss
T correction is the isolation criterion for latter one can be loose.
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But the muon momentum resolution largely depends on using tracks, which is

sensitive to the isolation condition. The optimization of muon reconstruction for

Emiss
T should be further exploited.

In order to understand whether the muon energy deposit in the calorimeter

might cause double-counting on the calculation of muon correction, we use two

methods to study the possible systematic effects:

• Assuming an average muon energy deposit in calorimeter (Emuon
calo , called

Muon Calo Factor), then the muon correction using the muon momentum at

vertex should subtract the double counting of this factor from the calorimeter

measurement (Eq. 6–3).

∆ ~Emiss
T = −

∑
(~Pmuon

Tvertex − ~Emuon
Tcalo

) (6–3)

Fig. 6–2 shows the resolution and average error of Emiss
T after the muon

correction as function of Muon Calo Factor, where its transverse component

Emuon
Tcalo

is used for the subtraction of double counting. The optimal Emiss
T

resolution is at Emuon
calo ∼ 4 GeV with a ∼ 0.45 GeV (∼ 2%) of systematic

effects in the overall resolution (this can be calculated from the simple

muon correction that does not consider the double-counting effect, which

corresponds to Emuon
calo = 0).

In fact, this result also contains the systematic effect of the measured muon

track pT comparing to its generator pT, which explains why a large optimal

Muon Calo Factor can be observed according to the x(y) component of Emiss
T

(Emiss
Tx ) and average Emiss

T error (both quantities reach lowest point at Emuon
Tcalo

∼
8 GeV).

A larger negative value of average Emiss
T error under the optimal muon

correction is predicted because a lower jet energy response causes the under-

measurement of Emiss
T . It is an interesting phenomenon that the detector
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systematic effect of muon, on the other hand, smears the under-measurement

by increasing the average Emiss
T scale and makes a worse resolution.
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Figure 6–2. Emiss
T properties as a function of Muon Calo Factor: (a) Emiss

T resolution
(dot) and Emiss

Tx resolution (circle) and (b) average Emiss
T error between

detector and generator level

• Using an isolation cone in the calorimeter to study the effect of muon energy

deposit in the calorimeter. The axis is defined by the muon momentum

direction at vertex. The cone size (∆R) is set to 0.2. To directly measure the

muon energy deposit in the calorimeter is impossible because other sources

(pileup, underlying event and electronic noise) also deposit energy in the

same cone. A larger cone will be more affected by those factors.

Fig. 6–3 shows the distribution of the transverse energy (ET) reconstructed

in the muon isolation cone in three η regions. Most of the cones have less

than 10 GeV of ET. Some have very large ET, mainly because muon is

overlapped with jet or from the heavy quark decay. Small difference in the

Emiss
T resolution is found by comparing the events with high ET in isolation

cone to those with normal ET in the isolation cone.
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Figure 6–3. ET of muon cone isolation cone (a) in the region of |η| < 0.8, (b) in the
region of 0.8 < |η| < 1.6, and (c) in the region of 1.6 < |η| < 2.4

We assume a linear coefficient (Cmuon, called Muon IsoCone Factor) to

parameterize the possible correlation between the muon energy deposit in the

calorimeter and total transverse energy in the isolation cone (Econe
T ). If Econe

T

is above a certain threshold, an average value from the same η region will be

used.

∆ ~Emiss
T = −

∑
(~Pmuon

Tvertex − Cmuon ~Econe
T ) (6–4)

Fig. 6–4 shows the resolution and average error of Emiss
T after the muon

correction as a function of Muon IsoCone Factor. Both the optimal resolution

and average error give Cmuon ∼ 2 with a systematic effect of ∼0.45 GeV (∼
2%) in the Emiss

T resolution. A nominal value of the muon energy deposit

in the calorimeter indicated by the optimal Cmuon is ∼ 8 GeV, which is

consistent with the result from the first method.

6.2.3 Track Correction in High η Region

As mentioned earlier, muon identification in high η regions can be a challenge

because of limited detector acceptance range. In the region of 2.4 < |η| < 3.0,

the muon track can still be reconstructed by the tracker with lower efficiency.

We investigated an algorithm of combining high pT track with the calorimeter
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Figure 6–4. Emiss
T properties as a function of Muon IsoCone Factor: (a) Emiss

T res-
olution (dot) and Emiss

Tx resolution (circle) and (b) average Emiss
T error

between detector and generator level

isolation to recover the muon signal. Due to the availability of the data with fully

reconstructed tracks, region of 2.4 < |η| < 2.6 are used in this study:

• All the reconstructed tracks in this η region with pT > 10 GeV/c are treated

as seeds (the transverse momentum of the seed is defined as pseed
T ).

• The calorimeter isolation with 0.2 cone is performed for every seed by using

the track momentum direction at vertex as axis (the transverse energy of

isolation cone is defined as Eseed
T ).

• The muon candidate track is selected by requiring Eseed
T /pseed

T < 0.1, and the

correction on Emiss
T is performed with Eq. 6–2 using the momentum of the

muon candidate at vertex.

Fig. 6–5 shows the promising performance of this special technique based on

the selected tt̄ sample, where the events contain generator level muon with pT >

10 GeV/c and 2.4 < |η| < 2.6. By matching the muon track candidate with

the generated muon, the algorithm achieves ∼ 78.1% purity of real muon and ∼
31.2% of muon reconstruction efficiency. But it shows mis-identification does not
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deteriorate much the Emiss
T resolution. The same algorithm is tested for the events

with central muon that a normal muon identification can be performed, results

show that the standard muon correction method provides better resolution. So this

technique is mainly suitable in the high η region.
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Figure 6–5. The improvement of Emiss
T resolution after track correction for selected

tt̄ inclusive events with muon of pT > 10 GeV/c and 2.4 < |η| < 2.6:
(a) raw Emiss

T and (b) corrected Emiss
T

Although a good improvement of resolution is achieved, this technique is not

further optimized for Emiss
T correction in this study, because

• It largely depends on improving the standalone track reconstruction efficiency

in high η region, which is not the main focus of this thesis.

• In the tt̄ and W+jets events, the muon concentrates in the central region,

so the overall gain of muon correction is little by extending the η acceptance

from 2.4 to 2.6.

A separate study is performed that pursues the possibility of systematically

using tracks to improve Emiss
T resolution, which includes this algorithm.
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6.2.4 Results

Two methods discussed in previous sections illustrate the improvement of Emiss
T

resolution by considering the muon energy deposit in the calorimeter. The first

method with Emuon
calo = 4 GeV is chosen as an optimization of the muon correction,

since this factor is partially measurable in a particular condition (e.g., Test Beam)

and more straightforward in connecting with the physics effect (about the muon

energy deposit in the calorimeter) at which this correction method aims. The

second method based on isolation cone is sensitive to the electronic noise, pileup

and underlying events.

To evaluate the overall performance of muon correction, two selected samples

of tt̄ events in the generator level are used: the muon sample with no electron of

pT > 6 GeV/c and the electron sample with no muon of pT > 6 GeV/c. Those

events containing muon or electron with |η| > 2.4 are also removed for a consistent

comparison.

Fig. 6–6 shows the Emiss
T resolution in the muon sample is improved from 29.99

to 22.77 GeV by the muon correction, and the difference between the corrected

muon sample and the electron sample is within 1 GeV. Further improvement

in muon identification efficiency and the estimation of its energy deposit in the

calorimeter will help reduce this difference, but the resolution of the electron

sample sets a reasonable limit of muon correction.

6.3 Correction by Electron

The electron identification and measurement of its energy and momentum are

performed by the electromagnetic calorimeter (ECAL) and tracker. The raw Emiss
T

quantity calculated from calorimeter towers consist of the electron energy. The

direct Emiss
T correction by electron object is small, due to good energy resolution of

ECAL. In this section, we mainly focuses on the possibility of using the electron

track momentum for the Emiss
T reconstruction and systematic effects of the electron
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Figure 6–6. The Emiss
T resolution of tt̄ inclusive events: (a) after muon correction for

the selected muon sample, (b) for the selected electron sample, and (c)
before muon correction for the selected muon sample
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energy measurement on Emiss
T quantities. The selection of electron is an important

step toward a cleaner jet energy correction framework due to large faked electron

rate from jets, which is discussed together with jet energy correction in the later

section.

6.3.1 Basic Algorithm

The electron track transverse momentum at vertex (Pelectron
Tvertex

) for Emiss
T correc-

tion is investigated via following methods:

• Using Pelectron
Tvertex

to replace the super-cluster transverse energy (ESC
T ) of the same

electron in the ECAL. The correction on Emiss
T is

∆Emiss
T = −

∑
(~P electron

Tvertex − ~ESC
T ) (6–5)

• Using Pelectron
Tvertex

to replace the energy measurement in the calorimeter isolation

cone (Econe
T ) with cone size set to 0.2. The correction on Emiss

T is

∆Emiss
T = −

∑
(~P electron

Tvertex − ~Econe
T ) (6–6)

In the analysis, an electron correction factor (Celectron) is introduced on top of

above methods (Eq. 6–7).

∆Emiss
T = Celectron∆Emiss

T (6–7)

where Celectron will be optimized with respect to the Emiss
T resolution.

6.3.2 Systematic Effect

The electron signal in the calorimeter is detected by the ECAL with |η| < 3.0

and the Forward Hadronic Calorimeter (HF) with 3.0 < |η| < 5.0 respectively.

Systematic effects of electron on Emiss
T are mainly studied in the ECAL fiducial

region, due to no efficient electron identification in the HF.

In the ECAL acceptance range the Emiss
T resolution is studied as a function of

electron correction factor:



127

• Based on Eq.6–5. The result (Fig. 6–7) shows a systematic effect of 0.25 GeV

in Emiss
T resolution, which is calculated from the optimal Celectron ∼ 0.25 and

raw Emiss
T that corresponds to Celectron = 0. While a complete replacement of

the electron energy of ECAL super cluster by the track momentum through

Celectron = 1 deteriorates the Emiss
T resolution.
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Figure 6–7. Emiss
T properties as a function of electron correction track factor using

track momentum and super-cluster energy at ECAL: (a) Emiss
T reso-

lution (dot) and Emiss
Tx resolution (circle) and (b) average Emiss

T error
between detector and generator level

• Based on Eq.6–6. A similar result (Fig. 6–8) as previous method is observed.

• We also investigate whether there is direct correlation between the track

momentum and the Emiss
T resolution (Eq. 6–8), so the factor concerning

the electron energy deposit in the ECAL can be ignored. The result is in

Fig. 6–9.

∆Emiss
T = −Celectron

∑
(~P electron

Tvertex ) (6–8)
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Figure 6–8. Emiss
T properties as a function of electron correction factor using track

momentum and 0.2 isolation cone at calorimeter: (a) Emiss
T resolution

(dot) and Emiss
Tx resolution (circle) and (b) average Emiss

T error between
detector and generator level
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Figure 6–9. Emiss
T properties as a function of electron correction factor using track

momentum: (a) Emiss
T resolution (dot) and Emiss

Tx resolution (circle) and
(b) average Emiss

T error between detector and generator level
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Above results show there is a small systematic effect (∼ 0.25 GeV) in Emiss
T

resolution concerning the electron. An optimization can be achieved by combining

the electron track and its calorimeter measurement.

In the region of |η| > 3.0, the electron is treated as jet. The average electron

response in the HF is ∼ 0.9 with pT range from 30 to 100 GeV/c based on the tt̄

inclusive sample, which is consistent with the normal jet energy response [55]. In

order to estimate the systematic effects of the electron measurement in the HF,

two electron samples are selected: events with central electrons of pT > 6 GeV/c

and |η| < 2.0 , events with forward electrons of pT > 6 GeV/c and |η| > 3.0. The

Emiss
T resolution between two samples are less than 0.1 GeV. The average Emiss

T error

between the generator and detector level are almost the same. The overall electron

sample resolution is shown previously in Fig. 6–6.

6.4 Correction Algorithm Based on Jet

In the rest of this chapter, the jet energy correction on Emiss
T is studied. In

order to evaluate the overall effect of the jet energy correction, the correction by

muon and electron discussed in previous sections are applied first. The different

performance of jet correction between the electron and muon sample is found small,

so no further differentiation between two type of leptonic events are made in the

following analysis.

This section concentrates on several fundamental aspects of the jet energy

correction algorithm with respect to Emiss
T reconstruction.

6.4.1 Jet Reconstruction and Selection

The detector jet is first reconstructed by the iterative cone (IC) algorithm.

The configuration of jet reconstruction parameters in this step is summarized in the

following:

• Cone size ∆R = 0.5

• Seed threshold Eseed
T = 1.0 GeV
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• Jet ET threshold Emin
T = 15 GeV

• Tower energy threshold Emin
Tower = 0.5 GeV

The possibly further jet reconstruction is performed according to various Emiss
T

correction scenarios:

• cone jet with ∆R of 0.2, 0.4, 0.6 and 0.8

• Jet axis is defined by the IC jet from the first step

• Tower energy threshold Emin
Tower = 0.1 GeV

In the standalone jet reconstruction, the electron identification is not carried

out. As a result, electrons will be identified as jets (called electron-jet in the

following). Those electrons that are missed by the electron identification are

treated as real jets due to limit track reconstruction efficiency, isolation efficiency,

super-cluster reconstruction efficiency and etc. In general the electron-jet should

not be applied jet energy correction, since its calorimeter energy response is close to

1.0 as shown in Fig. 6–10(a).

There is a possibility that normal jets behave like electron by depositing most

of the energy in the ECAL (called electron-like jet). This phenomenon simply

reflect a statistic effect in large jet samples. It is necessary to reduce the number of

mis-identified electrons, since the mis-identification will influence the jet correction.

The electron-like jet energy response is compared to that of the normal jet, small

difference is observed as shown in Fig. 6–10.

For the better quality of Emiss
T reconstruction, a selection of electron candidates

including electron-jet and electron-like jet are established (Eq. 6–9). We use energy

fraction between the HCAL and ECAL (Rh/e) and the jet energy isolation factor
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Figure 6–10. Electron and jet energy response in calorimeter: (a) the events that
pass the selection criterion and (b) the events that fail the selection
criterion

(RIso0.2 and RIso0.4) to parameterize the selection criterion for electron candidates.

Rh/e = E0.2cone
hT /E0.2cone

eT

RIso0.2 =
|P electron
Tvertex

− E0.2cone
T |

P electron
Tvertex

(6–9)

RIso0.4 =
E0.4cone
T

P electron
Tvertex

where E0.2cone
Thcal

and E0.2cone
Tecal

are the sum of ET in jet 0.2 cone of HCAL and ECAL

respectively, E0.2cone
T = E0.2cone

Thcal
+ E0.2cone

Tecal
, E0.4cone

T is the sum of ET in cone region

from 0.2 to 0.4.

An optimized selection criterion with Rh/e < 0.05, RIso0.2 < 0.1 and RIso0.4 < 0.3 is

used to filter electron candidates as shown (Fig. 6–10):

• True electrons that pass the selection have good energy response (∼ 1.0). The

response of those failed in the selection is similar to that of normal jets, which

should be applied jet energy correction.
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• The response of jet faked electrons is insensitive to the selection no matter

they pass or fail the selection criterion.

• The selection criterion achieves ∼ 85% efficiency for generated electrons with

pT > 15 GeV/c and less than 3% faked rate in the tt̄ sample.

6.4.2 Basic Algorithm

The formula of calculating Emiss
T under jet energy correction is

∆Emiss
T = −

∑
( ~Ec

T − ~Er
T ) (6–10)

where Ec
T and Er

T are the corrected and raw jet ET respectively.

The complete treatment of using jet energy correction needs a clear separation of

cluster (jet) and unclustered towers, in which two non-overlapped regions in the

calorimeter η-φ space are defined. The details of region definition based on QCD

events is described in Chapter 5. This procedure is also valid for other type of

events.

The presence of lepton needs implement several selection criterion discussed

in previous sections. The general formula of calculating Emiss
T under the region

definition is

Emiss
T = −(

∑
~Ejet
T +

∑
~Etower
T ) (6–11)

where the first sum is over the cluster region and second over the unclustered

region.

All the jet energy correction occurs in cluster region. If raw energy of unclus-

tered towers are used for Emiss
T , the results based on Eq. 6–10 and 6–11 are the

same. In this study, no correction is applied on unclustered towers, because:

• Several detector effects influence the calorimeter low energy response:

quantization of calorimeter readout, tower ET threshold, material budget

in tracker, and 4T magnetic field. Due to the loss of low pT particle that
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can’t reach calorimeter or deflected by magnetic field, the response function

between generator particles and calorimeter measurement in the same η-φ

region has very large fluctuation. Simply using a scaling factor without

reducing the variance will not improve the Emiss
T resolution.

• Applying a general scaling factor if it is larger than one on all unclustered

towers has the potential to magnify the deviation of Emiss
T measurement.

Result in [54] shows the correction on unclustered towers does not further

improve the Emiss
T resolution after applying jet correction.

• The standalone Emiss
T caused by limited η coverage of the detector and pileup

events, is less correlated with Emiss
T from signal event. If the signal Emiss

T is

larger, these detector effects will not make the systematic bias on the overall

Emiss
T scale although they deteriorate its resolution. In the results based on

QCD events discussed in Chapter 5 and this study as shown in the later

section, the unclustered region contributes an average 10-20 GeV standalone

Emiss
T , which is below the 30 GeV signal Emiss

T threshold that is targeted in this

analysis.

6.4.3 Jet Energy Response Scheme

Several jet correction algorithms have been studied in CMS. The correction

constants of an algorithm is commonly built and optimized on top of a measured

jet energy response, which is mainly derived from two typical schemes:

• Based on some special channel that detector jet ET can be predicated from

other more accurately measured objects. For example, in photon plus jet

events [56, 57, 58], the jet energy response can be measured based on the

photon-jet balancing where the photon ET can be well-determined. This

method can be developed to a purely experimental approach that uses

experimental data only.
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• Based on the comparison of generator and detector jet via simulation.

Normally there is no limitation on which channel to be developed from.

In the following, we focus on what systematic effect on Emiss
T from each scheme

can be anticipated:

• For the first scheme, the jet energy in a predefined cone is calibrated to

photon energy. In general, it does not necessarily lead to the same energy as

that of the generator level jet defined by the same cone.

For the Emiss
T reconstruction, this causes double-counting if the cone size

is too small, because much out-of-cone energy (particles) also contribute

to the photon-jet balancing due to many factors (e.g., the fluctuation of

generated jet cone size, 4T magnetic field that deflects charged particles, and

hadronic shower). The jet energy correction already compensates the effect of

out-of-cone energy, which is then redundant for Emiss
T reconstruction.

For large cone size, some in-cone energy (particles) does not contribute to the

photon-jet balancing (e.g., the energy from the initial radiation, underlying

events and pileup events), which cause other systematic effect in Emiss
T . And

the larger the cone, the stronger the systematic effect.

It is possible to look for an optimal cone size so that the calibrated jet energy

from a cone is equal to the generated jet energy of the same cone, but this

process inevitably makes use of generator level information which is not much

different from the second scheme. In the detector level reconstruction, there

is also uncertainty to decide the proper cone size due to the fluctuation of the

generated jet shape and hadronic shower in calorimeter.

As a result, we found this scheme implemented in the standard reconstruction

algorithm caused large over-correction of Emiss
T in leptonic samples.

• For the second scheme, the jet energy response from different cone sizes is not

based on the reconstruction of a balanced object, so it is less sensitive to the
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generated jet shape, which largely reduce the systematic effects due to the

fluctuation of jet hadronization and fragmentation process.

Some detector level systematic effects on Emiss
T still exist (e.g., the out-of-cone

particles because of 4T magnetic field and hadronic shower). Those effects are

better to be studied with both generator and detector level jets, so that the

optimization for Emiss
T reconstruction need be performed among various cone

sizes.

Despite some advantages in Emiss
T reconstruction, a general issue associated

with this scheme is that it depends more on the precision of the simulation.

An optimal scheme for Emiss
T would be a combination of both. In this analysis,

the second scheme is used. The adaptation of first scheme to Emiss
T correction is

carried out in an independent study.

6.4.4 Development of Jet Energy Correction

An event-based jet energy correction using jet energy distribution is devel-

oped. Here we provides an overview of this algorithm and discusses the relevant

jet selection criterion based on jet energy distribution for the purpose of Emiss
T

reconstruction. More details can be found in Chapter 4.

• The jet energy response is developed from the second scheme described

in previous section using matched detector and generator QCD jets. The

parameterization of jet energy distribution by using various cones (regions)

around the jet axis has been established. Due to the non-trivial correlation

between the generated jet pT and jet energy distribution factor, a second way

to predict generated jet pT in addition to directly measuring detector jet ET

allows a special jet energy correction. Comparing to normal ET based jet

energy correction algorithms, it provides the capability to make correction

based on the information of each individual jet (so called event-based).
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Roughly 8-10 % of improvement on absolute resolution (σ of Jet ET error

between the detector and generator jet energy) is obtained, while normal

ET based jet correction algorithms are lack of ability to reduce the σ and

mainly work as a calibration method. The recovery of unit detector jet

response based on energy distribution correction is also performed, which

shows extra advantage in restoring the generated jet pT spectrum by more

parameterization.

• The parameterization of jet energy distribution can also be used to reject

abnormal jet due to overlapping, faked jets from isolated particles, pileup

effects and etc. This selection criterion is characterized by the sum of

significance of energy distribution in each region (Eq. 6–12).

ΣS =
∑

Si , Si =
Ri− < Ri >

σi
(6–12)

where Ri is the fraction of reconstructed energy in region i from total energy

in a 1.0 cone around the jet axis. By using the average Ri (denoted as

< Ri >) and σ of Ri (denoted as σi), the significance of energy distribution

from each region is built. For QCD and other normal jets, the distribution of

ΣS is well fitted with a Gaussian, which allows a standard selection cut to be

implemented. Based on the results of jet energy energy distribution, the inner

0.2 cone plays a very important role to the jet energy distribution, extra cuts

based on the ratio of 0.2 cone energy to other region are used to further reject

abnormal jets.

• A standard ET based jet energy correction are also developed (called bench-

mark method) using a second order polynomial based on the jet ET. Both

correction methods are used in the Emiss
T correction. In the analysis, a strict

energy distribution selection cut is applied in order to keep good performance

of the correction algorithm based on the energy distribution. The filtered jets



137

are applied with benchmark jet energy correction which is not sensitive to the

details of jet constituents and its energy distribution factor.

Two implementation of jet correction strategy are tested: a combination

of both correction algorithm as described above and ET based correction

algorithm only. We found the first one provides slightly better Emiss
T resolution

(∼1.0%) than the second and they have almost same performance in the Emiss
T

scale.

6.5 Optimization of Jet Correction

This section provides an overview of the procedure to optimize the perfor-

mance of jet energy correction and physics tuning, from which a general configura-

tion of Emiss
T correction for leptonic events is developed.

6.5.1 Optimization of Jet ET Threshold and Cone Size

Various jet cone sizes (0.2, 0.4, 0.6, and 0.8) combined with several jet ET

threshold (15, 20, 30, 40, 50, and 60 GeV) are used to find the optimal recon-

struction strategy. Leptonic events are required that generator level Emiss
T > 30

GeV, which is consistent with the lepton selection with pT > 20 GeV/c as shown

previously in Fig. 6–1 that a good significance of true Emiss
T events can be achieved.

Low Emiss
T events in many physics channels have a much larger cross section and

make serious contribution to the higher detector Emiss
T events if no lepton selection

or generator level Emiss
T selection is implemented.

Two detector Emiss
T ranges are defined, 180 > Emiss

T > 90 GeV and 90 > Emiss
T >

30 GeV, in order to study the resolution and related performance of jet energy

correction. The results based on tt̄ inclusive events (Fig. 6–11 and 6–12) show:

• Lowest jet ET threshold (15 GeV) provides better resolution in Emiss
T , Emiss

Tx ,

and φ quantities.
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• 0.4 and 0.6 cone sizes provide better performance with respect to the Emiss
T

resolution. While the largest cone size (0.8) is less sensitive to the jet ET

threshold and brings worse resolution than smaller ones.

• There are interesting correlation between the cone size and average Emiss
T error

(defined as < ∆Emiss
T >, calculated from the difference between the detector

and generator level Emiss
T ), which can be used to estimate the average Emiss

T

scale. The 0.4 cone size and 15 GeV jet ET threshold provide the least bias in

the Emiss
T scale for both low and high ranges.

Similar optimization search is also performed with tt̄ leptonic events that

requires both W boson leptonic decay, since there is much chance that two isolated

leptons can be reconstructed which makes a very clean leptonic sample. Similar

results of resolution of Emiss
T , Emiss

Tx and φ quantities are observed. The major

difference is in the < ∆Emiss
T > quantity as shown in Fig. 6–13.

As a result of the optimization search, 0.4 cone size is selected, mainly because

of its better comprehensive performance in the Emiss
T resolution and scale. The

difference between 15 GeV and 20 GeV jet ET threshold is small, but a higher

threshold help reduce the effects of faked jets from pileup and underlying events, of

which the jet response needs be better understood, so the higher threshold is taken.

6.5.2 Channel-Dependent Tuning

In Fig. 6–13, 0.4 cone jet energy correction with 20 GeV jet ET threshold make

under-measurement of Emiss
T in the low range, but over-measurement in the high

range, which is characterized by difference of < ∆Emiss
T > between two ranges

(Eq. 6–13).

∆ < ∆Emiss
T >=< ∆Emiss

T >high − < ∆Emiss
T >low (6–13)

Table 6.5.2 summarizes ∆ < ∆Emiss
T > of various cone sizes with 20 GeV jet

ET threshold in the tt̄ inclusive and leptonic samples. The larger bias in the tt̄
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Figure 6–11. Emiss
T quantities with respect to different jet cone sizes and ET thresh-

olds with 30 < Emiss
T < 90 GeV in tt̄ inclusive events: (a) Emiss

T resolu-
tion, (b) Emiss

Tx resolution, (c) average Emiss
T error between detector and

generator level, and (d) φ resolution. The different cone sizes include
0.2 (open circle), 0.4 (close circle), 0.6 (open square), and 0.8 (close
square)
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Figure 6–12. Emiss
T quantities with respect to different jet cone sizes and ET thresh-

olds with 90 < Emiss
T < 180 GeV in tt̄ inclusive events: (a) Emiss

T

resolution, (b) Emiss
Tx resolution, (c) average Emiss

T error between de-
tector and generator level, and (d) φ resolution. Different cone sizes
include 0.2 (open circle), 0.4 (close circle), 0.6 (open square), and 0.8
(close square)



141

 Threshold (GeV)TJet E
10 20 30 40 50 60

 Threshold (GeV)TJet E
10 20 30 40 50 60

>
 

m
is

s
T

E
∆<

-10

-8

-6

-4

-2

0

2

4

 Threshold (GeV)TJet E
10 20 30 40 50 60

 Threshold (GeV)TJet E
10 20 30 40 50 60

>
 

m
is

s
T

E∆<

-10

-8

-6

-4

-2

0

2

4

(a) (b)

Figure 6–13. The average Emiss
T error between the detector and generator level

with respect to different jet cone sizes and ET thresholds in tt̄ leptonic
events: (a) 30 < Emiss

T < 90 GeV and (b) 90 < Emiss
T < 180 GeV. Dif-

ferent cone sizes include 0.2 (open circle), 0.4 (close circle), 0.6 (open
square), and 0.8 (close square)

leptonic sample for all cone sizes clearly shows the complicated sample-dependent

systematic effect.

Table 6–2. ∆ < ∆Emiss
T > in the tt̄ sample with various cone sizes

Cone size tt̄ inclusive sample tt̄ leptonic sample
0.2 1.25 5.6
0.4 -0.2 4.9
0.6 -0.5 4.6
0.8 -1.25 4.2

Ideally a correction techniques should be less sensitive to different types of

samples, but for jet and Emiss
T quantities, this issue is non-trivial due to their coarse

resolution.

Two major channel-dependent factors influence the Emiss
T correction:

1. The jet pT spectrum and jet types. Fig. 6–14 shows the generated jet pT

spectrum in QCD, tt̄ inclusive, and W+jets events. The calibration error,
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normally related to correction constant developed from one channel and

applied to a different channel, causes systematic bias and can’t be reduced by

increasing the statistics of the events. Consequently the corrected Emiss
T scale

will be affected.
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Figure 6–14. Jet propertities in various samples: (a) normalized inclusive jet pT

spectrum and (b) normalized leading jet pT spectrum. The samples
include QCD (solid line), tt̄ (dot line), and W+jets with W pT be-
tween 40 and 300 GeV (dash line)

Part of the reason we develop the jet energy correction based on QCD events

is to provide a general purpose jet energy correction and to exploit the

possibility to make jet correction to QCD events to suppress the faked Emiss
T

trigger rate. In tt̄ events, a large fraction of jets originate from b quark,

which shows different response from light quark jet or gluon jets. By applying

QCD jet scale to leptonic events, the systematic bias is estimated as 5-10%.

Fig. 6–15 shows the raw jet response of QCD, W+jets, and tt̄ samples.

2. Emiss
T spectrum. Fig. 6–16 shows the detector Emiss

T and ΣET spectrum in tt̄

inclusive, tt̄ leptonic, and W+jets events. A simple approach to compensate

the bias due to the Emiss
T spectrum is to develop a scaling factor for each
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Figure 6–15. The raw jet response in QCD, W+jets, and tt̄ samples

channel, which is similar to the jet energy scale. The feasibility of a scaling

factor partially depends on the event identification efficiency and whether the

offline selection introduces extra bias.

In order to investigate the consequence of systematic effects of jet energy

response, a tuning of jet energy response from QCD events to tt̄ events is tested by

using a rescaling factor (Rre−scale) defined in Eq. 6–14.

Rre−scale = Egen
T /Ecor

T (6–14)

where Ecor
T is the measured jet ET corrected by QCD jet energy scale, Egen

T is the

original generated jet ET from tt̄ events. By applying Rre−scale to the corrected jet

ET, the average Emiss
T scale is shifting positively by ∼2 GeV (Fig. 6–17) with almost

no changes in Emiss
T resolution, which leads to a conclusion that most of the

channel-dependent systematic effects concerning jet energy response and Emiss
T

spectrum is manifested in the detector Emiss
T scale rather than its resolution.
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Figure 6–16. Emiss
T and ΣET properties in various samples: (a) Normalized Emiss

T

spectrum and (b) normalized ΣET spectrum. The samples include tt̄
inclusive (dash line), tt̄ leptonic (dot line), and W+jets with W pT

between 40 and 300 GeV (solid line)
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T > between the detector and generator level in tt̄ inclusive

events
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6.6 Correction Method for Pileup and Underlying Effect

Emiss
T is globally reconstructed in the whole detector, which is fundamental

different from other objects (jet, lepton) that is based on a regional reconstruction

algorithm. So Emiss
T quantities are more sensitive to the effects of pileup and

underlying events (PU). Two regions in the calorimeter η-φ space, cluster (jet)

region and unclustered region, are divided for every event to exploit the PU effect.

In the cluster region, the performance of jet energy correction is influenced by

the fluctuation of the energy from underlying event and minimum-bias event, which

together introduce a standalone deviation in the corrected jet energy resolution,

because the jet correction method does not consider or estimate this effect for

each single event, instead using an average value that treat the PU effect as a

constant. This section describes a dedicated correction method by extrapolating

the PU effect based on ΣET from the unclustered region to the cluster region, so

an event-based measurement of the PU effect is performed, which help optimize the

Emiss
T correction in the cluster region.

6.6.1 Average Transverse Energy for Unclustered Region

The PU effect, characterized by its overall transverse energy in a physics event,

is measured in the unclustered region, because the PU effect make a much larger

contribution in this region than that of the normal QCD hard scattering process

which dominates in the cluster region. The contribution of pileup minimum bias

events is independent of signal events, that is manifested by the insensitiveness of

the average ΣET in the unclustered region to signal event properties, as shown in

Fig. 6–18 where 0.4 cone size is used for the region definition. In the cluster region,

there is a clear dependency of its ΣET on Emiss
T . Similar results from QCD events

are shown in Chapter 5.

In the measurement of PU effect, a large cone size ∆R = 1.0 for region

definition is used in order to minimize the impact of jet energy resolution, out of
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Figure 6–18. Raw ΣET distribution in two regions as a function of Emiss
T based on

tt̄ inclusive events. 0.4 cone size is used for region definition: detector
cluster region (open triangle), generator cluster region (close square),
detector unclustered region (close triangle), and generator unclustered
region (open square)
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cone particles deflected by magnetic field and leaking of hadronic shower. The

choice of cone size for region definition is not unique, but a large cone size makes

the technique less dependent on the specific sample and jet ET range.

The quantitative estimation of PU effect is based on following measurements:

• The average ΣET in the unclustered region (< ΣEu
T >)

• The measurement of ΣEu
T in the unclustered region for an event

• The average number of active towers that contribute to < ΣET > for each

η ring of calorimeter, so the average tower energy deposit (< Eη
T >) with

respect to η can be derived

Using these information, the energy of each tower of the jet constituent that

might come from the PU effect can be estimated. The overall jet ET correction

from the PU effect (∆EPU
T ) is

∆EPU
T =

ΣEu
T

< ΣEu
T >

∑
< Eη

T > (6–15)

where the summation is performed over all the constituent towers of a jet.

6.6.2 Pileup Adjustment Parameter for Jet

It is realized that there is a ET threshold in the calorimeter hit reconstruction

to suppress the electronic noise and in-time and out-of-time pileup. There is

possible systematic effect of this threshold on the estimation of the PU effect

because in the unclustered region, a number of towers are filtered by this threshold.

From the results of QCD and tt̄ events, the average ΣET in the unclustered region

can be treated as a constant over a wide QCD hard scattering pT range. In the

cluster region, large energy deposit from jet enhances the PU effect by much more

towers passing the ET threshold, which causes a standalone uncertainty of the

estimation of PU effect in the cluster region, although the overall energy of PU

effect is still much smaller than that of the signal process.
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Considering various systematic effects in the measurement of PU effect, we

introduces a parameter (cpileup) to adjust the pileup effect extrapolated from the

unclustered region to the cluster region (Eq. 6–16).

∆Ejet
T = cpileup ·∆EPU

T (6–16)

where Ejet
T is the pileup factor of a given jet used for Emiss

T calculation. In this

study, we take cpileup as a general constant to be optimized through Emiss
T resolution

and average scale, which also partially compensates the systematic effects of jet and

Emiss
T spectrum discussed in previous section. It is possible to make more

complicated parameterization of cpileup (e.g., making it depending on η and jet ET),

but this might makes more systematic dependency on the data samples that is

used.

Therefore, an overall pileup effects should be subtracted from Eq. 6–10:

∆Emiss
T =

∑
~∆Ejet

T (6–17)

Fig. 6–19 shows the overall performance of the PU correction on the average

Emiss
T scale and resolution as a function of cpileup in the tt̄ inclusive sample:

• The Emiss
T resolution is not sensitive to cpileup, which means the optimiza-

tion based on the jet ET threshold, cone size and lepton correction made

previously can be performed independently on the PU correction.

• There is a linear dependency of Emiss
T scale on cpileup, which allows the further

optimization of Emiss
T scale through cpileup.

Same results are observed in other leptonic samples. As a conclusion, the PU

correction provide a good means to adjust the Emiss
T scale without compromising

the Emiss
T resolution, and can be performed at the final stage of correction as a

general technique or offline analysis to be tuned for specific channel.
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Figure 6–19. Emiss
T properties after the PU correction as a function of detector

Emiss
T : (a) Emiss

T error, (b) Emiss
T resolution, (c) Emiss

Tx resolution, and (d)
φ resolution
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6.7 Implementation of Jet Energy Correction

Previous sections provide most of the details of jet correction techniques

developed for the Emiss
T correction. Following is a summary of the crucial steps in

the reconstruction chain with major parameter sets:

1. Jet reconstruction. This step uses 0.5 iterative cone jet as original input, new

cone jet with optimal cone size and ET threshold is re-built on the same axis.

2. Electron isolation and jet filtering. This step applies the calorimeter isolation

in the 0.2 cone of electron candidates with minimum 10 GeV ET. The HCAL

to ECAL energy ratio and calorimeter isolation criterion are used for the

selection. The η-φ region containing selected electron is prevented from

applying jet energy correction. All the jets mis-identified from electron or

within the distance of 0.3 in η-φ space to an electron will be filtered.

3. Independent muon and electron correction.

4. Unclustered tower collection. This step collects all the energy vector from

towers, which don’t contribute to jets.

5. Abnormal jet identification. Using energy distribution criterion to filter

abnormal jets. The selection iteration is: ΣS < 4, energy ratio of 0.2 cone to

second inner cone (0.2-0.4 region) > 1.

6. Jet energy correction. For normal jet, energy distribution correction is

applied. For abnormal jets, ET based benchmark jet correction is applied.

7. Pileup Factor correction. The event-based pileup correction factor is esti-

mated and used for those corrected jet.

The physics tuning discussed in previous Section is not included in the general

Emiss
T correction chain, because it is largely channel dependent, which should be

applied under a given offline event selection criterion.
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6.8 Results of Corrected Missing Transverse Energy in Leptonic Events

In the leptonic events we studied, true Emiss
T is given by the W semi-leptonic

decay.

• In tt̄ events, two Ws’ pT has a complicated correlation with other jets because

it is a decay product of top quark with large mass, so the performance of

Emiss
T correction is mainly taken as a function of Emiss

T .

• In W+jets events, the Emiss
T has a strong correlation with generated W pT and

ΣET. The jets can be treated as recoil hadronic energy of W, which largely

determined the Emiss
T resolution, so the performance of Emiss

T correction is

taken as a function of W pT and ΣET.

6.8.1 Missing Transverse Energy Resolution

Fig. 6–20 and 6–21 show the performance of Emiss
T correction in the resolution

of tt̄ inclusive and tt̄ leptonic events respectively. The relative resolution (σrelative)

is fitted with Eq. 6–18 with results summarized in Table 6–3:

σrelative =
1.0

a+ b ·
√
Emiss
T + c · Emiss

T

(6–18)

Table 6–3. Fitting results of a, b and c of σrelative according to Eg. 6–18 in tt̄ events

Sample a b c
tt̄ inclusive (lepton correction) -0.7769 0.3654 0.0085

tt̄ inclusive (all correction) -1.1330 0.4292 0.0151
tt̄ leptonic (lepton correction) -1.341 0.4779 0.00745

tt̄ leptonic (all correction) -1.763 0.5848 0.0100

Fig. 6–22 shows the performance of Emiss
T correction in W+jets events. The ab-

solute resolution (σEmiss
T

and σEmiss
Tx

) is fitting with Eq. 6–19 with results summarized

in Table 6–4.

σabsolute =
√
a2 + b2 · pWT + c2 · (pWT )2 (6–19)
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Figure 6–20. Emiss
T properties after correction as a function of detector Emiss

T in tt̄
inclusive events: (a) relative Emiss

T resolution, (b) φ resolution, (c)
Emiss

T resolution, and (d) Emiss
Tx resolution
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Figure 6–21. Emiss
T properties after correction as a function of detector Emiss

T in tt̄
leptonic events: (a) relative Emiss

T resolution, (b) φ resolution, (c) Emiss
T

resolution, and (d) Emiss
Tx resolution
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Figure 6–22. Emiss
T properties after correction as a function of detector Emiss

T in
W+jets events: (a) relative Emiss

T resolution, (b) φ resolution, (c) Emiss
T

resolution, and (d) Emiss
Tx resolution
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Table 6–4. Fitting results of a, b and c of σrelative according to Eq. 6–19 in W+jets
sample

Sample a b c
W+jets σEmiss

T
(lepton correction) 11.92 1.575 0.0439

W+jets σEmiss
T

(lepton+jet correction) 12.57 1.236 0.01689

W+jets σEmiss
Tx

(lepton correction) 12.23 1.649 0.08308

W+jets σEmiss
Tx

(lepton+jet correction) 13.68 1.18 0.0

6.8.2 Missing Transverse Energy Scale and Response

Fig. 6–23, 6–24, and 6–25 show the average Emiss
T scale and response in tt̄

leptonic, tt̄ inclusive, and W+jets events respectively
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Figure 6–23. Emiss
T scale in tt̄ inclusive events as function of detector raw Emiss

T : (a)
average Emiss

T error and (b) Emiss
T response

6.8.3 Cluster and Unclustered Factor

A quantity R (defined in Eq. 6–20) is used to study the correlation of Emiss
T in

cluster and unclustered region and their relative contribution to the overall Emiss
T .

R =
Emiss
Tu

Emiss
Tu + Emiss

Tc

(6–20)
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Figure 6–24. Emiss
T scale in tt̄ leptonic events as function of detector raw Emiss

T : (a)
average Emiss

T error and (b) Emiss
T response
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Figure 6–25. Emiss
T scale in W+jets events as function of W pT: (a) average Emiss

T

error and (b) Emiss
T response
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where Emiss
Tu is the standalone Emiss

T in the unclustered region and Emiss
Tc is the

standalone Emiss
T in the cluster region. Fig. 6–26 and 6–27 show R and σEmiss

Tx
as

function of Emiss
T in tt̄ inclusive and tt̄ leptonic events. Fig. 6–28 shows R as

function of W pT and ΣET in W+jets events. The dependency of R on Emiss
T and

W pT is fitted with Eq. 6–18 with results summarized in Table 6–5. The

unclustered region in general makes less contribution to Emiss
T than cluster region.

Its resolution tends to be a constant factor with standalone Emiss
Tu at ∼16 GeV level.

Table 6–5. Fitting results of a, b and c of R according to Eq. 6–18 using Emiss
T and

W pT

Sample a b c
tt̄ inclusive (vs. Emiss

T ) 1.054 0.0 0.0427
tt̄ leptonic (vs. Emiss

T ) 0.9358 0.231 0.0145
W+jets (vs. ΣET) -12.77 0.4208 0.0115
W+jets (vs. W pT) 1.699 0.0 0.0225
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Figure 6–26. Emiss
T properties as a function of Emiss

T in tt̄ inclusive events: (a) R and
(b) Emiss

Tx resolution

Fig. 6–29 shows the resolution in the cluster and unclustered region of W+jets

events, in which the dependency of cluster σEmiss
Tx

on W pT (pW
T ) is fitted with Eq.
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Figure 6–27. Emiss
T properties as a function of Emiss

T in tt̄ leptonic events: (a) R and
(b) Emiss

Tx resolution
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Figure 6–28. Emiss
T properties in W+jets events: (a) R as a function of ΣET and (b)

R as a function of Emiss
T
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6–19. The result is

σEmissTx
=
√

3.92 + 1.0382 · pWT (6–21)
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Figure 6–29. Standalone Emiss
T resolution in the cluster and unclustered region

respectively as a function of W pT in W+jets events

6.9 Summary

A comprehensive correction strategy is developed for the Emiss
T in leptonic

events, which includes: jet reconstruction, electron isolation and jet filtering,

independent muon and electron correction, unclustered tower collection, abnormal

jet identification, jet correction, and pileup factor correction. The configuration and

performance of these techniques are discussed in detail.

A clear improvement on the Emiss
T resolution, φ resolution and average scale

(response) is achieved via a chain of correction techniques based on tt̄ and W+jets

events:

1. The muon correction makes the Emiss
T resolution and scale of muon events

near the same level of electron events.
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2. The optimization based on muon momentum at vertex and energy deposit in

the calorimeter results in extra ∼ 2% improvement in Emiss
T resolution. Using

track and calorimeter isolation in 2.4 < η < 2.6 region which is out of the

fiducial range of muon detector shows promising result for muon correction.

3. The optimization based on electron energy and momentum measurement

results in ∼1% improvement in Emiss
T resolution. The selection of electron

to reduce faked jet rate has been developed based on calorimeter isolation

strategy.

4. The jet energy correction make average 15 to 20% standalone improvement in

the relative Emiss
T resolution (10% from reducing the absolute Emiss

T resolution,

5 to 10% in restoring the average Emiss
T scale).

5. Correction of PU factor and channel-dependent tuning have been developed

with improving the Emiss
T scale without deteriorating the Emiss

T absolute

resolution.



CHAPTER 7
FACTORIZATION MODEL OF MISSING TRANSVERSE ENERGY

The complexity of physics final states which have significant detector level

missing transverse energy (MET) puts severe requirement on understanding the

MET response and resolution in the calorimeter, either under a certain channel

(e.g., QCD, W or Z plus jets) or under a certain signature (e.g., hadronic or

leptonic events) that can be identified experimentally.

Earlier results [54, 29] show the jet energy correction help restore the MET

scale in several SUSY channels that have large generator level MET, but not

effective in QCD events where the generator level MET is small.

One of the major purposes of this study is to provide an analytical estimator

to evaluate and understand the effects of jet energy correction on the MET. The

sophistication of the problem lies on the fact that physics channels with various

final states and jet ET spectrum carry different dependency on the jet energy

correction and related detector effects.

This chapter aims to provide a framework to systematically factorize the

correlation between the MET and different physics final states, and illustrate how

it influences the performance of the MET reconstruction. Normally a physics final

state can be characterized by a jet system with possible presence of leptons. The

hadronic signatures can be classified as:

1. Containing a balance jet (hadronic) system in the generator level, while the

MET is mainly a detector effect.

2. Containing an imbalance jet (hadronic) system in the generator level. The

MET is a combination of the generator and detector effects.

161
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A third type of the signature with respect to the MET is about leptonic

events, which can be treated as an imbalance hadronic system plus lepton. So

most features of leptonic events are highly similar to the second type of hadronic

signature.

This chapter describes the development of a factorization model as a compre-

hensive approach to study the MET from the new prospect of understanding, which

includes a di-jet MET factorization model, the implementation and validation

of the model with respect to QCD events, the effect of jet energy correction on

MET based on two hadronic signatures, the extension of the model to multiple jet

system, and the analysis of the QCD MET trigger quantities.

7.1 Di-Jet Missing Transverse Energy Factorization Model

QCD process dominates the inclusive MET trigger and is a serious background

of new physics because of its very large cross section at hadron collider. The

stochastic effect in the jet energy measurement causes the faked detector level

MET, which is further enhanced by the non-linear calorimeter response that makes

the measured jet energy η dependent.

A factorization model is developed using di-jet system as a framework to study

the basic MET quantities:

• Parametrize the detector jet response and resolution into the MET.

• Reproduce the MET spectrum based on other fundamental detector measure-

ment and theoretical prediction.

• Provide an analytical limit of jet energy correction on the MET.

• Estimate the QCD MET trigger rate and study its sensitivity to various

detector effects.

The further extension of the model to multiple jet and imbalance jet systems

makes it a powerful tool to analyze the correlation between the MET and vari-

ous hadronic final states. Some crucial questions can be addressed through the
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comparison between the results from the factorization model and the detector

measurement (based on simulation at present), such as whether the high MET

trigger threshold is reasonable, why jet energy calibration mainly works for physics

channels with true MET.

7.1.1 Definition of the Basic Model

The inaccurate jet energy measurement is one of the major sources that

produce detector level MET (called jet effect), which can be modeled by a simple

di-jet system:

• Two generator level jets with transverse energy Egen
T1 and Egen

T2 and opposite in

φ direction. The generator level MET is

MET gendi jet = |Egen
T1 − Egen

T2 | (7–1)

• The detector energy response of two jets: R1 and R2, of which the response is

expressed as a function of detector jet ET.

R = R(ET ) (7–2)

• The detector resolution of two jets: σ1 and σ2, of which the resolution is

expressed as a function of detector jet ET.

σ = σ(ET ) (7–3)

• The detector level MET of this di-jet system (METdet
di jet) is

MET detdi jet = |Edet
T1 − Edet

T2 | (7–4)

Edet
T1 = R1 · Egen

T1 + G(σ1)

Edet
T2 = R2 · Egen

T2 + G(σ2)
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where Edet
T1 and Edet

T2 are two jets’ energy measurement, G is a random

generator function based on gaussian distribution, used to simulate the

stochastic effect of calorimeter jet energy response.

In addition to the MET of di-jet system where its occupancy η-φ space is

called cluster (jet) region, the MET in the rest of the calorimeter η-φ space (called

unclustered region) can also be reconstructed. Various detector effects contribute

to the unclustered MET: pileup events, tracker materials, magnetic field, and

limited η coverage of calorimeter. In the cluster region, the influence of those

detector effects also exists, but it is much less than the jet activities from QCD

hard scattering process and detector level jet effect.

The overall detector effect in the unclustered region (called smearing effect)

can be characterized by a standalone detector level MET in x and y direction

respectively, and expressed by a gaussian distribution with σsm.

METxsm = G(σsm)

METysm = G(σsm) (7–5)

Based on above definition, the overall detector MET is

MET det =
√

(METxdet)2 + (METydet)2

METxdet = METxsm +MET detdi jet · cos(φdi jet) (7–6)

METydet = METysm +MET detdi jet · sin(φdi jet)

where φdi jet is the transverse direction of the di-jet system and generated by a

random function.

7.1.2 Simplification under QCD Events

There are primary two simplifications in the factorization model according to

QCD events:
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1. QCD events always have more than two jets. The extra low ET jets come

from signal QCD process via initial state radiation (ISR) and final state

radiation (FSR), pileup minimum bias events, or other detector effects. In

general, those jets have much worse energy resolution, and their contribution

to MET can be treated as part of the smearing effect. If extra jets have high

ET and widely separate from the primary di-jets, they can be handled by an

extension of di-jet to multi-jet model discussed in Section 5, which shows the

similar conclusions as that of di-jet model.

Due to extra jet activities, the di-jet are not exactly back-to-back in φ, this

factor is addressed in the implementation of the factorization model.

The η dependent jet energy response is not factorized. Instead an average

response in the central region (|η| < 3.0) is used.

2. The MET of cluster and unclustered region are not totally independent,

which is manifested by the correlation between the φ angle of the standalone

MET of each region due to:

• The signal event deposits particles to both cluster and unclustered

regions.

• The collinear radiation (ISR and FSR) of jets distributes energy to the

jet proximity region.

• The leaking of hadronic shower and particles deflected from jets by the

magnetic field.

The detector level correlation is partially reduced by the jet energy correction

in the cluster region. Realizing the pileup events and various detector effect

are less correlated with the signal event, for the simplicity of the factorization

model, it is practical to use jet effect to absorb the correlation factor and

assume that the MET from the unclustered region is less correlated with the

MET from the cluster region in the φ angle.
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In a summary, jet effect is mainly used to describe the jet related activities and

most of the correlation factor between the cluster and the unclustered region. The

consequence of jet effect is that the direction and magnitude of the MET will be

highly biased with respect to the energy flow of the di-jet system.

Smearing effect is used to describe the random effect in the detector, which

is less correlated with the direction of signal’s QCD process. The magnitude of

smearing effect will still be affected by signal’s QCD process.

7.2 Implementation and Validation

The QCD samples with various leading jet ET ranges are used for configuring

and validating the factorization model, which are summarized in Table 7–1. The

detector simulation is under low luminosity (L = 2× 1033cm−2s−1) with average 3.5

pileup events. In this section, we mainly use the events with jet ET between 80 and

90 GeV to illustrate the procedure and the performance.

Table 7–1. Jet and missing transverse energy quantities of QCD di-jet data samples

Jet ET (GeV) Average Jet ET (GeV) σ(ET) (GeV) σ of METx (GeV)
20-25 22.61 4.51 10.96
30-35 32.47 6.06 12.25
50-55 52.46 7.91 14.15
80-90 84.78 10.50 16.91
120-130 124.82 13.23 19.32
170-180 174.83 15.70 22.20
230-240 234.89 18.01 25.29
300-310 304.84 19.95 28.11
380-400 389.53 22.56 32.45
470-490 479.67 26.46 35.79
600-620 609.78 30.72 39.63
800-820 809.79 35.07 45.82

In addition to the definition, the implementation addresses generator level

MET and φ correlation of di-jets:

• The generator level MET is the result of limited calorimeter acceptance

range and neutrino from heavy flavor decay. The METx(y) distribution of a
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selected QCD sample is shown in Fig. 7–1, which is fitted with a sum of two

gaussian distribution functions. Samples of various jet ET show almost the

same results: a narrow gaussian part with σ ∼ 2.3 GeV, a wide gaussian part

with σ ∼ 5.6 GeV.
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Figure 7–1. Normalized METx distribution of QCD events with leading jet ET

between 80 and 90 GeV

• The MET of di-jet in QCD events should fit to a gaussian distribution due

to the stochastic jet energy response, but the METx(y) distribution can not

be fitted with a gaussian distribution and will be smeared by the extra jet

radiation (Fig. 7–2(a)). The effect of ISR and FSR with radiation of extra

jets causes non-trivial φ correlation of the di-jet system in QCD events as

shown in Fig. 7–2(b).

The configuration of critical parameters of jet effect and smearing effect in the

factorization is performed via following steps:

• Leading jet quantities (ET, σ, and R) are used to characterize the di-jet

system in the model. This reduces the systematic effect due to the cluster

region definition and ISR/FSR, which can also be reliably reconstructed and

identified.
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Figure 7–2. MET quantities in di-jet system of QCD events with jet ET between 80
and 90 GeV: (a) normalized METx distribution and (b) normalized φ
correlation (∆φ = φ1 − φ2 − π)

• The σ of di-jet φ angular correlation (φcorrelation = φ1 − φ2 − π) can be

measured from QCD events, which is well described by a sum of two gaussian

distributions. The σφ correlation and the ratio of the magnitude of two gaussian

components are shown in Fig. 7–3.

• Overall METx(y) resolution can be estimated by METx(y) distribution due to

rather small generator level MET (Fig. 7–4).

• σsm is derived from Eq. 7–7 based on the results of jet effect and METx(y)

resolution obtained from previous steps. σsm is fitted as a function of leading

jet ET as shown in Fig. 7–5.

σsm = 8.562 + 0.86 · (ET − 7.45) + 0.0094 · (ET − 7.45)2 (7–7)

In a summary, the values of the parameters of the factorization model are ob-

tained from either the direct measurement or the derivative of detector quantities.

The validation uses the χ2 test between the MET spectrum of the simulation

data and prediction of the factorization model (Fig. 7–6).
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Figure 7–3. Di-jet φ angular correlation quantities: (a) σphi as a function of lead-
ing jet ET and (b) Ratio of the narrow σ component to the wide σ
component
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Figure 7–4. METx quantities of QCD events with jet ET between 80 and 90 GeV:
(a) normalized METx distribution and (b) normalized METx error
distribution
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Figure 7–6. Normalized MET spectrum of QCD events (open triangle) and factor-
ization model (dot) with leading jet ET between 80 and 90 GeV
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• Various values of σjet and σsm of factorization model are tested in the

proximity region of “optimal” value obtained from configuration described

above, where σjet = 10.50 GeV and σsm = 11.9 GeV. For each run, 107 events

are generated using the factorization model.

• The test is performed with the MET from 5 to 50 GeV with 1 GeV per bin,

because limited simulation data with total 33069 events in the sample results

in too less events in higher MET bins. As a matter of fact, the configuration

and validation are mainly performed in the central spectrum where plenty

of statistics allow a fitting reasonable and comparison to be performed. In

the discussion of trigger quantities in later section, we found there exists the

discrepancy in the tail of the spectrum, but this is largely within the statistic

uncertainty.

Result shown in Fig. 7–7 confirms the least value of χ2/n.d.f is ∼1.0 (n.d.f =

45), which is consistent with the results from configuration and indicates a good fit

of the simulation data to the prediction of factorization model.

Jet Resolution (GeV)

7 8 9 10 11 12 13 14

Jet Resolution (GeV)

7 8 9 10 11 12 13 14

 te
st

2 χ

1

10

Smearing Effect (GeV)

9 10 11 12 13 14 15 16

Smearing Effect (GeV)

9 10 11 12 13 14 15 16

 te
st

2 χ

1

10

(a) (b)

Figure 7–7. Results of χ2 (a) as a function of σjet (b) as a function of σsm
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We also test simply using a gaussian distribution to represent the overall

METx(y) error, hence no correlation between METx and METy is manifested via

jet effect. Similar χ2 tests are performed with various values of METx(y) resolution

(Fig. 7–8). The least χ2/n.d.f is equal to 2.0, indicating a poorer matching between

the data and the prediction.
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Figure 7–8. χ2 test as a function of METx σ

The MET spectrum predicted by factorization model for each jet ET range is

shown in Fig. 7–9.

7.3 Effect of Jet Energy Calibration on Missing Transverse Energy

To clearly understand the performance of jet energy calibration on the MET

is one of the important steps to improve the MET reconstruction and selection

techniques. Using factorization model, we introduce two parameters (Igen and Idet)

to characterize the intrinsic imbalance (or balance) nature of a given di-jet system

in the generator and the detector level respectively(Eq. 7–8).

I gen =
|Egen

T1 − Egen
T2 |√

σ(ET1)2 + σ(ET2)2

I det =
|Edet

T1 − Edet
T2 |√

σ(ET1)2 + σ(ET2)2
(7–8)
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Figure 7–9. Normalized MET spectrum with jet ET (GeV) of 20-25 (black), 30-35
(red), 50-55 (blue), 80-90 (green), 120-130 (black), 170-180 (red), 230-
240 (blue), 300-310 (green), 380-400 (black), 470-490 (red), 600-620
(blue), and 800-820 (green)
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This section studies how the MET resolution and scale depends on Igen and Idet

when the jet energy calibration is applied. For a simplification of Eq. 7–2 and 7–3,

the jet energy response (Rjet) and resolution (σjet) with respect to detector jet Edet
T

take the form as shown in Eq. 7–9.

Rjet = a+ b · Edet
T

σjet = c+
d√
Edet
T

(7–9)

The discussion focuses on jet effect, because the jet energy correction occurs in

the cluster region and the smearing effect is less affected.

7.3.1 Jet Energy Calibration in Imbalance Di-jet System

In case of di-jet system with large true MET, both Igen and Idet are significant.

Using the model definition in Section 1 and Eq. 7–9, the raw detector level MET

(METraw
di jet) is

MET rawdi jet = |R1 · Egen
T1 −R2 · Egen

T2 | ⊕ σ(ET1)⊕ σ(ET2) (7–10)

The first term shows there is a systematic bias between the detector and

generator level MET (defined by Eq. 7–1). If we consider a spectrum of jet ET

in detector level, it is clear that the first term not only influences the scale but

also the resolution of the MET. While the rest of the terms mainly influence the

resolution only.

For a wide jet ET range, the real jet response function can be treated as a

linear-like function with respect to jet ET as defined in Eq. 7–9. The average QCD

jet energy response with 0.6 cone size is shown in Fig. 7–10. So the first term of

Eq. 7–10 is

|R1 · Egen
T1 −R2 · Egen

T2 | = |Egen
T1 − Egen

T2 | ·
a

1.0− b(Egen
T1 + Egen

T2 ) + b2 · Egen
T1 · Egen

T2

(7–11)

where a nominal MET response (RMET) is obtained
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RMET =
a

1.0− b(Egen
T1 + Egen

T2 ) + b2 · Egen
T1 · Egen

T2

(7–12)

If b2 · Egen
T1 · Egen

T2 is negligible, RMET is mainly determined by a/(1.0− b(Egen
T1 +

Egen
T2 ), where a + b · (Egen

T1 + Egen
T2 ) = 1.0 provides a critical condition with the MET

response RMET equal to 1. So the sum of two jet ET (= Egen
T1 + Egen

T2 ) can be used

to estimate the overall MET response. The average jet energy response with |η| <
5.0 in Fig. 7–10 indicates that there will be the under-measurement of the MET

for a di-jet system with jet ET up to TeV level. But this estimation is only valid

for imbalance di-jet system, if ET1 and ET2 are close (e.g. QCD events), the MET

response is largely determined by the rest terms in Eq. 7–10.

The cone size has non-trivial influence on the jet energy response. For a very

large cone size, the real jet energy response is distorted by the detector effect from

underlying and pileup events, which we put those factors into smearing effect

instead of jet effect. The result in Chapter 5 indicates that a cone size from 0.4 to

0.6 is optimal for a wide jet ET range, which is consistent with above discussion.
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Figure 7–10. Jet Energy Response with respect to generator jet pT
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In the following, the jet energy calibration is performed on the di-jet system

(Eq. 7–13).

MET cordi jet = |Ecor
T1 − Ecor

T2 |

Ecor
T1 =

Edet
T1

a+ b · Edet
T1

(7–13)

Ecor
T2 =

Edet
T2

a+ b · Edet
T2

where METcor
di jet is the detector di-jet MET after correction, Ecor

T1 and Ecor
T2 are the

detector jet ET after correction, Edet
T1 and Edet

T2 are defined by Eq. 7–5. In order to

compare METcor
di jet to METgen

di jet (generator level MET defined by Eq. 7–1) and

METraw
di jet (raw detector MET defined by Eq. 7–10), Eq. 7–13 need be expressed as

a function of generator jet Egen
T . A general form of Ecor

T with respect to Egen
T under

second order Taylor expansion is:

Ecor
T = (Egen

T ·R + G(σ))(
1.0

R
− b ·G(σ)

R2
+
b2 ·G(σ)2

R3
) (7–14)

where R is the jet energy response and satisfies Eq. 7–9 and R = a + b · (Egen
T · R).

So METcor
di jet based on Eq. 7–14 can be expressed as

MET cordi jet = (Egen
T1 − Egen

T2 )︸ ︷︷ ︸
1

+ (
G(σ1)

R1

− G(σ2)

R2

)
︸ ︷︷ ︸

2

− b · (G(σ1)

R1

· Egen
T1 −

G(σ2)

R2

· Egen
T2 )

︸ ︷︷ ︸
3

− b · (G(σ1)2

R2
1

− G(σ2)2

R2
2

)

︸ ︷︷ ︸
4

+ b2 · (G(σ1)2

R2
1

· Egen
T1 −

G(σ2)2

R2
2

· Egen
T2 )

︸ ︷︷ ︸
5

+ b2 · (G(σ1)3

R3
1

− G(σ2)3

R3
2

)

︸ ︷︷ ︸
6

(7–15)

where the the contribution of (3),(4),(5), and (6) terms are small due to coefficient

b, which is at the order of 10−2 − 10−3. The first term shows the jet energy
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correction recover the generator level MET scale, which also improves MET

resolution. The second term only influence the MET resolution, which is the sum of

stochastic effect based on gaussian distribution from di-jet (∼
√
σ2

1 + σ2
2).

Obviously
√
σ2

1 + σ2
2 can be treated as a threshold of di-jet MET:

• If METgen
di jet >

√
σ2

1 + σ2
2, the effect of first term is stronger.

• If METgen
di jet <

√
σ2

1 + σ2
2, the effect of second term is stronger, which means

di-jet system MET is dominated by the stochastic effect in the jet energy

resolution.

In a wide detector jet ET range, σjet is ∼ 10-20 GeV level, so a reasonable

threshold for METgen
di jet based on

√
σ2

1 + σ2
2 is ∼ 20-30 GeV level in di-jet system.

By extending di-jet system to multi-jet system (discussed in later section), a similar

threshold is estimated. This result explains why jet calibration can work for MET

correction in those channels with true generator level MET.

7.3.2 Jet Energy Calibration in Balance Di-jet System

In the case of QCD events (balance di-jet system), Igen is generally small but

Idet has large fluctuation due to coarse jet energy resolution. The Eq. 7–15 derived

for the imbalance di-jet system is also valid for the balance di-jet system, but the

effect on MET is largely controlled by the second term. The comparison of the

second term between the raw MET and corrected MET is summarized in Table

7–2, which shows that jet energy calibration introduces the jet energy response to

the MET resolution. In a wide jet ET range with Rjet < 1, the MET resolution will

be deteriorated.

Table 7–2. MET resolution in Di-jet system before and after the jet energy calibra-
tion

Jet correction Di-jet MET resolution term
Raw MET σ1 ⊕ σ2

Corrected MET σ1

R1
⊕ σ2

R2
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In the imbalance di-jet system discussed in the previous section, the second

term is also worsen by the jet calibration, but this effect is largely overcome by the

improvement first term, which results in a better overall MET scale and resolution.

For some jet correction algorithms that are able to reduce the σ of jet resolution,

the second term can be possibly improved. Here we define a new parameter, jet

correction factor (Rσ), to study the limit of a well performed jet energy correction

on MET resolution (Eq. 7–16).

Rσ =
σraw
σcor

(7–16)

where σcor and σraw are corrected and raw jet energy resolution respectively. Jet

energy response (Rjet) and jet correction factor (Rσ) can be used to construct an

estimator for the performance of the jet energy correction: if RσRjet > 1.0, the

di-jet MET resolution will be improved.

According to the known performance of the jet energy correction discussed in

Chapter 4, Rσ is ∼1.1 for the central jet ET from 30 to 600 GeV with η < 3.0, so

the raw jet energy response need be above ∼0.90 in order to benefit the di-jet MET

resolution, which corresponds to ∼ 300-400 GeV of the central jet ET as shown

in Fig. 7–10, where we use the average jet energy response. If considering the η

dependence of jet energy response that forward jets have higher response than that

of central ones, the ET threshold for the central jet will be even higher (while it will

be lower for the forward jet).

As mentioned in Section 2, the factorization model mainly considers the

stochastic jet energy response and neglects its η dependence. Obviously the second

factor in the raw MET quantities can be largely corrected by jet calibration, which

will partially improve MET resolution. In the following, we use events with jet

ET between 80 and 90 GeV to study this effect. The di-jet η distribution and

η distance (∆η) are shown in Fig. 7–11, where we see the ∆η can be fitted by
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a gaussian distribution with σ ∼ 2.0. ∆η partially depends on jet ET (e.g., for

jet ET between 300 GeV and 320 GeV, the σ is ∼ 1.8). The difference of di-jet

response (∆R) can be estimated from ∆η and jet energy response with respect to

η, which can be found in Fig. 14 of [55]. We use σ(ET)/ET to characterize the ∆R

threshold, which corresponds to ∆R is the at the same level of jet resolution.

• For di-jets with similar η, ∆R will be small, so the jet calibration will not

improve the MET resolution with respect to the η dependence of the jet

energy response. A coarse estimation for QCD events with the jet ET between

80 and 90 GeV shows that about 2/3 of the events have ∆R < 0.124 (Fig. 7–

12).

• If one jet is in the central detector and another in the forward detector, ∆R

is significant (e.g. some events have ∆R ∼ 0.3), so that the jet calibration

will improve the MET resolution for those events. About 20% of events have

∆R > 0.2, which have the potential to benefit from jet calibration as shown

in Fig. 7–12 too.
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Figure 7–11. QCD jet η quantities with jet ET between 80 and 90 GeV: (a) η dis-
tribution and (b) Di-jet ∆η distribution
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Figure 7–12. Fraction of events with jet ET between 80 and 90 GeV as a function
of di-jet ∆R cut

As a conclusion, based on the factorization model, for balanced jet system,

it is challenging to achieve better MET resolution by using jet energy correction

for low and medium ET jets, which explain why it is hard to see the improvement

of MET resolution and trigger rate in QCD events. One possible way to pursue

jet calibration is to select di-jet with large ∆η, this work is under separate study

through simulated data analysis.

7.3.3 Issues in Missing Transverse Energy Identification and Recon-
struction

Based on previous two sections, jet calibration enhances the MET of a di-jet

system in Eq. 7–15 by affecting the first term for the imbalance di-jet system,

and the second term for the balance di-jet system. The jet energy calibration is

normally based on the measured jet ET and jet energy response. In general, the

jet energy resolution sets an ultimate limit of MET quantities in the di-jet system,

provided η dependent jet energy response features can be well handled. It is an

interesting work to look for better jet correction algorithm that can further reduce
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the σ(ET), which will definitely help the MET resolution, especially for the balance

jet system.

For the imbalance di-jet system, jet energy calibration is more effective. The

major question leaves whether it is reliable to use Idet > 1.0 (or METdet
di jet >

√
σ2

1 + σ2
2) to experimentally identify the imbalance nature of di-jet system. Using

Igen > 1 is fairly enough, but it is not a practical approach. The challenge in

the detector reconstruction is that a large number of events are coming from

the balance di-jet system (such as QCD events), of which the faked MET due to

large deviation of jet energy measurement will cause mis-identification of them as

originating from the imbalance di-jet system and be applied jet energy correction

that results in worse resolution and bigger bias in physics results.

To avoid this issue, extra signature is needed to increase the significance

of true MET events and reduce the faked MET events. For example, lepton

selection help extract W decay events which carries true MET. Using φ angle

correlation between two highest ET jets can suppress QCD events. A stricter

criterion based on Idet can help reduce the faked MET events, which also depends

on the kinematics of the signal events (e.g., average jet ET and average MET

scale).

7.4 Factorization Model in Multiple Jet System

This section describes a procedure of extending the factorization model from

di-jet to multiple-jet system, where the cluster and unclustered regions can still

be divided in the detector η-φ space. The cluster region contains a set of jet with

momentum: ~J1, ~J2, · · · , ~Jn.

7.4.1 Model Definition

In the x and y direction of transverse plain, multi-jet factorization model can

be defined as following:
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• Generator level MET

METxgenmulti jet = |
n∑
i=1

Egen
T i · cos(φi)|

METygenmulti jet = |
n∑
i=1

Egen
T i · sin(φi)| (7–17)

• The average jet response and resolution is the same as Eq. 7–2 and 7–3

• Detector level MET

METxdetmulti jet = |
n∑
i=1

Edet
T i · cos(φi)|

METydetmulti jet = |
n∑
i=1

Edet
T i · sin(φi)| (7–18)

where Edet
Ti is defined as

Edet
T i = Ri · Egen

T i + G(σi) (7–19)

Smearing effect is the same as that of di-jet model (Eq. 7–5), so the MET of

multiple jet system is

METxdet = METxdetmulti jet +METxsm

METydet = METydetmulti jet +METysm (7–20)

7.4.2 Effect of Jet Energy Calibration

The general form of corrected jet Ecor
T with respect to generator jet Egen

T

(Eq. 7–14) is still valid. The results of corrected MET based on the similar form of

Eq. 7–15 is

METxcormulti jet =
n∑
i=1

(Egen
T i +

G(σi)

Ri

) · cos(φi)

METycormulti jet =
n∑
i=1

(Egen
T i +

G(σi)

Ri

) · sin(φi) (7–21)
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which can be expressed as

−−−→
MET cormulti jet =

n∑
i=1

n̂i(E
gen
T i +

G(σi)

Ri

) (7–22)

where n̂i is the unit vector of ith jet momentum.

After the jet energy calibration, the generator level MET scale is recovered.

But the resolution term are affected. The overall resolution of jet effect is ∼
√
σ2

1 + σ2
2 · · ·σ2

n, which can be treated as a threshold to predict the performance

of the jet energy correction and evaluate the imbalance (or balance) nature of the

multiple jet system using Igen and Idet.

I gen =
MET genmulti jet√
σ2

1 + σ2
2 · · ·+ σ2

n

I det =
MET detmulti jet√
σ2

1 + σ2
2 · · ·+ σ2

n

(7–23)

We see most of the conclusion based on the di-jet system applies to the

multiple jet system.

7.5 Study on Missing Transverse Energy High Level Trigger

Due to very large cross section of QCD processes, a high HLT MET threshold

is considered in order to suppress the trigger rate, which is largely related to the

precise understanding of the MET spectrum. Especially for the low jet ET events,

the tail in the MET spectrum plays a critical role, which is challenging in the

analysis because very small selection efficiency combined with a large cross section

makes a significant statistic uncertainty (due to limited number of available QCD

events that are simulated) and systematic uncertainty.

In this section, the di-jet factorization model is used to study the QCD MET

trigger rate and its sensitivity to various detector effects (e.g., stochastic jet energy

response, smearing effect).
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7.5.1 Missing Transverse Energy HLT Rate based on Factorization
Model

For every jet ET range listed in Table 7–1, 108 events are generated by

factorization model to study the MET HLT quantities. The MET HLT threshold

from 60 to 120 GeV with 5 GeV a step are used, of which two boundary is defined

by the level-1 threshold (∼ 60 GeV) and HLT threshold (∼ 120 GeV) respectively

in DAQ TDR [28] under low luminosity of LHC.

Since the factorization model is optimized with discrete jet ET ranges of

the data samples, a fitting function (Eq. 7–24) is used to establish a continuous

HLT selection efficiency (SHLT) with respect to the jet ET. Fig. 7–13 shows

the log10(SHLT) with various MET threshold. The fitting results of given MET

thresholds are summarized in Table 7–3.

log10(SHLT ) = a− 1.0

b · (ET )c
(7–24)

Table 7–3. Fitting results of a, b and c according to Eq. 7–24 for various MET
HLT threshold from 60 to 120 GeV

HLT threshold (GeV) a b c
60 0.4251 0.02392 0.5919
65 0.3816 0.01826 0.6269
70 0.4439 0.01584 0.6275
75 0.5832 0.01492 0.6085
80 0.1181 0.007204 0.7677
85 0.2283 0.007329 0.7361
90 0.6285 0.009937 0.6354
95 0.08325 0.004349 0.809
100 -0.103 0.002634 0.8955
105 0.02166 0.002961 0.8506
110 -0.01263 0.00249 0.8689
115 0.01213 0.00231 0.8666
120 -0.133 0.001552 0.9311

The differential jet cross section as a function of the leading jet ET is shown in

Fig. 7–14, which is also established from the jet cross section in each discrete ET
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Figure 7–13. log10(SHLT) as a function of jet ET for various GeV MET threshold.
The curves corresponds to 60, 65, 70, 75, 80, 85, 90, 95, 100, 105, 110,
115, and 120 (GeV) MET threshold from up to down.

range from the data samples and then fitted with a continuous curve.

log10(σET ) = a+
1.0

b · (ET )c
(7–25)

The differential MET HLT rate (DHLT) can be calculated for a HLT threshold

and a given jet ET range of the data sample too (Eq. 7–26). The overall results are

shown in Fig. 7–15.

DHLT = Reff
bunch

σi
σT
× SHLT (7–26)

where σi is the cross section of the QCD events estimated by the leading jet ET

with a 1 GeV bin, Reff
bunch is the full LHC crossing rate of 32 MHz out of total

crossing rate of 40 MHz, σT is the total QCD cross section of 55 mb (σT). The

calculation is based on the principle that the inclusive MET is treated as a

combination of multiple events’ contribution in a bunch crossing [59].
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The overall HLT rate (RHLT) under a wide range of jet ET for each threshold

is calculated by the integration of DHLT. Fig. 7–16 shows the HLT rate using jet

ET range from 20 to 1000 GeV. From Fig. 7–15, we see events of very low or high

jet ET will not make significant contributions to the MET HLT rate because of the

dropping of DHLT in both sides.

We found a threshold of ∼ 80 GeV with 1 Hz HLT rate is predicted by the

factorization model which is almost 40 GeV lower than that from DAQ TDR by

using the simulated data sample but with much coarse statistics. This discrepancy

indicates extra factors other than jet effect and smearing effect that are used

for factorization model make an extraordinary higher rate in the tail of MET

distribution. Although in the relatively low-medium MET range for each jet ET

sample, the factorization model describes well the MET spectrum.

One of the possible sources that cause high tail is minimum bias events. In

general, minimum bias events have much less jet activities with lower ET than the

signal events. But for low jet ET signal events, the possibility for a pileup event
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containing higher ET jet increases, which causes unexpected high tail, This effect is

further enhanced by very large cross section of low jet ET events. Due to very less

statistics in the existing data to further factorize this effect or study the systematic

issue in the pileup mechanism and its influence on the estimation of the MET

trigger rate, we conclude that:

• Based on factorization model a lower MET HLT threshold is predicted, and

other systematic effects cause the higher tail in the MET spectrum which

need more statistics to be resolved.

• There is also a large statistic uncertainty in the estimation of the HLT

rate based on simulation data. In the simulation process, a relatively small

minimum bias event sample with ∼ 200,000 events are repeatedly used for

the pileup, which makes large statistic effect in the estimation of MET trigger

rate from low jet ET samples.

7.5.2 Sensitivity to Jet Effect and Smearing Effect

The existing detector level estimation of MET trigger rate is mainly based on

simulation. Several parameters, for example jet energy response and resolution,

pileup and underlying event model, electronic noise level ... have non-trivial

influence on the tail of the MET distribution as shown in the last section, so we

expect there is an overall systematic uncertainty on trigger threshold in addition to

statistic uncertainty. In the following, various values of the deviation of jet energy

and smearing effect in the factorization model are used to study the sensitivity of

MET HLT rate to some systematic effects.

Fig. 7–17 shows the MET HLT selection efficiency (SHLT) in jet ET between 80

and 90 GeV range as a function of σjet and σsm respectively.

A close to linear relationship between log10SHLT and σjet (or σsm) indicates the

slope of this dependency provides a quantitative measurement of the sensitivity of

the HLT rate to jet and smearing effect (Eq. 7–27). The results are summarized in
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Table 7–4, which shows jet effect plays a bigger role.

log10(SHLT ) = a+ b · σ (7–27)

Table 7–4. Fitting results of bjet effect and bsm effect according to Eq. 7–27 for various
MET HLT threshold

HLT Threshold (GeV) bjet effect bsm effect

60 0.090 0.078
65 0.114 0.089
70 0.136 0.102
75 0.155 0.113
80 0.185 0.137

In general, most of the detector factors that contribute to smearing effect are

very difficult to be recovered, because they directly correspond to the limitation

and inefficiency of the instruments. For the correction of jet effect, several tech-

niques based on jet energy correction, pileup energy subtraction, possible use of

tracks and vertex are developed.

7.6 Summary

A physics model of missing transverse energy (MET) by factorizing jet system

and related detector effects is developed primarily based on QCD di-jet events.

It is used to evaluate the performance of the jet energy calibration on the MET,

the influence of various detector effects, and high level trigger quantities. The

framework is extended to multiple jet system, which can be used for studying the

correlation between the MET and various hadronic final states.

Results illustrate normal jet calibration can’t improve the MET resolution

in QCD events (or balanced jet system), instead it works more effectively for the

imbalance jet system. The threshold of the imbalance (or balance) of jet system

can be estimated from the jet energy resolution.
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Under the jet effect and smearing effect defined by the factorization model,

MET HLT threshold for 1 Hz rate is about 80 GeV indicating a large statistic and

systematic bias in the estimation based on simulated QCD data samples.



CHAPTER 8
SEARCHING FOR STANDARD MODEL HIGGS BOSON VIA VECTOR

BOSON FUSION IN H→W+W− → `±νjj WITH mH FROM 120 TO 250 GeV/c2

Vector Boson Fusion (VBF) is the second largest Higgs boson production

process at LHC energies for Higgs boson mass (mH) above 100 GeV/c2. In the

VBF process, the Higgs boson is produced with two high ET jets in the forward

region. The central jet activities are suppressed because of color coherence between

the initial quarks. This is in contrast to most other physics processes involving

multiple jet generation where the t-channel color flow between the initial quarks

enhances the central hadron production. Therefore, a selection strategy based

on tagging two forward jets and vetoing central jets could dramatically suppress

huge Standard Model (SM) backgrounds whose cross sections are several orders of

magnitude higher than that of the Higgs boson signal.

For SM Higgs bosons decaying via H → W+W− → `ν`ν where the Higgs

boson is produced via either gluon-gluon fusion or VBF, a large discovery potential

[60, 61] is possible over a large mH mass range because the di-lepton signature can

be observed over the SM background. However, the presence of two (unobservable)

neutrinos in the final states prevents a direct measurement of the Higgs boson

mass. A precise estimation of the background is extremely important to identify

the lepton excess if it is originated from the Higgs boson signal.

In the medium-high mass range (mH > 300 GeV/c2), Higgs bosons produced

via VBF and decaying as H→W+W− → `νjj from VBF, provide another potential

route to discovery. The final states are characterized by two high ET forward

jets, two high ET central jets from W hadronic decay, and one high pT lepton

and large missing transverse energy (Emiss
T ) from the W leptonic decay. A high jet

192
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ET threshold is feasible for both forward and central jets of the signal events, so

as to reject SM background with much lower jet ET spectra. This channel turns

out to have the best discovery potential with mH > 600 GeV/c2, because of the

increase of Higgs boson mass width as mH goes up and too small cross section of

H→ ZZ→ 4`.

The possibility of extending the use of this channel to the low mass range

(mH < 300 GeV/c2) is intriguing. For example, in the 160 < mH < 180 GeV/c2

mass range the H → ZZ∗ branching ratio is highly suppressed due to H → W+W−

resonance. The direct Higgs boson mass reconstruction from H → W+W− → `νjj

makes valuable physics analysis possible and complementary to Higgs boson

search via H → W+W− → `ν`ν. The branching ratio of `νjj final states is ∼
5.5 times larger than that of `ν`ν, if only electron and muon are considered. The

reconstruction based on the identification of hadronic and leptonic W provides

extra capability to suppress the background in addition to forward jet tagging and

central jet veto, since not all the background have two Ws intrinsically.

But these advantages come with a variety of physics analysis challenges that

must be overcome.

• Many background processes of very large cross section have one lepton and

multiple jets in the final states. Simulating the requisite huge numbers of

background events is both a computing and analysis challenge.

• Deep selection cuts and heavy exploitation of physics signal characteristics

are necessary to suppress backgrounds and enhance the statistical significance

of the signal, but they can lead to large systematic uncertainties.

• A relatively low Higgs boson mass limits the application of high jet ET

thresholds that would normally be used to suppress backgrounds, in contrast

to the situation at high mass.

• Low Emiss
T and low ET jets affect the resolution of the reconstruction.



194

To meet these challenges, we propose a robust reconstruction and selection

strategy for Higgs bosons produced by VBF and decaying via H → W+W− → `νjj

that minimizes systematic uncertainties. The rest of the chapter is organized as

following: the signal and background are discussed in 8.1. Section 8.2 contains

details of the basic particle and jet reconstruction algorithms. Section 8.3 describes

the Higgs boson reconstruction strategy. In 8.4, a general selection cuts are intro-

duced. In 8.5, the intermediate results of general selection cuts are summarized.

In 8.6, the optimization of selection cuts with final results is presented. In 8.7, the

result of VBF Higgs discovery potential and mass distribution are summarized and

discussed. In 8.8, experimental data analysis approaches are described. In 8.9, the

systematic uncertainties of this channel with respect to reconstruction bias and

theoretical uncertainty are discussed. The summary is in 8.10.

8.1 Signal and Background

8.1.1 Physics Channels

The signal of VBF Higgs boson in this analysis is qqH→ qqW+W− → qq`±νjj

with mass range from 120 to 250 GeV/c2. The cross section and branching ratio for

this range of mass is included in Table 8–1. The signature of the signal is:

• One lepton. Only muon and electron are considered in the reconstruction.

• Large Emiss
T from the unobserved neutrino.

• At least four jets, including two forwards jets, two central jets, and possible

extra jets from initial state radiation (ISR) and final state radiation (FSR).

Those physics channels that have similar final states in detector level are

considered as background processes:

• tt̄ + jets. t quark almost exclusively decays to W + b quark. This process is

one of the serious background for many new physics because of its large cross

section and abundant leptons + multiple jets in the final states that fake the

signature of the signal.
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Table 8–1. VBF Higgs branching ratio with W leptonic decay, cross section, and
event simulated in `νjj final states

mH BR (H→WW(∗)) σ(`νjj) (pb) Events in 60 fb−1 Generated
120 0.122 0.1789 10734 465.8 %
130 0.279 0.3623 21738 230.0 %
140 0.480 0.5520 33120 150.9 %
150 0.685 0.7037 42222 118.4 %
160 0.918 0.8530 51180 97.70 %
170 0.967 0.8489 50934 98.17 %
180 0.929 0.7639 45834 109.1 %
190 0.778 0.5995 35970 139.0 %
200 0.735 0.5287 31704 157.7 %
210 0.727 0.4895 29370 170.2 %
220 0.719 0.4539 27234 183.6 %
250 0.700 0.3701 22206 225.2 %

• W + jets. Leptons come from W semi-leptonic decay. Based on the signal

signature, W + 4jets is the main background process. But in the parton level,

W + Njets (N=1,2,3,4 ...) can all contribute to detector level lepton + 4jets

due to ISR and FSR. In this study, we take parton level W + Njets (N=3,4)

as main background processes that are generated by the calculation of tree

level matrix elements.

There is a potential over-estimation of the background due to the higher

order correction of W + 3jets (based on ISR and FSR) partially overlapping

with W + 4jets. A complete treatment of correlated background processes is

largely beyond the scope of this analysis and under a separate study. But it

should be emphasized that the Higgs discovery potential in the presence of

both W + 3jets and W + 4jets backgrounds is more conservative than that of

using only W + 4jets.

• Z(γ∗) + jets. Z leptonic decay leads to a di-lepton pair but experimentally

contributes to one lepton signature (e.g. one lepton in the forward region
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can’t be identified, or one lepton of relatively low pT can’t be well recon-

structed). Especially the electron in the forward region is mis-reconstructed

as a forward jet.

In this analysis, Z + Njets (N=3,4) are considered as the main background

processes. The cross section of Z + jets that gives lepton + jets final state is

∼ two orders of magnitude lower than that of W + jets, but its cross section

can be measured precisely and is almost free from the background, which can

be used to estimate W + jets cross section experimentally.

• WW + jets. There are two main sources in WW production, electroweak

(EW) and QCD. In the EW mode, WW bremsstrahlung comes from t-

channel initial quark radiation without color flow. In the QCD mode, the W

pair comes from the continuum production with color flow between the initial

and final partons. Although the cross section of the EW process is much less,

it has the very similar signature as that of the VBF Higgs boson signal.

• ZZ + jets and ZW + jets. In these processes, one vector boson decays

hadronically and another decays leptonically, thus may faking the signature of

the signal. The jet energy resolution is not good enough to reject hadronic Z

events. Mainly QCD production are considered, because the EW production

cross section is too small for these two processes.

• W + t + jets. This process is part of the inclusive W + jets, but t quark

decay leading to W + b quark can fake a signal signature. In this study, W +

tb̄ (t̄b) + jets is considered as main background process with significant cross

section of lepton + Njets (N=2,3,4 ...) final states.

W + tb̄(t̄b) has the same final states of tt̄. In the event generation of W +

tb̄(t̄b), the Feynman diagrams that contain tt̄ are excluded. The gluon-gluon

fusion dominates the cross section of W + tb̄(t̄b), which is about 60 pb in the

leading order of matrix elements. The fusion of uū and dd̄ for W + tb̄(t̄b)
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is negligible. But the interference between W + tb̄(t̄b) processes and tt̄

production processes must be considered since they are not in the calculation

of tt̄ production, which is at the order of ∼ 10 pb for gluon-gluon fusion

and each of quark-quark fusion. The overall cross section of W + tb̄(t̄b) is

estimated as ∼ 100 pb, which is still much smaller than that of tt̄ + jets and

W + jets.

The cross section of above background processes are listed in Table 8–2. W

+ jets, Z + jets, W + tb̄(t̄b) + jets and WW + 2jets (EW) have parton level

pre-selection, which is explained in section 2.3.

Table 8–2. Major background cross section and event generated (W + jets, Z +
jets, W + tb̄(t̄b) + jets, and WW + 2jets (EW) include parton level
pre-selection)

Channels σ (pb) Events in 60 fb−1 Generated
t t̄ + jets 840 50.4 million 6.9 %
W + t b̄ (t̄b) 100 6.0 million 57.6 %
WW + jets (QCD) 73.1 4.39 million 3.95 %
WW + 2jets (EW) 1.26 75600 113.0 %
WZ + jets 27.2 1.63 million 15%
ZZ + jets 10.7 0.642 million 68.1 %
W + 4 jets 255.9 (e/µ+ ν) 15.4 million 5.16 %
W + 3 jets 360.6 (e/µ+ ν) 21.6 million 4.86 %
Z + 4 jets 1.7 (ee/µµ) 102613 292.84 %
Z + 3 jets 4.35 (ee/µµ) 2611572 229.7 %

8.1.2 Overview of Background Cross Section Measurement

The systematic uncertainty of the theoretical prediction and detector recon-

struction is significant in the current level of analysis mainly based on the Monte

Carlo simulation. In general, the cross section of most background processes will

be measured in a good statistic precision at LHC, due to their large cross section.

After LHC takes data, a better understanding of the background processes and

precise measurement of their quantities play a big role in the search of VBF Higgs
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boson. Many systematic uncertainties related to next-to-leading order (NLO) pre-

diction and detector efficiency will be resolved experimentally. Measuring the cross

section of those background processes is a non-trivial task. Two common issues

need to be handled:

1. Multiple background processes have similar final states (e.g., tt̄ + jets and

W + jets contribute to lepton + jets signature with large cross section). In

order to highly suppress certain background processes, some hard cuts are

inevitable, which introduce systematic uncertainty in the reconstruction

and selection. It is possible to measure the overall cross section of several

background processes together and compare to the theoretical prediction. The

feasibility needs be investigated.

2. The impact of the fluctuation of the energy deposit of minimum bias events

on jet energy scale is very strong for the low ET jet. Clearly identifying soft

jets from the physics events and faked jets from various detector effects is

another reconstruction challenge.

A reasonable jet ET threshold is necessary to reduce those systematic

effects, but this needs a more careful treatment in the analysis. For example,

experimental Z + one hard jet event might come from Z + 1jet event or

Z + multiple jets event in which soft jet is excluded by the selection. The

theoretical prediction for these two types of processes are fundamentally

different, although they looks the same “experimentally”.

In the following, I provide an overview about the expectation of background

measurement of VBF Higgs and possible issues in the reconstruction and selection:

• W/Z + jets

Z + jets can be measured by the di-electron and di-muon resonance that

gives a Z mass. The inclusive Z pT spectrum provides a good way to tune the

theoretical estimation of Z + jets, since the reconstruction can be performed
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by lepton only. Z + jets can also be extracted from the exclusive Z + Njets

(N > 0) with a significant jet ET threshold (e.g., ET > 50 GeV), so that the

effect of faked jets from detector are negligible.

W + jets can be measured from W events with lepton + Emiss
T final state. In

order to reduce the influence of soft lepton from heavy flavor decay, a lepton

pT threshold is necessary accompanied with proper isolation cuts. The W

+ jets rate can also be extracted from exclusive one lepton + Njets (N > 0)

events with a significant lepton pT and jet ET threshold. But tt̄ and QCD

multiple jets events that pass the lepton selection cause serious problems

in identifying the origin of experimental one lepton + Njets (N > 0) final

states, because no effective selection cuts can be applied to W + jets. If the

maximal number of associated jets is required to be less than two, the effect

of tt̄ and QCD is largely suppressed, that leads to the good precision in the

measurement of W + 1jet. The feasibility of measuring W + Njets (N > 1)

directly needs a careful study.

For the interest of VBF Higgs background measurement, the rate of one

lepton + Njets (N ≥ 4) coming from W + jets, tt̄ + jets and other processes,

can be measured together experimentally. If the relative contribution from tt̄,

QCD and other background processes are well understood, the W + Njets (N

> 1) can be calculated. But the result contains all the systematics of other

background processes.

It is practical to use measured Z + Njets (N > 0) and W + 1jet cross section

to project the W + Njets cross section, which may have less systematic

uncertainties.

• WW/ZZ/ZW + jets
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For ZZ + jets and ZW + jets, the narrow Z mass peak can be reconstructed

from Z semi-leptonic decay channels with little background. The associative

jet rate in these channels can be reconstructed as well.

For WW + jets, di-lepton from both W semi-leptonic decay provide a

relatively clean signature. Di-lepton mass will be used to exclude the Z

events. The suitable final states for cross section measurement will be di-

lepton only and di-lepton + 1jet, because it is anticipated tt̄ + jets events

dominate the rate of di-lepton + Njet (N > 1).

• tt̄ + jets and W + tb̄(t̄b) + jets

In addition to the direct reconstruction of the top quark mass and using its

selection efficiency to estimate the cross section tt̄ + jets, di-lepton + Njets

(N > 1) provides the promising final states to measure these two background

together, since W + tb̄(t̄b) is an irreducible background to tt̄.

In the leading-order (LO), tt̄ + 1jet cross section is even bigger than tt̄. Due

to a jet ET threshold in the reconstruction that ignores low ET jets, a careful

comparison study on the rate of di-lepton + 2jets, di-lepton + 3jets and

etc. is important to identify and understand the cross section of tt̄ + Njets

(N=0,1,2..).

In the reconstruction of most of above channels, an isolation criterion on

lepton reconstruction is necessary in order to identify the signature of W or Z

leptonic decay, which also leads to a significant suppressing factor on the lepton

from heavy flavor decay.

Most of these physics processes can be identified with a simple and robust

selection strategy for lepton + possible associated jet(s) final states. The related

background can be controlled to be at least one or two orders lower, which leads

to the uncertainty of cross section in several percent or less and largely reduce the

systematic uncertainty in the Monte Carlo prediction.
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The accuracy can be further improved by cross-checking physics related chan-

nels (e.g., Z + jets and W + jets), extracting the signature from the background

and fitting the the distribution based on combined background due to relative large

number of events involved.

8.1.3 Event Generation

In addition to cross section measurement, a tuning of event generation based

on experimental data is a key step to improve the accuracy of theoretical prediction

on the kinematic properties of the events. A lot of important new physics largely

relies on a reliable estimation of standard model background and looking for excess

of selected reconstruction objects. The fine tuning of theoretical model and event

generator, which involves the calculation of higher order corrections and adjusting

the event generation that commonly starts from leading order, is very important.

Currently the event generation accounts for non-trivial systematic uncertainties. A

k-factor (ratio of the cross section of NLO to that of NO) ranging from 1.0 to 1.2

are expected for those background that relate to VBF Higgs, which gives a rough

quantitative estimation of the uncertainties of event generation at 10-20 %.

The event generation for this analysis is summarized as follows:

• The Higgs boson signal, tt̄ + jets, WW + jets (QCD), WZ + jets, and ZZ +

jets were generated with PYTHIA [37]. All decay mode of W and Z boson

in background were switched on except the signal events with only semi-

leptonic mode switched on. The number of events for each process is listed

in Table 8–1 and 8–2. The configuration of generator includes: ISR, FSR,

hadronization, multiple parton interaction and underlying event. CTEQ5m

Parton Distribution Function (PDF) set was chosen.

• W + 3jets, W + 4jets, Z + 3jets, and Z + 4jets were generated with ALP-

GEN [62]. Due to very large cross section of those processes, the parton level

pre-selection cuts are implemented based on jet pT threshold (pj
T), jet η range
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(ηj) and minimum jet-jet distance (∆Rjj). Due to W + 4jets is the major

background, a lower pj
T is used. Renormalization and factorization scale were

set to µ0 = mW and CTEQ5l PDF set was chosen.

WW + 2 jets (EW) was generated by MadGraph [63] with same parton level

pre-selection cuts and configuration as ALPGEN.

W + tb̄(t̄b) + jets was generated by COMPHEP [64], no selection cut is

applied to t quark, minimum b quark pT is set to 15 GeV/c with |η| < 5.

Events generated by ALPGEN, MADGRAPH, and COMPHEP (called

Matrix Element Event Generator, or ME generator) were then processed by

PYTHIA for parton showering with the same settings described above except

the PDF set was changed to be compatible with the ME generator.

The configuration of ALPGEN and MADGRAPH is illustrated in Table 8–3.

Table 8–3. The configuration of parton level pre-selection of matrix element event
generator (ALPGEN and MADGRAPH)

Generator Channel pj
T (GeV/c) ηj ∆Rjj

ALPGEN Z + 3jets 25 5.0 0.5
ALPGEN Z + 4jets 25 5.0 0.5
ALPGEN W + 3jets 25 5.0 0.5
ALPGEN W + 4jets 20 5.0 0.5
MADGRAPH WW + 2 jets 20 5.0 0.5

The PDF contributes non-trivial uncertainties. The impact of PDF is different

for various physics channels. A summary of PDF can be found in [65].

The effects of NLO (next to leading order) correction are not generally

considered in this analysis because NLO calculations of some background are not

available, e.g., W + Njets (N ≥ 3), Z + Njet (N ≥ 3) WW/ZZ/WZ + Njets (N

≥ 2). The NLO (leading order) cross section for single W, Z or WW/ZZ/WZ

production is available, but they largely overlap with leading order calculation

of vector boson + associated jets. For tt̄ process, the NLO is included based on

widely used value [66]. The k-factor for VBF Higgs is ∼ 1.1 [15], which is generally
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smaller than that of gluon-gluon fusion Higgs (∼ 1.5-1.8) [15] and some background

processes.

A complete inclusion of NLO of signal and background will reduce the

discovery potential of VBF Higgs. Due to relatively small NLO correction of signal

events, the systematic uncertainties of the results in this analysis with respect to

NLO mainly come from background, W + Njets (N ≥ 3) and tt̄ + jets.

8.2 Detector Simulation and Reconstruction

The full CMS detector simulation based on OSCAR [39] is performed for

the signal and background processes including VBF Higgs, tt̄ + jets, WW +

jets (QCD), WZ + jets and ZZ + jets. Fast CMS detector simulation based on

FAMOS is performed for background processes including: W + Njets (N = 3,4), Z

+ Njets (N = 3,4), WW + 2 jets (EW), W + tb̄ (tb) + jets. The pile-up condition

is set for low luminosity of LHC (L = 2 × 1033cm−2s−1). The digitization and

reconstruction are based on standard CMS software ORCA [40] and FAMOS [45].

Jets are reconstructed with an iterative cone algorithm with cone size of

∆R = 0.6. No offline threshold on tower constituent is used. The jet energy

correction is applied according to the jet energy response based on QCD jets.

Emiss
T is reconstructed from all the calorimeter towers with a muon momentum

correction applied if a muon is present in the event. Jet energy correction for Emiss
T

is tested. Because of the low Higgs boson mass used in this study, the corrected

Emiss
T scale is largely influenced by low ET central jets, which is more challenging

than that of other background processes (e.g., tt̄ + jets) that have harder jet ET

spectrum and potentially benefit more from the jet energy correction.

Electrons and muons are reconstructed using standard offline algorithms.

Because of the presence of multiple jets in signal and background final states,

a strong calorimeter based isolation is used to identify the leptons from W or Z

decay.
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The isolation criteria for reconstructed offline electron object includes the

following components:

• EHcal
T /EEcal

T < 0.05, where the EHcal
T and EEcal

T are calculated from the 0.2

isolation cone around electron super-cluster in Hadronic Calorimeter (HCAL)

and Electromagnetic Calorimeter (ECAL) respectively (Fig. 8–1).

• 0.9 < E/p < 1.8, where E and p are the energy of electron super-cluster

measured in ECAL and track momentum measured in Tracker (Fig. 8–2).

• |E0.2
T − Ee

T| < 5.0 GeV and |(E0.2
T − Ee

T)/Ee
T| < 0.3, where E0.2

T is the total ET

in the 0.2 isolation cone and Ee
T is the electron super-cluster ET (Fig. 8–3 and

8–4).

• E0.2−0.4
T /Ee

T| < 0.3, where E0.2−0.4
T is the sum of ET in the 0.2-0.4 isolation

cone (Fig. 8–5).
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Figure 8–1. EHcal
T /EEcal

T of true electron (a) and faked electron (b) in VBF Higgs
sample with mH = 170 GeV/c2

A similar isolation criterion was applied to reconstructed offline muon object:

• |E0.2
T − pµT| < 9.0 GeV and |(E0.2

T − pe
T)/pµT| < 0.3, where E0.2

T is the total ET in

the 0.2 isolation cone and pµT is the muon transverse momentum measured in

Tracker (Fig. 8–6 and 8–7).
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Figure 8–2. E/p of true electron (a) and faked electron (b) in VBF Higgs sample
with mH = 170 GeV/c2
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Figure 8–3. |E0.2
T − Ee

T| of true electron (a) and faked electron (b) in VBF Higgs
sample with mH = 170 GeV/c2
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Figure 8–4. |(E0.2
T − Ee

T)/Ee
T| of true electron (a) and faked electron (b) in VBF

Higgs sample with mH = 170 GeV/c2
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Figure 8–5. |(E0.2−0.4
T /Ee

T| of true electron (a) and faked electron (b) in VBF Higgs
sample with mH = 170 GeV/c2
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• E0.4
T /Eµ

T| < 0.3, where E0.4
T is the sum of ET in the 0.2-0.4 isolation cone

(Fig. 8–8).
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Figure 8–6. |E0.2
T − Ee

T| of true muon (a) and faked muon (b) in VBF Higgs sample
with mH = 170 GeV/c2
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Figure 8–7. |(E0.2
T − Ee

T)/Ee
T| of true muon (a) and faked muon (b) in VBF Higgs

sample with mH = 170 GeV/c2

The overall offline electron and muon reconstruction efficiencies for VBF Higgs

sample are shown in Fig. 8–9. It can be seen that intensive jet activities cause
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Figure 8–8. |(E0.2−0.4
T /Ee

T| of true muon (a) and faked muon (b) in VBF Higgs
sample with mH = 170 GeV/c2

overlapping between jets and leptons that results in the loss of lepton efficiency,

which is lower than the efficiency of benchmark physics channels (e.g., leptonic

decays of W or Z events) with negligible jet activities.

tt̄ + jets events were used to check the performance of the isolation. The

purity of the isolated leptons with pT > 30 GeV/c is 99.73% and 99.88% for

electron and muon respectively.

It might be argued that the lepton isolation efficiency can be further optimized

by using track based isolation methods (e.g., counting number of tracks around

the lepton track in an isolation cone, setting a threshold for the sum of transverse

momentum from tracks nearby, and using vertex information to further suppress

leptons from b-quark decays). However, further optimization of the isolation

efficiency probably will not increase the ratio of signal to background. The track-

based isolation criterion does not necessarily lead to the loose calorimeter-based

isolation criterion because of the presence of multiple jets and significant neutral

energy not accounted for in the tracker measurement.
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Figure 8–9. Overall Reconstruction and Selection Efficiency of Electron (a) and
Muon Reconstruction (b) in VBF Higgs Sample
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8.3 Higgs Boson Reconstruction and Selection Strategy

The VBF Higgs boson production mechanism and its decay signature drives

our reconstruction algorithm emphasizing lepton selection, identification and

tagging of two forward jets, hadronic W reconstruction using two central jets

and leptonic W reconstruction using Emiss
T and the charged lepton. The two

reconstructed Ws will be used for Higgs mass reconstruction.

From the point view of results and their sensitivity to the reconstruction

techniques, the basic objects (forward jets, central jets, lepton, Emiss
T ) can be

classified in two rather independent groups: lepton + Emiss
T system and jet system.

In the following, the discussion focuses on lepton and jet selection.

8.3.1 Offline Lepton Selection Strategy

In this channel, only one isolated high pT lepton from W decay is presented

in the final state of the signal events. The reconstruction of leptonic W has less

ambiguity. Some consideration is needed for the events that have one high pT

lepton and one or more low pT leptons.

• If the extra lepton comes from heavy flavor decay, it is largely within the con-

sideration of one lepton + Njets final states for both signal and background.

Technically the isolation criterion is hard to apply to the low pT lepton due to

the significant reconstructed calorimeter energy from jet activities, pileup and

underlying events, in which the performance of isolation is more sensitive to

those factors and has large systematic uncertainty even it is feasible based on

existing detector simulation and reconstruction.

• If the extra lower pT lepton comes from W or Z decays that is not the

same vector boson that gives the highest pT lepton, its effect is negligible

since the cross section of producing two vector bosons is several orders of

magnitude lower than one vector boson, and if they both decay leptonically
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the probability for passing the multiple jet selection criteria is much lower

than events with one of the vector bosons decaying into two jets.

• If extra lepton comes from Z decay, it is negligible because the overall Z

leptonic decay rate from Z + jets is at least two orders of magnitude lower

than that of W + jets. The lepton pT spectrum for Z + jets is shown in

Fig. 8–10.
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Figure 8–10. Lepton pT spectrum for the highest pT lepton (a) and the second
highest pT lepton (b) in the Z+jets sample with Z leptonic decay

As discussed above, the presence of one or more low pT lepton in addition

to an isolated high pT does not jeopardize the reconstruction. A robust lepton

selection strategy is used in this analysis, which is less influenced from various

physics and detector systematic effects:

• After the lepton trigger selection, the offline lepton with pT > 10 GeV/c is

applied using calorimeter isolation as described in previous section.

• The lepton with pT < 10 GeV/c will not be counted.

• The lepton with pT > 10 GeV/c but fails isolation selection will not be

counted.

• The veto of the event is based on whether there is only one isolated lepton.



212

• The isolated lepton pT is required to be above 30 GeV/c, of which the

threshold is optimized separately.

8.3.2 Properties of Multiple Jet System

The understanding of parton behavior and its corresponding jet activities

in the VBF Higgs boson signal events are very important to look for appropriate

selection strategies for tagging forward jets and hadronic W reconstruction. In

order to analyze the properties of jet system, the detector jet is matched the parton

with angular distance (∆R =
√

∆η2 + ∆φ2) less than 0.3. The matched jets are

called quark-jet. The reconstructed quark-jet efficiency as a function of jet ET

threshold is shown in Fig. 8–11.
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Figure 8–11. Quark-jet relative matching efficiency as a function of jet ET thresh-
old for valance quark (square) and quark from W hadronic decay
(circle) in VBF Higgs sample with mH = 170 GeV/c2. The efficiency
is normalized to 1.0 for jet ET threshold of 20 GeV.

8.3.2.1 Forward Jet Tagging

In this section, detector jets are matched with two valance quarks using the

signal events, the major target of forward jet tagging. The η distance (∆η =

|η1 − η2|) and the di-jet mass (mqq) of two jets that corresponds to two valance
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quarks in the signal events (mH = 170 GeV/c2) are shown in Fig. 8–12. There

is a peak around 5.0 in ∆η distribution, so the plausible range for minimum ∆η

is below 5.0, otherwise the signal efficiency will decreases quickly. The minimum

mqq can be set above 1000 GeV/c2, which need be optimized with the signal and

background efficiency together.
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Figure 8–12. Two forward quark-jet properties (a) ∆η distribution (b) mqq distri-
bution

Extra detector jet from ISR and FSR or detector effects that has higher

|η| might cause mis-identification in forward jet tagging. For example, in those

signal events that two valance quark does not have wide enough η distance, extra

jets can significantly enhance the chance of those events that pass forward jet

tagging, but this effect is largely reduced by a higher jet ET threshold as shown

in Fig. 8–13. Although this effect does not influence the forward jet tagging

efficiency, it increases the chance of mis-identification of central jets for hadronic W

reconstruction.

A high jet ET threshold can be used to remove those extra jets which are

outside the quark-jet as shown in Fig. 8–14. For a jet ET threshold below 35 GeV,

there is a much stronger dependency of forward jet tagging efficiency on the jet ET



214

 ThresholdTJet E
15 20 25 30 35 40 45 50 55 60 65

 ThresholdTJet E
15 20 25 30 35 40 45 50 55 60 65

R
a
la

tiv
e
 R

a
te

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

Figure 8–13. The relative rate of signal events (mH = 170 GeV/c2) that pass for-
ward jet tagging by extra jets (but quark-jet fail) to those events that
quark-jet passes tagging as a function of jet ET threshold. Intensive
ISR and FSR largely enhanced the forward jet tagging efficiency,
especially for the ET threshold below 35 GeV

threshold, which can be explained by the intensive soft jet activities. Due to this

fact, the systematic uncertainty of jet energy scale will be significantly enhanced in

forward jet tagging for ET threshold below 35 GeV, which should be considered in

the optimization of the selection cuts.

The increase of jet ET threshold and η distance threshold causes the reduction

of tagging efficiency as shown in Fig. 8–11. With the fixed quark-jet ET threshold,

the increase of η distance will reduce the mid-identification rate, but it also results

in the reduction of overall tagging efficiency, as shown in Fig. 8–15.

8.3.2.2 Hadronic W Reconstruction

In this section, jets are matched with two quarks from W hadronic decay.

The detector W mass reconstructed from quark-jet is shown in Fig. 8–16, which

provides a basic hadronic W mass resolution of ∼ 14.8 GeV/c2. The reconstruction

efficiency is very sensitive to jet ET threshold as shown in Fig. 8–11. A threshold
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Figure 8–14. The rate of VBF Higgs events (mH = 170 GeV/c2) with extra jet that
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Figure 8–15. Forward Jet Tagging efficiency for different threshold of η distance in
VBF Higgs events with mH = 170 GeV/c2
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higher than 30 GeV will have serious impact on the signal selection efficiency due

to the low mass of Higgs boson studied in this analysis.
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Figure 8–16. mW using quark-jet that two quarks are identified from hadronic W
decay in VBF Higgs events with mH = 170 GeV/c2

The di-jet mass scale and resolution are sensitive to the jet cone size. The

results of average reconstructed W mass (< mW >) and W mass resolution

(σ(mW)) for three jet cone sizes (0.4, 0.6, and 0.8) are summarized in Table 8–4.

It shows 0.6 cone jet provides a better W mass scale and resolution, which allows

a symmetric di-jet mass selection window with respect to the true W mass in the

reconstruction.

Table 8–4. Reconstructed W mass resolution in various jet cone. Real W mass
(81.2 GeV/c2) is used to scale the reconstructed W mass (mW), which
leads to a scaled σs(mW) = mW/81.2 · σ(mW)

Cone Size < mW > GeV/c2 Detector σ(mW) GeV/c2 Scaled σs(mW)GeV/c2

0.4 55.1 11.52 16.8
0.6 82.3 14.75 14.4
0.8 90.27 17.25 15.4
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Multiple central jets cause combinatorial problem if the hadronic W can be

reconstructed from more than one pair. In the following, an overview of several

possible selection strategies are provided:

• The pair of jets with the least error to the true W mass is used for hadronic

W reconstruction. In the further reconstruction, the selection criterion about

extra jets in the central region can be optimized with respect to signal and

background.

• The second approach is to require exact two jets in the central region and

veto those events that have extra jets, so there is no ambiguity in combining

two jets for W reconstruction. This method results in a large reduction of

signal and background events immediately and makes further optimization

hard to proceed. Extra jet activities are sensitive to ISR, FSR and detector

effects with non-trivial systematic uncertainties, which might cause systematic

issues on the final results. Fig. 8–17 shows 60% of the VBF Higgs events have

extra jets with ET > 20 GeV in detector level.
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Figure 8–17. Number of extra jets in the central excluding the quark-jet from for-
ward jet tagging and hadronic W reconstruction in VBF Higgs events
with mH = 170 GeV/c2. A jet ET threshold of 20 GeV is used.
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• A third possible approach is to look for two highest ET jets in the central

region to reconstruct the hadronic W. Due to relative low Higgs mass studied,

the jets from hadronic W decay does not necessarily provide the highest two

ET jets, which causes mis-identification as shown in Fig. 8–18.
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Figure 8–18. The ID of extra jet, which is numbered based on jet ET from highest
to lowest in VBF Higgs events with mH = 170 GeV/c2. The quark-jet
from forward jet tagging are excluded. If two highest ET central jets
are required for W reconstruction, the mis-identification rate is high,
because extra jets are ∼ 17% (19 %) of the highest (second highest)
ET jets in the central.

The optimized central jet selection strategy used in this study combines the

first and second methods into a modified central jet veto scheme by looking for

a di-jet mass with least error to the true W mass and controlling the maximum

number of central jets in an event, so that the combinatorial effect is reduced and

physics nature of the real jet from W decay can be manifested.

8.3.2.3 Jets ET System

A proper ET threshold is important in tagging forward jet, reconstructing the

hadronic W and optimizing the selection criterion for extra jet. In the reconstruc-

tion, extra jets are those detector jets which are not used for forward jet tagging
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and hadronic W reconstruction. The primary interests about extra jets relate to

the jets that within the η range of two tagged forward jets, so the extra jets are

counted only in this η range.

In the reconstruction of forward jet and hadronic W, we avoid to use highest

jet ET selection criterion (e.g., using two highest ET jets for the forward jet tagging

and/or the rest two highest ET jets for the hadronic W), which largely reduce the

systematic effects of jet energy response and calibration bias between different

η region of the calorimeter. For example, jet energy response is quite different

between the central and forward region. The jet energy scale is sensitive to the

jet ET spectrum, which inevitably causes systematic bias. The approach based on

highest ET selection also shows significant mis-identification rate (as previously

shown in Fig. 8–18) and loss of the true efficiency.

For the forward jet tagging, an robust strategy is used for this analysis that

is based on the thresholds of jet ET, di-jet ∆η and di-jet mass. The jet η can be

measured in good precision due to the fine granularity of CMS HCAL. A similar

strategy is used for hadronic W as discussed in previous section.

There are detector reconstruction constraints on optimizing jet ET due to a

large number of low ET detector jets which purely come from the detector effects

(e.g., electronic noise, pileup and underlying events). A 25 GeV threshold on jet

ET is used, so that those jets below this threshold will not be counted, which

largely prevent the analysis and results from various detector effects and systematic

uncertainties. This threshold is also consistent with the parton level pre-selection

for the W + 4jets, one of the main background processes, which has 20 GeV/c for

minimum quark pT. It is anticipated that the average detector jets ET will be lower

than the quark because of ISR and FSR, but a low threshold will still be influenced

by the parton level pre-selection cuts.
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Fig. 8–19 shows the multiple jet selection efficiency (requiring at least 4 jets

in an event) for various samples as a function of jet ET threshold. The curve of W

+ 3jets is more sensitive to the threshold (as the threshold goes down, the passing

rate of W + jets increases significantly), since soft jets from ISR and FSR plays

a stronger role in making W + 3jets pass the 4 jet selection criterion than other

samples. For the threshold around 25 GeV, the efficiency curves of various samples

have almost the same slope, which indicates the ratio of signal to background will

be less affected by the systematic effects of jet energy scale and intrinsic features of

various physics processes.
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Figure 8–19. Multiple jet selection efficiency (requiring at least 4 jets in an event)
as a function of jet ET threshold. The efficiency is normalized to the
rate with jet ET threshold of 16 GeV for each sample. The physics
channels include: tt̄ + jets (solid square), W + 3jets (open circle),
W + 4 jets (solid triangle), and VBF Higgs with mH = 170 GeV/c2

(open square)

8.4 Basic Event Selection

In this chapter, a number of selection cuts are applied to make a basic filtering

of the events before putting into the optimization. The selection strategies are

discussed in previous section, that attempts to properly manifest the true nature of
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VBF Higgs signature and reduce the influence of systematic effect in the detector

reconstruction. The selection cuts are introduced according their sequence used in

the reconstruction chain.

The analysis mainly targets at both W from the Higgs boson decay are on-

shell, especially for 160 < mH < 180 GeV/c2. There is small difference in the cuts

for the reconstruction of Higgs of mH < 160 GeV/c2, which is described in the end.

8.4.1 Level-1 and High-Level Trigger for Electron or Muon (Trigger)

The lepton trigger is the only effective trigger for low mass VBF Higgs. CMS

Level-1 and high level trigger for electron and muon provide the first filtering of the

events. This step is performed with standard algorithm and criterion. The HLT

(high level trigger) threshold for single electron (muon) in low luminosity is 29 (19)

GeV/c. Due to staged muon detector, the muon trigger is limited with |η| < 2.1,

but offline muon can be reconstructed up to |η| = 2.4.

8.4.2 Offline Leopton Selection (L-S)

One isolated lepton in the central detector region is the most important object

to suppress hadronic events and lepton from heavy flavor decays. In addition to the

lepton isolation criterion in the offline reconstruction described in previous chapter,

a lepton-jet isolation criterion is used: ∆R`−j > 0.5, where ∆R`−j is the distance in

η-φ space between the lepton and the nearest jet with ET > 25 GeV.

Lepton pT selection is defined by a selection window between 30 and 120

GeV/c, because VBF Higgs boson events have a relatively higher faction of lepton

rate in this range as illustrated in Fig. 8–20. Especially in low pT region, the

background processes contribute much bigger fraction of lepton rate, while the

signal’s lepton rate falls quickly. This fact explains di-lepton trigger with lower

lepton pT trigger threshold will not help VBF Higgs discovery potential of `νjj final

states.
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Figure 8–20. Normalized lepton pT distribution (a) and normalized lepton η dis-
tribution (b) of VBF Higgs with mH = 170 GeV/c2 (solid), tt̄ + jets
(dash), and W + 4jets (dot) respectively

8.4.3 Event Selection of Jet Counting and Emiss
T (E-S)

Four jets are necessary for forward jet tagging and hadronic W reconstruction.

In this step, a minimum number of four jets with ET > 25 GeV are required. The

jets below the threshold will not be treated as a reconstruction object due to large

number of detector level jet that actually come from the fluctuation of electronic

noise, pileup and underlying event.

The Emiss
T is required to be above 30 GeV. If jet energy correction is applied

for Emiss
T , non-trivial systematic effects will be caused by the significant difference

in the generator level Emiss
T spectrum and detector jet ET spectrum between VBF

Higgs and several main background processes as shown in Fig. 8–21. So no jet

energy correction is used for Emiss
T . This will be further discussed in the summary.

8.4.4 Forward Jet Tagging (FJT)

Forward jet tagging (FJT) is the most important selection, which leads to a

strong suppression factor on those background channels that do not have a similar

nature of vector boson fusion. Following cuts are used:
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Figure 8–21. Normalized Emiss
T distribution (a) and normalized Jet ET distribution

(b) of VBF Higgs with mH = 170 GeV/c2 (solid), tt̄ + jets (dash),
and W + 4jets (dot) respectively

• Two jets with ET > 30 GeV, no other jets with ET > 30 GeV in the further

forward region.

• η1 · η2 < 0

• |η1 − η2| > 3.8

• mqq > 800 GeV/c2, where mqq is the invariant mass of tagged two forward

jets

8.4.5 Hadronic W Reconstruction (H-W)

Any of two central jets pairs with jet ET > 25 GeV are tested as a candidate of

hadronic W. The di-jet invariant mass must be within 25 GeV window of W boson

mass. If multiple pairs satisfy the criterion, the one with least error to W mass is

selected.
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8.4.6 Leptonic W Reconstruction (L-W)

Lepton momentum and Emiss
T are used for the leptonic W reconstruction, using

following formula:

pνx = Emiss
x

pνy = Emiss
y (8–1)

pνz =
A · p`z ±

√
A2(p`z)

2 −B
(p`x)

2 + (p`y)
2

where Emiss
x(y) is the x(y)-component of Emiss

T , pνx(y,z) and p`x(y,z) are the px(y.z) of

neutrino and lepton from W decay, A =
m2
W

2
+ p`xp

ν
x + plyp

ν
y , B =

[(p`x)
2 + (p`y)

2][(p`)2(pνt )
2 − A2].

Since the Higgs boson mass is very close to di-W mass (∼ 160.8 GeV/c2), it is

anticipated that two Ws have very small momentum in the Higgs boson rest frame,

and in the experimental frame (under the boost of Higgs momentum) two Ws are

close in the flying direction. This feature can be used to resolve the ambiguity of

neutrino’s momentum in z direction. The ∆R between each of two leptonic W

candidates and the hadronic W is calculated. The one with smaller ∆R is selected

as leptonic W.

8.4.7 Selection Criterion for Higgs Boson Mass below 160 GeV/c2

Most of the selection is the same as the case for mH ≥ 160 GeV/c2, except the

hadronic W mass selection window is between 30 and 90 GeV/c2.

8.5 Summary of Intermediate Results

The hadronic and leptonic Ws are two objects in order to reconstruct Higgs

boson signal. Using VBF Higgs boson signal events, the resolution of the detector

W with respect to the generated W is illustrated by two quantities: average W pT

error and ∆R between the detector and generator W (Fig. 8–22 and 8–23). The

limited Emiss
T resolution causes the worse quality of the leptonic W than that of the

hadronic W.



225

 Error
T

Hadronic W p
-50 -40 -30 -20 -10 0 10 20 30 40 50

 Error
T

Hadronic W p
-50 -40 -30 -20 -10 0 10 20 30 40 50

d
N

/N

0

0.01

0.02

0.03

0.04

0.05

0.06

R error∆Hadronic W 

0 0.5 1 1.5 2 2.5 3

R error∆Hadronic W 

0 0.5 1 1.5 2 2.5 3

d
N

/N

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

(a) (b)

Figure 8–22. Hadronic W properties (a) pT error and (b) ∆R between the detector
and generator level hadronic W. The pT error is fitted by a Gaussian
with σ ∼ 15.1 GeV/c.
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Figure 8–23. Leptonic W properties (a) pT error and (b) ∆R between the detector
and generator level leptonic W. The pT error is fitted by a Gaussian
with σ ∼ 19.5 GeV/c.
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The reconstructed leptonic W pT has been used to evaluate the possibility of

applying the jet energy correction for Emiss
T (Fig. 8–24). As Higgs boson mass goes

up, W pT error shift from positive to negative. A positive shift of pT corresponds

to over-measured Emiss
T , which is the common feature of intrinsic low Emiss

T events

(e.g., QCD events), that various detector effects randomly enhance the Emiss
T

spectrum. In this case, jet energy correction will not work well for Emiss
T . As a

result, due to the low Higgs boson mass and induced low Emiss
T spectrum studied in

this analysis, jet energy correction is not applied for Emiss
T .

For mH > 200 GeV/c2, the W pT error turns negative, which shows the effect

of low jet energy response in the detector that causes the under-measurement of

Emiss
T . This is the common feature of high Emiss

T events. In this case, the random

detector effects will only deteriorate the Emiss
T resolution but not changes the scale

of Emiss
T . The restoration of Emiss

T scale will need jet energy correction. Roughly at

mH = 250 GeV/c2, average W pT error is ∼ 0 after applying jet energy correction.

For both cases, no significant difference in W pT resolution between the

corrected and un-corrected Emiss
T is observed.

The distance between the hadronic and leptonic W (∆RDi−W) defined in

Eq. 8–2 plays an important role in the reconstructed Higgs boson mass. The error

of the distance between the detector and generator level can fitted by a Gaussian

distribution with a σ of ∼ 0.25 (Fig. 8–25). This leads to ∼ 20 GeV resolution in

reconstructed Higgs mass. The long tail attributes to the wrong identification of

jets in the hadronic W reconstruction and limited Emiss
T resolution in the leptonic

W reconstruction.

∆RDi−W =
√

∆η2
Di−W + ∆φ2

Di−W (8–2)

The selection efficiency for the signal and background with respect to two

reconstruction scenarios of mH ≥ 160 GeV/c2 and mH < 160 GeV/c2 are included
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Figure 8–24. Leptonic W properties as a function of mH (a) average pT error and
(b) pT resolution between the detector and generated leptonic W with
un-corrected Emiss

T (solid square) and corrected Emiss
T (open square)
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Figure 8–25. Di-W ∆R error between detector and generator level in VBF Higgs
events with mH = 170 GeV/c2
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in Table 8–5 and 8–6 respectively. The summary of the selection cuts is included in

Table 8–7.

Table 8–5. Selection efficiency for signal and background events with scenario of
mH ≥ 160 GeV/c2

Channels Trigger L-S E-S FJT H-W L-W σ (fb)
VBF Higgs (mH=160) 0.594 0.519 0.346 0.347 0.798 0.642 16.15
VBF Higgs (mH=170) 0.607 0.539 0.372 0.353 0.795 0.552 15.99
VBF Higgs (mH=180) 0.618 0.571 0.383 0.348 0.810 0.559 16.28
VBF Higgs (mH=190) 0.629 0.586 0.400 0.366 0.809 0.542 14.16
VBF Higgs (mH=200) 0.644 0.596 0.413 0.374 0.821 0.535 13.78
VBF Higgs (mH=210) 0.652 0.603 0.424 0.370 0.810 0.549 13.43
VBF Higgs (mH=220) 0.664 0.608 0.443 0.383 0.814 0.528 13.35
VBF Higgs (mH=250) 0.682 0.610 0.411 0.383 0.835 0.542 10.71
tt̄ + jets 0.422 0.310 0.465 0.063 0.816 0.568 1494.2
WW + jets (QCD) 0.227 0.539 0.078 0.048 0.718 0.393 9.27
WW + jets (EW) 0.252 0.530 0.417 0.319 0.768 0.458 7.88
ZZ + jets 0.147 0.289 0.097 0.051 0.758 0.594 1.00
ZW + jets 0.177 0.464 0.098 0.057 0.777 0.631 7.23
W + tb̄(t̄b) 0.422 0.123 0.428 0.056 0.706 0.452 92.8
W + 4j (W→ e/µ+ ν) 0.556 0.558 0.464 0.078 0.624 0.593 1194.8
W + 3j (W→ e/µ+ ν) 0.545 0.573 0.254 0.060 0.563 0.563 541.8
Z + 4j (Z→ ee/µµ) 0.762 0.410 0.503 0.083 0.612 0.426 6.97
Z + 3j (Z→ ee/µµ) 0.743 0.398 0.279 0.061 0.572 0.413 4.82

The reconstructed Higgs boson mass from overall background events under

mH ≥ 160 GeV/c2 scenario is shown in Fig. 8–26 and the signal of VBF Higgs

(mH = 170 GeV/c2) is shown in Fig. 8–27.

8.6 Selection Optimization

In this chapter, further selection strategy is studied in order to increase the

significance of the signal (S/
√

S + B) and the ratio of signal to background (S/B),

where S and B are the number of signal and background events respectively after

the selection.

The major background is tt̄ + jets, W + jets and W + tb̄(t̄b) + jets. As

discussed in previous section, W + 3jets events can yield the detector signature of

lepton + Njets (N≥4), which is partially overlapped with W + 4jets events. This
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Table 8–6. Selection efficiency for signal and background events with scenario of
mH < 160 GeV/c2

Channels Trigger L-S E-S FJT H-W L-W σ (fb)
VBF Higgs (mH=120) 0.460 0.465 0.206 0.311 0.741 0.705 1.28
VBF Higgs (mH=130) 0.492 0.485 0.230 0.355 0.767 0.747 4.03
VBF Higgs (mH=140) 0.523 0.496 0.256 0.347 0.787 0.713 7.12
VBF Higgs (mH=150) 0.561 0.510 0.288 0.343 0.802 0.659 11.01
tt̄ + jets 0.422 0.310 0.465 0.063 0.807 0.570 1483.0
WW + jets (QCD) 0.227 0.122 0.078 0.048 0.744 0.397 9.70
WW + jets (EW) 0.252 0.530 0.417 0.319 0.781 0.454 7.94
ZZ + jets 0.147 0.289 0.097 0.051 0.758 0.565 0.954
ZW + jets 0.177 0.464 0.098 0.057 0.804 0.745 7.45
W + tb̄(t̄b) 0.123 0.428 0.056 0.741 0.471 101.5
W + 4j (W→ e/µ+ ν) 0.5560 0.558 0.464 0.078 0.654 0.616 1323.0
W + 3j (W→ e/µ+ ν) 0.5450 0.573 0.254 0.060 0.613 0.598 637.5
Z + 4j (Z→ ee/µµ) 0.7619 0.410 0.493 0.083 0.633 0.446 7.59
Z + 3j (Z→ ee/µµ) 0.7427 0.398 0.289 0.061 0.610 0.446 5.56
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Figure 8–26. VBF Higgs mass reconstructed from background events under high-
mass scenario. Major background include W + 4jets (red), W + 3jets
(green), tt̄ + jets (blue), and W + tb̄ (t̄b)(yellow).
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Table 8–7. Summary of basic event selection cuts

Selection Configuration
Electron: EHcal

T /EEcal
T < 0.05

0.9 < E/p < 1.8
|E0.2

T − Ee
T| < 5.0 GeV

|(E0.2
T − Ee

T)/Ee
T| < 0.3

E0.2−0.4
T /Ee

T| < 0.3
Lepton selection Muon : |E0.2

T − pµT| < 9.0 GeV
(L-S) |(E0.2

T − pe
T)/pµT| < 0.3

E0.4
T /Eµ

T| < 0.3
30 < pT < 120 GeV/c
∆R`−j > 0.5

Event selection Njet > 4 jets with ET > 25 GeV
(E-S) Emiss

T > 30 GeV
ET > 30 GeV

Forward jet tagging η1 · η2 < 0
(FJT) |η1 − η2| > 3.8

mqq > 800 GeV/c2

Hadronic W reco ∆wM < 25 GeV/c2 (mH ≥ 160 GeV/c2)
(H-W) 30 < mjj < 90 GeV/c2 (mH < 160 GeV/c2)

select di-jet with least ∆wM for multiple ones
Leptonic W reco select leptonic W candidates of smaller ∆R with hadronic W
(L-W)
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Figure 8–27. VBF Higgs mass reconstructed from VBF Higgs events with mH =
170 GeV/c2

issue is a reflection of the complication of the event generation, in which the parton

level events from a single physics process or several uncorrelated processes are

generated by leading-order (LO) and ISR and FSR are used to manifest the higher

order correction. But if several physics processes are correlated (e.g. a higher order

correction is partially presented in another process), the proper estimation of the

overall background with respect to higher order prediction is subtle and difficult.

In this analysis two scenarios, Conservative (c) and Optimistic (o), are used to

estimate the W + jets background:

• W + 3jets and W + 4jets are both considered as the background with respect

to their cross section in LO. An over-estimation of the background occurs due

to overlap between the high order correction of W + 3jets and W + 4jets. So

the significance and S/B based on this scenario can be taken as conservative.

The same strategy is used for Z + 3jets and Z + 4jets.
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• Only W + 4jets are considered, which lead to an optimistic estimation of the

overall background.

The optimization of the selection strategy is done in three steps with multiple

parameters considered for each step. Due to finite size of background samples

and large suppression factor from several effective kinematic cuts, a very low

statistics does not allow a good estimation of Higgs boson mass distribution from

the background events, although a Higgs boson mass peak from the signal events

can be reconstructed.

8.6.1 Optimization of Forward Jet Selection (Step-1)

Forward jet tagging is optimized with four related parameters: the higher and

lower ET threshold (EFH
T and EFL

T ), the η distance (∆η), and invariant mass (mqq)

of two tagged jets.

Fig. 8–28 shows the ∆η distribution of the background and VBF Higgs

signal (mH =170 GeV/c2). Fig. 8–29 shows the S/B with respect to different ∆η

thresholds (minimum ∆η cut).
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Figure 8–28. ∆η distribution of background (a) and VBF Higgs signal with mH =
170 GeV/c2 (b). Major background processes include W + 4jets
(red), W + 3jets (green), tt̄ + jets (blue), and W + tb̄ (t̄b)(yellow).
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Figure 8–29. S/B with respect to different ∆η threshold for Conservative (solid
square) and Optimistic Scenario (open square)

Fig. 8–30 shows the mqq distribution of the background and VBF Higgs signal

(mH = 170 GeV/c2) with a ∆η threshold of 4.3. Fig. 8–31 shows the S/B with

respect to different mqq thresholds (minimum mqq cut).
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Figure 8–30. mqq distribution of background (a) and VBF Higgs signal with mH =
170 GeV/c2 (b). Major background processes include W + 4jets
(red), W + 3jets (green), tt̄ + jets (blue), and W + tb̄ (t̄b)(yellow).
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Figure 8–31. S/B with respect to different mqq thresholds for Conservative (solid
square) and Optimistic Scenario (open square)

Several ET threshold for tagged jets are tested with mqq > 1200 GeV/c2 and

∆η > 4.3 (Table 8–8), that shows the S/B get some increase with higher threshold

of EFH
T but increasing EFL

T significantly reduces the signal selection efficiency.

Table 8–8. Forward jet tagging efficiency with various jet ET threshold for Conser-
vative (c) and Optimistic Scenario (o)

EFH
T EFL

T S/B (c) S/B (o) Signal Efficiency
35 30 0.0064 0.0073 0.612
40 30 0.0065 0.0074 0.603
45 30 0.0067 0.0077 0.601
40 35 0.0070 0.0080 0.600
45 35 0.0072 0.0082 0.506
45 40 0.0078 0.0090 0.504

In this step, the overall background is still several hundred times bigger than

the signal. The loss of signal efficiency is significant with modest increase of S/B.

But a higher threshold is preferred to reduce the systematic issues of various

detector effects as part of the optimization. Following configuration of the cuts is

used for the event selection:

• EFH
T > 45 GeV, EFL

T > 35 GeV, ∆η > 4.2, and mqq > 1200 GeV/c2.
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For mH < 160GeV/c2, the selection cuts are modified with slightly lower jet ET

threshold:

• EFH
T > 40 GeV, EFL

T > 30 GeV, ∆η > 4.2, and mqq > 1200 GeV/c2.

After this step of the selection cuts, the overall S/B ratio with respect to

various VBF Higgs boson mass is shown in Fig. 8–32.
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Figure 8–32. S/B with respect to various VBF Higgs mass by using the Conserva-
tive Scenario

8.6.2 Optimization of Central Jet Selection (Step-2)

The central jet selection is optimized with four related parameters: a higher

and lower jet ET threshold (ECH
T and ECL

T ) for the jets used for hadronic W

reconstruction, hadronic W mass selection window (∆wM), and number of extra

jets (Nextra).

The Nextra of the background and VBF Higgs signal (mH = 170 GeV/c2) is

shown in Fig. 8–33. The results of S/B with respect to different selection cuts

on the maximal number of Nextra is summarized in Table 8–9, that shows a large

increase of S/B with requiring less number of extra central jets.

The hadronic W mass (wM) of the background and VBF Higgs signal (mH =

170 GeV/c2) is shown in Fig. 8–34. Using Nextra <2, the results of S/B with respect
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Figure 8–33. Nextra of background and VBF Higgs signal (mH =170 GeV/c2). Ma-
jor background processes include W + 4jets (red), W + 3jets (green),
tt̄ + jets (blue), and W + tb̄ (t̄b)(yellow)

Table 8–9. Selection efficiency with various maximal number of extra jet for Con-
servative (c) and Optimistic Scenario (o)

MAX(Nextra) S/B (c) S/B (o) Signal efficiency
4 0.0074 0.0085 0.889
3 0.0079 0.0091 0.871
2 0.0092 0.0110 0.828
1 0.0133 0.0167 0.732
0 0.0337 0.0517 0.517
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to different selection cuts on ECH
T and ECL

T are summarized in Table 8–10, that

shows an insensitiveness of S/B with respect to jet ET threshold.
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Figure 8–34. WM of background and VBF Higgs signal (mH = 170 GeV/c2). Major
background processes include W + 4jets (red), W + 3jets (green), tt̄
+ jets (blue), and W + tb̄ (t̄b)(yellow).

Table 8–10. Selection efficiency with various jet ET threshold for Conservative (c)
and Optimistic Scenario (o)

EFH
T EFL

T S/B (c) S/B (o) Signal efficiency
30 25 0.0131 0.0164 0.707
30 30 0.0127 0.0156 0.498
35 25 0.0125 0.0155 0.649
35 30 0.0125 0.0153 0.480
35 35 0.0111 0.0133 0.310

In this step, the overall background is reduced to about ∼ 80 times of the

signal. The loss of signal efficiency is modest with increase of S/B. A significant

loss the signal efficiency with higher central jet ET threshold for hadronic W

reconstruction is observed because the VBF Higgs events have lower jets ET than

that of the background. The control of Nextra provides a large increase of S/B. Two

schemes are defined with respect to Nextra:
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• ECH
T > 30 GeV, EFL

T > 25 GeV, ∆WM < 20 GeV/c2, and Nextra < 2. In this

scheme (called Loose Extra Jet Veto), one extra jet is allowed, which is more

“inclusive” to the configuration of ISR and FSR in the event generation.

• ECH
T > 30 GeV, EFL

T > 25 GeV, ∆WM < 20 GeV/c2, and Nextra < 1. In

this scheme (called Extra Jet Veto), no extra jet is allowed, which provides

stronger suppression of background (especially tt̄ + jets events) and achieves

higher S/B.

Due to limited statistics of background events, a loose forward jet tagging cut

is used: mqq > 1000 GeV/c2.

For mH < 160 GeV/c2, the selection cuts of W mass selection is modified:

• For Loose Extra Jet Veto, ECH
T > 30 GeV, EFL

T > 25 GeV, 30 < WM < 90

GeV/c2, and Nextra < 2

• For Extra Jet Veto, ECH
T > 30 GeV, EFL

T > 25 GeV, 30 < WM < 90 GeV/c2,

and Nextra < 1.

A loose forward jet tagging cut is used: mqq > 1000 GeV/c2.

Using optimized selection cuts, the overall S/B and significance with respect to

various VBF Higgs boson mass is shown in Fig. 8–35.

8.6.3 Optimization of qqWW System (Step-3)

In this step, physics nature of the signal events is exploited in order to highly

suppress the background processes:

• Emiss
T of di-W and forward jet system (called qqWW system).

qqWW system is key part of the signal events. It is anticipated qqWW

system should contain small Emiss
T . While for the other background events,

the existence of extra jets, extra leptons that are missed in the detector

reconstruction, low pT leptons or low ET jets that are not counted will make

more significant Emiss
T in qqWW system.
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Figure 8–35. S/B (a) and significance (b) with respect to various VBF Higgs mass.
The higher (lower) S/B and significance curves correspond to Extra
Jet Veto (Loose Extra Jet Veto) Scheme respectively

The Emiss
T in qqWW system of the background and VBF Higgs signal

(mH =170 GeV/c2) is shown in Fig. 8–36. The S/B and significance with

respect to the maximum Emiss
T cut in qqWW system is shown in Fig. 8–37.

A large increase of S/B and significance is achieved due to fundamental

difference in the Emiss
T distribution between the signal and background.

• ∆R between the lepton and hadronic W.

A significant difference in ∆R distribution between various background

processes and VBF Higgs boson signal (mH = 170 GeV/c2) is shown in

Fig. 8–38. The S/B and significance as a function of ∆R cut combined

with Emiss
T < 40 GeV is shown in Fig. 8–39. A large increase of S/B and

significance is achieved with low threshold of ∆R (maximum ∆R cut).

• ∆R between hadronic and leptonic W.

In the reconstruction of semi-leptonic W, a smaller ∆R with the hadronic W

is selected in order to remove the ambiguity caused by neutrino momentum

in z-direction. For low mass Higgs boson, this parameter can also provide a
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Figure 8–36. Emiss
T in qqWW system of background (a) and VBF Higgs signal

(mH = 170 GeV/c2) (b)
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Figure 8–37. S/B (a) and significance (b) with respect to Emiss
T cut in qqWW sys-

tem. The higher (lower) S/B and significance curves correspond to
optimistic (conservative) scenario respectively
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Figure 8–38. ∆R between leptonic and hadronic W of background (a) and VBF
Higgs signal with mH = 170 GeV/c2 (b). Major background include
W + 4jets (red), W + 3jets (green), tt̄ + jets (blue), and W + tb̄
(t̄b)(yellow). In these plots, Loose Extra Jet Veto Scheme in Step-2 is
used.
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Figure 8–39. S/B (a) and significance (b) with respect to ∆R cut and Emiss
T < 40

GeV in qqWW system. In these plots, Loose Extra Jet Veto Scheme
in Step-2 is used. Due to strong suppression of the W + 3jets back-
ground from combining ∆R and Emiss

T cuts, the difference between
Conservative and Optimistic Scenario is negligible.
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strong suppression of background events as illustrated in Fig. 8–40. Most of

the signal events locates in ∆R < 1.0, while background has a much longer

tail. So a threshold of 1.0 for ∆R is implemented with little loss of Higgs

boson efficiency. But for high mass Higgs boson, the ∆R is not small,
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Figure 8–40. ∆R between semi-leptonic and hadronic W of background (a) and
VBF Higgs signal with mH = 170 GeV/c2 (b). Major background in-
clude W + 4jets (red), W + 3jets (green), tt̄ + jets (blue), and W +
tb̄ (t̄b)(yellow). In these plots, Loose Extra Jet Veto Scheme in Step-2
is used.

After this step of the selection, the overall background is reduced to about

the similar level of the signal with mH = 170 GeV/c2. Several effective selections

make a significant increase of significance and S/B. This effect is more apparent

combined with Extra Jet Veto Scheme (Nextra < 1). Due to the background is

reduced to a very low statistics, that results in a large statistic uncertainty. Two

schemes of selection cuts according the extra jet selection schemes are adopted:

1. For Loose Extra Jet Veto, Emiss
T (qqWW) < 40 GeV, ∆R(lepton-W) < 1.6,

and ∆R(Di-W) < 1.0.

2. For Extra Jet Veto, Emiss
T (qqWW) < 40 GeV, ∆R(lepton-W) < 2.0, and

∆R(Di-W) < 1.0.



243

In this Scheme, a stronger suppression of background and improvement of

the significance and S/B can be achieved. In order to get enough statistics to

estimate the significance and S/B, several cuts are loosened.

For mH < 160 GeV/c2, the selection cuts are the same in this step.

It is anticipated, the best selection efficiency and significance will be achieved

by combining the Loose Extra Jet Veto and Extra Jet Veto with mqq < 1200

GeV/c2 in Step-1, Nextra < 1 in Step-2, and ∆R(lepton-W) < 1.6 in Step-3.

8.7 Summary of the Optimization Selection Results

8.7.1 Discovery Potential

Using optimized selection cuts, the overall S/B and significance with respect

to various Higgs boson masses based on the conservative scenario is shown in

Fig. 8–41.
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Figure 8–41. S/B and significance with respect to various Higgs boson masses. The
high (low) curves of S/B and significance correspond to Extra Jet
Veto (Loose Extra Jet Veto) Scheme respectively

8.7.2 Selection Efficiency

The optimization selection efficiency for signal and background with respect

to two reconstruction scenarios of mH ≥ 160 GeV/c2 and mH < 160 GeV/c2 are
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included in Table 8–12 and 8–13 respectively. The optimized selection cuts are

summarized in Table 8–11.

Table 8–11. Summary of optimization cuts for mH ≥ 160 GeV/c2 ( mH < 160
GeV/c2 )

Selection Loose Extra Jet Veto Extra Jet Veto
EFH

T > 45(40) GeV EFH
T > 45(40) GeV

Step-1 EFL
T > 35(30) GeV EFL

T > 35(30) GeV
(L-S) ∆η > 4.2 ∆η > 4.2

mqq > 1200 GeV/c2 mqq > 1000 GeV/c2

ECH
T > 30 GeV ECH

T > 30 GeV
Step-2 EFL

T > 25 GeV EFL
T > 25 GeV

(E-S) 30 < WM < 90 GeV/c2 30 < WM < 90 GeV/c2

Nextra < 2 Nextra < 1
Step-3 Emiss

T (qqWW)< 40 GeV Emiss
T (qqWW)< 40 GeV

(FJT) ∆R(lepton-W)< 1.6 ∆R(lepton-W)< 2.0
∆R(Di-W)< 1.0 ∆R(Di-W)< 1.0

Due to very low statistics, some background processes get zero efficiency in the

final step of selection, the estimation of the upper limit of the efficiency for those

processes has been made:

• For WW + jets (QCD), ZZ + jets, and ZW + jets, the efficiency in Step-2

are used for the estimation with a reduction factor of 100 assumed for Step-3.

For most of the background, the reduction factor ranges from 100 to 300.

• For WW + jets (EW), W + tb̄(t̄b), Z + 4jets, and Z + 3jets, directly using

the statistics of generated events for the estimation, because the number of

events of those processes that corresponds to over 50% of the luminosity in 60

fb−1 have been produced as shown in Tab 8–2.

• For W + 3jets, the selection efficiency of W + 4jets in Step-3 is used. It can

be seen that this process contributes the largest uncertainty in the results.
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Table 8–12. Cross section (fb) of the signal and background in optimized selection
with mH ≥ 160 GeV/c2 for Extra Jet Veto (E) and Loose Extra Jet
Veto Scheme (L)

Channels S-1 (L) S-2 (L) S-3 (L) S-1 (E) S-2 (E) S-3 (E)
VBF Higgs (mH=160) 7.639 5.482 2.564 9.531 4.580 2.989
VBF Higgs (mH=170) 8.099 5.730 2.600 9.814 4.828 3.006
VBF Higgs (mH=180) 8.006 5.635 2.165 9.916 4.711 2.738
VBF Higgs (mH=190) 7.365 5.256 1.498 9.363 4.294 2.010
VBF Higgs (mH=200) 6.963 5.145 1.520 8.626 4.341 1.983
VBF Higgs (mH=210) 6.467 4.794 1.122 8.211 4.080 1.571
VBF Higgs (mH=220) 6.655 4.847 0.824 8.227 4.128 1.259
VBF Higgs (mH=250) 5.463 3.982 0.463 6.900 3.426 0.810
tt̄ + jets 413.1 67.496 1.478 626.5 16.751 1.232
WW + jets (QCD) 0.843 0.843 < 0.008 1.265 0.422 < 0.008
WW + jets (EW) 7.747 6.170 0.0277 9.683 4.454 < 0.0277
ZZ + jets 0.171 0.098 < 0.001 0.269 0.0245 < 0.001
ZW + jets 1.668 0.667 < 0.001 2.335 0.223 < 0.001
W + tb̄(t̄b) 20.745 10.821 0.05787 35.21 4.427 < 0.05787
W + 4j (W→ e/µ+ ν) 388.5 176.8 0.6463 583.0 72.066 0.323
W + 3j (W→ e/µ+ ν) 142.8 86.1 < 0.3147 228.2 68.633 < 0.3147
Z + 4j (Z→ ee/µµ) 2.804 0.705 0.0104 3.713 0.141 0.0104
Z + 3j (Z→ ee/µµ) 1.607 0.620 < 0.0067 2.313 0.233 < 0.0067
Sum of Background 979.7 350.32 2.220 1492.5 167.38 1.565
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Table 8–13. Cross section (fb) of signal and background in optimized selection with
mH < 160 GeV/c2 for Extra Jet Veto (E) and Loose Extra Jet Veto
Scheme (L)

Channels S-1 (L) S-2 (L) S-3 (L) S-1 (E) S-2 (E) S-3 (E)
VBF Higgs (mH=120) 0.711 0.447 0.184 0.951 0.363 0.231
VBF Higgs (mH=130) 2.280 1.306 0.536 3.004 1.125 0.664
VBF Higgs (mH=140) 4.405 2.898 1.380 5.520 2.369 1.656
VBF Higgs (mH=150) 6.556 4.224 1.965 8.345 3.505 2.317
tt̄ + jets 555.2 84.49 0.739 859.5 20.94 0.493
WW + jets (QCD) 2.951 0.422 < 0.004 4.215 0.422 < 0.004
WW + jets (EW) 8.770 7.110 0.0277 11.21 5.395 < 0.0277
ZZ + jets 0.294 0.0979 < 0.001 0.465 0.0979 < 0.001
ZW + jets 2.557 0.900 < 0.01 3.781 0.334 < 0.01
W + tb̄(t̄b) 33.187 16.03 0.0868 54.37 6.799 < 0.0289
W + 4j (W→ e/µ+ ν) 520.0 264.7 0.6463 778.5 118.9 0.323
W + 3j (W→ e/µ+ ν) 218.6 146.5 < 0.343 346.6 113.9 0.343
Z + 4j (Z→ ee/µµ) 3.457 0.841 0.01044 4.700 0.152 0.00522
Z + 3j (Z→ ee/µµ) 2.213 1.067 0.01333 3.160 0.353 < 0.01333
Sum of Background 1347.2 522.2 1.524 2066.5 267.2 1.164

8.7.3 Higgs Boson Mass and Distribution in Signal Events

After the selection, the Higgs mass resolution of VBF Higgs signal events is

illustrated in Fig. 8–42. Using projected background, the overall reconstruction

results are illustrated in Fig. 8–43.

Using the Conservative Scenario and Loose Extra Jet Veto Scheme, the overall

number of background events is estimated at ∼ 133 after all the selection cuts,

which leads to a very low statistics in the final results for the background channels,

since only a small fraction of background events were generated and simulated for

those channels that have large cross section.

An estimation of the background distribution is performed by using a loose

Emiss
T cut of qqWW system (Emiss

T < 125 GeV) in the third step of optimization, so

as to get more statistics from the background. The rest selection cuts are still the

same.
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Figure 8–42. VBF Higgs mass resolution using signal events only for mH = 160
(left), 190 (middle), and 220 (right) GeV/c2 with σ of Higgs boson
mass width: 14.1, 15.5, and 23.9 GeV/c2 respectively.

The reason we use a loose Emiss
T cut instead of other cuts (e.g. ∆R between

lepton and hadronic W and ∆R between hadronic and leptonic W) is because the

feature that Emiss
T highly relates to extra jet activities which has less influence on

the reconstructed di-W system, so the reconstructed Higgs boson mass distribution

and its shape from background can be better reserved. Forward jet tagging

criterion (e.g., di-jet mass and di-jet η distance) also provides a way to get more

statistics without heavily influencing the di-W system.

Due to the changes of the selection criterion, the projection should be taken

as a first-order approximation of the background distribution. A signal-like peak in

the background can be observed.

8.7.4 Background Shape in Higgs Boson Mass Distribution

In the following, a quantitative estimation of the background shape in recon-

structed Higgs boson mass distribution as a function of Emiss
T is performed by using

four regions in the Higgs boson mass distributions:

• Region A: mH < 186 GeV/c2
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Figure 8–43. Results of VBF Higgs mass reconstruction based on signal (blue) and
projected background (black)
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• Region B: 186 < mH < 203 GeV/c2

• Region C: 203 < mH < 228 GeV/c2

• Region D: 228 < mH < 262 GeV/c2

For a given Emiss
T cut, total number of events in these regions and fraction

of events in each reagion are calculated for VBF Higgs boson signal and the

background respectively Fig. 8–44):

• For VBF Higgs boson signal, the shape of the Higgs boson mass distribution

is very stable, because the fraction of events in each region does not changes

with Emiss
T cut. Region A dominates the mass distribution which accounts for

∼ 2/3 of the events.

• For the background events, the changes mainly occurs when Emiss
T is less than

80 GeV. There is a roughly 10% difference in the fraction of events for Region

A and C between the low and high Emiss
T cut.

With tightening the Emiss
T cut, the relative contribution from Region C

increases and relative contribution from Region A decreases. Between Region

A and C, Region B with width of 17 GeV (∼ Higgs boson mass resolution of

the signal events) gets very little influence from the Emiss
T cut. So we conclude

that the background events are more widely distributed in different regions.

A much lower bump from the background than the signal events is expected,

which mainly lies on the tail of the signal’s peak distribution.

8.8 Experimental Identification of VBF Higgs Boson Signature

This section addresses an issue in the experimental reconstruction and anal-

ysis: how to identify the existence of Higgs boson signal and make the results less

dependent on the uncertainty of reconstruction efficiency for different background

processes.

The major results of the reconstruction in this VBF Higgs channel is based on

the Higgs mass distribution,to which both VBF Higgs and background processes
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Figure 8–44. The fraction of events in different regions for the overall background
(a) and VBF Higgs signal (b) as a function of Emiss

T cuts. Region A
(close square), Region B (open square), and Region C (open circle).

(mainly tt̄ + jets and W + jets) contribute. Once a peak is found, it is non-trivial

to confirm that the peak comes from the signal and not from the fluctuation of

the background selection efficiency or under-estimation of their cross section.

In general, the background cross section can be measured in good precision

(discussed in Section 2), so the former factor has bigger impact on the analysis

results, especially for VBF Higgs that a long selection chain and hard cuts contains

potential large systematic uncertainties. It is anticipated that intensively using

detector simulation to estimate the reconstruction and selection efficiency will play

an important role for VBF Higgs study.

In additional to an accurate event generation and detector simulation, some

extra signature of the existence of Higgs events can be extracted from data, which

is the major task of the experimental approach to confirm the existence of VBF

Higgs signal without requiring an accurate knowledge of event selection efficiency.

Two type of signatures of VBF Higgs are discussed in the following, which can be
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help experimentally resolve the ambiguity of the origin of the reconstructed Higgs

mass peak.

8.8.1 Signature of Emiss
T in qqWW System

The selection cut based on Emiss
T in qqWW system shown in previous section

provides a strong suppression of background. The distinct distribution of Emiss
T in

qqWW system between the VBF Higgs signal and background make it a valuable

experimental signature for VBF Higgs boson analysis.

In the following, a method of identifying excess of events with the presence of

VBF Higgs boson signal is described, which uses the phase space defined by Emiss
T of

qqWW system. Three regions with respect to Emiss
T are defined as:

• Region A: Emiss
T < 40 GeV.

• Region B: 40 < Emiss
T < 55 GeV

• Region C: 55 < Emiss
T < 65 GeV

The number of events in each region as defined as NA, NB and NC respectively.

A loose selection cuts based on ∆R between the lepton and hadronic W is applied:

• ∆R = 0.6, 0.9, 1.2, 1.5, 1.8, 2.1, 2.4, 2.7, 3.0, 3.5, 4.0, 5.0, and 6.0.

• The other selection cuts except Emiss
T and ∆R are the same as those optimized

ones described in previous section with Loose Extra Jet Veto Scheme.

Using the phase space defined above, we can investigate the correlation of the

number of events in each region with respect to various value of ∆R cuts. This

correlation is mainly affected by whether there is the existence of VBF Higgs signal

(called Scenario of Signal + Background) or just the background (called Scenario of

Background Only). The selection efficiency will plays a less role in the correlation.

It is expected that Region A will be influenced by VBF Higgs signal, while the rest

two regions get much less influence.

Fig. 8–45 shows the ratio of the number of events between each of two regions

(RAB = NA/NB, RAC = NA/NC, and RBC = NB/NC). It can be seen that RAB and
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RAC are highly affected by the existence of VBF Higgs between two scenarios, while

there is almost no change in RBC.

The difference between two scenarios provides a valuable way to identify the

existence of VBF Higgs in addition to the Higgs boson mass peak. Especially using

RAC as shown Fig. 8–45 (b), the value from Background Only Scenario is about 0.8,

but the Signal + Background Scenario can give a much larger ratio which can be

identified easily.

The scale of the ratios (defined as Rs+b/Rb, where Rs+b is the ratio of Signal

+ Background Scenario, Rb is the ratio of Background Only Scenario) between

two scenarios are illustrated in Fig. 8–46, which shows the excess in the low Emiss
T

(Region A) causes significant increase of the scale as ∆R goes lower. In general,

the ratios between different regions defined by Emiss
T provide a good probe of VBF

Higgs signature.

The experimental measurement of these quantities combined with Higgs boson

mass peak can also be compared to the prediction of Monte Carlo simulation and

reconstruction.

8.8.2 Signature of Lepton-W ∆R

The angular correlation between lepton and hadronic W provides the possi-

bility of defining a phase space that we can use a second un-correlated parameter

(or a selection cut) to divide the phase space into several lattices, and project the

number of events in the region where we believe signal events will exist and make

excess from the rest regions that background dominates. The background normal-

ization method can be heavily exploited, since detector reconstruction and selection

efficiency can be indirectly determined in background region and extrapolated to

the signal region. A significant excess of events in the region that signal exists

provide an experimental signature of the existence of VBF Higgs.
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Figure 8–45. The ratio of number of events as a function of ∆R (a) Region A to
Region B (b) Region A and Region C (c) Region B to Region C. Two
scenarios are illustrated: Signal + Background (open square) and
Background Only (solid square) respectively.



254

R∆
0 1 2 3 4 5 6

R∆
0 1 2 3 4 5 6

R
at

io

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

Figure 8–46. The ratio of Signal + Background Scenario to Background Only Sce-
nario as a function of ∆R for Region A to Region B (open square),
Region A to Region C (solid square), and Region B to Region C
(open circle)

Two parameters (selection cuts): ∆R between lepton and hadronic W and

di-jet mass (mqq) in the forward jet tagging selection, are used to define the two-

dimensional phase space. The rest of the selection cuts are the same as those of

optimized ones with Loose Extra Jet Veto Scheme.

• Region A (background dominates): ∆R < 1.8 and 800 < mqq < 1200 GeV/c2

• Region B (signal + background): ∆R < 1.8 and mqq > 1200 GeV/c2

• Region C (background dominates): 1.8 < ∆R < 2.6 and 800 < mqq < 1200

GeV/c2

• Region D (background dominates): 1.8 < ∆R < 2.6 and < mqq > 1200

GeV/c2

The numbers of events in each region (defined as NA, NB, NC, and ND) under

two scenarios: Signal + Background and Background Only are included in Table

8–14.
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Table 8–14. Summary of number of events in region A, B, C, and D with respect to
Signal + Background and Background Only scenarios

Region Ns+b Nb Number of signal events
A 551 482 69
B 387 213 174
C 644 619 25
D 353 304 49

Using NA, NC and ND with Signal + Background Scenario, we project NB will

be ∼ 302 events and observe 387 events, which makes an excess of 85 events with

significance of 85/
√

302 = 4.89. This shows the evidence of the possible existence of

VBF Higgs.

8.9 Estimation of Selected Systematic Uncertainties

8.9.1 Detector Systematic Uncertainty

Systematic uncertainties in the jet reconstruction and selection are important

detector systematic issues in the analysis, which also largely determines the reso-

lution of Emiss
T . Two systematics about jet have impact on the analysis: jet energy

scale and jet energy resolution. In general, the first one can be determined by using

several dedicated physics channel (e.g., gamma + jet and Z + jet) with less than 5

% uncertainties due to plenty of events can be taken experimentally. The bias of jet

energy scale can be offset by tuning the offline jet energy threshold. In the follow-

ing, the discussion focuses on the second factor, especially if the experimental jet

energy resolution is not as good as the simulated one, an estimation of the sensitiv-

ity of VBF Higgs discovery potential to jet energy resolution is critical. It should

be emphasized that the absolute jet energy resolution in the offline reconstruction

directly relates to the intrinsic detector resolution and can’t be much improved or

corrected although several event-based jet correction method is still under study.

The smeared jet energy resolution are used to study the sensitivity of recon-

struction and selection efficiency by worsening σ(ET) with 5%, 10%, 20%, 30%,
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and 40%. The Emiss
T is re-calculated event by event accordingly. The impact of the

smearing is illustrated in Fig. 8–47. The tt̄ + jets process significantly benefit from

a worse jet energy resolution, because low ET jets in tt̄ events can be mis-measured

and increase the selection efficiency based on a fixed jet ET threshold. In signal

events, the jet activities are suppressed, so the influence of jet energy resolution

is much smaller. Using extra jet veto, it is expected that the efficiency in tt̄ can

be largely suppressed, but it still shows a large unexpected uncertainties can be

introduced by jet energy resolution.

Current detector simulation is consistent with the results from Test Beam, it

is anticipated that the ultimate detector jet energy resolution largely determined

by stochastic effect of hadron response in the HCAL, will be close to that of the

simulation (< 10%), which introduce 5-10 % systematic uncertainties in the S/B.
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Figure 8–47. Effects of jet energy smearing (a) efficiency of basic selection nor-
malized to non-smeared rate for tt̄ + jets background (square) and
VBF Higgs signal (square) as a function of jet resolution factor (b)
Higgs boson mass resolution after basic filtering as a function of jet
resolution factor
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8.9.2 Theoretical Systematic Uncertainty

In the event generation, systematic uncertainties will arise from various

configuration of parton distribution function, QCD normalization and factorization

scale, initial state radiation (ISR) and final state radiation (FSR), underlying event

(UE) and etc.

This section summarizes several outstanding systematic issues in the the-

oretical side (generator level): the effect of ISR and FSR, effect of underlying

event (UE) model. W + 3 jets and W + 4 jets are mainly used for this study as

benchmark processes.

Following scenarios in the event generation other than the standard one are

considered:

• New UE configuration with a higher threshold on the event pT.

• ISR is switched off.

• FSR is switched off.

• ISR and FSR are switched off.

Other un-specified parameters in the event generation are the same as stan-

dard ones. Different configuration scenarios causes significant changes in the rate

of events passing various selection cuts in the basic filtering: E-S, FJT and H-W.

Based on the results from standard samples, the number of events for those scenar-

ios are compared with its ratio to the standard one summarized in Table 8–15 and

8–16.

Table 8–15. Selection efficiency of W + 3jets with different configuration scenario
to the standard one

Selection Cut UE No ISR No FSR No ISR and FSR
E-S 0.847 0.840 0.425 0.187
FJT 0.755 0.659 0.599 0.216
H-W 0.808 0.759 0.367 0.208
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Table 8–16. Selection efficiency of W + 4jets with different configuration scenario
to the standard one

Selection Cut UE No ISR No FSR No ISR and FSR
E-S 0.965 0.980 1.065 1.021
FJT 0.917 0.886 1.470 1.254
H-W 0.890 0.922 0.651 0.544

Some interesting effects are found in W + 4jets when the ISR and/or FSR

are switched off: the event selection rate in some step even get enhanced, but the

overall efficiency after hadronic W reconstruction receives a significant reduction.

This effect is because FSR normally smears the jet ET spectrum and make less

events pass the threshold. If FSR is switched off, a harder jet ET spectrum cause

more events pass the threshold. But switching off FSR also results in lower

probability of getting a pair of jets with invariant mass within the W mass selection

window, which turns out to make a stronger effect.

The scalar sum of total transverse energy (ΣET) is another detector observable

highly related to the UE, ISR/FSR configuration, which also directly influence the

lepton isolation cut efficiency and jet energy scale. Average ΣET for W + 3jets and

W + 4jets with different configurations are included in Table 8–17.

Table 8–17. Average ΣET of W + 3jets and W + 4jets with different configuration
scenarios

Channel UE No ISR No FSR No ISR and FSR Standard
W + 3jets 399.3 483.1 482.5 465.4 498.4
W + 4jets 537.9 620.4 608.9 595.4 634.5

Among different configurations, the variance in ΣET is ∼ 100 GeV, which

roughly corresponds to 0.2-0.5 (0.5-1.0) GeV of total transverse energy in a 0.2

(0.2-0.4) isolation region, the influence on the isolation efficiency of 30 GeV/c

lepton is less than 3%. For jet energy scale, the fluctuation of jet ET with 0.6 cone

size ∼ 1-2 GeV, which is 5-10 % systematic effects in the jet energy scale. After

LHC takes data, all this effect will be well measured and will not have significant
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impact on the selection efficiency after tuning the selection cuts with experimental

data.

8.10 Summary

The signal topology of Higgs boson with H → W+W− → `νjj via vector boson

fusion was studied for mH from 120 to 250 GeV/c2. In the mass range between 160

and 180 GeV/c2, a significance of ∼ 9 σ with loose selection cuts can be achieved

with integrated luminosity of 60 fb−1, which leads to the discovery of Higgs boson

of that range with an integrated luminosity of ∼ 30 fb−1.

We carried out a comprehensive study of calorimeter-based lepton isolation

and jet selection strategies. The reconstruction and selection chain was optimized

to reduce the detector systematic effects and enhance the Higgs boson signal.

The estimation of background includes correlated processes of W + jets and

Z + jets, making the discovery potential conservative. Better significance can be

achieved with more statistics of the major background channels (tt̄ + jets and W

+ jets), so that the optimized selection cuts can be applied more effectively with

fewer systematic uncertainties.

We found that several selections criteria were highly effective in suppressing

backgrounds: forward jet tagging, extra jet veto, Emiss
T in qqWW system, ∆R

between lepton and hadronic W, and ∆R between di-W. The detector Emiss
T

resolution and jet energy resolution were determined to be critical to the quality

of reconstructed Higgs boson. Because the low value of mH used in this analysis

reduces the expected average Emiss
T and average jet energy, effective background

suppression relies on heavy exploitation of the signal signature.

We also carried out a data analysis approach using Emiss
T in qqWW system

and ∆R between lepton and hadronic W. In addition to Higgs boson mass as the

major signature, extra signatures (Emiss
T in qqWW system and ∆R between lepton

and hadronic W) can be effectively extracted, which can be used to resolve the
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ambiguity of Higgs boson mass peak without requiring much accurate knowledge of

selection efficiency.

Most of the systematic uncertainties of this study related to the jet energy

resolution and configuration of event generation describing the various physics

factors. However, since S/B > 1 was achieved for the most interesting Higgs boson

mass range, the estimated values of the systematic effects studied here will not

significantly influence the discovery potential.



CHAPTER 9
CONCLUSION

This thesis describes the study of missing transverse energy (Emiss
T ) recon-

struction and correction, and prospects for discovering low mass Higgs boson

(120 < mH < 250 GeV/c2) produced via vector boson fusion with `νjj final

states at the Compact Muon Solenoid (CMS) experiment at the Large Hadron

Collider (LHC). The analysis was based on very large scale full detector simulation,

complete specification of luminosity condition, and full detector reconstruction.

The jet correction algorithm was developed by parameterizing jet energy

distributions around the jet axis in fully simulated QCD events with jet pT ranging

from 20 to 600 GeV/c. In so doing, we found that the jet energy distribution

provides a useful framework for studying jet quantities and for optimizing jet

reconstruction and correction algorithms. Correction functions based on this

framework improve the jet energy scale and resolution, leading to a more accurate

reproduction of the pT spectrum than previous approaches that emphasized

jet energy calibration. We developed a new parameter, Sum of Significance, to

characterize the overall jet energy distribution, which can be effectively used for

selecting abnormal jets and maintaining the stability of the correction functions.

The performance of the CMS detector on missing transverse energy recon-

struction was also studied using fully simulated QCD events. The contributions

of detector resolution, pileup minimum bias events, event topology, tower energy

threshold, and exclusion of unclustered regions were evaluated. We made the

following findings

• The predicted Emiss
T Higher Level Trigger (HLT) rate based on full simulation

was found to be generally consistent with previous predictions. We fitted

261
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the measured Emiss
T resolution in both high and low pT QCD samples to a

function of
∑

ET, the sum of the transverse energies in the event. A general

pileup effect was quantitatively extracted.

• We developed a framework of dividing the calorimeter η-φ space into cluster

region (contributing to jet reconstruction) and unclustered region (excluded

from jet reconstruction) from every event, permitting in-depth studies of

jet and Emiss
T related quantities and facilitating comparisons of experimental

results to Monte Carlo simulations. For example, we determined that a jet

cone size of ∆R = 0.4 shows very stable performance in measuring Emiss
T

related quantities.

• Adjusting (increasing) tower energy thresholds does not improve Emiss
T

resolution and average Emiss
T offset. We developed an experimental approach

using the correlation between
∑

ET and tower energy threshold to study the

effect of electronic noise and pileup on the average offset of
∑

ET.

• At low luminosity, exclusion of the unclustered region deteriorates the Emiss
T

resolution, while it improves the resolution at high luminosity.

To enhance searches for new physics processes relying critically on a Emiss
T

signature, we built a comprehensive Emiss
T correction strategy for leptonic events.

Applying this correction to tt̄ and W+jets events showed that the Emiss
T resolution,

φ resolution and average Emiss
T scale were all improved. Additional corrections

based on jet, lepton, calorimeter isolation, pileup and underlying event effects and

channel-dependent tuning were developed and optimized. We found

• Using muon track to correct the raw Emiss
T , the Emiss

T resolution and average

Emiss
T error in muon events are improved to almost the same as those of

electron events.

• A further optimization based on muon (electron) momentum measurements

results in ∼ 2(1)% improvement in Emiss
T resolution. Using tracks and
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calorimeter isolation in the 2.4 < η < 2.6 region (outside the fiducial

muon detection range) shows promise as an additional muon correction.

Furthermore, we developed a calorimeter isolation strategy that enhances

electron identification and thus reduces fake rates due to jets.

• Jet energy corrections alone make a 15-20% average improvement in the

relative Emiss
T resolution (10% from reducing absolute Emiss

T resolution, 5-10%

in restoring average Emiss
T scale).

• Correction for pileup and underlying effects (PU) and channel-dependent

physics tuning have been developed with improving the Emiss
T scale without

deteriorating the Emiss
T absolute resolution.

In order to better utilize the Emiss
T signature in physics final states, we de-

veloped a physics model of Emiss
T based on fully reconstructed QCD di-jet events

and extended it to multiple jet systems. This “factored jet” model was used to

evaluate the performance of jet energy calibration on Emiss
T , as well as the influence

of various detector effects and high-level trigger quantities. We made the following

findings

• This new model provides a useful framework to systematically analyze,

understand and evaluate Emiss
T related quantities at high-energy hadron

colliders. The CMS Emiss
T trigger rates were reasonably well reproduced.

• The correlation between the balanced (or imbalanced) jet systems and Emiss
T

is explained. The factorization model was the basis of an estimator predicting

the effect of jet energy corrections on Emiss
T .

• We found that jet calibration does not improve the Emiss
T resolution in fully

simulated QCD events (or in balanced jet systems), but works effectively in

unbalanced jet systems.

• The Emiss
T HLT rate predicted by the model indicates a large systematic bias

in estimates based on full detector simulation but with much less statistics.
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The sensitivity of QCD trigger rates on jet effect and smearing effect is

significant.

The discovery of the Higgs boson and accurate measurements of its properties

rank among the most important goals of the LHC experiments. The Vector boson

fusion process had previously been known to offer good prospects for the discovery

of Higgs boson in a large mass region at the LHC. Accordingly, we investigated

the feasibility of measuring Higgs bosons produced in VBF processes decaying via

H → W+W− → `νjj final states, where the jets and charged lepton were explicitly

reconstructed and Emiss
T was used to track the neutrino and thus permit Higgs

boson mass reconstruction. A unique part of this study was the large number (∼
20 million events) of background processes that were fully simulated and analyzed

using GEANT4, one of the largest scale full detector simulations for physics studies

performed in CMS so far. This study led to the following conclusions

• At an integrated luminosity of 30 fb−1, a 5σ discovery can be achieved with

a conservative kinematic selection scheme for 160 < mH < 180 GeV/c2,

which reduces systematic uncertainties. This successful Higgs reconstruction

provides a possible avenue for using the H → W+W− → `νjj decay in

Higgs boson searches via VBF in the highly interesting low mH region,

(120 < mH < 220 GeV/c2), where previously it had been considered suitable

only for high mass Higgs boson searches.

• We developed several techniques (lepton isolation, forward jet tagging, central

jet selection, hadronic and leptonic W reconstruction, and Emiss
T selection) to

increase the Higgs signal to background ratio.

• New analysis methods based on Emiss
T of qqWW system and Lepton-W

∆R were developed to reduce systematic uncertainties in the Higgs boson

selection efficiency. The systematic effects of initial/final state radiation and

jet (Emiss
T ) energy resolution on signal significance were also accounted for.
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The major contributions made in this thesis include the first comprehensive

study of Emiss
T beyond the trigger selection; the development of a jet calibration and

correction algorithm based on the jet energy distribution that reduces the variance

of jet energy error between the generator and detector level; the first comprehensive

study of correction techniques for Emiss
T in leptonic events; the development of a

factorization model for understanding Emiss
T performance in CMS; and the creation

of analysis procedures that extends the discovery potential of vector boson fusion

Higgs using H → W+W− → `νjj final states to the mass region of 160 < mH < 180

GeV/c2.
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