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Introduction

In the last years, the precision achieved in high energy physics experiments, in
particular at e+e− colliders (LEP and SLC), has allowed tests of the Standard
Model theory to be performed at a very high level of accuracy. Nevertheless
not all the building blocks of the model have been experimentally estab-
lished yet. In particular, the complete confirmation of the theory requires
the observation of a new particle responsible for generating the masses of the
fundamental particles: the Higgs boson.

A lower bound of 114.4 GeV/c2 at 95% Confidence Level for the Higgs
boson mass has been set from the direct search performed at LEP. Upper
bounds can be predicted from experimental high-precision analyses that are
sensitive to energy scales beyond those which can be reached directly. Using
the data collected at the e+e− colliders and the last measurement of the
top mass performed at TeVatron (July 2006), these methods predict a Higgs
mass below 166 GeV/c2 at 95% Confidence Level. The combination of these
limits leads to preferring a Higgs mass just above the excluded value from
LEP search.

In the low Higgs mass range (up to MH = 135 GeV/c2) the decay mode
with the highest branching fraction is H → bb̄. At the Large Hadron Col-
lider (LHC), however, the cross section of QCD production of bb̄ pairs is
about eight orders of magnitude larger than the cross section gg → H; the
observation of the Higgs boson is therefore not feasible using this channel.
In this mass range Monte Carlo studies show that it is possible to detect
the Higgs boson in the channel H → γγ as a narrow mass peak above a
large background, nevertheless an alternative way to study the Higgs boson
is desirable to give a more complete picture and a better understanding of
the Higgs boson nature.

A potentially promising channel is the production of the Higgs in as-
sociation with a tt̄ pair. In this case the search for H → bb̄ is enhanced
by the presence of the top quarks that allow a good reduction in possible
backgrounds. However the variety and complexity of these events, and par-
ticularly the appearance of a large number of high energy jets and/or leptons
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requires to rely upon and fully exploit the performance of all components of
the Compact Muon Solenoid (CMS) detector. The Tracking system is of par-
ticular importance, since the detection of b-jets is crucial to the identification
and reconstruction of these events.

Promising results for the tt̄H, H → bb̄ channel were obtained in some
early studies using only a parametric modelling of the CMS detector. In this
thesis we re-investigate the discovery potential using a detailed simulation
of the CMS detector. Every attempt has been made to reproduce real data
acquired in proton-proton collisions at a center of mass energy of 14 TeV.
Thus, online triggers have been simulated, and all the standard offline recon-
struction algorithms, in their most recent stage of development, have been
employed in the processing of the data. With these prescriptions the anal-
yses are substantially more complicated than studies based on more simple
approaches involving parametric detector modelling. This has the advantage
of providing a more reliable picture of the complexity of the events under
study, highlighting some of the limitations that might otherwise be over-
looked. Even if real data are not still available, we also made an attempt to
include the possible effects that systematic uncertainties can have in the tt̄H
discovery potential.
The thesis is organised as follows:

In Chapter 1 we give a general description of the Standard Model theory
and the Higgs mechanism, with particular emphasis to the theoretical and
experimental limits on its mass and on the Higgs search at LHC. In Chapter 2
we describe the LHC particle collider and the CMS detector. In Chapter 3 we
describe the method to reconstruct and identify muons and electrons coming
from W decays. Chapter 4 is dedicated to the study of the jet clustering
algorithms, to the jet energy calibrations and to the reconstruction of the
missing transverse energy. In Chapter 5 we explain the b-tagging algorithm
developed to identify jets coming from b quarks. The analysis method and the
results obtained for the tt̄H → bb̄bb̄qq′lνl are described in detail in Chapter 6.
In Chapter 7 the analysis methods for the di-lepton (tt̄H → bb̄bb̄l′µ′llνl) and
all-hadronic (tt̄H → bb̄bb̄qq′q′′q′′′) are summarised and the combined final
results are presented, including the systematic errors.



Chapter 1

The Standard Model

The laws of Nature are summarised in the Standard Model of particle physics.
The Standard Model provides a valid framework for the description of Na-
ture, probed from microscopic scales of order 10−16 cm up to cosmological
distances of order 1028 cm. The Standard Model consists of three compo-
nents:

1. The basic constituents of matter are leptons and quarks [1] which are
realised in three families of identical structure:

leptons νe νµ ντ

e− µ− τ−

quarks u c t
d s b

2. Four different forces act between leptons and quarks: The electro-
magnetic and weak forces are unified in the Standard Model. The
fields associated with these forces, as well as the fields associated with
the strong force, are spin-1 fields, describing the photon γ, the elec-
troweak gauge bosons W± and Z, and the gluons g. The interactions
of the force fields with the fermionic constituents of matter as well
as their self-interactions are described by Abelian and non-Abelian
SU(3) × SU(2) × U(1) [2] gauge theories. The gravitational inter-
action is mediated by a spin-2 fields, describing the graviton G, with
a character quite different from spin-1 gauge fields. The gravity sec-
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The entire ensemble of these constituents has been identified experimentally. The least known

properties of these constituents are the profile of the top quark, the mixing among the lepton

states and the quark states, and in particular, the structure of the neutrino sector.

2. Four different forces act between the leptons and quarks:

electromagnetic:

γ

strong:

g

weak:

W±, Z

gravitational:

G

The electromagnetic and weak forces are unified in the Standard Model. The fields associated

with these forces, as well as the fields associated with the strong force, are spin-1 fields, describ-

ing the photon γ, the electroweak gauge bosons W± and Z, and the gluons g. The interactions

of the force fields with the fermionic constituents of matter as well as their self-interactions are

described by Abelian and non-Abelian SU(3)×SU(2)×U(1) gauge theories (Wey 29, Yan 54).

The experimental exploration of these fundamental gauge symmetries is far advanced in the

sector of lepton/quark-gauge boson interactions, yet much less is known so far from experiment

about the self-interactions of the force fields. The gravitational interaction is mediated by a

spin-2 field, describing the graviton G, with a character quite different from spin-1 gauge fields.

The gravity sector is attached ad hoc to the other sectors of the Standard Model, not properly

formulated yet as a quantum phenomenon.

3. The third component of the Standard Model is the Higgs mechanism (Hig 64, Eng 64, Gur

64). In this sector of the theory, scalar fields interact with each other in such a way that the

ground state acquires a non-zero field strength, breaking the electroweak symmetries sponta-

neously. The potential describing these self-interactions is displayed in Fig. 1. The interaction

energies of electroweak gauge bosons, leptons and quarks with this field manifest themselves as

non-zero masses of these particles. If this picture is correct, a scalar particle, the Higgs boson,

4

tor is attached adhoc to the other sectors of the Standard Model, not
properly formulated yet as a quantum phenomenon.

3. The third component of the Standard Model is the Higgs mechanism [6].
In this sector of the theory, scalar fields interact with each other in
such a way that the ground state acquires a non-zero field strength,
breaking the electroweak symmetries spontaneously. The interaction of
electroweak gauge bosons, leptons and quarks with this field manifest
themselves as non-zero masses of these particles.

Not all building blocks of the model, however, have been experimentally es-
tablished so far. In particular, the Higgs mechanism for generating the masses
of the fundamental particles still lacks experimental verification up to now,
even though indirect indications support this mechanism quite strongly. In
the following sections the Higgs mechanism and the theoretical and exper-
imental limits to its mass will be described in details. In the following the
notation c = h̄ = 1 is used.

1.1 The standard electroweak theory

1.1.1 The electroweak sector

In 1961 Glashow shows that the electromagnetic and weak interaction are
not two different forces, but rather two aspects of the same force: the elec-
troweak interaction [3]. However it was still not clear why the electroweak
interaction should be mediated by a massless boson for the electromagnetic
interaction and three extremely massive bosons for the weak interaction.
The solution to this problem was given in 1967 by Weinberg [4] and in 1968
by Salam [5] independently. They applied the Higgs mechanism [6] to the
SU(2)×U(1) symmetry group. In 1973 the first neutral current was observed



1.1 The standard electroweak theory 11

by the Gargamelle Neutrino Collaboration and finally in 1983 the W± and
Z bosons were observed by the UA1 collaboration [8]. However the complete
confirmation of the theory expects the observation of another particle liable
of the generation of the boson and fermion masses: the Higgs boson.

In the electroweak standard theory four gauge fields W i
µ with i = 1, 2, 3

and Bµ are introduced by requiring the invariance of the Lagrangian under
a local SU(2)× U(1) gauge transformation with the covariant derivative:

Dµ = ∂µ + ig1Y Bµ + ig2
τi
2
W i

µ (1.1)

where ~τ = 2~T are the Pauli spin matrices, g1 and g2 are coupling constants
of the interactions. The Lagrangian of the Standard Model can be written
as a sum of four independent terms:

L = LFermions + LGauge + LHiggs + LY ukawa (1.2)

The term LF describes massless fermion fields and their interaction with the
gauge fields:

LFermions = iψ̄Dµψ (1.3)

while the second term contains the kinetic energy of the gauge fields B and
~W and the self interaction with the ~W fields due to the non-Abelian nature
of the SU(2) group:

LGauge = −1

4
W i

µνW
i
µν −

1

4
BµνBµν (1.4)

where

W i
µν = ∂νW

i
µ − ∂µW

i
ν − g2ε

ijkW i
µW

k
ν (1.5)

Bµν = ∂νBµ − ∂µBν (1.6)

In the Standard Model the mass eigenstates of the ~W particles are:

W±
µ =

1

2
(W 1

µ ∓W 2
µ) (1.7)

while the neutral part W 3
µ and the field B are combined together to define

the photon field Aµ and the field Zµ:

Aµ = Bµ cos θW +W 3
µ sin θW (1.8)

Zµ = −Bµ sin θW +W 3
µ cos θW (1.9)
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Therefore the gauge Lagrangian without the self interaction part of the SU(2)
group could be write as:

LGauge = −1

4
FµνF

µν − 1

2
F †

WµνF
µν
W − 1

4
ZµνZ

µν (1.10)

where the F µν is the electromagnetic tensor, F µν
W is the tensor of the non-

hermitian field W and Zµν is:

Zµν = ∂νZµ − ∂µZν (1.11)

We can note that LGauge e LFermions do not contain the mass terms of the
bosons and fermions because they would destroy the gauge invariance of the
Lagrangian. To introduce the mass terms preserving the invariance under
SU(2)×U(1) transformation we need to introduce a new scalar field as sug-
gested by Peter Higgs (1964). Indeed the remaining terms LHiggs, LY ukawa,
that we do not deal up to now, describe the interaction of the Higgs field
with gauge and fermion fields respectively.

1.1.2 The spontaneous symmetry breaking

In field theory the state of lowest energy is the vacuum. Spontaneous symme-
try breaking is only relevant to field theory if the vacuum state is non-unique
and if a potential that create such degeneracy exists. To explain the spon-
taneous symmetry breaking in a easier way the main concepts of the Higgs
model will be described in the U(1) group [9].

The typical potential form (Fig. 1.1) that create such degeneracy is re-
ported below:

V (φ) = µ2(φ∗φ) + λ2(φ∗φ)2 con φ = φ1 + iφ2 (1.12)

µ2 < 0 e λ > 0

The Lagrangian density invariant under the U(1) gauge transformations:

φ(x) → φ
′
(x) = φ(x)−iqf(x)

φ∗(x) → φ∗
′
(x) = φ∗(x)eiqf(x)

Aµ(x) → A
′
µ(x) = Aµ(x) + ∂µf(x)

(1.13)

can be written:

Lem(x) = [Dµφ(x)]∗[Dµφ(x)]−µ2|φ(x)|2−λ|φ(x)|4− 1

4
Fµν(x)F

µν(x) (1.14)

where Dµ = ∂µ + iqAµ(x) is the covariant derivative and 1
4
Fµν(x)F

µν(x) is
the free gauge field. Taking µ2 < 0 e λ > 0 the vacuum state is not unique



1.1 The standard electroweak theory 13

V [ϕ]

|ϕ|

v/
√

2

Figure 1: The Higgs potential of the Standard Model.

should be observed with a mass of less than about 700 GeV, the final experimentum crucis of

the Standard Model.

Experimental efforts extending over more than a century, have been crucial in developing

these basic ideas to a coherent picture. The first elementary particle discovered at the end of

the 19th century was the electron (Wie 97, Tho 97, Kau 97,97a), followed later by the other

charged leptons, the µ (And 37) and τ leptons (Per 75). The first species of weakly interacting

neutrinos, νe, was found in the fifties (Rei 53), the others, νµ (Dan 62) and ντ (Pol 00), one

and five decades later. The up, down and strange quarks were “seen” first in deep-inelastic

electron- and neutrino-nucleon scattering experiments (Fri 72a, Eic 73), the discovery of the

charm quark (Aub 74, Aug 74) marked what is called “November revolution” of particle physics.

The bottom quark of the third family was isolated in the 70’s (Her 77) while the discovery of

the top quark followed only recently (Abe 95, Aba 95).

The photon as the quantum associated with the electromagnetic field, was discovered when

the photo-electric effect was interpreted theoretically (Ein 05), while the heavy electroweak

bosons W±, Z have first been isolated in pp̄ collisions (Arn 83, Ban 83, Arn 83a, Bag 83).

Gluons as the carriers of the strong force were discovered in the fragmented form of hadron

jets, generated in e+e− annihilation at high energies (Bra 79, Bar 79, Ber 79).

5

Figure 1.1: The potential function

leading to a spontaneous symmetry breaking and the potential V (φ) posses
a whole circle of absolute minima at:

φ0 = −µ
2

2λ

1/2

=
1√
2
v(> 0) (1.15)

We now introduce two real fields σ(x) and η(x) through the equation

φ(x) =
1√
2
(v + σ(x) + iη(x)) (1.16)

σ(x) and η(x) measure the deviations of the field φ from the equilibrium
ground state configuration φ0. In terms of these fields, the Lagrangian density
becomes:

Lem(x) = 1
2
[∂µσ(x)][∂µσ(x)]− 1

2
(2λv2)σ2(x)

−1
4
Fµν(x)F

µν(x) + 1
2
(qv)2Aµ(x)Aµ(x)

+1
2
[∂µη(x)][∂µη(x)]

+qvAµ(x)∂µη(x) + ’interaction terms’ (1.17)

The direct interpretation of equation 1.17 leads to difficulties. The first line of
this equation describes a real Klein-Gordon field which gives uncharged spin
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0 bosons with mass
√

(2λv2). However, the product term Aµ(x)∂µη(x) shows

that Aµ(x) and η(x) are not independents and one cannot conclude that the
second and third lines describe massive vector bosons and massless scalar
bosons respectively. Counting the degrees of freedom for the Lagrangian 1.14
and 1.17 shows up that the first one has four degree of freedom: two from
the complex scalar field φ(x) and two from the real massless vector field Aµ,
and instead the second one had five degree of freedom: the real scalar fields
σ(x) e λ(x) each present one degree and the real massive vector field Aµ(x)
contributes with three degrees. Of course, a change of variables cannot alter
the number of degrees of freedom of a system. We must conclude that the
Lagrangian density 1.17 contains an unphysical field which does not represent
real particles. Indeed the term Aµ(x)∂µη(x) shows that η(x) transforms it
self in Aµ(x) giving to it the own degree of freedom. The scalar field η(x)
can be then eliminated from 1.16 and the Lagrangian 1.17 can be write as:

Lem(x) =
1

2
[∂µσ(x)][∂µσ(x)]− 1

2
(2λv2)σ2(x)

−1

4
Fµν(x)F

µν(x) +
1

2
(qv)2Aµ(x)Aµ(x) + LI(x) (1.18)

where LI(x) describes higher-order interaction terms. In this way in the

Lagrangian 1.18, σ(x) gives a neutral scalar boson of mass
√

(2λv2) and

Aµ(x) gives a neutral vector boson of mass |qv|. This phenomenon by which
a vector boson acquires mass without destroying the gauge invariance of the
Lagrangian density is known as the Higgs mechanism and the massive spin
0 boson associated withe the field σ(x) is called the Higgs boson.

In the Standard Model the gauge invariance under a local SU(2)× U(1)
transformation is required. In this model the Higgs boson is defined as a
weak isospin doublet:

φ(x) =

(
φ+

φ0

)
(1.19)

with the complex fields:

φ+ =
φ1 + iφ2√

2
e φ0 =

φ3 + iφ4√
2

(1.20)

where φi i = 1...4 are real fields. Thus the Higgs Lagrangian can be written
as:

LHiggs = (Dµφ)†(Dµφ)− V (φ) = (Dµφ)†(Dµφ)− µ2φ†φ− λ(φ†φ)2 (1.21)

where the partial derivative ∂µ has replaced with the covariant derivative
Dµ (1.1). In this case the minima for the Higgs potential are:

φ†0φ0 = −µ
2

2λ
≡ v2

2
(1.22)
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Hence four fields can be chosen so that the spinor:

φ(x) =
1√
2

(
φ1 + iφ2

φ3 + iφ4

)
=

1√
2

(
0

v + h(x)

)
(1.23)

In this way only the φ3 = v+h(x) survives while the fields φ1,2,4 are unphysical
fields. In the unitary gauge they are transformed away and the W± and Z
are seen to acquire mass. Replacing the 1.23 to 1.21 the kinetic part becomes:

(Dµφ)†(Dµφ) =
1

2
∂µh(x)∂

µh(x) + |(ig1Y Bµ + i
g2

2
~τ ~Wµ)

1√
2

(
0

v + h(x)

)
|2

(1.24)
and using the 1.7 and the 1.9 we obtain:

(Dµφ)†(Dµφ) = 1
2
∂µh(x)∂

µh(x) + (1
2
vg2)

2W+
µ W

µ−

+1
2

(
1
2
v
√
g1

2 + g2
2
)2
ZµZ

µ + ... (1.25)

while the potential part gives:

V (φ) = −λv2h(x)2 − λvh(x)3 − 1

4
h(x)4 = −1

2
MHh(x)

2... (1.26)

So that we can define the mass of the W± and Z bosons:

MW = 1
2
vg2 (1.27)

MZ = 1
2
v
√
g1

2 + g2
2 (1.28)

Since in 1.25 there is not term proportional to AµA
µ we can conclude that:

Mγ = 0 (1.29)

and from 1.26 we can define the mass of the Higgs boson:

MH =
√

2λv (1.30)

The extra terms that are not described in 1.25 and in 1.26 represent inter-
actions of the Higgs boson with the gauge fields and self-interactions of the
Higgs boson. We will not give explicitly the expression of LY that describe
the interaction of the Higgs with leptons but it is important to know that the
fermion mass is proportional to the coupling constant, therefore the Higgs
decay preferentially into the heavier fermions available:

mf =
gfv√

2
(1.31)

This is the reason why, if the Higgs boson has a mass below 135 GeV, it
prefers to decay into a bb̄ couple: they are the heaviest fermions available for
that mass.
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1.1.3 The boson masses

An important aspect of the electro-weak theory is that the W± and Z masses
can be predicted [9]. This theory allow to related the W± and Z masses to
three experimentally well known quantities: the fine structure constant

α =
g2

e

4π
=

1

137.04
(1.32)

the Fermi coupling constant determined from µ lifetime experiments

GF = (1.16632± 0.00002)× 10−5 GeV−2 (1.33)

and the weak mixing angle θW which is determined from neutrino scattering
experiments:

sin2 θW = 0.227± 0.014

(1.34)

We can see that the coupling constants g1 and g2 are related with the
electromagnetic constant by the Weinberg angle θW :

g1 cos θW = g2 sin θW = ge (1.35)

From this equation we can easily obtain that:

cos θW =
g2√

g2
1 + g2

2

e sin θW =
g1√

g2
1 + g2

2

(1.36)

and therefore the we can write the Z mass as a function of the W mass and
the Weinberg angle:

MZ =
MW

cos θW

(1.37)

In the Intermediate vector boson (IVB) [9] theory the Fermi coupling con-
stant is define as:

GF√
2

=
(
gW

MW

)2

(1.38)

where gW is:

gW =
g2

2
√

2
(1.39)

From these two last equations and from 1.27 we can therefore obtain:

v =

(
1√
2GF

)1/2

(1.40)
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Using the 1.32 the W± and Z can be predicted; before their discovery in
1983 the expected values were [9]:

MW =

(
απ

GF

√
2

) 1
2 1

sin θW

=

(
78.3

+2.5
−2.3

)
GeV (1.41)

MZ =

(
απ

GF

√
2

) 1
2 2

sin 2θW

=

(
89.0

+2.1
−1.8

)
GeV (1.42)

Unfortunately the same argument does not apply to the Higgs boson because
λ remains a free parameter of the standard electroweak theory:

MH =
√

2λv

1.2 Limits on Higgs boson mass

Even if the Standard Model can not predict the mass of the Higgs boson,
upper and lower bounds can be derived from internal consistency conditions
and from extrapolations of the model to higher energies. More stringent
limits can be derived from indirect search: the high statistics achieved in the
LEP and SLC experiments has allowed tests of the electroweak theory at
the quantum level. The high precision quantum analyses led to a successful
prediction of the top-quark mass confirmed later in the Tevatron experiments
and the same argument can be applied to the prediction of the Higgs boson
mass.

1.2.1 Theoretical limits

The existence of the Higgs boson is essential not only to explain the mass of
particles but also to the renormalization of the electroweak theory. Feynman
diagrams involving the emission and subsequent re-absorption of Higgs parti-
cles contribute to higher-order corrections and without them the electroweak
theory would not be renormalizable. As MH becomes very small or very
large, these corrections become very large, and the success of the theory in
lowest-order calculations restricts MH to the extremely wide range: 7 GeV
<∼MH

<∼ 103 GeV [9].
Quite restrictive bounds on the value of the Standard Model Higgs mass

follow from hypothetical assumptions on the energy scale Λ up to which
the Standard Model can be extended before new physical phenomena may
emerge. The key to these bounds is the fact that quantum fluctuations mod-
ify the self-interaction of the Higgs boson and the quartic coupling constant
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λ is replaced by an effective energy dependent coupling λ(µ) [10, 11, 12, 13].
These quantum fluctuations are described by Feynman diagrams as depicted
in Fig. 1.2. The Higgs loop itself gives rise to an indefinite increase of the

WLWL)→ GFM
2
H/4
√

2π, it follows (Lee 77) that

M2
H ≤ 2

√
2π/GF ∼ (850 GeV)2 (33)

Within the canonical formulation of the Standard Model, consistency conditions therefore re-

quire a Higgs mass roughly below 1 TeV.

Quite restrictive bounds on the value of the Standard Model Higgs mass follow from hypo-

thetical assumptions on the energy scale Λ up to which the Standard Model can be extended

before new physical phenomena may emerge which are associated with strong interactions be-

tween the fundamental particles. The key to these bounds is the fact that quantum fluctuations

modify the self-interactions of the Higgs boson in such a way that scattering processes, char-

acterized by the energy scale µ, can still be described by the same form of interactions, yet

with the quartic coupling constant λ replaced by an effective, energy dependent coupling λ(µ).

These quantum fluctuations are described by Feynman diagrams as depicted in Fig. 4 (Cab 79,

Lin 86, She 89, Rie 97). The Higgs loop itself gives rise to an indefinite increase of the coupling

while the fermionic top-quark loop drives, with increasing top mass, the coupling to smaller

values, finally even to values below zero. The variation of the effective quartic Higgs coupling

λ(µ) and the effective top-Higgs Yukawa coupling gt(µ) with energy may be written as

dλ

dlog µ2
=

3

8π2
[λ2 + λg2

t − g4
t ] with λ(v2) = M2

H/v
2

dgt
dlog µ2

=
1

32π2

[
9

2
g3
t − 8gtg

2
s

]
with gt(v

2) =
√

2mf/v

(34)

For moderate top masses, the quartic coupling λ rises indefinitely, dλ/dlog µ2 ∼ +λ2, and

the coupling becomes strong shortly before reaching the Landau pole:

λ(µ2) =
λ(v2)

1− 3λ(v2)
8π2 log µ2

v2

(35)

H

H H

H H

H

H

H

H
H

H

t

H

H

Figure 4: Diagrams generating the evolution of the Higgs self-interaction λ.
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Figure 1.2: Diagrams generating the evolution of the Higgs self-interaction λ

coupling while the fermionic top-quark loop drives, with increasing top mass,
the coupling to smaller values, finally even to values below zero. The varia-
tion of the effective quartic Higgs coupling λ(µ) and the effective top-Higgs
Yukawa coupling gt(µ) with energy may be written as:

dλ

dlog(µ2)
=

3

8π2
[λ2 + λg2

t − g4
t ] with λ(v2) = M2

H/v
2 (1.43)

dgt

dlog(µ2)
=

1

32π2

[
9

2
g3

t − 8gtg
2
s

]
with gt(v

2) =
√

2mf/v (1.44)

For moderate top masses, the quartic coupling λ rises indefinitely, dλ/dlog(µ2) ∼
λ2, and the coupling becomes strong shortly before reaching the Landau pole:

λ(µ2) =
λ(v2)

1− 3λ(v2)
8π2 log(µ2

v2 )
(1.45)

Re-expressing the initial value of λ by the Higgs mass, the condition λ(Λ) <
∞, can be translated to an upper bound on the Higgs mass:

M2
H

<∼ 8π2v2

3log(Λ2/v2)
(1.46)

A lower bound on the Higgs mass can be based on the requirement of
vacuum stability. Since top-loop corrections reduce λ for increasing top-
Yukawa coupling, λ becomes negative if the top mass becomes too large. To
avoid the instability, the Higgs mass must exceed a minimal value for a given
top mass to balance the negative contribution. This lower bound depends
on the cut-off value Λ. For a top mass of 175 GeV the allowed Higgs mass
values as function of the cut-off Λ are shown in Fig. 1.3. If the Standard
Model is assumed to be valid up to the grand unification scale (1019 GeV),
the Higgs mass is restricted to a narrow window between 130 and 190 GeV.
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Figure 5: Bounds on the mass of the Higgs boson in the Standard Model. Λ denotes the energy

scale at which the Higgs-boson system of the Standard Model would become strongly interacting

(upper bound); the lower bound follows from the requirement of vacuum stability; see Refs. (Cab

79, Lin 86, She 89, Rie 97, Alt 94).

− gW
4 cos ϑW

∑

k

f̄kγµ (vk − akγ5) fkZµ (37)

− e
∑

k

qkf̄kγµfkAµ

The first term describes the charged-current reactions, the second term the neutral-current

reactions, and the third term the parity-conserving electromagnetic interactions. The coupling

e = gW sinϑW (38)

is the positron charge. I± are the isospin raising/lowering matrices. The SU(2) coupling gW is

related to the Fermi coupling by
GF√

2
=

g2
W

8M2
W

(39)

This relation follows from the local limit of the W propagator connecting the muonic and

electronic currents in µ decay. The relation (39) will be modified by quantum effects, involving

the top-quark mass and the Higgs mass.
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Figure 1.3: Theoretical bounds of the Higgs boson in the Standard Model.

1.2.2 Experimental limits

The high precision of the prediction on the theoretical side is matched by an
equivalently high precision on the experimental side. The accuracy achieved
in the e+e− colliders, in particular at LEP and SLC, has allowed to per-
form tests of the Standard Model theory at the per-cent level and in some
cases down to the per-mille level. The consequence of this accuracy is that
the theory can be tested at the level of quantum corrections and that the
analyses are sensitives to energy scales beyond those which can be reached
directly. The sensitivity to quantum fluctuations in the physical observables
demands the rigorous treatment of the electroweak and QCD corrections;
we will describe these corrections for the process of fermion-pair production
in e+e− collisions (Fig. 1.4 ). This process is mediated by Z-boson and γ
exchange in the s-channel: A = AZ +Aγ (for f = e, there are also t-channel
contributions). The cross section, included the leading logarithmic radiative
correction and the γ − Z interference contribution (∆Z), may be written
as [14]:

σ(s) =
12πΓeΓf

|Z(s)|2
[1 + ∆Z] +

4πα2(s)

3s
Q2

fNc (1.47)
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theory on very solid ground. The high-precision quantum analyses led to a tremendously suc-

cessful prediction of the top-quark mass confirmed later in the Tevatron experiments, and to

the prediction of a light Higgs boson, the discovery of which is eagerly awaited in the years to

come. The sensitivity to quantum fluctuations in the physical observables demands the rigor-

ous treatment of the electroweak and QCD corrections which will be described below in several

consecutive steps for the basic process of fermion-pair production near the Z resonance in e+e−

annihilation.

The fundamental process of fermion-pair production in e+e− collisions,

e+e− → ff̄ (93)

f denoting leptons and quarks, is mediated by Z-boson and γ exchange in the s-channel, A =

AZ+Aγ, cf. Fig. 16 (for f = e, there are also t-channel contributions). The quantum corrections

at next-to-leading order include two different components: the pure QED corrections, i.e. virtual

photon corrections and real photon radiation, and the genuine electroweak corrections in loops.

e+

e−

γ, Z

f

f̄

Figure 16: The annihilation process e+e− → ff̄ at leading order.

a) The improved Born approximation. The basic amplitudes in lowest order, A0
γ and A0

Z, are

current × current amplitudes in which the electromagnetic and electroweak currents are con-

nected by the exchange of a photon and a Z boson:

A0
γ =

4πα(s)QeQf

s
jem
µ (f)jem

µ (e)

A0
Z =

√
2GFM

2
Z

s−M2
Z + iMZΓZ(s)

jZµ (f)jZµ (e)

(94)

The coefficients Qe, Qf denote the electric charges of the electron and of the fermion f ; the

electroweak currents jZµ (e) and jZµ (f) are coherent superpositions of a vector part proportional
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Figure 1.4: The annihilation process e+e− → ff̄ at leading order

where |Z(s)|2 is the Z propagator:

|Z(s)|2 = (s−M2
Z)2 + (MZΓZ)2 (1.48)

and Γf is the partial decay width defined as function of the axial (ga) and
vector (gv) coupling constant of the fermion with the Z boson:

Γf =
αMZ

3
(g2

vf
+ g2

af
) (1.49)

gvf
=

vf

2 sin θW cos θW

=
IW
3 (1− 2 sin2 θW )

2 sin θW cos θW

gaf
=

af

2 sin θW cos θW

=
IW
3

2 sin θW cos θW

(1.50)

The second term of the 1.47 describes the photon-exchange contribution.
The 1.47 is mainly corrected by two contributions: QED (photon) correc-

tions and electroweak corrections (Fig. 1.5). Numerically the QED correc-
tions [15] are the most important radiative corrections near the Z resonance
because the radiation of photons from initial electrons and positrons shifts
the energy

√
s →

√
s′ away from the peak, resulting in a large modification

of the cross section. In this case the cross section, including the photon radi-
ation in the initial state, can be expressed as a convolution of the electroweak
cross section 1.47 with the radiator function H:

σQED(s) =
∫ xmax

0
dxH(x)σ[(1− x)s] (1.51)

where H(x) is the probability that a photon can be radiated and Xmax is
the maximal fraction of the photon energy not resolved by the detector.
The complete QED corrections reduce the peak value of the resonance cross
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e+

e−

Z

f ′
f

f̄

e+

e−

Z
γ,Z

f

f̄

Figure 17: Typical diagrams contributing to the genuine electroweak corrections to e+e− → ff̄ .

the weak mixing angle entering in the vector Z couplings of Eq. (40) are modified and replaced

by effective mixing angles which are related to the basic definition as

sin2 ϑe,feff = κe,f sin2 ϑW (99)

Again, κe,f can be separated into a universal and a flavor-specific part

κe,f = 1 + ∆κ+ κnon−univ (100)

with

∆κ = cot2 ϑW∆ρ (101)

The non-universal contribution is particularly large for the Zbb coupling. After the replacement

A0
Z → AZ =

√
ρeρfA0

Z and sin2 ϑW → sin2 ϑe,feff , the corrections ρe,f and κe,f enter the cross

sections σ(e+e− → ff̄ ) and the partial widths Γ(Z → f f̄ ) in the same form. The expression

Eq. (95) for the cross section therefore can be kept unmodified when the dominant electroweak

corrections are included.

Apart from the explicit form of ∆ρ which we will give at the end of this section, we will not

discuss the various corrections in detail here but instead refer the reader to the literature (Bar

99).

c) QCD corrections. These corrections affect the production cross sections for quark pairs and

the partial Z decay widths in the same way, when the quark masses are neglected, by the

additional coefficient (Sch 73)

∆QCD = 1 +
αs
π

+ · · · (102)

Higher-order terms up to order (αs/π)3 are known as well.
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Figure 1.5: electroweak corrections to e+e− → ff̄ .

section by about 30% and shift the position of the peak upward by about
100 MeV. The electroweak correction are important not only because they
modify the total cross section (e+e− → ff̄) but mostly because they allow
to access to two high mass scales in the model: the top quark mass and
the Higgs-boson mass. These particles enter as virtual states in the loop
corrections and together with other one loop corrections they lead to modify
two important parameters [16]:

ρ =
M2

W

M2
Z cos2 θW

→ ρeff = ρ+ ∆ρ (1.52)

sin2 θW = 1− M2
W

M2
Z

→ sin2 θeff = k sin2 θW (1.53)

(1.54)

The Higgs and top virtual loop for instance modify the sin2 θeff in this way:

sin2 θl
eff (1− sin2θl

eff ) =
πα√

2GFM2
Z(1−∆rZ)

(1.55)

where ∆rZ is:
∆rZ = ∆α−∆ρt + ∆rH

Z + ... (1.56)

∆α includes the shift of the electromagnetic coupling near the MZ pole while
∆ρt and ∆rH

Z are the corrections due to the leading top Higgs contributions.
The top has the largest effect because the contribution is quadratic in mt:

∆ρt =
3GFm

2
t

8π2
√

2
(1.57)

Instead the Higgs contribution depend only logarithmically on the Higgs-
boson mass:

∆rH
Z =

3GFM
2
W

8π2
√

2

1 + 9 sin2 θW

3 cos2 θW

log
M2

H

M2
W

(1.58)



22 The Standard Model

Two important parameters that presents a good sensitivity to these correc-
tions are the forward-backward asymmetry, which describes the difference of
the production cross sections for leptons and quarks in the forward and back-
ward hemispheres and the left-right asymmetry for longitudinally polarised
electron and positron beams. These asymmetries can be expressed in terms
of the electroweak parameters as [17]:

AFB =
σF − σB

σF + σB

=
3

4

 1− 4 sin2 θf
eff

1 + (1− 4 sin2 θf
eff )

2

(1.59)

ALR =
σL − σR

σL + σR

=
1− 4 sin2 θf

eff

1 + (1− 4 sin2 θf
eff )

(1.60)

Other observables that are evaluated to scrutinise the Standard Model are
the left-right-forward-backward asymmetry that allows to measure the asym-
metry of the single leptons:

Ãf
FB =

(σF
L − σB

L )− (σF
R − σB

R)

σL + σR

=
3

4
Af (1.61)

where f can be e, τ , µ, the partial decay widths:

R0
q =

Γq

Γhad

(q = b, c) (1.62)

and the forward-backward asymmetry near the Z pole for the b and c quarks
(A0,b

FB, A0,c
FB) [18].

The large amount of electroweak data from e+e− colliders available in
the Summer of 1994 (the time of quark top discovery) was so accurate to
estimate the quark top mass to a value of 173+30

−33 GeV for mass Higgs varied
from 60 GeV to 1 TeV [19, 20]. Known experimentally the top mass the
observables of the Standard Model are now function only of the Higgs mass
(Fig. 1.8):

Ni = f(logMH) (1.63)

Using the Standard Model observables reported in the left part of Fig. 1.7 [19]
it is then possible to build a χ2 that is function of MH and minimising the
χ2(MH) the expected value of Higgs mass for the SM parameters can be
extracted (Fig. 1.7 right):

χ2 =
∑

i

(N th
i −N ex

i )2

(4N)2
with χ2 = f(logMH) (1.64)



1.2 Limits on Higgs boson mass 23
61

10 2

10 3

0.23 0.232 0.234

           

sin2θ
lept

eff = (1 − gVl/gAl)/4

m
H
  [

G
eV

]
χ2/d.o.f.: 10.6 / 5

A
0,l

fb 0.23099 ± 0.00053

Al(Pτ) 0.23159 ± 0.00041

Al(SLD) 0.23098 ± 0.00026

A
0,b

fb 0.23218 ± 0.00031

A
0,c

fb 0.23220 ± 0.00079

<Qfb> 0.2324 ± 0.0012

Average 0.23149 ± 0.00017

∆αhad= 0.02761 ± 0.00036∆α(5)

mZ= 91.1875 ± 0.0021 GeV
mt= 174.3 ± 5.1 GeV

Figure 29. Comparison of the determinations of sin2θlept
eff . Also shown is the SM

expectation as a function of mH, with the bands showing the uncertainties from other
SM parameters.

course, of considerable interest to compare the limits of direct searches for the Higgs

with those from the electroweak fits.

The results of the direct searches for the SM Higgs boson at LEP are briefly discussed

in sect. 7.3. The 95% c.l. lower limit on the Higgs mass is 114.1 GeV, with the possibility

of a signal around 115 GeV with a significance of about 2 standard deviations. These

values are compared in this section to the values for mH coming from electroweak fits.

In the electroweak fits the values of the well known ‘constants’ GF = (1.16637 ±
0.00001) 10−5 GeV−2 [2], mZ and α(mZ) are used. The fits then give values of mt,

mH and αs(mZ). The SM computations are provided by the semi-analytic programs

ZFITTER and TOPAZ0, which contain a large amount of theoretical input, and have

been thoroughly tested.

The quantities which are used in the fits are:-

1) the results of the 5-parameter Z lineshape fits (i.e. assuming lepton universality),

from table 4

2) the 6-parameter heavy flavour fits, from table 9

Figure 1.6: sin2
eff as function of MH obtained from the asymmetry observ-

ables.

For mt = 171.4± 2.1 GeV (CDF+D0 July 2006) [21] the expected value for
MH is:

MH = 85+39
−28 GeV at 68% (C.L.) (1.65)

with MH < 166 GeV at 95% C.L.

The lower limit on the Higgs mass is however determined from the directed
search performed at LEP, mainly with the channel e+e− → Z∗ → ZH. The
lower limit, including the 2000 data tacking, is [22]:

MH > 114.4 GeV at 95% C.L. (1.66)

However in 2000 there was a lot of rumour because ALEPH experiment found
three events with an high Higgs probability and also L3 saw one good Higgs
candidate but OPAL and DELPHI saw none. Overall there was not enough
statistics to claim the discovery but these events together with the Higgs
mass indication from theoretical and electroweak fit suggest that the Higgs
can have a mass just over the lower limit. In conclusion we can say that the
Standard Model seems to prefer a “light” Higgs boson.
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Table 19. Results of the global electroweak fit. The χ2/df is 29/15, a probability of
1.7%. The value for mW is that derived from the fit.

quantity fitted value error

mt(GeV) 174.7 4.4
αs 0.118 0.003
mH(GeV) 85 +54

−34

mW(GeV) 80.394 0.018

Measurement Pull (Omeas−Ofit)/σmeas

-3 -2 -1 0 1 2 3

-3 -2 -1 0 1 2 3

∆αhad(mZ)∆α(5) 0.02761 ± 0.00036   -.27

mZ [GeV]mZ [GeV] 91.1875 ± 0.0021    .01

ΓZ [GeV]ΓZ [GeV] 2.4952 ± 0.0023   -.42

σhad [nb]σ0 41.540 ± 0.037   1.63

RlRl 20.767 ± 0.025   1.05

AfbA0,l 0.01714 ± 0.00095    .70

Al(Pτ)Al(Pτ) 0.1465 ± 0.0033   -.53

RbRb 0.21646 ± 0.00065   1.06

RcRc 0.1719 ± 0.0031   -.11

AfbA0,b 0.0994 ± 0.0017  -2.64

AfbA0,c 0.0707 ± 0.0034  -1.05

AbAb 0.922 ± 0.020   -.64

AcAc 0.670 ± 0.026    .06

Al(SLD)Al(SLD) 0.1513 ± 0.0021   1.50

sin2θeffsin2θlept(Qfb) 0.2324 ± 0.0012    .86

mW [GeV]mW [GeV] 80.451 ± 0.033   1.73

ΓW [GeV]ΓW [GeV] 2.134 ± 0.069    .59

mt [GeV]mt [GeV] 174.3 ± 5.1   -.08

sin2θW(νN)sin2θW(νN) 0.2277 ± 0.0016   3.00

QW(Cs)QW(Cs) -72.39 ± 0.59    .84

           

Figure 32. Pull distribution for the global electroweak fit.
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Figure 1.7: Left: experimental measure of the Standard Model observables.
Right: final electroweak fit for MH .

e+e- bb qq

Figure 1.8: ALEPH experiment: the first candidate with am high Higgs
probability.

1.3 The Higgs search at LHC

The search for the Higgs boson is one of the main goals of LHC [23]. There
is not a single production mechanism to produce the Higgs boson at LHC
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but rather, together with the Higgs decay modes, the number of channels is
quite large [24]. The process with the largest cross section, that dominate the
production mechanism in the entire relevant Higgs mass range up to about
1 TeV, is the gluon fusion process (Fig. 1.9: a) where a quark loop connects
the massless gluons with the Higgs boson. The second largest contribution

10.1. Introduction 265

[404]
pp→ gg → H ,

which provides the largest production cross section for the whole Higgs mass range of inter-
est. This process is mediated by top and bottom quark loops (Fig. 10.2a). Due to the large size
of the top Yukawa couplings and the gluon densities gluon fusion comprises the dominant
Higgs boson production mechanism for the whole Higgs mass range.

g

g

t, b
H

(a)

H

q

q

W, Z

W, Z

q

q

(b)

Hq̄

q

W ∗, Z∗

W, Z

(c)

H

g

g

t

t̄

(d)

Figure 1: Typical diagrams for all relevant Higgs boson production mecha-
nisms at leading order: (a) gluon fusion, (b) vector boson fusion, (c) Higgs-
strahlung, (d) Higgs bremsstrahlung off top quarks.

1

Figure 10.2: Typical diagrams for all relevant Higgs boson production mechanisms at
leading order: (a) gluon fusion, (b) vector boson fusion, (c) Higgs-strahlung, (d) Higgs
bremsstrahlung off top quarks.

The QCD corrections to the top and bottom quark loops have been known a long time in-
cluding the full Higgs and quark mass dependences [405–407]. They increase the total cross
section by 50− 100%. The limit of very heavy top quarks provides an approximation within
∼ 10% for all Higgs masses [20, 365, 366, 405–408]. In this limit the NLO QCD corrections
have been calculated before [405–407, 409–412] and recently the NNLO QCD corrections
[413–416] with the latter increasing the total cross section further by ∼ 20%. A full massive
NNLO calculation is not available, so that the NNLO results can only be trusted for small
and intermediate Higgs masses. The approximate NNLO results have been improved by
a soft-gluon resummation at the next-to-next-to-leading log (NNLL) level, which yields an-
other increase of the total cross section by ∼ 10% [417]. Electroweak corrections have been
computed, too, and turn out to be small [399, 418–421]. The theoretical uncertainties of the
total cross section can be estimated as∼ 20% at NNLO due to the residual scale dependence,
the uncertainties of the parton densities and due to neglected quark mass effects.

At LO the Higgs boson does not acquire any transverse momentum in the gluon fusion
process, so that Higgs bosons with non-vanishing transverse momentum can only be pro-
duced in the gluon fusion process, if an additional gluon is radiated. This contribution is
part of the real NLO corrections to the total gluon fusion cross section. The LO pT distribu-
tion of the Higgs boson is known including the full quark mass dependence [422, 423]. The

Figure 1.9: Higgs main production channel at hadron colliders.a) Gluon fu-
sion process, b) boson fusion, c) Higgs-strahlung, d) Associated production

to LHC cross section is the WW , ZZ fusion (Fig. 1.9: b) where in additional
to the Higgs boson two highly energetic quarks in forward and backward
direction are produced. The third and forth Higgs production mechanisms
are the Higgs-strahlung off W,Z (Fig. 1.9: c) and the associated production
with a qq pairs (mainly tt̄) (Fig. 1.9: d). These mechanisms can be important
for low Higgs mass range because the additional particle produced can help
to reject the backgrounds and also because these channels can allow a direct
determination of the coupling constants of the Higgs with the other particles
of the Standard Model. An overview of all relevant production cross sections
at the LHC is given in Fig. 1.10.

The Higgs decay channels change rapidly with the assumed Higgs mass.
The reason is that the Higgs boson prefers to decay to as heavy particles as
kinematically possible because the coupling Higgs constant is proportional
to the square of the boson masses and to the mass of the fermions. With
increasing Higgs mass, new decay channels open up and the decays to lighter
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σ(pp→H+X) [pb]
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Mt = 175 GeV
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Figure 10.3: Higgs production cross sections at the LHC for the various production mech-
anisms as a function of the Higgs mass. The full QCD-corrected results for the gluon fu-
sion gg → H , vector-boson fusion qq → V V qq → Hqq, vector-boson bremsstrahlung
qq̄ → V ∗ → HV and associated production gg, qq̄ → Htt̄ are shown.

10.2 Higgs boson channels
10.2.1 Inclusive Higgs boson production with H → ZZ(∗) → e+e−µ+µ−

10.2.1.1 Introduction

The H → ZZ(?) → 4` channel has a very clean signature with relatively small backgrounds
and is therefore an important discovery channel for the Higgs boson for a large range of
masses. This channel is also important for the measurement of the mass and width of the
Higgs boson.

10.2.1.2 Event generation

All Monte Carlo event samples used in the analysis were generated using the PYTHIA [68]
event generator, except for the Zbb̄ (e+e−bb and µ+µ−bb) background samples which were
generated with COMPHEP [351].

Higgs-boson production was simulated through leading order gluon-gluon scattering and
vector-boson fusion. Monte Carlo samples were produced for 18 values of the Higgs boson
mass mH ranging from 115 GeV/c2 to 200 GeV/c2 in 10 GeV/c2 steps, and from 200 GeV/c2 to
600 GeV/c2 in 50 GeV/c2 steps.

Three background processes which yield the same signature of two electrons and two muons
in the final state, with significant cross-section times branching ratio, are considered:

1. qq/gg → tt→ W+W−bb → e+e−µ+µ−

2. qq/gg → Zbb̄→ e+e−µ+µ−

3. qq → ZZ?/γ? → e+e−µ+µ−

For the tt and Zbb̄ backgrounds, no restrictions are applied on b decays prior to the pre-
selection. Only events with |ηb| < 2.5 were generated for the Zbb̄ background. For the Zbb̄

Figure 1.10: Overview of the LHC cross section for the Higgs production.

particles loose importance (Fig 1.11 right). However the Higgs mass decay
can be practically divided into two mass ranges.

For MH > 135 GeV the main decay modes are those into WW and ZZ
pairs, where one of the vector bosons is off-shell below the corresponding
kinematical threshold. The presence of leptons (µ, e) in the final state allow
to reach the Higgs discovery in the first 5 fb−1 for an Higgs mass up to 500
GeV (Fig 1.12) [24, 25, 26, 27]. For very large Higgs masses the total decay
width grows up to the order of the Higgs mass itself so that the interpretation
of the Higgs boson as a resonance becomes more difficult (Fig 1.11 left).
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Figure 1.15: Total decay width ΓH of the SM Higgs Boson [12]. For Higgs bosons lighter than

150 GeV/c2 the width is of the order of some MeV/c2.
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Figure 1.15: Total decay width ΓH of the SM Higgs Boson [12]. For Higgs bosons lighter than

150 GeV/c2 the width is of the order of some MeV/c2.

Figure 1.11: Left: total decay width of SM Higgs boson as a function of its
mass. Right: branching ratios of the dominant decay modes of SM Higgs
boson.
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For MH < 135 GeV the Higgs boson mainly decays into bb̄ pairs. How-
ever, with this final state, direct Higgs production (gluon fusion) is almost
impossible to detect due to the huge QCD cross section for bb̄ pairs and the
inability to reconstruct the Higgs mass very precisely with hadronic jets. In
this mass range become then important the Higgs decay into photon pairs
which is mediated by W , top and bottom quark loops. The branching frac-
tion of this decay is very small, about 2 × 10−3, however it has long been
understood that the H → γγ can be detected as a narrow mass peak above a
large background [28]. Another possibility to detect the Higgs boson in this
mass range will be presented in this work studying the Higgs decaying into
bb̄ but using the Higgs production associated with a tt̄ pair [29, 30, 31]. The
tt̄H holds promise because it entails substantially lower backgrounds, how-
ever the high number of jets in the final state and the presence of b-jets that
have to be detected to reject the tt̄ + jets backgrounds makes this channel
one of the most challenging channels that will be studied at LHC.
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Figure 1.12: Luminosity needed for 5σ discovery of SM Higgs boson as a
function of MH .
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Chapter 2

The CMS experiment at LHC

The prime motivation of the Large Hadron Collider (LHC) [23], as we learnt
from the previous chapter, is to elucidate the nature of the electroweak sym-
metry breaking for which the Higgs mechanism is presumed to be responsible.
Even if there are many indications for a “light” Higgs boson (below 200 GeV)
the LHC beam energy have been chosen in order to explore all possible mass
ranges up to the TeV scale. Furthermore the TeV energy scale is important
to investigate the possibility of new theory beyond the Standard Model i.e.
supersymmetry, extra dimensions, Technicolour etc.

The Compact Muon Solenoid (CMS) [32] experiment has been designed
to meet the goals of the LHC physics programme and in particular, if we
concentrate on the Higgs boson search, a good resolution on photons, leptons
and b-jets is crucial to be able to explore all the Higgs mass range from 100
GeV up to 1 TeV (Sec. 1.3). To do that the requirements for the CMS
experiment can be summarised as follows:

• Good muon identification and momentum resolution over a wide range
of momenta in the region |η| < 2.5, good dimuon mass resolution (≈ 1%
at 100 GeV), and the ability to determine unambiguously the charge
of muons with p < 1 TeV.

• Good charged particle momentum resolution and reconstruction effi-
ciency in the inner tracker. Efficient triggering and offline tagging of
τ ’s and b-jets, requiring pixel detectors close to the interaction region.

• Good electromagnetic energy resolution, good diphoton and dielec-
tron mass resolution (≈ 1% at 100 GeV), wide geometric coverage
(|η| < 2.5), measurement of the direction of photons and/or correct
localisation of the primary interaction vertex, π0 rejection and efficient
photon and lepton isolation at high luminosities.
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• Good Emiss
T and dijet mass resolution, requiring hadron calorimeters

with a large hermetic geometric coverage (|η| < 5) and with fine lateral
segmentation (∆η ×∆φ < 0.1× 0.1).

Summarising the main distinguishing features of CMS are a high-field solenoid,
a full silicon-based inner tracking system, and a fully active scintillating
crystals-based electromagnetic calorimeter.

2.1 The LHC machine

The LHC machine will be the most powerful hadron collider running in the
next two decades. It is under construction in the already existing LEP tunnel
at CERN laboratories in Geneva, Switzerland. It is situated about 100 m
depth underground between French-Swiss border.

Figure 2.1: Overview of the LHC machine
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The LHC accelerator will produce collisions between proton beams with√
s = 14 TeV, an energy never reached before. The machine parameters

relevant for the operation of CMS are listed in Table 2.1. The LHC machine

pp HI
Energy per nucleon E 7 2.76 TeV
Dipole field at 7 TeV B 8.33 8.33 T
Design Luminosity∗ L 1034 1027 cm−2 s−1

Bunch separation 25 100 ns
No. of bunches kB 2808 592
No. particles per bunch Np 1.15× 1011 7.0× 107

Collisions
β-value at IP β∗ 0.55 0.5 m
RMS beam radius at IP σ∗ 16.7 15.9 µm
Luminosity lifetime τL 15 6 hr
Number of collisions/crossing nc ≈ 20 –

Table 2.1: The machine parameters relevant for the LHC detectors.

∗ For heavy-ion (HI) operation the design luminosity for Pb-Pb collisions is
given.

comprises 1232 dipole magnets, with r.f. cavities providing a “kick” that
results in an increase in the proton energy of 0.5 MeV/turn. The luminosity
of an hadron machine is given by:

L =
γfkBN

2
p

4πεnβ∗
F, (2.1)

where γ is the Lorentz factor, f is the revolution frequency, kB is the number
of bunches, Np is the number of protons/bunch, εn is the normalised trans-
verse emittance (with a design value of 3.75µm), β∗ is the betatron function
at the IP, and F is the reduction factor due to the crossing angle. The nom-
inal energy of each proton beam is 7 TeV. The design luminosity of L = 1034

cm−2 s−1 leads to around 1 billion proton-proton interactions per second.
The LHC is planned to produce the first pilot run in October 2007 [33],

the expected evolution of its performance parameters is reported in Tab. 2.2.
In 2008, following the pilot run, operation will start at 75 ns and subsequently
25 ns bunch spacing. The 75 ns operation is considered an important step
in the commissioning of the LHC and the experiments. It will be especially
useful for establishing synchronisation quickly. In the 75 ns mode, each beam
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Pilot run 2007 First Physics 2008
Number of bunches 43→156 936→2808

β∗ 18 m→2 m 2 m→ 0.55 m
Protons per bunch 1010 → 4× 1010 (1011) 4× 1010

Luminosity 3× 1029 → 2× 1031 (1032) 1032 → 2× 1033

Integrated Luminosity 10 pb−1 < 5 fb−1

Table 2.2: Expected evolution of LHC performance parameters during 2007–
2008 [34].

will comprise 936 bunches. A crossing angle will be needed, though it can
be smaller than for the 25 ns mode. It will be desirable to move quickly to
a bunch spacing of 25 ns. The number of bunches will then be the nominal
number (2008) with a crossing angle of 285 µrad. The beam current cannot
exceed half the nominal value as part of the beam dump and collimation
systems are staged. This will limit the initial luminosity to L = 2 × 1033

cm−2 s−1 until the 2010 run.

In the first full year of physics running the LHC should reach an integrated
luminosity of about 5 fb−1 [33]. It will be enough for the Higgs discovery if
its mass is above 135 GeV (Sec. 1.3).

2.2 The CMS detector

The Compact Muon Solenoid experiment [32], is a general purpose detector
which will operate at LHC. The main feature of CMS is the 4 T supercon-
ducting solenoid that permits a compact design of the detector with a strong
magnetic field. The structure of CMS is typical of a general purpose exper-
iment designed for a collider: several cylindrical layers coaxial to the beam
direction, referred to as barrel layers, closed at both ends by detector disks
orthogonal to the beam pipe, the endcaps, to ensure detector hermeticity.
In Fig. 2.2 a schematic view of CMS is drawn pointing out the cylindrical
symmetry of the experiment, which has a full length of 21.6 m, a diameter
of 14.6 m and reaches a total weight of 12 500 t.

The natural coordinate frame used to describe the detector geometry is a
right-handed cartesian system with the x axis pointing to the centre of LHC
ring, the z axis coincident with the CMS cylinder axis and the y axis directed
almost upward along the vertical. The cylindrical symmetry of CMS design
and the invariant description of pp physics drive to use a pseudo-angular
reference frame, given by the triplet (r, φ, η), with r distance from z axis, φ
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Figure 2.2: Above: overview of the CMS experiment. Below: picture of the
CMS detector at P5 before its closing for the magnet test cosmic challenge;
on the front there are the last ring of the CMS barrel and the first ring of
the CMS endcap.
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azimuthal coordinate with respect to x axis and pseudorapidity η defined as:

η = − ln(tan(θ/2))

In this reference frame it is easy to describe the CMS subdetectors, that are
installed radially from inside out as described below:

Tracker r < 1.2 m, |η| < 2.5: silicon pixel vertex detector plus 200
m2 active area of silicon microstrip detectors to reconstruct charged particle
tracks and individuate primary and secondary vertexes.

Electromagnetic Calorimeter (ECAL) 1.2 < r < 1.8 m, |η| < 3.0:
61200 lead tungstate crystals to measure electrons and photons

Hadronic Calorimeter (HCAL) 1.8 < r < 2.9 m, |η| < 5.0: plastic
scintillator and brass absorbers to identify jet position and jet transverse
energy.

Magnet 2.9 < r < 3.8 m, |η| < 1.5: 4T longitudinal magnetic field
supplied by a superconducting solenoid.

Muon System 4.0 < r < 7.4 m, |η| < 2.4: drift tubes and cathode strip
chambers to detect muon and its sign up to a momentum of ≈ 1 TeV.

2.2.1 Magnet

The CMS magnet is a large superconducting solenoid with a diameter of
5.9 m. It provides an inner uniform 4 T magnetic field obtained with a
current of 20 kA. The main features of the CMS solenoid are a central flat
superconducting cable, an high purity aluminium stabiliser and an external
aluminium-alloy to reinforce the sheath. The superconducting cable is a
Rutherford type with 40 NiTb strands and is is kept cooled by a liquid
helium cryogenic system. The magnetic flux is closed in a loop via a 1.8 m
thick saturated iron yoke, instrumented with four muon stations. The bore
of the magnet coil is also large enough to accommodate the inner tracker and
the calorimetry inside. The main parameters of the CMS magnet are given
in Tab. 2.3 [35].

2.2.2 The tracker system

The silicon tracker [36] is the inner detector of CMS. It is the closest to the
interaction point and represents an essential detector to address the multi-
plicity of LHC physics goals. To better solve the pattern recognition problem,
the tracker is designed to fulfil two basic properties: low cell occupancy and
large hit redundancy. By considering the charged particle flux at various
radii at high luminosity, 3 regions can be delineated:
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Field 4 T
Inner Bore 5.9 m
Length 12.9 m
Number of Turns 2168
Current 19.5 kA
Stored energy 2.7 GJ
Hoop stress 64 atm

Table 2.3: Parameters of the CMS superconducting solenoid.

• Closest to the interaction vertex where the particle flux is the highest
(≈ 107/s at r ≈ 10 cm), pixel detectors are placed. The size of a pixel
is ≈ 100 × 150µm2, giving an occupancy of about 10−4 per pixel per
LHC crossing.

• In the intermediate region (20 < r < 55 cm), the particle flux is low
enough to enable use of silicon microstrip detectors with a minimum
cell size of 10 cm ×80 µm, leading to an occupancy of ≈ 2–3%/LHC
crossing.

• In the outermost region (r > 55 cm) of the inner tracker, the particle
flux has dropped sufficiently to allow use of larger-pitch silicon mi-
crostrips with a maximum cell size of 25 cm × 180µm, whilst keeping
the occupancy to ≈ 1%.

Even in heavy-ion (Pb-Pb) running, the occupancy is expected to be at the
level of 1% in the pixel detectors and less than 20% in the outer silicon strip
detectors, permitting track reconstruction in the high density environment.

The layout of the CMS tracker is shown in Figure 2.3. The outer radius
of the CMS tracker extends to nearly 110 cm, and its total length is approx-
imately 540 cm. Close to the interaction vertex, in the barrel region, are 3
layers of hybrid pixel detectors at a radii of 4.4, 7.3, and 10.2 cm. In the
barrel part, the silicon microstrip detectors are placed at r between 20 and
110 cm. The barrel part is separated into an Inner and an Outer Barrel. In
order to avoid excessively shallow track crossing angles, the Inner Barrel is
shorter than the Outer Barrel, and there are an additional 3 Inner Disks in
the transition region between the barrel and endcap parts, on each side of
the Inner Barrel. Each of the two Endcap regions are instead build with 2
pixel and 9 microstrip layers.

The total area of the pixel detector is ≈ 1 m2, while that of the silicon
strip detectors is 200 m2, providing coverage up to |η| < 2.4. The inner
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tracker comprises 66 million pixels and 9.6 million silicon strips [37]. With

Figure 2.3: The tracker layout (1/4 of the z view).

these features the inner tracker is able to reconstruct single leptons with an
efficiency close to 100% and with a lepton momentum resolution better than
3% within |η| < 2.0 for single muons with different transverse momenta, as
shown in Fig. 2.4 [38].
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Figure 2.4: Left: global track reconstruction efficiency for muons. Right: res-
olution of transverse momentum for single muons with transverse momenta
of 1, 10 and 100 GeV.

Pixel tracker

The pixel detector [36] Fig 2.5 is a fundamental device for b-tagging studies
and impact parameter measurements. It is also important as a starting point
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in reconstructing charged particle tracks. It consists of 3 barrel layers with
2 endcap disks on each side on them. The 3 barrel layers are located at
mean radii of 4.4 cm, 7.3 cm and 10.2 cm, and have a length of 53 cm.
The 2 end disks, extending from 6 to 15 cm in radius, are placed on each
side at |z| = 34.5 cm and 46.5 cm, in this way the pixel tracker covers the
region |η| < 2.4. At high luminosity conditions, the inner barrel layer will
be substituted by an outer layer placed at r = 13 cm to improve resolution
and limit radiation damages. In order to achieve the optimal vertex position

Figure 2.5: Layout of pixel detectors in the CMS tracker.

resolution, a design with an “almost” square pixel shape of 100×150µm2 in
both the (r,φ) and the z coordinates has been adopted. The barrel comprises
768 pixel modules arranged into half-ladders of 4 identical modules each.
The large Lorentz effect (Lorentz angle is 23◦) improves the r-φ resolution
through charge sharing. The endcap disks are assembled in a turbine-like
geometry with blades rotated by 20◦ to also benefit from the Lorentz effect.
The endcap disks comprise 672 pixel modules with 7 different modules in
each blade. The spatial resolution is measured to be about 10µm for the
r-φ measurement and about 20µm for the z measurement. The detector is
readout using approximately 16 000 readout chips, which are bump-bonded
to the detector modules. The life time at full luminosity is 2, 5, 10 years
for the inner, middle and outer layers respectively. However to reduce costs
the pixel detector during the low luminosity scenario will be probably placed
with only two barrel layers and one disk per each endcap region.
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Strip tracker

The barrel tracker region is divided into 2 parts: a TIB (Tracker Inner Barrel)
and a TOB (Tracker Outer Barrel). The TIB is made of 4 layers and covers
up to |z| < 65 cm, using silicon sensors with a thickness of 320 µm and a
strip pitch which varies from 80 to 120µm. The first 2 layers are made with
“stereo” modules in order to provide a measurement in both r-φ and r-z
coordinates. A stereo angle of 100 mrad has been chosen. This leads to a
single-point resolution of between 23–34 µm in the r-φ direction and 230 µm
in z. The TOB comprises 6 layers with a half-length of |z| < 110 cm. As the
radiation levels are smaller in this region, thicker silicon sensors (500µm) can
be used to maintain a good S/N ratio for longer strip length and wider pitch.
The strip pitch varies from 120 to 180µm. Also for the TOB the first 2 layers
provide a “stereo” measurement in both r-φ and r-z coordinates. The stereo
angle is again 100 mrad and the single-point resolution varies from 35–52 µm
in the r-φ direction and 530 µm in z.

Figure 2.6: Left: Half of the Layer 4+ shell for the Tracker Inner Barrel.
Right: A TEC petal of the CMS Tracker

The endcaps are divided into the TEC (Tracker End Cap) and TID
(Tracker Inner Disks). Each TEC comprises 9 disks that extend into the
region 120 cm< |z| < 280 cm, and each TID comprises 3 small disks that fill
the gap between the TIB and the TEC. The TEC and TID modules are ar-
ranged in rings, centred on the beam line, and have strips that point toward
the beam line, therefore having a variable pitch. The first 2 rings of the TID
and the innermost 2 rings and the fifth ring of the TEC have ”stereo” mod-
ules. The thickness of the sensors is 320 µm for the TID and the 3 innermost
rings of the TEC and 500 µm for the rest of the TEC.

The entire silicon strip detector consists of almost 15 400 modules, which
will be mounted on carbon-fibre structures and housed inside a temperature
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controlled outer support tube. The operating temperature will be around
−20◦C.

part No. detectors thickness (µm) mean pitch (µm)
TIB 2724 320 81/118
TOB 5208 500 81/183
TID 816 320 97/128/143
TEC 2512 320 96/126/128/143
TEC(2) 3888 500 143/158/183

Table 2.4: Detector types in the silicon tracker

2.2.3 Electromagnetic calorimeter

An high performance electromagnetic calorimeter is a fundamental require-
ment for any general purpose LHC experiment for precise measurements on
electrons and photons. In particular since for MH < 135 GeV the main
discovery channel for the Higgs boson is gg → H → γγ, the γγ invariant
mass resolution should be of the order of 1% to enhance the signicance of
a possible signal. The CMS collaboration has chosen a hermetic, homoge-
neous electromagnetic calorimeter (ECAL) comprising 61 200 lead tungstate
(PbWO4) crystals mounted in the central barrel part, closed by 7324 crystals
in each of the 2 endcaps [39] (Fig. 2.7). The lead tungstate crystals have a

Figure 2.7: The CMS electromagnetic calorimeter

short scintillation decay time τ = 10 ns that allows to collect 85% of the light
in the 25 ns interval between two pp collisions. The small Molire radius of
21.9 mm and radiation length χ0 = 8.9 mm permits the shower containment
in a limited space resulting in a compact calorimeter design.

The barrel section (EB) has an inner radius of 129 cm. It is structured as
36 identical “supermodules,” (Fig. 2.8 left) each covering half of the barrel
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length and corresponding to a pseudorapidity interval of 0 < |η| < 1.479. The
crystals are quasi-projective (the axes are tilted at 3◦ with respect to the line
from the nominal vertex position) and cover 0.0174 (i.e. 1◦) in ∆φ and ∆η.
The barrel crystals have a front face of about 22×22 mm2, which matches well
the Molire radius of 21.9 mm. To limit fluctuations on the longitudinal shower
leakage of high-energy electrons and photons, the crystals were chosen with a
total thickness of 25.8 radiation lengths, corresponding to a crystal length of
about 23 cm. An R&D programme has shown that radiation affects neither
the scintillation mechanism nor the uniformity of the light yield along the
crystal. It only affects the transparency of the crystals through the formation
of colour centres. This light loss will be monitored by a light-injection system.

The endcaps (EE), at a distance of 314 cm from the vertex and cov-
ering a pseudorapidity range of 1.479 < |η| < 3.0, are each structured as
2 “Dees”, consisting of semi-circular aluminium plates from which are can-
tilevered structural units of 5×5 crystals, known as “supercrystals” (Fig. 2.8
right). The endcap crystals, like the barrel crystals, off-point from the nom-
inal vertex position, but are arranged in an x-y grid (i.e. not an η-φ grid).
They are all identical and have a front face cross section of 28.6×28.6 mm2

and a length of 220 mm (24.7 X0). A preshower device is placed in front of the

Figure 2.8: Left: Two ECAL barrel supermodules, installed for the MTCC.
Right: The 60 mm thick aluminium backplate of an ECAL endcap Dee held
on its assembly and installation frame. Fours mock supercrystals (5 × 5
crystals) are shown attached in the spacer.

crystal calorimeter over much of the endcap pseudorapidity range to help in
neutral pions identification and to improve the electron tagging against min-
imum ionising particles. The preshower detector is a sampling calorimeter
with 2 layers: lead radiators initiate electromagnetic showers from incom-
ing photons/electrons whilst silicon strip sensors placed after each radiator
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measure the energy deposited and the transverse shower profiles.

The crystal of the electromagnetic calorimeter are equipped with avalanche
photodiodes in the barrel and vacuum phototriodes in the endcap, the result-
ing data amplified and digitised are transported off the detector via optical
fibres to the readout and trigger systems in the counting room.

The performance of a supermodule was measured in a test beam. Repre-
sentative results on the energy resolution as a function of beam energy are
shown in Fig. 2.9. The energy resolution, measured by fitting a Gaussian
function to the reconstructed energy distributions, has been parameterised
as a function of energy [38]:

(
σ

E

)2

=
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)2

+
(
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E

)2

+ C2, (2.2)

where S is the stochastic term, N the noise and C the constant term. The
values of these parameters are listed in the figure.
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Figure 2.9: ECAL supermodule energy resolution, σE/E, as a function of
electron energy as measured from a beam test. The upper series of points
correspond to events taken with a 20×20 mm2 trigger and reconstructed
using a containment correction described in [38]. The lower series of points
correspond to events selected to fall within a 4×4 mm2 region. The energy
was measured in an array of 3×3 crystals with electrons impacting the central
crystal.
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2.2.4 Hadronic calorimeter

The Hadronic Calorimeter (HCAL), plays an essential role in the identifi-
cation and measurement of quarks, gluons, and neutrinos by measuring the
energy and the direction of jets and of missing transverse energy flow in
events. Missing energy forms a crucial signature of new particles, like the
supersymmetric partners of quarks and gluons. For good missing energy reso-
lution, a hermetic calorimetry coverage to |η| = 5 is required. The HCAL will
also aid in the identification of electrons, photons and muons in conjunction
with the tracker, the electromagnetic calorimeter, and muon systems.

The design of the hadron calorimeter (HCAL) [40] is strongly influenced
by the choice of magnet parameters since most of the CMS calorimetry is
located inside the magnet coil and surrounds the ECAL system. An im-
portant requirement of HCAL is to minimise the non-Gaussian tails in the
energy resolution and to provide good containment and hermeticity for the
EMiss

T measurement. Hence, the HCAL design maximises material inside the
magnet coil in terms of interaction lengths. This is complemented by an ad-
ditional layer of scintillators, referred to as the hadron outer (HO) detector,
lining the outside of the coil. The hadron barrel (HB) and hadron endcap
(HE) calorimeters, shown in Fig. 2.10, are sampling calorimeters with 50 mm
thick copper absorber plates which are interleaved with 4 mm thick scintil-
lator sheets. Copper has been selected as the absorber material because of
its density.

CMS Trigger TDR 3   Calorimeter Trigger Introduction

35

ECAL crystals or HCAL readout towers to obtain the trigger tower ET and attaches it to the correct
bunch crossing. These two measurement processes are subject to various effects which can
compromise their respective performance. These effects can:

– increase the constant term present in the resolution of the ET measurement

– worsen the electronics noise term of the very front-end

Examples of effects entering in the first category are the imperfect knowledge of the
calibration constant of each electronics channel, deviation from the optimal value of the phase
adjustment between the maximum of the signal and the sampling clock and dispersion of the
peaking times of the very front end electronics. Effects of algorithms used in the TPG to extract
the primitives, the use of integer arithmetic and non-linear compression used in the coding of the
results enter the second category.

Resolution degrading effects impact the performance of the calorimeter trigger due to
the worsening of the efficiency turn-on of the electron/photon trigger versus pT. A precision on the
knowledge of the calibration constants of ±2% is necessary. We require less than ±10% dispersion
around the mean value of the peaking time of the ECAL very front end electronic channels to limit
the loss in resolution, e.g., this level of dispersion results in ±1% resolution loss for
electromagnetic showers 10 GeV ET and above. We also require less than ±2.5 ns dispersion in the
phase adjustment of the sampling clock with the signal maximum, as this already results in a loss
of +1.8%,-2.1% in resolution. 

Noise degrading effects not only influence the resolution of any low amplitude signals,
i.e., less than 1 GeV, but also degrade the ability of the TPG to identify the correct bunch crossing
of these very low energy showers. This degrades the performance of the electromagnetic isolation
criterion as performed by the regional trigger for electron and photon candidates. The same effect
also influences the rejection power of the muon isolation and identification criteria. We require a
noise level of 30 MeV or less per ECAL crystal readout sample, to enable the detection of signal
with a ~500 MeV amplitude in a single strip of five ECAL crystals with 95% efficiency. Raising
this noise value to 60 MeV per sample degrades the rejection power of the electromagnetic

Fig. 3.2: The CMS Hadronic Calorimeter.Figure 2.10: The CMS Hadronic Calorimeter

The HB is constructed of two half-barrels each of length 4.3 m. It consists
of 32 towers covering the pseudorapidity region −1.4 < η < 1.4, resulting in
2304 towers with a segmentation ∆η ×∆φ = 0.087 × 0.087 (Fig. 2.11 left).
The HB is read out as a single longitudinal sampling. There are 15 brass
plates, each with a thickness of about 5 cm, plus 2 external stainless steel
plates for mechanical strength.
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The hadron outer (HO) detector contains scintillators with a thickness of
10 mm, which line the outside of the outer vacuum tank of the coil and cover
the region −1.26 < η < 1.26. The tiles are grouped in 30◦-sectors, match-
ing the φ segmentation of the DT chambers. They sample the energy from
penetrating hadron showers leaking through the rear of the calorimeters and
so serve as a “tail-catcher” after the magnet coil. They increase the effective
thickness of the hadron calorimetry to over 10 interaction lengths, thus re-
ducing the tails in the energy resolution function. The HO also improves the
EMiss

T resolution of the calorimeter.

The HE consists of two large structures, situated at each end of the
barrel detector and within the region of high magnetic field. Each hadron
endcap (HE) consists of 14 η towers with 5◦ φ segmentation, covering the
pseudorapidity region 1.3 < |η| < 3.0 (Fig. 2.11 right). For the 5 outermost
towers (at smaller η) the φ segmentation is 5◦ and the η segmentation is
0.087. For the 8 innermost towers the φ segmentation is 10◦, whilst the η
segmentation varies from 0.09 to 0.35 at the highest η. The total number of
HE towers is 2304.

Figure 2.11: Left: Assembled hadron barrel HB. Right: Assembled hadron
endcap HE in the surface hall at SX5.

To read the HCAL the blue-violet light emitted from the tiles, is absorbed
by the wave shifting fibres which fluoresce in the green, then the waveshifted
light is conveyed via clear fibre waveguides to hybrid photodiodes (HPDs).

There are two hadronic forward (HF) calorimeters, one located at each
end of the CMS detector, which complete the HCAL coverage to |η| = 5.
The HF detector, situated in a harsh radiation field, is built of steel absorber
plates and radiation-resistant quartz fibres, of selected lengths, which are
inserted into the absorber plates. The energy of jets is measured from the
Cherenkov light signals produced as charged particles pass through the quartz
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fibres. These signals result principally from the electromagnetic component of
showers, which results in good directional information for jet reconstruction.
The front face is located at 11.2 m from the interaction point. The depth
of the absorber is 1.65 m. The diameter of the quartz fibres is 0.6 mm
and they are placed 5 mm apart in a square grid. The quartz fibres, which
run parallel to the beam line, have two different lengths (namely 1.43 m
and 1.65 m) which are inserted into grooves, creating 2 effective longitudinal
samplings. There are 13 towers in η, all with a size given by ∆η ≈ 0.175,
except for the lowest-η tower with ∆η ≈ 0.1 and the highest-η tower with
∆η ≈ 0.3. The φ segmentation of all towers is 10◦, except for the highest-η
one which has ∆φ = 20◦. This leads to 900 towers and 1800 channels in the
2 HF modules. Fibre optics convey the Cherenkov signals to photomultiplier
tubes which are located in radiation shielded zones.

The performance of the HCAL is obtained comparing the simulated single
particle energy response with test beam data from all 3 geographic parts of
the HCAL. However, for gauging the performance of the HCAL, it is usual to
look at the jet energy resolution and the missing transverse energy resolution.
The granularity of the sampling in the 3 parts of the HCAL has been chosen
such that the jet energy resolution, as a function of ET , is similar in all 3
parts. This is illustrated in Figure 2.12 [38].
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Figure 2.12: The jet transverse energy resolution as a function of the
simulated jet transverse energy for barrel jets (|η| < 1.4), endcap jets
(1.4 < |η| < 3.0) and very forward jets (3.0 < |η| < 5.0). The jets are
reconstructed with the iterative cone R = 0.5 algorithm [38].
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2.2.5 Muon system

The CMS detector is a general purpose detector specifically optimised for
muon measurement. Three types of gaseous detectors are used to identify
and measure muons [41]. The choice of the detector technologies has been
driven by the very large surface to be covered and by the different radiation
environments. In the barrel region (|η| < 1.2), where the neutron induced
background is small, the muon rate is low and the residual magnetic field
in the chambers is low, drift tube (DT) chambers are used. In the two
endcaps, where the muon rate as well as the neutron induced background
rate is high, and the magnetic field is also high, cathode strip chambers
(CSC) are deployed and cover the region up to |η| < 2.4. In addition to this,
resistive plate chambers (RPC) are used in both the barrel and the endcap
regions. The layout of one quarter of the CMS muon system for initial
low luminosity running is shown in Figure 2.13. In the Muon Barrel (MB)
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Figure 2.13: Layout of one quarter of the CMS muon system for initial low
luminosity running. The RPC system is limited to |η| < 1.6 in the endcap,
and for the CSC system only the inner ring of the ME4 chambers have been
deployed.

region, 4 stations of detectors are arranged in cylinders interleaved with the
iron yoke. The segmentation along the beam direction follows the 5 wheels
of the yoke (labelled YB−2 for the farthest wheel in −z, and YB+2 for the
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farthest is +z). In each of the endcaps, the CSCs and RPCs are arranged
in 4 disks perpendicular to the beam, and in concentric rings, 3 rings in the
innermost station, and 2 in the others. In total, the muon system contains
order of 25 000 m2 of active detection planes, and nearly 1 million electronic
channels.

The Barrel Detector consists of 250 chambers organised in 4 layers (sta-
tions labeled MB1, MB2, MB3 and MB4 with the last being the outermost)
inside the magnet return yoke, at radii of approximately 4.0, 4.9, 5.9 and
7.0 m from the beam axis. Each of the 5 wheels of the Barrel Detector
is divided into 12 sectors, with each covering a 30◦ azimuthal angle. The
MB1, 2 and 3 chambers consist of 12 planes of aluminium drift tubes; 4
r-φ measuring planes in each of the 2 outermost “superlayers,” separated
by about 20 cm and sandwiching a z-superlayer comprising 4 z-measuring
planes (Fig. 2.14 left). The MB4 station does not contain the z-measuring
planes. The maximum drift length is 2.0 cm and the single-point resolution

SL Φ1

SL Φ2

SL Θ

Layer 4
Layer 3
Layer 2
Layer 1

cathode plane with strips

wire plane (a few wires shown)

7 trapezoidal panels form 6 gas gaps

Figure 2.14: Left: the layout of a DT chamber inside a muon barrel station.
Right: schematic view of a CSC chamber.

is ≈ 200µm. Each station is designed to give a muon vector in space, with a
φ precision better than 100µm in position and approximately 1 mrad in di-
rection. Each DT chamber has 1 or 2 RPCs coupled to it before installation,
depending on the station. In stations MB1 and MB2, each package consists
of 1 DT chamber sandwiched between 2 RPCs. In stations MB3 and MB4,
each package comprises 1 DT chamber and 1 RPC, which is placed on the
innermost side of the station. A high-PT muon thus crosses up to 6 RPCs
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and 4 DT chambers, producing up to 44 measured points in the DT system
from which a muon-track candidate can be built.

The Muon Endcap (ME) system comprises 468 CSCs in the 2 endcaps.
CSCs are multiwire proportional chambers with segmented cathode readout.
High precision coordinate along the wire is obtained by extrapolation of
charges induced on several adjacent cathode strips. In CMS the strip width
varies from 3.2 to 16 mm. Obtained resolution is in the range between 80
µm and 450 µm for one layer. CMS chambers have trapezoidal shape. One
chamber consists of six detecting layers (Fig 2.14 right). The layers are
separated by 16 mm thick polycarbonate plastic honeycomb panels which
make the chamber stiff and provide a lever arm necessary to measure angle
of the tracks. In each layer the strips are running radially. In angular units
the strip width ∆φ varies from 2.0 to 4.3 mrad and the length ∆η from 0.35
to 0.60 η-units. Combined off-line resolution of six layers approaches 50 µm.
The wires are perpendicular to the strips, except ME1/1 where the wires are
tilted by 25◦. This is to compensate the Lorentz effect in high magnetic field
(almost 4T) to which the chamber is exposed.

RPC chambers are located both in the barrel and in the endcaps. These
RPCs are operated in avalanche mode to ensure good operation at high
rates (up to 10 kHz/cm2) and have double gaps with a gas gap of 2 mm.
RPCs provide a fast response with good time resolution but with a coarser
position resolution than the DTs or CSCs. RPCs can therefore identify
unambiguously the correct bunch crossing.

Centrally produced muons are measured 3 times: in the inner tracker,
after the coil, and in the return flux. Measurement of the momentum of
muons using only the muon system is essentially determined by the muon
bending angle at the exit of the 4 T coil, taking the interaction point (which
will be known to ≈ 20µm) as the origin of the muon. The resolution of this
measurement (labelled “muon system only” in Figure 2.15) is dominated by
multiple scattering in the material before the first muon station up to PT

values of 200 GeV, when the chamber spatial resolution starts to dominate.
For low-momentum muons, the best momentum resolution (by an order of
magnitude) is given by the resolution obtained in the silicon tracker (“inner
tracker only” in Figure 2.15). However, the muon trajectory beyond the
return yoke extrapolates back to the beam-line due to the compensation of
the bend before and after the coil when multiple scattering and energy loss
can be neglected. This fact can be used to improve the muon momentum
resolution at high momentum when combining the inner tracker and muon
detector measurements (“full system” in Figure 2.15) [38].
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Figure 2.15: The muon momentum resolution versus p using the muon system
only, the inner tracker only, or both (“full system”). a) barrel, |η| < 0.2; b)
endcap, 1.8 < |η| < 2.0.

2.3 The trigger system

The LHC bunch crossing rate of 40 MHz, considering 20 inelastic pp collisions
at the nominal high luminosity (1034 cm−2s−1), leads to ≈ 109 interactions
per second. Because each event takes about 1 MB of zero-suppressed data
and that the expected total storage capability for CMS is O(102) MB/s,
it is clear that a trigger reduction factor of ∼ 107 is needed. To obtain
this reduction factor the strategy adopted by CMS is to split the selection
in two main entities. In the first step (Level-1 trigger) [42] a dedicated
hardware is used to reduce at minimum the dead time and to take a very
fast accept/reject decision to cut down from 40MHz to almost 100KHz the
data rate. However at the LHC startup the CMS Level-1 output rate will
be reduced to only 50 kHz for low luminosity (2 × 1033 cm−2s−1) and it
will be raised to the designed 100 kHz at the full LHC luminosity. In case
of positive decision, data are temporarily stored and passed to the second
step, the High-Level trigger (HLT) system [43]. The CMS trigger scheme is
represented in Fig. 2.16. The HLT relies on commercial processors, organised
in a farm of personal computers. Many dedicated software algorithms will
run to select events on physics basis and will represent the first step of physics
analysis selection. The expectation that the sophistication of the algorithms
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Figure 3.19: Data flow in the CMS Trigger/DAQ system. The software-based

High-Level Trigger (HLT) filters via the Data Acquisition system (DAQ) the events

passing hardware-based Level-1 trigger (LV1). Time axis goes from upside down.

ity. The Level-1 trigger system is required to be capable to process every 40 MHz pp

collision and reduce to 100 kHz the data rate to pass to the HLT. At LHC startup the

CMS Level-1 output rate will be reduced to only 50 kHz for low luminosity and it will be

raised to the designed 100 kHz at full LHC luminosity. Only one third of the bandwidth,

16 kHz (33.5 kHz) at low (high) luminosity, is allocated to the Level-1 selections, while

the rest is used as a safety margin for preventing miscalculations of the expected rates

due to uncertainties in simulation of physics processes or not well known extrapolated

values of cross sections. As soon as CMS will start its programme, selection thresholds

will be adjusted to fully exploit the available trigger bandwidth.

The two elements of the Level-1 trigger, calorimetry and muon system, work in

parallel and analyse the data locally, combine the information and produce the output

passed to the Data Acquisition system (DAQ), as in the scheme of Fig. 3.20. The

calorimetric information is synthetized into calorimetric towers by individual Trigger

Primitive Generator (TPG) circuits for ECAL, HCAL and HF. The towers are clusters

Figure 2.16: Data flow in the Trigger/DAQ system. The software-based
High-Level trigger (HLT) filters the events after the hardware-based Level-1
trigger.

employed by the HLT will demand a mean processing time of O(10−2)s, along
with the maximum event rate of 105 Hz, implies that of O(103) processors
must be employed for this processing stage.

The Level-1 trigger selection is based exclusively on calorimeter and muon
chamber information, processed with hardware logical circuits, though with
coarse granularity. The time available for processing in the Level-1 trigger is
limited by the resources available in the front-end electronics that store the
detector data during the Level-1 decision-making process. Channel count
and technology considerations dictate that some of the front-end electron-
ics can store the data from at most 128 continuous bunch crossing, i.e. the
equivalent of approximately 3 µs of data. This 3 µs is the maximum time
interval for a Level-1 decision to be received by the front end electronics.
Because they include the latency of the propagation of the information, the
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resulting time available for actually processing the data is no more than 1
µs. For this reason the Level-1 trigger can only processes data from a subset
of CMS subdetectors. The two elements of the Level-1 trigger, calorimetry
and muon system, work in parallel and analyse the data locally, combine the
information and produce the output passed to the Data Acquisition System.
The calorimetric information is synthesised into calorimetric towers by in-
dividual Trigger Primitive Generator (TPG) circuits for ECAL, HCAL and
HF. The towers are clusters of signals and are sent to the Regional Calorime-
ter Trigger (RCT), which combines the tower information to reconstruct jets,
and leptons/photons. All these objects have a raw measurement of energy
and position and are collected by the Global Calorimeter Trigger (GCT).
The Level-1 calorimetric trigger also provides a map of inactive calorimeter
regions to improve the isolation of the muons, which are reconstructed in the
meantime independently by the two muon subsystems, RPC and DT+CSC.
The reconstructed muon segments are combined together by the Global Muon
Trigger (GMT), implemented with a programmable logic. The GMT resolves
ambiguities and uses inactive calorimetric regions to remove fakes and finally
passes the Level-1 muon candidates to the Global Trigger. The information
of GCT and GMT passed to the Global Trigger (GT) is combined to provide
a first estimation of the missing transverse energy Emiss

T and determine some
regions where the HLT should focus on.

The allocation of the Level-1 Trigger bandwidth must be optimised in
order to ensure the widest possible physics reach for the experiment, while
including all technical triggers intended for calibration and monitoring of the
detector. The procedure used for this optimisation starts with a determina-
tion of the maximum Level-1 trigger rate that can be allocated, which is 16
kHz at low luminosity and 33 kHz at high luminosity. This safety factor of
three respect to the total bandwidth is used to account for all uncertainties
in the simulation of the basic physics process, the CMS detector, and the
beam conditions. The Level-1 Trigger table that will be used for analysis is
presented in Tab 2.17 for low luminosity and in Tab 2.18 for high luminosity
scenario. As we can see from the tables an amount of about 1 kHz is left
for calibration and monitoring purposes with random triggers to obtain a
uniform sample of Minimum Bias events.

At the High-Level trigger (HLT) selection step the pixel hits are available
together with tracker signals, hence primary vertex reconstruction and track
finding should be possible using algorithm similar to the offline one even if
with some limitation in number of hits and in the region of tracker where
the hits are searched. These conditions, called partial and regional track
reconstruction, are fundamental to reduce the time to the track building.
Hence in the HLT will be algorithms both to reconstruct better the raw



2.3 The trigger system 51
54 The CMS experiment at LHC

Threshold Expected Rate Cumulative Rate

Trigger [GeV or GeV/c] [kHz] [kHz]

Inclusive isolated e/γ 29 3.3 3.3

ee/γγ 17 1.3 4.3

Inclusive µ 14 2.7 7.0

µµ 3 0.9 7.9

Single τ -jet 86 2.2 10.1

Two τ -jets 59 1.0 10.9

1 jet 177 1.0 11.4

3 jets or 4 jets 86,70 2.0 12.5

1 jet and Emiss
T 88⊗46 2.3 14.3

e and jet 21⊗45 0.8 15.1

Minimum Bias (calibration) 0.9 16.0

Total 16.0

Table 3.4: Level-1 trigger table at low luminosity. Thresholds correspond to values

at 95% efficiency [51].

Threshold Expected Rate Cumulative Rate

Trigger [GeV or GeV/c] [kHz] [kHz]

Inclusive isolated e/γ 34 6.5 6.5

ee/γγ 19 3.3 9.4

Inclusive µ 20 6.2 15.6

µµ 5 1.7 17.3

Single τ -jet 101 5.3 22.6

Two τ -jets 67 3.6 25.0

1 jet 250 1.0 25.6

3 jets or 4 jets 110,95 2.0 26.7

1 jet and Emiss
T 113⊗70 4.5 30.4

e and jet 25⊗52 1.3 31.7

µ and jet 15⊗40 0.8 32.5

Minimum Bias (calibration) 1.0 33.5

Total 33.5

Table 3.5: Level-1 trigger table at high luminosity. Thresholds correspond to values

at 95% efficiency [51].

Figure 2.17: Level-1 trigger table at low luminosity.
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Threshold Expected Rate Cumulative Rate

Trigger [GeV or GeV/c] [kHz] [kHz]

Inclusive isolated e/γ 29 3.3 3.3

ee/γγ 17 1.3 4.3

Inclusive µ 14 2.7 7.0

µµ 3 0.9 7.9

Single τ -jet 86 2.2 10.1

Two τ -jets 59 1.0 10.9

1 jet 177 1.0 11.4

3 jets or 4 jets 86,70 2.0 12.5

1 jet and Emiss
T 88⊗46 2.3 14.3

e and jet 21⊗45 0.8 15.1

Minimum Bias (calibration) 0.9 16.0

Total 16.0

Table 3.4: Level-1 trigger table at low luminosity. Thresholds correspond to values

at 95% efficiency [51].

Threshold Expected Rate Cumulative Rate

Trigger [GeV or GeV/c] [kHz] [kHz]

Inclusive isolated e/γ 34 6.5 6.5

ee/γγ 19 3.3 9.4

Inclusive µ 20 6.2 15.6

µµ 5 1.7 17.3

Single τ -jet 101 5.3 22.6

Two τ -jets 67 3.6 25.0

1 jet 250 1.0 25.6

3 jets or 4 jets 110,95 2.0 26.7

1 jet and Emiss
T 113⊗70 4.5 30.4

e and jet 25⊗52 1.3 31.7

µ and jet 15⊗40 0.8 32.5

Minimum Bias (calibration) 1.0 33.5

Total 33.5

Table 3.5: Level-1 trigger table at high luminosity. Thresholds correspond to values

at 95% efficiency [51].
Figure 2.18: Level-1 trigger table at high luminosity.

Level-1 physics objects together with streams dedicated to particular physics
channel identification, for instance related to b physics using the tracker
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information. The summary of the High-Level trigger threshold and rate are
reported in Tab. 2.19 for low luminosity scenario.
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Threshold Expected Rate Cumulative Rate

Trigger [GeV or GeV/c] [Hz] [Hz]

Inclusive e 29 33 33

ee 17 1 34

Inclusive γ 80 4 38

γγ 40⊗25 5 43

Inclusive µ 19 25 68

µµ 7 4 72

Inclusive τ -jets 86 3 75

Two τ -jets 59 1 76

1 jet and Emiss
T 180⊗123 5 81

1 jet or 3 jet or 4 jet 657,247,113 9 89

e and jet 19⊗52 1 90

Inclusive b-jets 237 5 95

Calibration and other events (10%) 10 105

Total 105

Table 3.6: High-Level trigger table at low luminosity. The thresholds correspond

to the values of ET or pT with 95% efficiency (90% efficiency for muons) [51].

Channel Efficiency

H(115 GeV/c2)→γγ 77%

H(160 GeV/c2)→WW∗ 92%

H→ZZ→4µ 92%

A/H(200 GeV/c2)→2τ 45%

susy (0.5 TeV/c2 s-particles) 60%

Rp-violation susy 20%

W→eνe 67%

W→µνµ 69%

tt̄→µ+X 72%

Table 3.7: Performance of HLT selection at low luminosity after applying the cuts

listed in Tab. 3.6.

Figure 2.19: High-Level trigger requirements at low luminosity. There is no
actual threshold in the HLT selection for τ -jets, so the threshold shown is
that of the corresponding Level-1 trigger requirement.



Chapter 3

Leptons

In the Higgs production associated to a tt̄ pair the presence of a lepton from
t→ bW → blν is very important both for trigger purpose and for top recon-
struction. When the wrong lepton in the final state of the event is matched
with the b-quark jet, the inferred information on the four-momentum of the
top quark is randomly biased and therefore useless. Moreover in tt̄H events
the wrong identification of the lepton can lead to the wrong identification of
the b-quark jet matched for the top reconstruction and then to the wrong
b-quark jets associated to the Higgs boson. In tt̄H the presence of extra
leptons, besides that one coming from W decay, is enhanced by the semilep-
tonic decay of b-quarks. Hence the probability to find more than one lepton
in semileptonic decay of tt̄H → bWbWH → bqq̄b̄lνbb̄ is not negligible.

In this chapter the construction of a method which can efficiently identify
the correct lepton, being electron or muon, will be described.

3.1 Muons

3.1.1 Muon reconstruction

For this analysis muons are reconstructed using the official CMS experiment
software and the algorithm called “global muon reconstruction” [38, 44]. The
global/Level-3 muon reconstruction consists in extending the muon trajecto-
ries to include hits in the silicon tracker.

Starting from a standalone reconstructed muon, the muon trajectory is
extrapolated from the innermost muon station to the outer tracker surface,
taking into account the muon energy loss in the material and the effect of
multiple scattering. Silicon layers compatible with the muon trajectory are
then determined, and a region of interest within them is defined in which to
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perform regional track reconstruction. The determination of the region of
interest is based on the track parameters and their corresponding uncertain-
ties of the extrapolated muon trajectory, obtained with the assumption that
the muon originates from the interaction point. This constraint is removed
at the end of the track fitting, when all the hits in the muon chambers from
the original standalone reconstruction together with the hits in the silicon
tracker are used.

To study the performance of this algorithm a simulated single-muon sam-
ples with both fixed and continuous values of pT (between 10 GeV and 1 TeV),
and with a flat distribution in η and φ are used. In Fig. 3.1 the reconstruc-
tion efficiency and the resolution (σ(1/p)) are shown on the left and on the
right respectively.9.1. Muon reconstruction 335
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Figure 9.1: Muon reconstruction efficiency as a function of pseudorapidity for various values
of pT. a) Standalone reconstruction (using only hits from the muon system with a vertex
constraint); b) Global reconstruction (using hits from the muon system and the tracker).

in the material before the first muon station up to pT values of 200 GeV/c, when the chamber
spatial resolution starts to dominate. For low-momentum muons, the best momentum res-
olution is given by the resolution obtained in the silicon tracker. Using measurements from
the silicon tracker in addition to the muon system substantially improves the pT-resolution
(a factor of 10) compared to the resolution obtained by the standalone muon reconstruction.
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Figure 9.2: The q/pT resolution for standalone (a) and globally (b) reconstructed muons (com-
bined muon system and silicon tracker) as a function of pseudorapidity.

Figure 9.3 shows a comparison of the momentum resolution obtained from standalone and
global reconstruction as a function of momentum. Two values of η have been chosen to
illustrate the effect in the barrel and the endcap regions.
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Figure 9.1: Muon reconstruction efficiency as a function of pseudorapidity for various values
of pT. a) Standalone reconstruction (using only hits from the muon system with a vertex
constraint); b) Global reconstruction (using hits from the muon system and the tracker).

in the material before the first muon station up to pT values of 200 GeV/c, when the chamber
spatial resolution starts to dominate. For low-momentum muons, the best momentum res-
olution is given by the resolution obtained in the silicon tracker. Using measurements from
the silicon tracker in addition to the muon system substantially improves the pT-resolution
(a factor of 10) compared to the resolution obtained by the standalone muon reconstruction.

|ηPseudorapidity |
0 0.5 1 1.5 2 2.5

|ηPseudorapidity |
0 0.5 1 1.5 2 2.5

) T
(q

/p
σ

R
es

ol
ut

io
n 

-110

1

10

a)

 = 10 GeVTP
 = 50 GeVTP
 = 100 GeVTP
 = 500 GeVTP
 = 1000 GeVTP

|ηPseudorapidity |
0 0.5 1 1.5 2 2.5

) T
(q

/p
σ

R
es

ol
ut

io
n 

-110

1

10

|ηPseudorapidity |
0 0.5 1 1.5 2 2.5

|ηPseudorapidity |
0 0.5 1 1.5 2 2.5

) T
(q

/p
σ

R
es

ol
ut

io
n 

-210

-110

1

b)

 = 10 GeVTP
 = 50 GeVTP
 = 100 GeVTP
 = 500 GeVTP
 = 1000 GeVTP

|ηPseudorapidity |
0 0.5 1 1.5 2 2.5

) T
(q

/p
σ

R
es

ol
ut

io
n 

-210

-110

1

Figure 9.2: The q/pT resolution for standalone (a) and globally (b) reconstructed muons (com-
bined muon system and silicon tracker) as a function of pseudorapidity.

Figure 9.3 shows a comparison of the momentum resolution obtained from standalone and
global reconstruction as a function of momentum. Two values of η have been chosen to
illustrate the effect in the barrel and the endcap regions.

Figure 3.1: “Global muon reconstruction algorithm”. Left: muon reconstruc-
tion efficiency as a function of pseudorapidity for various values of pT . Right:
the 1/pT resolution as a function of pseudorapidity.

The reconstruction efficiency achieved is typically 95–99%, except in the
pseudorapidity regions around |η| = 0.25 and |η| = 0.8: regions between 2
DT wheels, and around |η| = 1.2: transition region between the DT and CSC
chambers, where the efficiency drops. The transverse momentum resolution
was obtained by a Gaussian fit to the distribution of the quantity:

qrec/prec
T − qgen/pgen

T

qgen/pgen
T

where q is the charge and prec
T and pgen

T are the reconstructed and generated
transverse momenta, respectively.
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3.1.2 Muon identification

The muon coming from W have a transverse momentum peak around 30
GeV (Fig. 3.2) while in the momentum range between 10–30 GeV, the main
source of muons are from b and c decays. Moreover, for low-pT muons,

Mean    52.83

RMS      33.5
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 Generated Muon 

Figure 3.2: Transverse momentum distribution of the generated muons com-
ing from W decay.

another important contribution is given by muonic K and π decays. To
distinguish muons from W , which will be referred to as signal muons, from
muons coming from other sources, defined as background muons, several
variables have been considered [31].

The muon pT can not be the only variable used to distinguish background
from signal muons, however it plays an important role because high pT muons
have a larger probability to come from W with respect to semileptonic b and
c decays.

The main observable to distinguish signal from background muons is the
energy collected around the muon direction. The background muons are in
fact produced in usual soft jets and thus accompanied by nearby particles,
while signal muons are mainly isolated or accompanied only by particles from
pile-up and by uncorrelated particles from the underlying event.

The isolation algorithms that have been used rely on the comparison of
the total energy deposited in a cone around the muon. Both the transverse
energy deposited in the calorimeter (IsoCalo) and the sum of the transverse
momenta of reconstructed charged-particle tracks (IsoTk) are used for this
purpose (Fig. 3.3). Another isolation observable that has been tried is the
distance between the muon and the closest jet: ∆Rµ−jet. This variable how-
ever has a high correlation with the IsoCalo variable and using them at the
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Figure 3.3: Schematic illustration of the isolation cone. The energy deposit
(
∑
pTk

T ,
∑
ECalo

T ) is computed in the isolation cone, the muon contribution is
removed by excluding a small area around the muon (veto cone).

same time does not help in discriminating signal and background muons.
The last observable considered is the significance on the transverse impact

parameter of the muon track. This helps because muon from b and c quarks
often have an higher impact parameter with respect to the primary vertex
of the interaction. Summarising, the observables used to identify signal from
background muons are:

• Transverse momentum, pT

• Track isolation, IsoTk

• Calorimeter isolation, IsoCalo

• Distance between the muon and the closest jet, ∆Rµ−jet

• Significance of the track impact parameter, Sip = d/σd

The probability distribution functions (PDFs) associated with these vari-
ables for signal and background muons are obtained by matching to generated
muons and they are shown in Fig. 3.4.

The PDFs are constructed using a sample of tt̄H events with MH = 120
GeV in which one and only one of the W bosons decays to a muon and
neutrino, while the other one decay hadronically. A reconstructed muon is
identified as originating from a W boson decay when the separation (∆R =
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√
(∆φ)2 + (∆η)2) from the generated muon in azimuth φ and pseudorapidity

η space is less than 0.01. In this way from tt̄H events two samples of signal
and background muons are extracted.

Each of the selected variables provide good discriminating power between
signal and background muons (Fig. 3.4). The PDFs are combined into the
following likelihood ratio.

L = Πi
P sig

i (xi)

P sig
i (xi) + P bkg

i (xi)
(3.1)
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Figure 3.4: Probability distribution functions used in the construction of the
muon likelihood: the black line refers to signal muons while the grey line
refers to background muons, as defined in the text.
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where P sig
i and P bkg

i are the PDF of the observable xi for signal and back-
ground muons, respectively. Different combinations of the PDFs have been
tested combining three or four variables. The performance obtained are
shown on Fig. 3.5. In the best case at signal muon efficiency of 90%, only
1% of background muons are selected. It has been obtained using the com-
bination of pT , IsoTk, IsoCalo, Sip = d/σd. The corresponding minus log-
arithmic distribution of the combined likelihood for signal and background
muon is shown in Fig 3.6.

PT + IsoCalo + IsoTk + SIP

PT + ∆R Jet-µ + IsoTk + SIP

PT + IsoCalo + ∆R Jet-µ + SIP
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Figure 3.5: Performance of the muon likelihood discriminator for the signal
and background sample obtained from tt̄H events. Different combinations of
PDFs have been tried both with three and four variables.
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Figure 3.6: Distribution of−Log of muons likelihood for the best discriminat-
ing combination for signal and background, pT , IsoTk, IsoCalo, Sip = d/σd.
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To explore the performance of the likelihood ratio method the tt̄H muon
selection efficiency versus the QCD (p̂t >170 GeV) efficiency has been also
studied. Here the performance of the likelihood selection has been compared
to the performance of the HLT single muon stream selection. In this case
the signal efficiency do not reach the value of 100% because part of the muon
from W decay can go out of the muon chamber acceptance or because a
little part of the generated muons can not be reconstructed. The single step
reconstruction efficiency is shown in Tab. 3.1.

ε %
Generated muons inside the chambers acceptance 92.5
Events with at least 1 muon reconstructed 91.4
Events with one reconstructed muon matched to generated one 90.2

Table 3.1: Muon reconstruction effieciency in the semi-leptonic muon tt̄H
channel.

Fig. 3.7 shows that if the likelihood selection is used in place of the HLT,
at the same QCD efficiency the likelihood gives a signal efficiency of 74%
compared to 63% for the HLT single muon stream. Alternatively, if the
likelihood selection is used after the HLT, dramatic improvement in QCD
rejection is possible at little or no loss in signal efficiency. For example, a
small drop in signal efficiency from 63% to 60% lowers the QCD efficiency
by more than a factor of 3 (i.e. from 0.07% to 0.02%).
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Figure 3.7: tt̄H signal efficiency versus QCD (p̂t >170 GeV) efficiency. Cir-
cles: likelihood performance without HLT selection; Star: HLT selection;
Squares: likelihood performance after the HLT selection.

3.2 Electrons

3.2.1 Electron reconstruction

Electron shower deposit its energy in several crystals in the ECAL. Approx-
imately 94% of the incident energy of a single electron is contained in 3× 3
crystals, and 97% in 5 × 5 crystals. Summing the energy measured in such
fixed arrays give the best performance for electrons in test beam. The pres-
ence of material in front of the calorimeter results in bremsstrahlung and
photon conversions. Because of the strong magnetic field the energy reach-
ing the calorimeter is spread in φ. The bremsstrahlung effect is highlighted
in Fig. 3.8: 30% of the electron with a transverse energy below 50 GeV, lost
the 70% of their initial energy. The spread energy is clustered by building a
cluster of clusters, a “supercluster”, which is extended in φ. This algorithm
to reconstruct electrons in CMS is called the “Island algorithm” [45]. It starts
by a search for seeds which are defined as crystals with an energy above a
certain threshold. Starting from the seed position, adjacent crystals are ex-
amined, scanning first in η and then in φ. Along each scan line, crystals are
added to the cluster until a rise in energy or crystal that has not been read
out is encountered. In much the same way as energy is clustered at the level
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Figure 1: Distribution of the fraction, ���K����{���/� � � , of the generated electron energy ( � � ) radiated as
bremsstrahlung photons ( � �K�������� ) for electrons of �#� , �A� and ��� GeV. The true emission of bremsstrahlung
photons has been integrated up to a radius corresponding to the ECAL inner radius.

A tuning of the supercluster building parameters, with respect to CMS DAQ TDR [9] settings, has been per-
formed for both the Hybrid and the Island algorithms. The minimal ��� threshold for the basic seed cluster of a
supercluster has been lowered from the previous default of �o� ������ ��� GeV down to �l� ������ � � GeV. This leads
to considerable improvement of the efficiency for reconstructing an electron supercluster for low � � � . Integrat-
ing over the acceptance in � , this efficiency for back-to-back ���$��  pairs reaches ¡£¢�¢B¤ for � � � ¡!¥ GeV ��¦
and �K� ������ � � GeV, compared to an original efficiency with �§� ������ �¨� GeV varying from about ©\�A¤ for
� � � � ¥ GeV ��¦ to about ¢A�\¤ for � � � � ��� GeV ��¦ . Having lowered the supercluster seed threshold, there is a
tendency for extra basic clusters caused by radiated photons with ����«ª � GeV ��¦ to remain separate and form their
own supercluster. With the original ¬ roads for bremsstrahlung recovery extending to ��R® ¯ rad in the endcaps
and o�#� crystals (i.e. about ��7®°�4¥ rad) in the barrel, about ±B¤ of back-to-back ���$��  pairs at � � � ¡²¥ GeV ��¦
give three ECAL superclusters. To better collect the bremsstrahlung and reduce (well below ��¤ ) the probability
to find a number of superclusters in excess of the number of isolated electrons, the ¬ roads have been increased to
��R® � rad in the endcaps and o�4¥ crystals (i.e. about ��R® � rad) in the barrel.

4 Electron Track Reconstruction

The track reconstruction procedure in CMS [3, 9] is decomposed into four modular components. Firstly, initial
tracks called seeds are looked for with a Seed Generator. Then the Trajectory Builder constructs outward all the
possible trajectories for a given seed. With the Trajectory Cleaner ambiguities among the possible trajectories
are solved and a maximum number of track candidates is kept. Finally, the final fit of the track is performed
with the Trajectory Smoother, which uses all the collected hits to estimate the track parameters at each layer
through a backward fit. For electron tracks, in order to better deal with the non-Gaussian fluctuations induced by
bremsstrahlung emission, dedicated algorithms have been developped for the seeding and building steps, as well as
for the smoothing step where a GSF is used instead of the standard Kalman Filtering (KF) [3, 9] both for forward
and the backward fits. These steps are described in the following. The cleaning procedure used for electrons is the
same as that used for other types of tracks [3].

4.1 Seed Generation

In order to build a track outward, a seed is created when two hits compatible with a given beam spot are found
in the pixel detector.

To tame the many possible hit combinations in the case of electron tracks, the search for seeds better be re-
stricted to a region compatible with a supercluster in the ECAL. In principle, this could be achieved via a simple
“regional” restriction (relying on the observation of an ECAL supercluster), at the expense of a more severe fake

4

Figure 3.8: Distribution of the fraction,
∑
Eγ

brem/E
e, of generated electron

energy (Ee) radiated as bremsstrahlung photons for electrons of 10,20 and
50 GeV.

of calorimeter cells or crystals, non-overlapping Island clusters can in turn
be clustered into superclusters. The procedure is seeded by searching for the
most energetic cluster and then collecting all the other nearby clusters in a
very narrow η-window, and a much wider φ-window.

After the calorimeter reconstruction the electron trajectory building is
matched with the tracker, with a procedure similar to that one described
for muons. The electromagnetic superclusters drive the finding of the track
hits (“seeds”) in the pixel detector. Hits in the pixel layers are predicted
by propagation of the energy weighted mean position of the supercluster
backward through the magnetic field under both charge hypotheses toward
the pixel detector. The efficiency of the pixel finding for single electrons,
averaged over the full ECAL barrel and endcaps range, reaches about 90%
for electrons at pT = 10 GeV. The 2 pixel hits found serve as seeds for the
building and fitting of electron tracks in the Silicon Tracker Detectors.

The track reconstruction used in this work is based on a simple Kalman
Filter procedure [46]. However, it has been demonstrated in CMS that a
dedicated track reconstruction strategies for electrons that are affected by
non-Gaussian fluctuations due to bremsstrahlung emission along their tra-
jectory, can slightly improve the η, φ measurements for pT = 5 GeV up to at
least 30 GeV [38]. The electron track reconstruction efficiency as a function
of pT and the electron σ/Ee performance are shown in Fig. 3.9.
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Figure 2: Efficiency of the pixel matching for electron tracks reconstruction as a function of the î window for the
finding of the first pixel: a) ïxðñsòtó GeV ô�õ electrons and b) ïxðñsò�ö�÷ GeV ô�õ electrons. Plots are shown for varying
the setting of the î window, in which a second pixel hit is seeked.
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Figure 3: Electron track reconstruction efficiency (a) as a function of ï ñ and (b) as a function of ø ù�ø , for electrons
uniformly distributed in ï ñ between 5 and ú�÷ GeV ô�õ . In (a), the efficiency is shown averaged over the full ECAL
barrel and endcaps ù range (full line) and for the barrel only (dotted line).

improve the accuracy of their determination.
A drop in efficiency at low ï ñ is visible. The algorithm is quite efficient in the full pseudo-rapidity range

with a drop at ø ùVð�øxòûöAü ú and another one towards ø ùVð�øRò<ýVü þ . The first drop corresponds to the transition region
between the ECAL barrel and endcaps and is mainly due to an inefficiency in the reconstruction of superclusters.
The second drop is due to the lack of coverage by the pixel endcap disks.

A comparison of the efficiencies obtained with the default KF track finding and with the dedicated KF procedure
used in the HLT has been performed in Ref. [11]. The three methods present comparable results at high ï ñ . At
low ï ñ , an excellent efficiency is obtained for ‘e GSF tracks’.

The number of collected hits in the new electron GSF tracks is compared in Figure. 4 with those of the HLT
and default KF tracks. The differences arise from the choices of trajectory building parameters and modeling of
the energy loss. A very tight ÿ�� cut ( ÿ����Dú ) is used for the hit acceptance in the trajectory building phase of the
HLT electron tracks [9]. In this case, the emphasis is put on the initial track parameters and the collection of hits
is ended after a significant bremsstrahlung emission. The default (offline) KF requires ÿ�������÷ in the trajectory
building and uses a multiple scattering model adapted to reconstruct tracks from charged pions or muons [3, 7]. The
new GSF tracks, with the Bethe Heitler energy loss modelling, deals optimally with the effects of Bremsstrahlung
losses. The peak of the distribution of the number of collected hits is in the range of 12 to 13, as expected when
most of the electron trajectories are followed up to the end of the tracker volume.

It has been checked [12], in the context of photon conversion reconstruction, that electron hits could be also
efficiently collected with a Bethe-Heitler energy loss modeling within a KF at the expense of increased ÿ�� values
in trajectory building steps. This technique, however, would not allow a precision determination of the momentum
at vertex, unlike what has been made possible with the use of a GSF (Section 4.3).
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Figure 17: The energy measurement precision as a function of the generated electron energy for the different
classes and for electrons in the barrel: a) resolution as obtained from a fit of the Gaussian part of the corrected
energy distribution; b) resolution as obtained computing the half width of the smallest window that contains 68.3%
of the distribution. The line corresponds to a fit for the golden electrons using a standard calorimeter resolution
function, as described in the text.

in cases where [%\�]�^�^ and _ disagree significantly, the detector offering a priori the best and least biased measure-
ment is used, i.e.

` the energy [%\�]�^�^ for [%\�]�^#^badcQe GeV, and the momentum _ for [�\�]�^�^bfUc�e GeV, when g [%\�]�^�^�hi_�j�c�gkal�m"nkoZp
, where

mqnXoZp
is computed as the quadratic sum of the [�\�]�^�^ and _ uncertainties;

` the energy [%\�]�^�^ for electrons of the Showering class when [r\�]�^�^�hi_)f*csj l�mqnXoZp .
Figure 18 presents the effective RMS of the combined estimate, together with that of the ECAL and tracker mea-
surements alone. The precision is clearly improved by using the combined estimate with respect to the ECAL
only measurement for energies below t l e GeV. At c�e GeV, a factor of about cNu v in precision is achieved by
combining with the tracker measurement.
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Figure 18: The resolutions as measured by the relative effective RMS of the corrected supercluster energy (down-
ward triangles), the reconstructed track momentum at origin (upward triangles), and of the combined electron
momentum estimate (circles) as a function of the electron incident energy for electrons in the ECAL barrel.

17

Figure 3.9: Left: Electron track reconstruction efficiency as a function of
the electron pT . Right: Energy resolution for electrons measured with only
supercluster energy (downward triangles), reconstructed track momentum
(upward triangles) or combined information (circles)

3.2.2 Electron identification

The identification of electrons coming from W decays respect to the electrons
coming mainly from b, c, K and π is based on the same arguments of the
muon identification described in Par. 3.1.2 [31].

Electrons coming from the W boson decays are typically characterised by
isolated high transverse energy clusters. These electrons are thus efficiently
identified by means of an isolation requirement applied to the electron can-
didate with respect to other reconstructed tracks in the event.

Isolation is defined by means of two variables. The first is the transverse
momentum pT sum of tracks inside an isolation cone of radius ∆R = 0.3 in
the η-φ plane around the candidate electron’s direction, as defined by the
calorimeter. A veto cone of radius ∆R = 0.015 around the electron direction
is defined in order to exclude the electron pT from this sum. The second

variable is the distance ∆R =
√

((φele − φtrack)2 + (ηele − ηtrack)2) between
the electron candidate and the closest track in the η − φ plane outside the
veto cone.

To further optimise the electron selection, three additional variables are
considered:

• transverse momentum of the electron candidate, pt;

• the ratio between the cluster energy and the track momentum, E/p;

• the ratio between the hadronic and the electromagnetic energy of the
cluster, H/E.
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All these five discriminating variables are used in order to construct a
likelihood hypothesis for an isolated electron. The relevant PDFs are con-
structed in the form of reference histograms and combined into a likelihood
in a manner completely analogous to that which was described earlier for
muons in Eq 3.1. Also, as in the muon case, the reference histograms for
signal and background electrons are again constructed by matching to gener-
ator level electrons in tt̄H events with W s decaying semileptonically. Unit-
normalised distributions for signal and background electrons are compared
in Fig. 3.10. Proceeding from Figure 3.10a to 3.10e, distributions of pt, E/P ,
H/E, ptisolation and ∆R are displayed respectively. The −Log(Le) curves
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Figure 3.10: Normalized distributions of the five electron variables combined
in the likelihood.

for signal (continuous line) and background electrons (dashed line) are su-
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perimposed on the left of Figure 3.11.

An appropriate choice of likelihood cut value has been studied by com-
paring signal versus background electron efficiencies as shown on right of
Fig. 3.11. Figure 3.11 shows, for example, that it is possible to achieved
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Figure 3.11: Left: −Log of the electron likelihood distributions for signal
(crosses) and background (circles) electrons. Right: signal versus background
electron efficiencies for likelihood values ranging from 0.006 (the upper point)
with a step size of 0.006, (i.e. approximately in the range 1.0 < −Log(Le) <
2.0.

a 90% signal electrons efficiency against only 3.7% of electron background
efficiency.

Also in the electron case the performance of the likelihood method has
been evaluated using a sample of QCD background with p̂t >170 GeV. In
Figure 3.12 the signal efficiency is plotted versus QCD background electron
efficiency for various choices of likelihood cut values. The star identifies the
efficiency levels obtained by applying only the HLT trigger selection. We
have to remark that in the electron case the changes carried out in the HLT
selection in [47] are not included in this work because not available in the
official CMS software at the time when this studied has done. In particular,
as in the electron HLT described in the “TDR Data Acquisition and High
Level Trigger” [43] and used in this work, no tracker isolation is required at
HLT level for low luminosity scenario. This is highlighted in Fig. 3.12 where
it is possible to note that the electron efficiency for QCD with p̂t >170 GeV
is quite higher than (2.1%) the muon selection efficiency (0.07%) that uses
isolation at HLT. Moreover in the same figure it is possible to note that the
likelihood approach, if used in place of the HLT, increase the tt̄H efficiency
from 54% to 88%.
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Figure 3.12: Signal efficiency versus QCD efficiency for likelihood cut values
ranging from 0.006 (the upper point) with a step of 0.006 (i.e. approximately
in the range 1.0 < −Log(Le) < 2.0).

Furthermore, as in the muon sample, maintaining roughly constant the
signal efficiency, the likelihood cut in combination with the HLT trigger yields
a reduction in the QCD background selection efficiency, in this case of about
an order of magnitude.
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Chapter 4

Jets and Missing Transverse
Energy

A wide spectrum of new physics topologies, as well as known processes like
top quark production, will have quarks in the final state of proton-proton
collisions at the LHC. When reconstructing the quark’s kinematics, jet re-
construction is of major importance. Ambiguities in the jet definition do
not only arise from the theoretical point of view if higher order corrections
are taken into account, but also experimentally, due to the magnetic field,
the calorimeter response and different jet clustering algorithms. Moreover in
all sample in which one W decay leptonically, the missing transverse energy
measure plays an important role for the correct reconstruction of the top
invariant mass.

In this chapter different aspects of jets will be discussed and analysed. In
particular this study concentrates on the algorithmic task of clustering the
input object(e.g. simulated particles or calorimeter cells) into jets, on the jet
calibration and on the missing transverse energy measurement.

It is clear that to optimise the reconstruction of the tt̄H channel, jets
play a fundamental role.

4.1 Introduction

The jet formation can be factorised in two main step [48]:

• The perturbative QCD step: shower evolution

• The non-perturbative QCD step: hadronization

In the perturbative QCD step, starting from a basic 2 → 2 process this kind
of correction will generate 2 → 3, 2 → 4 and so on, final-state topologies.
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The perturbative correction to objects, like quarks or gluons, both in the
initial (ISR) and final (FSR) state is done mainly using two approaches.
The first one is the matrix-element method (ME), in which Feynman dia-
grams are calculated, order by order. The problem of this approach is that
calculations become increasingly difficult in higher orders corrections and di-
vergences arise when soft or collimate partons are emitted from the primary
one. The second possible approach is the parton-shower (PS). Here an ar-
bitrary number of branching of one parton into two, three or more may be
combined, to yield a description of multijets events. Because in this case
the full matrix-element expression are not used, no explicit upper limit on
the number of partons emitted could be used, giving thus a good descrip-
tion of the substructure of jets. However the limit of the shower approach
is that it has limited predictive power for the rate of well-separated jets. In
practise, especially in the last years, an hybrid approach is used trying to
produce in the matrix element step, hard and well separated partons and in
the shower step the description of the substructure of jets. In this case diffi-
culties arise in possible double parton emission, both from the ME step and
from the PS step. Some Monte Carlo generators try to recover the problem
using matching criteria between the emitted PS and ME partons, splitting
the phase-space into two parts [49, 50].
When the distance between quarks and gluons in the final state increase,
QCD becomes strongly interacting and perturbation theory breaks down. In
this confinement regime, the coloured partons are transformed into colourless
hadrons, a process called either hadronization or fragmentation. Because the
fragmentation process has yet to be understood starting from the QCD La-
grangian, the description of this part is given by different phenomenological
models. The main models used for this step are: the string fragmentation
(SF), used in this work, the independent fragmentation (IF) and the cluster
fragmentation (CF). When hadrons in the final state have been formed the
last step of the jet modelling is the decay of the unstable particles. The
stable hadrons are then detected mainly by the hadronic and electromag-
netic calorimeter and their energy and direction is measured. In Fig. 4.1 the
shower and hadronization step are schematized for a tt̄H event. From this
brief description of the jet modelling, two main aspects arise from the tt̄H
reconstruction point of view. How much is the efficiency to reconstruct an
event with n partons in the final state? How much the energy collected in the
calorimeter have to be corrected to have the jet energy close to the primary
parton energy?
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Figure 4.1: A schematic view of the parton shower and hadronization in a
tt̄H events with W s decaying leptonically.

4.2 Study of jet clustering algorithm

To answer the first question of the previous section a study on jet clustering
is performed in the context of an analysis perspective [51], which means that
the jet clustering is considered to be optimal if the reconstruction efficiency of
the complete kinematics of the primary quark event topology is maximised.
This reconstruction efficiency will be defined in terms of quality criteria or
quality markers, relative to the performance of a typical analysis like the
reconstruction of resonance masses. The distance between the generated
quark i and the reconstructed jet j, and therefore the error of the jets, should
be minimised in both energy and momentum (angular) space, for example
εθ = θjet

j − θquark
i .

Physics effects like pile-up (PU) 1, underlying event (UE) 2 enlarge this

1Multiple interactions in a bunch crossing but in different proton-proton collisions.
2The UE in a hadron-hadron interaction is everything else accompanying the hard

scattering component of the collision. The main sources of UE are initial (ISR) and final
(FSR) state gluon radiation and multiple parton interactions in the same proton-proton
collision (MPI)
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mean error. The scope of this study is to find the most efficient jet finding
setup in the presence of these effects, in order to maximise the fraction of
events for which all quarks have smaller errors than some predefined criteria.
Hence, events suffering from a large amount of hard gluon radiation will be
rejected.

To disentangle detector effects from pure algorithmic and physics effects,
the study is performed with simulated particle information as input to the
jet finding algorithms.

4.2.1 Jet clustering algorithm

The following jet reconstruction algorithms are considered in this study: the
iterative cone algorithm (IC), the inclusive kT algorithm (kT ) and the Mid-
Point Cone algorithm (MC) [52].

In the iterative cone algorithm, an ET -ordered list of input objects (par-
ticles or calorimeter towers) is created. A cone of size R in η, φ space is
cast around the input object having the largest transverse energy above a
specified seed threshold. The objects inside the cone are used to calculate
a proto-jet direction and energy. The computed direction is used to seed a
new proto-jet. The procedure is repeated until the energy of the proto-jet
changes by less than 1% between iterations and the direction of the proto-jet
changes by R < 0.01. When a stable proto-jet is found, all objects in the
proto-jet are removed from the list of input objects and the stable proto-jet
is added to the list of jets. The whole procedure is repeated until the list
contains no more objects with an ET above the seed threshold. The cone
size and the seed threshold are parameters of the algorithm.

The inclusive kT jet algorithm is a cluster-based jet algorithm. The clus-
ter procedure starts with a list of input objects, stable particles or calorimeter
cells. For each object i and each pair (i, j) the following distances are calcu-
lated:

di = (ET,i)
2R2

di,j = min(E2
T,i, E

2
T,j)∆R

2
i.j with ∆R2

i.j = (ηi − ηj)
2 + (φi − φj)

2

where R2 is a dimensionless parameter. The algorithm searches for the
smallest di or dij. If a value of type dij is the smallest, the corresponding
objects i and j are removed from the list of input objects. They are merged
using one of the recombination schemes and filled as one new object into
the list of input objects. If a distance of type di is the smallest, then the
corresponding object i is removed from the list of input objects and filled into
the list of final jets. The procedure is repeated until all objects are included
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in jets. The algorithm successively merges objects which have a distance
Rij < R. It follows that Rij > R for all final jets i and j.

The midpont-cone algorithm was designed to facilitate the splitting and
merging of jets. The midpoint-cone algorithm also uses an iterative procedure
to find stable cones (proto-jets) starting from the cones around objects with
an ET above a seed threshold. Contrary to the iterative cone algorithm
described above, no object is removed from the input list. This can result
in overlapping proto-jets (a single input object may belong to several proto-
jets). To ensure the collinear and infrared safety of the algorithm, a second
iteration of the list of stable jets is done. For every pair of proto-jets that
are closer than the cone diameter, a midpoint is calculated as the direction
of the combined momentum. These midpoints are then used as additional
seeds to find more proto-jets. When all proto-jets are found, the splitting
and merging procedure is applied, starting with the highest ET proto-jet. If
the proto-jet does not share objects with other proto-jets, it is defined as a
jet and removed from the proto-jet list. Otherwise, the transverse energy
shared with the highest ET neighbour proto-jet is compared to the total
transverse energy of this neighbour proto-jet. If the fraction is greater than
f (typically 50%) the proto-jets are merged, otherwise the shared objects
are individually assigned to the proto-jet that is closest in η, φ space. The
procedure is repeated, again always starting with the highest ET proto-jet,
until no proto-jets are left. The parameters of the algorithm include a seed
threshold, a cone radius, a threshold f on the shared energy fraction for jet
merging, and also a maximum number of proto-jets that are used to calculate
midpoints.

For all algorithms the energy recombination scheme and η, φ metric is
used. The main parameters that are varied for the different algorithms are:
the cone radius for the Iterative Cone algorithm; the R-parameter that re-
flects a radius-like role for the kT algorithm; the cone radius and the shared
energy fraction threshold for merging for the MidPoint Cone algorithm.

For all algorithms generated and stable final state particles are used as
input. Muons and neutrinos are excluded, and the effects of the magnetic
field are not taken into account. All particles are assumed to emerge from
the primary vertex, where the clustering is performed.

4.2.2 Event generation

For this study, performed together with the CMS top standard model group,
a large event topology for physics processes at LHC has been investigated.
Processes with two, four, six and eight primary quarks in the final state (
i.e from dileptonic top decay in tt̄ events to fully hadronic top decay in tt̄H)
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have been considered.
Proton collisions at 14 TeV have been generated at a luminosity of 2 ×

1033 cm−2s−1. The tt̄ events were generated using PYTHIA version 6.2 [48]
and the tt̄H events were generated with compHEP version 41.10 [53], inter-
faced to PYTHIA version 6.215. For the leptonic decay of the W boson, only
electrons and muons are considered.

4.2.3 Event selection

A realistic event selection is applied. The reconstructed jets are required to
have a transverse energy larger than 20 GeV, and to be within the tracker
acceptance for a proper b-tagging performance (|η| < 2.4 for the CMS ex-
periment). Isolated signal leptons from the W-decay are removed from the
jet finding input. Only if the number of jets passing these criteria is larger
than or equal to the number of primary partons the event is considered for
the analysis.

An iterative procedure is used to match the reconstructed jets to the
generated quarks based on the ∆R distance in the (η,φ) plane. For each
possible jet-quark couple the ∆R-value is calculated, and the smallest value
is considered as a correct jet-quark matching and is removed from the list
for the next iteration. When more jets have a minimal ∆R-value with the
same quark, the couple with the lowest ∆R-value is taken. This procedure
is iterated until all jets have their respective quark match.

4.2.4 Description of the quality markers

In order to obtain an efficient reconstruction of the kinematics of the pri-
mary partons, the selected jets should match both in energy and direction
the primary partons. Variables called quality markers are defined to quan-
tify the goodness of the event reconstruction from that perspective. Although
physics effects of pile-up, gluon radiation and underlying event will degrade
the overall event reconstruction efficiency, their magnitude is equal for all
considered jet definitions. Hence, the relative comparison between jet defini-
tions is meaningful.

Event selection efficiency “εs”

This efficiency is defined as the fraction of events that pass the event selection
i.e. the events with a number of jets greater then the number of partons with
ET > 20 GeV and |η| < 2.5. When the selection is applied on quark level,
the efficiency is equal to 80% for the two quarks final state, 62% for the four
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quarks final state, 61% for the six quarks final state and 52% for the eight
quarks final state.

Angular distance between jet and parton “Frac αmax
jp ”

A jet is considered to be well reconstructed, if the ∆R distance between its
direction and its best matched quark direction, αjp, is sufficiently small. For
each event, this results in a list of increasing αi

jp-values, {α1
jp, ..., α

n
jp = αmax

jp },
where n is the amount of primary quarks in the considered event topology.
Hence, αmax

jp is defined as the maximum αi
jp-value of all i jet-quark pairs in

the event. The αi
jp distributions for a four quarks final state are shown in

Fig. 4.2. The last one of these plots represents the αmax
jp variable. To quantify
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Figure 4.2: Distributions of αi
jp in increasing order for the IC algorithm with

a cone radius of 0.4 in the case of a final state with four quarks. The 0.3 rad
criteria as discussed in the text is indicated.

the angular reconstruction performance of a particular jet definition, a quality
marker is defined as the fraction of events with a αmax

jp value lower than 0.3
and denoted as “Frac αmax

jp ”. The choice of the worst jet is motivated by the
reasoning that the direction of all primary quarks in the event are required
to be well determined.
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Energy difference “Frac βmax
jp ”

The reconstructed energy of the primary quarks is usually biased and has a
broad resolution. Figure 4.3 left shows the average fraction of the quark en-
ergy that is reconstructed for a specific algorithm configuration as a function
of the reconstructed transverse jet energy. Such a calibration curve can be in-
terpreted as an estimator for the expected reconstructed energy. For this plot
only well matched (αjp <0.3), non-overlapping jets were taken into account.
For the iterative cone algorithm, a jet is considered to be non-overlapping,
if its ∆R distance to any other jet is larger than twice the value of the cone
radius parameter of the algorithm. It is the aim of jet calibration studies to
determine these average corrections to be applied on the reconstructed jet
energies. Therefore the remaining component is the energy resolution.

The βi
jp values are defined for each primary quark i as the distance from

the expected energy fraction (deduced from the fitted function in Fig. 4.3
left) in units of standard deviations. For each selected event, the primary
quark with the highest βi

jp value, called βmax
jp is considered to be the one

with the worst reconstruction performance from the energy point of view.
An example for the βmax

jp distribution is shown in Fig. 4.3 (on the right). An
energy related quality marker is defined as the fraction of events with a βmax

jp

lower than 2 standard deviations, and denoted as “Frac βmax
jp ”.
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Figure 4.3: Left: example of a Ejet

Eparton vs. Ejet
T curve for the IC algorithm

with a cone radius of 0.4, applied on a final state with four primary quarks.
The vertical bars illustrate the resolution. Right: distribution of βmax

jp for
the IC algorithm with a cone radius of 0.4, applied on a final state with four
primary quarks.
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Combined variable “Frac(αmax
jp +βmax

jp )”

A combined variable is defined as the fraction of events in which both the
direction and the energy of the n primary quarks are well reconstructed fol-
lowing the definitions described above. The correlation between αmax

jp and
βmax

jp is shown in Fig. 4.4 left, where both quality criteria define a rectangular
area in which the kinematics of the primary quarks are sufficiently well recon-
structed from the analysis performance point of view. As an illustration of
the separation power of this combined variable, the reconstructed spectrum
of the hadronic top quark mass in the semileptonic tt̄ final state is shown
in Fig. 4.4 right. The black histogram refers to the events in which the jets
are reconstructed with αmax

jp < 0.3 and βmax
jp < 2 (events inside the box of

Fig. 4.4 left). The grey histogram refers to the events in which the kine-
matics of the primary quarks are badly reconstructed based on the combined
variable (events outside the box of Fig. 4.4 left).

Figure 4.4: Left: box plot of βmax
jp vs. αmax

jp for the IC algorithm with a
cone radius of 0.4, applied on a final state with four primary quarks. Right:
distribution of the hadronic top quark mass, using jets clustered with the
IC algorithm with a cone radius of 0.4, applied on a final state with four
primary quarks.

Overall quality marker ”FracGood”

The fraction of selected and well reconstructed events, i.e. the selection
efficiency εs, multiplied by the combined variable Frac(αmax

jp +βmax
jp ) is defined

as “FracGood”.
This last quality marker is interpreted as an estimate for the reconstruc-

tion efficiency of the kinematics of the primary quarks of the complete event,
and therefore used to compare different algorithms and setups. Although
this variable gives a powerful overall indication of a reasonable jet definition,
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it is sometimes useful to consider the partial information of the individual
quality markers. Depending on the priorities of a specific physics analysis,
one would be interested in the average number of reconstructed jets, or the
energy resolution for non-overlapping jets, or the efficiency of the angular
matching between primary quark and jet. The average number of jets gives
an idea of the sensitivity to pile-up, underlying event, and the rate of fake
jets, while the energy resolution can be linked to the issue of jet calibration.

4.2.5 Results

In this subsection the most important observations for each jet clustering
algorithm considered are summarized.

Iterative cone algorithm

Fig. 4.5 right shows the “FracGood” variable as a function of the cone radius.
The algorithm configuration with the maximum fraction of well reconstructed
events, and as a consequence the optimal configuration from analysis point of
view, is obtained for a cone radius varying from 0.3 to 0.5, depending on the
event topology. The dependence of the fraction of well reconstructed events
on the minimal transverse energy of the jet seed is found to be negligible. It
has to be remarked that a stronger dependence as well as a larger optimal
cone radius is however expected when the jet input is changed from simulated
to reconstructed particles.

Another important observation is the decrease of the optimal cone radius
for increasing jet multiplicity. This behaviour can be explained by the higher
probability of overlapping jets for higher jet multiplicities. The generally
lower selection efficiency (Fig. 4.5 right) for high multiplicities is due to the
higher probability for hard radiation, a higher probability for overlapping
jets and the pt spectrum of the jets. Furthermore, a lower selection efficiency
εs is observed for very low jet radii. This can be explained by the transverse
energy cut of 20 GeV which is more severe for small opening angles.

Both effects will result in a more difficult jet clustering task for high jet
multiplicities. Compared to 55% of well clustered events in the two quark
final state, only 6% of the events in an eight quark topology pass all the
criteria. For these numbers the IC algorithm with the optimal cone radius
was applied.
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Figure 4.5: Left: fraction of selected events versus the cone radius (IC algo-
rithm). Right: fraction of well clustered and selected events versus the cone
radius (IC algorithm).

Inclusive kT Algorithm

Fig. 4.6 shows the result for the scan of the R-parameter of the inclusive kT

algorithm. Again, a strong dependence on the jet multiplicity is observed.
For the two quark topology, the best performance is reached at 0.6, while
this value is reduced to 0.3 for the 8 quark topology. This behaviour is
expected keeping in mind that the R-parameter plays a comparable role
for the inclusive kT algorithm as the jet radius does for the Iterative Cone
algorithm. Compared to the optimal configuration of the Iterative Cone
algorithm, this algorithm performs almost identical for the two quark case,
but is able to get higher reconstruction efficiencies for larger jet multiplicities.
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Figure 4.6: Right: fraction of selected events versus the R-parameter (kT

algorithm).Left: fraction of well clustered and selected events versus the R-
parameter (kT algorithm).
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Midpoint cone algorithm

The scan of the cone radius is shown in Fig. 4.7 left and the dependence on
the shared energy fraction threshold for merging is shown in Fig. 4.7 right.
For high jet multiplicities, the MidPoint Cone algorithm is able to reach
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Figure 4.7: Left: fraction of well clustered and selected events versus the
cone radius for a merging threshold of 0.5 and a cone area fraction of 0.25
(MC algorithm). Right: fraction of well clustered and selected events versus
the threshold for merging for a cone radius of 0.3 and an area fraction of 0.25
(MC algorithm).

slightly higher efficiencies than the Iterative Cone algorithm. Surprisingly,
almost no dependence on the shared energy fraction threshold for merging
has been found. This behaviour might be related to the fact that simu-
lated particles have been used as input or to the implemenation in the CMS
framework which was not yet mature enough at the time of this study. A
new investigation of the performance of this algorithm should be performed
as soon as it becomes available in the new CMS software framework, because
the experience of other experiments with this algorihm are very promising.

Summary of the main observations

Table 4.1 summarizes the optimal parameter values for the three jet clustering
algorithms, and for each of the considered event topologies. For each optimal
jet configuration, the respective estimate of the fraction of well reconstructed
events is given.

Correlation between optimized configurations

The correlation between the optimized Iterative Cone algorithm and the in-
clusive kT algorithm for the final state with four primary quarks is shown in
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IC kT MC
jet radius R-parameter jet radius Overlap Threshold

V alue FracGood V alue FracGood V alue FracGood V alue FracGood
2 quarks 0.5 53.9 0.6 54.9 0.5 42.4 0.40 40.3
4 quarks 0.5 22.3 0.5 23.8 0.3 22.8 0.40-0.50 22.9
6 quarks 0.3 11.2 0.4 12.9 0.2 12.1 0.50-0.60 11.8
8 quarks 0.3 4.85 0.3 5.93 0.2 5.72 0.60 5.0

Table 4.1: Overview of the optimal parameter values with their respective
estimate of the fraction of well reconstructed events.

Fig. 4.8 for the αmax
jp and βmax

jp variables. Fig. 4.8 together with the results
summarised in Tab. 4.1 emphasize that both algorithms give similar results
and that both are suitable to reconstruct events with high jet multiplicities.

Figure 4.8: Left: correlation between the IC and kT algorithms for the αmax
jp

variable in the case of the final state with four primary quarks. Right: cor-
relation between the IC and kT algorithms for the βmax

jp variable in the case
of the final state with four primary quarks.

Robustness of the method against hard radiation

The sensitivity of the overall observations to the radiation of gluons with
a large transverse momentum relative to their mother quark, or from the
initial state proton system, is investigated in the following. The distributions
of the αi

jp-values ordered by their magnitude within an event are shown in
Fig. 4.9 for a sample without initial and final state radiation3. This has to
be compared directly to Fig. 4.2 which shows the same plots including final
state radiation. Obviously, the long tails are not present in the case without
radiation which indicates that the ∆R cut of 0.3 for the worst jet is not

3PYTHIA parameters MSTP 61 and 71 were switched off.
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Figure 4.9: Distributions of αi
jp in increasing order of magnitude for the IC

algorithm in the case of a final state with four primary quarks which do not
radiate hard gluons.

expected to have an effect in this case. The observation is indeed, that the
Frac(αmax

jp +βmax
jp ) quality marker has a flat distribution, but not the selection

efficiency and therefore the “FracGood” quality marker.

Fig. 4.10 (left) shows the fraction of selected, well clustered semileptonic tt̄
events with and without initial and final state radiation for the Iterative Cone
algorithm. The addition of radiation results in an overall lower efficiency,
but the optimal cone radius and the shape of the curve are robust. A similar
observation was obtained for the inclusive kT algorithm in Fig. 4.10 (right).

In order to quantify the effect of radiation on the resolutions, Fig. 4.11
shows the two cases for the Iterative Cone and the inclusive kT algorithm
for the case with four partons in the final state. The energy resolution is
defined as the RMS divided by the mean value of the Ejet/Equark distribution,
and the angular resolution is defined by the width of a gaussian fit to the
symmetrized ∆R distribution. As expected, the overall resolutions are better
in the case without radiation, but the shape of the curves remains invariant.
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Figure 4.10: Left: influence of hard gluon radiation on the fraction of selected,
well clustered events, as a function of the IC cone radius in the case with four
primary quarks in the final state. Right: influence of hard gluon radiation
on the fraction of selected, well clustered events, as a function of the kT

R-parameter in the case with four primary quarks in the final state.
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tween jet and quark) for the IC algorithm (left) and kT algorithm (right) in
the case of four jets in the final state.
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4.3 Monte Carlo jet calibrations

The calibrations used in this work are done in two parts. First, reconstructed
jets in the calorimeter are corrected to the particle jet, i.e. the jet built with
simulated stable particles after hadronization. The comparison is made by
applying the same jet algorithm to stable particles (excluding neutrinos and
muons) and calorimeter cells, respectively. In this step of calibration the
effects due to the detector design is taking into account and the energy is
corrected with respect to the simulated particle reaching the calorimeter.
In CMS this step of the calibration is named particle-level correction. In
the second calibration step the energy of the particle jet is corrected to the
primary parton energy. This is needed, especially, since some particles of
the parton shower can lie outside the jet cone. This effect is increased when
small cone size is used. This second step of calibration is named in CMS
parton-level correction. In Fig. 4.12 the two step of calibration are shown.

Figure 4.12: The two main step calibration for hadronic jets. The first set of
calibration is done from the calorimeter cells to the particle jet, the second
step correts the particle jet to the primary parton energy.

A matching criterion, based on the distance ∆R =
√

∆η2 + ∆φ2 is used
to associate the calorimeter jets to the particle jets. In the official CMS
calibrations [54] the reconstructed jet is considered associated to a particle jet
if the distance ∆R < 0.2. The CMS calibrations are available for the Iterative
Cone algorithm with a jet cone radius of ∆R = 0.5 or 0.7, and for the kT

algorithm with R = 1. Unfortunately the Iterative Cone algorithm with a
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cone radius of ∆R = 0.7 and the kT algorithm with R = 1 are not suitable
to reconstruct events with six partons in the final state (tt̄H with Ws decay
semileptonically) as shown in the previous section. The ratio ERec

T /EMC
T for

different value of EMC
T is shown in Fig. 4.13 as a function of pseudorapidity (η)

before (left) and after correction (right) for jets reconstructed by the Iterative
Cone algorithm with a cone radius of ∆R = 0.5. Fig. 4.13 underlines that
for particle jet with ET below 50 GeV a calibration of about 50% has to be
applyied to correct the calorimeter jet ET , pointing out the large systematic
error that can arise from calibrations. Moreover in Fig 4.14 is shown the
parton level correction for jets reconstructed both with a jet cone of 0.5 and
0.7. It has to be noted that for jets with a large jet cone is not necessary
to apply parton-level correction (almost all the parton shower is contained
in the particle jet cone) while this correction are not negligible for jet with a
cone radius of 0.5. Furthermore the correction are different for jets originated
from quarks and from gluons. Because the determination of the relative ratio
of quarks and gluons in the data is expected to be difficult, this would lead
to additional systematic errors on the jet energy scale [38]. It is clear that
the reconstruction and calibration of soft jets at LHC will be a very critical
task and it will be the major source of systematic error for events with jets
in the final state. As we will see in the chapter 6 this is especially critical for
the tt̄H channel because soft jets reconstruction is needed to recover signal
efficiency.

For the tt̄H decay fully hadronically a set of calibration has been done for
smaller values of jet radius, ∆R = 0.3, 0.35...0.5 (Iterative Cone algorithm)
and for a smaller value of the R parameter, R = 0.4 (kT algorithm) [55]. In
this case the Monte Carlo calibration taking into account also the different
flavor of jet composition. At the particle-level correction a distinction has
been introduced to evaluate different detector effect on b-jet and not-b-jet.
The major motivation is due to the higher probability to have µ-leptons and
neutrinos from semi-leptonic decays of b hadrons in b-jets with respect to the
light-quark and gluon jets. These calibrations have been done using directly
a sample of tt̄H events. This allows to have both a rich sample of b-jets and a
specific parton-level correction for the tt̄H channel. The different correction
needed at particle-level between b-jets and not-b-jets is shown in Fig. 4.15.
Also in this case a major difference for b-jets and not-b-jets exists especially
at low transverse energy, pointing out the difficulty to calibrate soft jets
correctly.

The different behaviour of the ad-hoc tt̄H and the official CMS calibration
performed by the JetMET group is displayed in Fig 4.16 as a function of
the JetMET calibrated jet ET and for three different region of η. For this
comparison a sample of QCD di-jet events with p̂T up to 600 GeV has been
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iterative procedure is applied. Initially we set the correction coefficients equal to unity, namely ECorr
T = ERec

T ,
and compute the average response under this assumption to determine K1 = Rjet, using MC information from
the particle-jet EMC

T . For reconstructed jets with ERec
T < 10 GeV we compute the response assuming ECorr

T =
10 GeV. In the second iteration, we set ECorr

T = ERec
T /K1 and compute K2 = Rjet. After 10 iterations the

calibration coefficient K = K10 has converged and is used to correct the jet transverse energy measurement:
ECorr

T = ERec
T /K.

Figs. 8 and 9 show the ratio Rjet as a function of pseudo-rapidity for different generated jet transverse energies
before and after MC jet correction using the iterative cone algorithm, respectively. The values of the ratio Rjet as
a function of EMC

T for 4 regions of pseudo-rapidity before and after MC jet correction are presented in Figs. 10 –
13.

The corresponding plots for cluster-based KT algorithm are presented in Figs. 14 – 19.
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Figure 8: The ratio of the reconstructed jet transverse energy ERec
T to the generated transverse energy EMC

T as
a function of pseudorapidity of generated jet |η| for jets with different EMC

T reconstructed by the interative cone
R = 0.5 algorithm before MC jet calibration.

Taking independent statistical samples of QCD dijet events and fitting the linearity and offset of the corrected
spectrum of transverse energies shows that the MC jet calibration method achieves an accuracy of 0.7 GeV on
the offset and 0.3% on the slope of ECorr

T versus EMC
T . This is estimated using the maximum deviations of the

fits from 4 η ranges from barrel to very forward η regions. There is no corresponding estimate for the level
of accuracy of the Monte Carlo simulation on the jet energy scale extrapolating from the agreement from the
single particle response in test beam. Such an extrapolation would require a much more detailed investigation
of the test beam data or dedicated single track triggers taken with the CMS detector during LHC operation. The
calibration of the absolute jet energy scale will be determined from the data in processes such as γ+jet, Z+jet
and tt̄(W → jets) which leverage on the knowledge of know particle resonances or the high resolution of the
electromagnetic calorimeter [23].
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Figure 9: The ratio of the reconstructed jet transverse energy ERec
T to the generated transverse energy EMC

T as
a function of pseudorapidity of generated jet |η| for jets with different EMC

T reconstructed by the iterative cone
R = 0.5 algorithm after MC jet calibration.
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Figure 10: The ratio of the reconstructed jet trans-
verse energy ERec

T to the generated jet transverse en-
ergy EMC

T as a function of EMC
T for jets with |η| < 1.
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Figure 11: The ratio of the reconstructed jet transverse
energy ERec

T to the generated jet transverse energy
EMC

T as a function of EMC
T for jets with 1. < |η| < 2.

reconstructed by the iterative cone R = 0.5 algorithm
before (circles) and after (squares) MC jet calibration.
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Figure 4.13: On top: the ratio of the reconstructed jet transverse energy
ERec

T to the generated transverse energy EMC
T as a function of pseudorapidity

of generated jet |η| of jets with different EMC
T reconstructed by the Iterative

Cone algorithm with a cone radius of ∆R = 0.5. Below: the ratio ERec
T /EMC

T

after correction.



4.3 Monte Carlo jet calibrations 85428 Chapter 11. Jets and Missing Transverse Energy

0.8

0.85

0.9

0.95

1

10 10
2

ET
           parton         (GeV)

k p
tc

l

a)

10 10
2

quark jets
gluon jets
QCD jets

b)

ET
           parton         (GeV)
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(b) R = 0.7 at |ηjet| < 1.5 as a function of transverse parton energy. These corrections are
computed with PYTHIA (version 6.214).

11.6.5 Jet energy scale calibration using the W boson mass constraint in top
quark events

In the search for new physics, or when aiming for precise measurements, the knowledge of
the absolute energy scale of reconstructed jets originating from quarks is crucial. As demon-
strated in [264] one can invert the process and determine, via the well-measured W boson
mass, the absolute energy scale of reconstructed jets from the decay W → qq̄. An estimate is
made of the precision that can be obtained on the absolute jet energy scale using the hadronic
decaying W bosons in a selected sample of tt̄→ bW b̄W → bqq̄b̄µνµ events.

A study of this calibration technique using 3×106 inclusive tt̄ events has been performed [279].
With a Next-to-Leading Order cross-section of about 800 pb, this reflects 3.75 fb−1 of inte-
grated luminosity. It was found that the W+jets background contribution was negligible
after the event selection. The inclusive single muon trigger is applied as described in the
DAQ TDR [8].

As an example, the jets in the final state are reconstructed with the Iterative Cone algorithm
using an opening angle of ∆R = 0.5. Seeds for the cones where selected from all towers
above a pseudorapidity dependent energy threshold determined from the average underly-
ing event energy deposits. An initial jet calibration has been applied as taken from a Monte
Carlo study.

In order to discriminate between jets originating from the heavy b-quarks compared to the
light quarks, a b-tag probability was constructed from the combined b-tag discriminant vari-
able (Section 12.2.3). The lepton is reconstructed and identified using the methods described
in [280]. A combined likelihood ratio of several observables is determined for each muon in
the final state in order to enhance the purity of choosing the correct lepton from the leptonic
W decay. The muon having the largest combined likelihood ratio value is taken as the hard
lepton of interest.

A simple pre-selection was applied on the event requiring at least four jets with pseudora-

Figure 4.14: Ratio of transverse momenta of particle jet to the transverse
momenta of the initial parton for quark, gluon or QCD jets as a function of
the transverse parton energy. In a the ratio is shown for a cone radius of 0.5
and in b for a cone radius of 0.7. The correction are more important for a
smaller jet cone size and for gluon-jets respect to quark-jets

This effect is higher forb-jets because of the higher probability to haveµ-leptons fromb semileptonic decays. The
distinction ofb-jets from non-b-jets for the Parton-Level correction is not necessary and all jets are used together.
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3 Calibration Function
The same procedure has been followed for eachη-bin and each plot is fitted with the following function:

Eraw
T

EMC
T

=
1

(a + bEraw
T )

+ c (1)

All the plots shown refers to∆R = 0.5 cone jets. Similar plots exist for the whole set of studied jet algorithm.
The same fitting function has been used for the Parton-Level correction expressingEMC

T /Eparton
T as a function of

EMC
T .

3.1 Particle-Level Correction

In figure 5 the three fitted parameters as a function ofη are shown for the Particle-Level correction. The big change
around|η| = 1.5 is due to the different material budget in this region where the tracker barrel-endcaps border is
located.
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Figure 5: Raw-MC Fitted parameters (a, b andc from eq.1) forb-jets (dashed line) and non-b-jets (solid line) as a
function ofη

4

Figure 4.15: Left: Ereco
T /EMC

T ratio for b-jets (red) and not-b-jets (black) as
a function of Ereco

T . Right: EMC
T /EParton

T ratio for b-jets (red) and not-b-jets
(black) as a function of EMC

T . In the parton-level correction the difference
between b-jets and not-b-jets is negligible.

used and the jets are reconstructed using the iterative cone algorithm with
a cone radius of ∆R = 0.5. In the tracker acceptance region the difference
between the two set of calibrations is within 5% for non-b-jets with ET > 40
GeV while for softer jets the tt̄H calibration gives always harder jets. The
tt̄H calibration for b-jets produces as expected higher transverse energy.
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3.2 MC jets-to-Parton Correction (Parton-Level)

The same three fitted parameters as a function ofEMC
T are shown in fig 6. These parameters reflect the physics

model for parton showering and fragmentation function chosen and will have to be tuned with LHC real data. For
this particular choice there is a linear relation in the central region and the three parameters have been fitted with a
straight line.

To cross check the stability of the correction algorithm at parton level, two matching cone (∆R = 0.15 and0.30)
were used. A small shift is observed between the 2 fitted lines, the overall effect is below 0.5% in the central region
for the wholeET spectrum. For|η| = 1.4, only low ET jets are affected (2% shift forET = 20 GeV) while for
|η| = 2.7 the effect is higher (order of 40% forET =20 GeV decreasing to 15% and 7% respectively for 50 and
100 GeV jetET ).

4 Comparison of ttH-based Calibration to the CMS di-jet-based Calibra-
tion

An independent data sample is used to compare the ttH method to a calibration[11] based on di-jet events, called
in the following standard calibration. QCD di-jet events with p̂T up to 600 GeV and∆R = 0.5 cone size have
been used for this purpose. In figure 7 the meanEttH

T to ESTD
T ratio distributions for 3η-bin (0.0 < |η| < 0.1,

1.2 < |η| < 1.3 and2.4 < |η| < 2.5) as a function ofESTD
T are shown. In the tracker acceptance region

the difference between standard and ttH calibration is within 5% for ET > 40 GeV and non-b-jet while the ttH
calibration gives always harder jets for lower transverse energy. The ttH calibration forb-jets produces as expected
higher transverse energy. The different behavior at lowET is due mainly to the different Parton-Level calibration
applied: the standard calibration use a Parton-Level correction extracted by light-quark jets events.
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Figure 4.16: Comparing of the official CMS jet calibration with the ad-hoc
tt̄H jet calibration for three different η bins.

4.4 Missing tranverse energy

The measure of missing transverse energy (Emiss
T ) at LHC will be very impor-

tant both for top physics when a W decay leptonically and for “new physics”
discovery if massive vector bosons exist. In CMS the measurement of Emiss

T

will be helped by excellent cell segmentation, hermeticity and forward cover-
age performed by the very forward calorimeters [56]. On the other hand the
presence of pile-up at LHC, and the bending of tracks by the 4 T magnetic
field in CMS will degrade the measurement of Emiss

T . In this work the missing
transverse energy of the event is computed as [57]:

Emiss
t =

∑
i

Etower
t − (

∑
j

ERawJet
t −

∑
k

ECaliJet
t ) +

∑
m

EMuon
t (4.1)

where the sum with index i runs over the calorimetric towers, that with j runs
over raw jets, k runs over calibrated jets, and m runs over the reconstructed
muons of the event. Equation 4.1 thus takes into account the corrections due
to jet calibration and the contributions of muons that are not measured in
the calorimeter system. The distribution of the reconstructed missing trans-
verse energy of semi-leptonic ttH events and the missing transverse energy
resolution are shown in Fig. 4.17 and Fig. 4.18. When jet correction is taken
into account the Emiss

T resolution has a mean value centred to zero and a
lower RMS [31].
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Figure 4.17: Distribution of the reconstructed missing transverse energy.
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Chapter 5

b-tagging

The identification of b-jets in tt̄H events is very important for two reasons:
first it is fundamental to distinguish the b-jets coming from the top and
Higgs decays from the light jets coming from W decay or extra jets from
initial and final state radiation. Secondly b-tagging is practically the only
tool that will be able to reduce backgrounds that have more than 2 jets
associated to a pair of quark tops. In this study we use a combined secondary
vertex b-tagging; several topological and kinematical secondary vertex related
variables as well as information from track impact parameters are combined
into a single tagging variable to discriminate between jets originating from b-
quark and those from other sources. A summary of the parameters used and
of the method is given in the following, a detailed description is published in
Ref. [58].

5.1 Combined secondary vertex tag

Identifying b-jets relies on the properties of the production and the weak
decay of b-hadrons. The relatively large lifetime of b-hadrons of about 1.5
ps (cτ ≈ 450 µm) corresponding to a flight distance that is observable using
high resolution tracking systems. This leads to secondary vertices displaced
from the primary event vertex and charged particles tracks incompatible
with the primary vertex. For this reason efficient track reconstruction, and
in particular precise spatial reconstruction close to the interaction point are
key ingredients.
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5.1.1 Algorithm description

Tracks are reconstructed using a Kalman filter [46] technique and the fol-
lowing track selection cuts are applied to improve the quality of the selected
tracks:

• At least 8 reconstructed hits in total (pixel and silicon strip detectors).

• At least 2 reconstructed hits in the pixel detectors.

• Transverse momentum pT > 1 GeV/c.

• χ2/ndf of the track fit < 10.

• Transverse impact parameter with respect to the reconstructed primary
vertex < 2 mm to reject charged particle tracks having their origin from
sources showing much larger displacement from the primary vertex (e.g.
V 0 decays, photon conversions and nuclear interactions in the beam
pipe or the first layers of the pixel detector).

Tracks are associated to jets if the distance in the η, φ space (∆Rjet−track =√
∆η2

jet−track + ∆φ2
jet−track ) between the jet direction and the track is less

than 0.3. For the following b-tagging studies jets are reconstructed using
the Iterative Cone algorithm with a cone radius of ∆R = 0.5 and the jets
are calibrate using the official CMS calibration as described in 4.3. The
displacement of the track respect to the primary vertex is computed using
the impact parameter divide by its error and the sign of the track impact
parameter is defined positive if the track is reconstructed downstream of the
primary vertex with respect to the jet direction, negative otherwise.

Secondary vertex are reconstructed using the Trimmed Kalman Vertex
Finder (TKVF) described in Ref. [59]. During a first iteration the fitter is
applied to the complete input set of tracks, yielding as outputs a vertex can-
didate and a set of tracks that are incompatible with that vertex candidate.
During the subsequent iterations, the same procedure is applied to the set
of incompatible tracks identified in the previous iterations. In this way the
TKVF is sensitive to primary and secondary vertices, so a vertex filter is
used to select secondary vertex candidates. The following cuts are applied
to select secondary vertex candidates coming from b-hadrons decays:

• The distance from the primary vertex to the secondary vertex in the
transverse plane has to exceed 100 µm and must not exceed 2.5 cm.

• The distance from the primary vertex to the secondary vertex in the
transverse plane divided by its error has to be greater than 3: Lt/σLt >
3.
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• The invariant mass of charged particles associated to the vertex must
not exceed 6.5 GeV/c2.

• The vertex must not be compatible with a V 0 decay.

Based on the results of the secondary vertex reconstruction, the algorithm
of the combined secondary vertex b-tagging split the jets candidate in 3 vertex
categories:

“RecoVertex” : At least one secondary vertex candidate has been recon-
structed and passed the selection criteria. All tracks from all accepted
vertices are used for the computation of the vertex related variables if
there is more than one accepted secondary vertex.

“PseudoVertex” : If no reconstructed secondary vertex candidate has been
found, a so called PseudoVertex is created from charged particle tracks
not being compatible with the primary event vertex, having a signed
transverse impact parameter significance greater than 2, if at least 2
such tracks are present in the jet.

“NoVertex” : If neither “RecoVertex” or “PseudoVertex” are fulfilled.

The distribution of the categories for the different jet flavours are shown
in Fig. 5.1. It can be seen that the presence of a secondary vertex alone is
already discriminating between b-quark jets and other jets.

5.1.2 Input variables and combined discriminating vari-
able

To get optimal performance, several topological and kinematic variables are
combined. The selection of variables entering into the combination depends
on the vertex category. For the category “RecoVertex” the following variables
are defined:

1. The invariant mass of charged particles associated to the secondary
vertex. For secondary vertices in b-jets, the vertex mass can be signifi-
cantly above the mass of charm hadrons, allowing to suppress efficiently
this background.

2. The multiplicity of charged particles associated to the secondary vertex;
b-hadron decays show a significantly larger track multiplicity than e.g.
charm hadron decays.
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• The invariant mass of charged particles associated to the vertex must not exceed 6.5 GeV/c2.

• The vertex must not be compatible with a K0
S decay. Vertices with two oppositely charged tracks are rejected

if their mass is within a window of 50 MeV/c2 around the nominal K0
S mass.

The secondary vertex reconstruction and selection leads to three categories defined as:

1. RecoVertex: At least one secondary vertex candidate is reconstructed and satisfies the selection criteria. All
tracks from all accepted vertices are used for the computation of the vertex related variables if there is more
than one accepted secondary vertex.

2. PseudoVertex: If no reconstructed secondary vertex candidate is found, a so-called PseudoVertex is created
using charged particle tracks not compatible with the primary vertex, having a signed transverse impact
parameter significance greater than two, if at least two such tracks are present in the jet.

3. NoVertex: If neither 1) or 2) are fulfilled.

The distribution of the vertex categories for the different jet flavours is shown in Fig. 1. It can be seen that the
presence of a secondary vertex alone is already strongly discriminating between b-quark jets and other jets.
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Figure 1: Distribution of the vertex category, for b-jets (solid), c-jets (dotted) and uds-jets (dashed) with transverse
momenta between 50 GeV/c and 80 GeV/c.

5 Input variables and combined discriminating variable
Optimal performance is achieved by combining several topological and kinematical variables related to the sec-
ondary vertex reconstruction, as well as variables related to the impact parameter significances of charged particle
tracks. The choice of variables entering into the combination depends on the vertex category.

The track impact parameter significances of accepted tracks enter into the final discriminator for all categories.
Their distributions are shown for the different categories in Fig. 2. For these tracks, a requirement additional to

4

Figure 5.1: Distribution of the vertex category, for b-jets (solid), c-jets (dot-
ted) and uds-jets (dashed) with transverse momenta between 50 GeV/c and
80 GeV/c.

3. The distance between the primary vertex and the secondary vertex in
the transverse plane divided by its error. This is sensitive to the large
flight path of b-hadrons.

4. The energy of charged particles associated to the secondary vertex di-
vided by the energy of all charged particles associated to the jet. This
quantity is sensitive to the hard fragmentation function of b and c-
quarks.

5. The rapidities of charged particle tracks associated to the secondary

vertex with respect to the jet direction: y = 1
2
· E+p‖

E−p‖
. This variable

enters for n tracks, where n is the secondary vertex multiplicity.

6. The track impact parameter significances in the transverse plane.

7. The track impact parameter significance of the first track exceeding
the charm threshold as described in the following. Tracks are sorted in
decreasing order of their impact parameter significance. The invariant
mass is computed for tracks 1 to n. If this mass exceeds a value related
to the mass of charm hadrons, the impact parameter significance of
the track moving the n-track mass above this threshold can be added
to the discriminator. The mass threshold is set to 1.5 GeV. This is
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lower than typical charm hadron masses because neutral particles are
missed and not all charged particles from the decay are reconstructed
and accepted.

For vertex category 2 (“PseudoVertex”), most of these variables still of-
fer some discriminating power between b and non-b jets. Since there is no
attempt to fit the geometrical position of the “PseudoVertex”, the signifi-
cance of the flight distance (the third variable defined in the list above) is
not used for this category, whereas the other six variables enter into the list
of input variables. For vertex category 3 (“NoVertex”), no additional vari-
ables are defined. The distribution of some of this variables for the category
“RecoVertex” are shown in Fig 5.2, for the other categories see reference [58].

The variables described above are combined into a single discriminat-
ing variable using a Likelihood ratio technique. Since the distributions of
most of the variables look significantly different for c-jets and udsg-jets, the
Likelihood ratio contains two parts for the discrimination against these two
backgrounds. The Likelihood function is defined as:

Lb,c,q = f b,c,q ×
∑

i

f b,c,q
α (xi) (5.1)

and the discriminator variable, d, is defined as:

d = fBG(c)× Lb

Lb + Lc
+ fBG(q)× Lb

Lb + Lq
(5.2)

where α denotes the vertex category as defined above, xi are the individual
variables, q stands for u, d, s-quarks and gluon jets, fBG(c) and fBG(q) are the
expected a-priori probabilities for the c and q content in non-b-jets (fBG(c)+
fBG(q) = 1), f b,c,q is the probability for flavour b, c, q to fall into category α
and f b,c,q

α (xi) is the probability density function for variable (xi) for category
α and flavour b, c, q. In this case the fBG(c) = 0.25 and then fBG(q) =
1 − fBG(c) = 0.75. The choice was made because in hadronic decays of W -
bosons the expected fraction of c-jets is about 0.25. This value also represents
a good compromise for other compositions of the non-b-jet sample. The
probability density function are extracted from a statistically independent
sample of simulated QCD events and on a sample of semileptonic tt̄ events.

The quantity d is used as final discriminator and, for a sample of QCD
events for jets with underlying moment between 50 and 80 Gev, the d distri-
bution for all categories together is shown if Fig. 5.3.

The misidentification rate of charm and light flavour jets as a function of
the b-tagging efficiency is shown in Fig. 5.4 for the tt̄H and tt̄2j samples, re-
spectively [31]. The performance of the algorithm is given using two different
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Figure 3: The distributions for the input variables for the vertex category “RecoVertex” for b-jets (solid), c-jets
(dotted) and uds-jets (dashed): invariant mass (top left) and multiplicity (top right) of charged particles associated
to the reconstructed secondary vertex; flight distance significance defined as the distance between the primary and
secondary vertex divided by its error (middle left) and fraction of charged jet energy associated to the secondary
vertex (middle right); rapidities of charged particles associated to the secondary vertex with respect to the assumed
b-hadron flight direction (bottom left) and impact parameter significance of the first track exceeding the charm
mass threshold as described in the text (bottom right).
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Figure 5.2: The distributions for the input variables for the vertex category
“RecoVertex” for b-jets (solid), c-jets (dotted) and uds-jets (dashed).
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Figure 5: The distribution of the discriminator for all vertex categories (top), and separately for category “Re-
coVertex” (bottom left), “PseudoVertex” (bottom middle) and “NoVertex” (bottom right) for b-jets (solid), c-jets
(dotted) and udsg-jets (dashed).
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Figure 5.3: The distributions of the discriminator d variable for b-jets (solid),
c-jets (dotted) and uds-jets (dashed). The distribution is shown for a sample
of QCD events for jets with underlying moment between 50 and 80 Gev .

definitions of the true jet flavour. The first one is called “physics” definition
and the second one “algorithmic” definition. In the “physics” definition the
reconstructed jets is matched to the initial parton from the primary process
(e.q. for a sample of tt̄2j for all primary partons from top quarks, W and
the two extra partons). In this case if a jet comes from a gluon that split
in a couple of bb̄, or cc̄, it is still considered a gluon-jets. In the “algorith-
mic” definition instead if a jet originating from a gluon that has split into
a bb̄ pair would get the flavour of the b-quark assigned, because from the
algorithm point of view the jet looks in many aspects as a genuine b-jet. As
shown in Fig. 5.4 top left and right, the main difference in these definitions
is for gluon jets, where the non-negligible splitting rates into bb̄ and cc̄ pairs
impose a serious limitation for b-tagging. In a tt̄2j sample about 65% of
the two extra jets are originated by gluons and the splitting rate for these
events is typically at the level of a few percent. As conclusion a summary of
the b-tagging algorithm performance, using algorithmic definition, for three
different values of b-tagging efficiency is given in Tab. 5.1 for the most dan-
gerous background tt̄2j. The results reported in Tab. 5.1 shows that with a
more realistic detector simulation, different from the “fast-simultation” used
in the past [60, 61, 62], the b-tagging performance are worst respect to previ-
ous studies. As we will see in the next chapter this has an important effect on
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Figure 5.4: On the top left: Non-b-jet mistagging efficiency versus b-jet
tagging efficiency for c-jets (triangles), and uds-jets (stars) for the ttH sample
with mH = 120 GeV/c2 and jets with a minimum transverse momentum of
20 GeV/c. For this plot the “physics definition” of the original jet flavour has
been used. In this definition, jets originating from the splitting of gluons into
heavy flavour pairs are labelled as gluons leading to a significantly reduced
rejection power for gluon jets. There are no original gluon jets in the ttH
sample. On the top right: The corresponding plot for the tt2j sample, where
gluon jets are represented by crosses. On the bottom: Tagging efficiency for
b-jets (topmost curve), and Mis-tagging efficiencies for c-jets (middle) and
uds-jets (bottom) as a function of the discriminator cut for the tt2j sample.
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background rejection. A possible improvement on b-tagging performance can

b-tag ε uds-tag ε g-tag ε c-tag ε
50% 0.8% 2% 9%
60% 2% 4% 18%
70% 7% 10% 30%

Table 5.1: Summary of the secondary vertex tag perfomances for a sample
of tt̄2j events.

be achivied including lepton information in the combined secondary vertex
tag. A separate algorithm in CMS, the Soft Lepton b-tagging [65], exploits the
presence of leptons in b-jets that arise in semileptonic decays of B hadrons.
This is achieved by means of a discriminator that is constructed for jets
with non-isolated leptons. Combining the secondary vertex tag with the Soft
Lepton b-tagging could have various potential benefits including a relative
improvement that, in a preliminay study, is estimate to be about 10% for
the rejection of light flavour jets. However this improvement in tagging were
not used in the analysis presented in this work.

Another important consideration for the b-tagging algorithm is that the
b-tagging performance falls relative quickly as the momentum scale of jets
does. This is mainly due to a poor impact parameter resolution due to
multiple scattering for low pT tracks. This is highlighted in Fig 5.5 where
the misidentification efficiency for c, uds and g jets, for a fixed b-tagging
efficiency of 50%, is given as a function of jet pT .

Since the tt̄H channel provides a large number of low pT jets, high b-
tagging performances are not easy to obtain.
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The dependence of the b-tagging performance on the jet transverse momentum and on the pseudorapidity is shown
in Fig. 11. The non-b jet mistagging probability for a fixed b-tagging efficiency of 50% is shown versus the
transverse momentum (left) and pseudorapidity (right) of the underlying initial parton.
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Figure 11: The non-b jet mistagging probabilities for a fixed b-jet tagging efficiency of 0.5 as a function of the jet
transverse momentum (left, jets with |η| < 2.4 were considered) and pseudorapidity (right, jets with transverse
momenta between 50 GeV/c and 80 GeV/c were considered) for c-jets (triangles), uds-jets (circles) and gluon
jets (stars) obtained for jets in an event sample of QCD events for the combined secondary vertex algorithm.

Figures 12, 13, 14, and 15 show the non-b jet mistag probability versus the b-jet tagging efficiency in the barrel
(|η| < 1.4) and forward part (1.4 < |η| < 2.4) of the detector for QCD jets in various ranges of transverse
momentum, ranging from about 30 GeV/c to more than 200 GeV/c.

The main limiting factors to the light quark and gluon jets rejection come from V 0 decays, interactions in the
detector material, gluon splitting into charm and b-quark pairs and limited detector resolution. Especially for
gluon jets, the splitting into heavy flavour quark pairs is a serious limitation, particularly for working points with
reduced b-tagging efficiency and large rejection factors against non-b jets. In this region most of the mistagged
gluon jets are jets where the gluon has undergone splitting into b- or c-quarks. In the case of c-jets the rejection is
obviously limited by the lifetime of c-hadrons giving signatures similar to those for b-hadron decays.

As can be seen in Fig. 11, the optimal performance is obtained in the central region of the detector and for
transverse jet momenta of about 60-90 GeV/c. The performance degrades at larger pseudorapidities mainly
because of the increased material budget traversed and degraded detector resolution. The slow degradation for
larger transverse momenta is caused by an increased splitting rate of gluons to heavy quark pairs, an increased track
multiplicity from fragmentation and more difficult pattern recognition in dense jets. The steep fall of performance
towards lower transverse momenta is mainly due to increased multiple scattering, resulting in a worse separation
of primary and secondary vertices, and also limitations in the jet reconstruction.

13

Figure 5.5: The non-b jet mistagging probabilities for a fixed b-jet tagging
effciency of 50% as a function of the jet transverse momentum ( jets with |η| <
2.4 were considered) for c-jets (triangles), uds-jets (circles) and gluon jets
(stars) obtained for jets in an event sample of QCD events for the combined
secondary vertex algorithm.



Chapter 6

tt̄H → bb̄bb̄qq′lνl: Analysis
Method

The tt̄H channel, as discussed in chapter 1, could be a very useful alternative
to the H → γγ channel for the Higgs boson discovery in the mass range
mH < 135 GeV. In this work, for the first time in CMS, the Higgs discovery
potential, using the associated production with a tt̄ pair, will be discussed
using a full detector simulation [63]. This means that the simulation of the
particle interaction with the detector material and the digitisation of the
electronic response is described in high details using the best tools available
in the official CMS framework. The more realistic description of the detector
response, leads to a more pessimistic picture of the jet resolution and b-
tagging performances even if more sophisticated tools have been used with
respect to the past. This has a direct effect on both the Higgs invariant mass
reconstruction and on the signal significance with respect to the resonant
backgrounds. In this chapter the reconstruction method and the signal-
background separation will be presented in detail.

6.1 Event generation and simulation

Because the signal identification relies upon the presence of top quark decay
products, it comes as no surprise that the most significant backgrounds are
those associated with tt events themselves. The main backgrounds turn out
to be tt plus light jets, ttbb and ttZ with Z → bb.

For the ttH signal and the irreducible ttbb background generation com-
pHEP [53] plus PYTHIA [48] are used. To produce tt̄ plus n jets background
events correctly is necessary to match a matrix element generator with the
parton showering of PYTHIA. This is not trivial because the soft QCD ef-
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fects represented by the PYTHIA parton shower program are not completely
distinct from the higher order perturbative diagrams. While there are jet en-
ergies for which the two are clearly distinct, they nevertheless represent two
extremes in a continuum and so one is forced to artificially place a boundary
in the phase space. A given (N + 1)-jet event can be obtained in two ways:
from the collinear/soft-radiation evolution of an appropriate (N + 1)-parton
final state or from an N -parton configuration where hard, large-angle emis-
sion during its evolution leads to the extra jet. A factorisation prescription,
in this case often called “matching scheme” [49], defines, on an event-by-
event basis, the paths from which the extra jet have to come from. The
primary goal of a matching scheme is therefore to avoid double counting by
preventing some events to appear twice.

In the present analysis, the tt̄ plus n jets is produced using ALPGEN [50]
+ PYTHIA for the matrix elements and parton showering, respectively. The
matching procedure used by ALPGEN to avoid double counting is called
MLM method and a detailed description can be found in Ref. [49]. The
phase space, between parton generation and shower evolution is selected
by two main parameters. Parton-level events are defined by a minimum
ET threshold, Emin

T for partons and a minimum separation among them,
∆Rp−p > Rmin. After evolution, a jet cone algorithm with cone size of Rmin

and a minimum transverse energy Emin
T is applied to the final state. The

event is considered fully matched if each parton produced at matrix element
has a matched jet. In the exclusive samples only events with n jets equal to
n partons are allowed, while in the inclusive sample it is possible to have a
number of jets greater than the number of final state partons. The param-
eters chosen for the generated samples in this analysis are: Emin

T = 20 GeV
and Rmin = 0.7. It has to be noted that the choice of the matching param-
eters could introduce systematics in the cross section; yet a more important
uncertainty comes from the cross section at matrix element level, because for
these events next-to-leading order calculations are not yet available.

The primary Monte Carlo data samples used in this analysis are sum-
marised in Table 6.1 along with some of their generation information. The
next-to-leading order (NLO) signal cross-sections for different Higgs mass
hypotheses are listed in Table 6.2 together with the branching ratios of
H → bb [68].

A generator level filter, described below, was applied to the ttbb and ttZ
events. In order to apply requirements on jet kinematics, jet reconstruction
was performed at generator level with the PYCELL routine in PYTHIA. The
filter consists of the following cuts:

∑
jetE

jet
T greater than 300 GeV, ET of

the two most energetic jets in the event must be above 40 GeV and the ET of
the third and fourth leading jets must be above 30 GeV. Background events
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Channel Generator PDF
Semi-leptonic ttH CompHEP + PYTHIA 6.215 CTEQ4L
ttbb CompHEP + PYTHIA 6.215 CTEQ4L
ttZ CompHEP + PYTHIA 6.215 CTEQ4L
ttNj ALPGEN 2 + PYTHIA 6.325 CTEQ5L

Table 6.1: Generator and parton density functions (PDFs) used for producing
signal and background datasets.

mH 115 GeV 120 GeV 130 GeV
σNLO (pb) 0.747 0.664 0.532
BR(H → bb) 0.731% 0.677% 0.525%

Table 6.2: NLO signal cross-sections and H → bb branching ratios for differ-
ent Higgs mass hypotheses.

were passed on to the full simulation only if they pass the above filter or if
they have an isolated lepton with pT >10 GeV in the pseudorapidity range
|η| < 3, and the summed pT of particles inside a cone with ∆R = 0.2 around
the lepton direction is below 1 GeV. The leading order CompHEP cross-
sections of background processes together with the effective cross-sections
after the generator filters are listed in Table 6.3.

ttbb ttZ
σLO (pb) 3.28 0.65
σLO × ε (pb) 2.82 0.565

Table 6.3: LO CompHEP cross-sections and effective cross-sections after the
generator filters of the considered background processes.

For the ALPGEN sample, tt +1j exclusive, (i.e one and only one extra
jet), tt +2j exclusive, tt +3j exclusive, and tt +4j inclusive, (i.e. with at
least 4 extra jets) no kinematic filter has been used at generator level. The
only filter applied to the tt plus n jets events is a veto in the additional jets
originate from b quarks. They are expected to be uncorrelated with events
from the ttbb event sample, although a small amount of double counting
could be present due to the gluon splitting into bb. The ALPGEN cross
sections for the different jet multiplicity processes are listed in Table 6.4.

The particle detector interaction are simulated using a CMS program
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exclusive tt+1j exclusive tt+2j exclusive tt+3j inclusive tt+4j
σLO (pb) 170 100 40 61

Table 6.4: LO ALPGEN cross-sections for the different jet multiplicity sam-
ples.

called CMSIM, which provides a full GEANT3 [64] (for the CompHEP +
PYTHIA samples) or GEANT4 [66] (ALPGEN samples) simulation of the
CMS detector. The detector response was digitised with low luminosity pile-
up, L = 2 × 1033 cm−2 s−1, using the official CMS reconstruction software
(ORCA) [63].

6.2 Level 1 and high level trigger selections

A dedicated ttH trigger was not available and therefore could not be imple-
mented in the analysis. As a result, it is assumed in what follows that the
signal is recorded by the CMS Level 1 (L1) and High Level Triggers (HLT)
as described in Ref. [42, 43]. The semi-leptonic channels thus use the single
muon or single electron trigger, using a pT threshold of 19 GeV or 29 GeV,
respectively. As described in section 2.3, the muon trigger uses the isolation
tool while the electron trigger does not use the isolation in HLT level because
still not available at the time when this study has been performed. Especially
for the electron, the possibility to have a trigger with a lower pT threshold
will help in recover signal efficiency.

The efficiencies quoted are determined by counting the numbers of ac-
cepted events relative to the total number of events in these samples. It
has to be noted that the trigger efficiencies are defined with respect to ex-
clusive signal samples (pure semi-leptonic (µ) or (e) events) and inclusive
background samples (all W decays allowed).

As a final comment, it should be noted that during data taking, more
sophisticated triggers will certainly be available and could implemented for
this search. They would combine such elements of the signatures of these
events as the presence of leptons, missing transverse energy (EMiss

T ), multi-
ple jets, and possibly even some loose b-tagging information. As such, the
efficiency for collecting these events on tape will very likely be much higher
than implied by the results shown here.
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Efficiency (%) per channel Single µ Single e

H → bb with mH = 120GeV 63.5 52.4
ttbb 19.0 16.1
tt1j 13.9 11.3
tt2j 14.0 11.1
tt3j 14.0 11.1
tt4j 13.4 11.1
ttZ 20.4 18.8

Table 6.5: Signal and background efficiencies of the Level 1 and High Level
Triggers.

6.3 Event selection and reconstruction

The strategy for selecting ttH events with one isolated muon or electron in
the final state can be summarised in the following three steps [31]:

• preselection

• choice of jet pairing

• selection

The preselection requires, besides the HLT stream for a single muon or a
single electron, isolated leptons using the likelihood method described in
chapter 3 and a jet selection based on kinematic and b-tagging requirements.
Then, using the identified lepton with the highest probability to come from
the W decay and the missing transverse energy, the longitudinal component
of the neutrino momentum pz is computed from four-momentum conservation
in the W boson decay.

In the choice of jet pairing step we determine out of six or more jets in
an event, those maximising the probability of assignment to a top quark or
Higgs decay.

After the jet assignment a tighter selection is applied to maximise the
discovery potential for a period of data taking corresponding to an integrated
luminosity of 60 fb−1.

In the following the tt̄H → bb̄bb̄qq′µνµ channel will be named single muon
channel, while the tt̄H → bb̄bb̄qq′eνe single electron channel.

6.3.1 Preselection

After the HLT, the lepton identification is performed with the likelihood
selection. The likelihood is used not only to identify the lepton with the
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highest probability to come from the W decay but also to reject background
events with dileptonic W decays. The likelihood selection is performed re-
quiring at least a muon with −Log(Lµ) < 1.4 or at least an electron with
−Log(Le) < 1.2. The likelihood veto to reject possible dileptonic events is
used in this way:

• Single muon channel: electron veto if an electron with −Log(Le) < 1.2
is found in the event; muon veto if a second muon candidate with
−Log(Lµ) < 1.4 is found in the event.

• Single electron channel: muon veto if a muon with −Log(Lµ) < 1.4 is
found in the event; electron veto if a second electron candidate with
−Log(Le) < 1.2 is found in the event.

In the case of single muon channel, the distribution of the −Log(Lµ) for the
second muon candidate and the distribution of −Log(Le) for the first electron
candidate are shown in Fig. 6.1 for a pure semi-leptonic (µ) sample (solid
line) and the inclusive tt2j background (dashed line). The peak near to zero
for the inclusive tt2j backgrounds shows the presence of event candidates with
both W s decaying leptonically. For the single muon channel the application
of the muon and electron vetoes results in a lowering of the signal efficiency
by only 2%, while the total background rejection is increased by about 13%.
Moreover in the single electron channel, the misidentification of the jet with
the isolated electron has been excluded by imposing a veto on the jet if the
electron lies inside a jet cone radius of 0.1.

The jet selection is based on cuts both on the number of jets and on
the jet transverse energy. Jets are reconstructed using the iterative cone
algorithm with a cone radius of ∆R = 0.5 and the jet transverse energy is
corrected using the official CMS calibrations described in section 4.3. The
jet ET selection plays an important role here because it modifies the jet
number distributions and in general the signal efficiency. The ET of the sixth
energetic jet in the event, after the lepton selection, is shown in Fig 6.2. The
jets are selected either if the ET of the sixth jet is greater than 20 GeV in
the pseudorapidity region |η| < 3.0 or if jets have a transverse energy with
10 GeV < Et < 20 GeV but with at least two tracks pointing to the signal
primary vertex within a distance along the z (beam) axis of |zPV −ztrack| < 1
mm. The latter condition is used to help in rejecting jets with low ET coming
from pile-up interactions. As shown in Fig 6.2 there is not any gain in cutting
harder on the jet ET .

In Fig 6.3 we show the number of jets distribution after the lepton selec-
tion and the jet ET cuts described above. Since the request of at least six jets
is necessary to reconstruct all the invariant masses, it has also been found
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Figure 6.1: Avoiding the appearance of a second lepton in the single µ anal-
ysis. On the left: Muon likelihood distributions. On the right: Electron like-
lihood distributions for a potential second lepton candidate in these events.
In both cases solid lines refer to the pure semi-leptonic (µ) sample while the
dashed lines refer to the inclusive tt2j background. The peaks near to zero
clearly highlight the presence of a second muon (left) or an electron (right)
in the background samples which allow inclusive decays of the Ws. The
distributions are normalised to Unity.

 jet (GeV)th 6TE
20 40 60 80 100 120 140

-410

-310

-210

-110 ttH
ttbb
tt1j
tt2j
tt3j
tt4j

Figure 6.2: ET distribution of the 6th jet for signal (black) and backgrounds
(coloured).
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advantageous to put an upper limit of seven jets allowed in the event. This
helps both in rejecting the tt3j and the tt4j backgrounds and events with
multiple hard radiation emission. After the jet selection, to further reject
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Figure 6.3: Jet number distribution for signal and backgrounds.

the ttNj backgrounds, at least 4 jets are required to be tagged as b-jets with
a minimal discriminator value corresponding to about 70% of b-efficiency.

The efficiencies of the preselection cuts described above are summarised
in Tab. 6.6 and in Tab. 6.7 for the single muon and single electron channel
(mH = 120 GeV), respectively. It has been verified that for backgrounds like
tt1j and tt4j, that have a different signature with respect to the signal, these
cuts are more effective.

6.3.2 Choice of the jet pairing

In order to perform a complete reconstruction of the event, the longitudi-
nal component of the neutrino momentum has to be computed from four-
momentum conservation in the W boson decay: m2

W = (Eµ+Eν)2−(~pµ+~pν)2.
This equation gives 2 real solutions for pν

z in 66% of the cases. In the re-
maining 34%, the neutrino is taken to be collinear with the lepton: pν

z = pl
z.

The resolution of pν
z before and after the collinear approximation is shown
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muon channel
HLT+ Isolated µ +6, 7 jets +Lepton Veto + 4Btag (70% b-ε)

ttH 62.67 30.88 30.24 5.64
ttbb 15.87 6.61 5.61 0.78
tt1j 13.70 4.28 3.82 0.087
tt2j 13.57 5.89 5.10 0.152
tt3j 13.27 5.63 4.61 0.154
tt4j 12.72 1.90 1.44 0.052
Ztt 17.43 6.77 4.68 0.230

Table 6.6: Preselection efficiency for the single muon channel (mH = 120
GeV).

electron channel
HLT+ Isolated e +6, 7 jets +Lepton Veto + 4Btag (70% b-ε)

ttH 49.13 24.26 23.65 4.17
ttbb 12.17 5.01 4.77 0.56
tt1j 10.83 3.13 2.83 0.076
tt2j 10.72 4.55 3.99 0.124
tt3j 10.80 4.68 3.88 0.136
tt4j 10.55 1.72 1.28 0.040
Ztt 14.06 5.45 3.92 0.200

Table 6.7: Preselection efficiency for the single electron channel (mH = 120
GeV).

in Figure 6.4. A small degradation in the longitudinal resolution is observed
but the reconstruction efficiency of the leptonic W boson decay is increased
to 100%.

If the invariant mass of the W decaying leptonically is imposed by the
four-momentum conservation to extract the neutrino pz, the invariant masses
of the W decaying hadronically and of the 2 top quarks have to be extracted
from the combination of the 6 or 7 jets accepted in the analysis. The Higgs
invariant mass is then reconstructed with the jets having the highest b-tagging
probability and that have not been used to reconstruct the intermediate
W and top quark masses. For this purpose, different methods have been
tested: a simple χ2, a likelihood method using mass distribution functions
for right and bad jet combinations, a kinematic fit with mass constraints and
a combined method that uses kinematic information, b-tagging probability
and kinematic fit with mass constraints. With these methods the maximum
pairing efficiency to find the right b-jets coming from the expected b-quarks
of the Higgs decay, is about 30%. Thus, because 70% of the events have an
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Figure 6.4: Longitudinal resolution of the neutrino. On the left: Only those
cases in which there are real solutions obtained for the W boson’s four-
momentum constraint. On the right: Real plus collinear solutions as de-
scribed in the text.

Higgs boson invariant mass that follows the distribution of the combinatorial
background, the Higgs invariant mass results in a broad peak.

The method that we will present in this work for the complete reconstruc-
tion of semi-leptonic ttH events is similar to that used in Reference [29, 67].
In order to choose the optimal jet combination for the top quark mass re-
construction a likelihood (LEvent) is defined by using masses, b-tagging and
kinematic information from the whole event:

LEvent = LMass × LbTag × LKine. (6.1)

To increase the speed of the algorithm while also enhancing the rejection
of events that are badly reconstructed, only those combinations with mass
resonances within 3σ of expectation are considered in the jet assignments.
The mean values and widths of the invariant masses used in this procedure are
taken from the values obtained with jet-parton matching. The corresponding
distributions are shown in Figure 6.5.

The mass information considered in the likelihood LMass is the proba-
bility of the kinematic fit with invariant mass constraints (top quarks and
hadronically decaying W) as described in details in Reference [69]. A general
overview of the method and the improvements with respect to a simple χ2

method are summarised in Appendix A. In ttH events, a mass constraint on
the hadronically decaying W improves the probability to correctly identify
the b-jet coming from the top quark decay and hence also improve the chance
of correctly finding the b-jets originating from the Higgs boson decay. How-
ever, cause the relative low improvement in the jet assignment, the kinematic
fit with mass constraints is found to have a little effect on the overall result
of the analysis.
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Figure 6.5: Invariant masses of the hadronically decaying W boson and the
hadronically and leptonically decaying Top quarks using jet-parton matching
with ∆Rj−p < 0.3.

The b-tagging function LbTag is defined as the product of the b-tag dis-
criminators:

LbTag = DTopHad
×DTopLep

×DH1 ×DH1 × (1−DW1)× (1−DW2) (6.2)

where TopHad and TopLep are expected to be the two b-jets from the hadronic
and leptonic top quarks, respectively, while H1 and H2 are expected to be the
two b-jets coming from Higgs and W1 and W2 are of course the two jets from
the hadronically decaying W boson. As expected, high values of this variable
correspond to combinations where b-jets are assigned to the top quarks and
Higgs, and light quark jets are assigned to the W .

The kinematic function takes into account the observation that the b-jets
coming from top quarks tend to be slightly more energetic than b-jets coming
from the Higgs boson. It is defined as:

LKine = arctan

(
4(ETopHad

+ ETopLep
− EH1 − EH2)

(ETopHad
+ ETopLep

+ Eb1H + Eb2H)

)
× 1

π
+

1

2
(6.3)

Among all possible combinations of jet-parton assignments, the one with
the highest value of LEvent is chosen for use in the final reconstruction of
the top quarks. To understand the difficulty to find the right b-jets from
the Higgs decay, it has to be noted that the number of combination for each
event is:

N =

(
n
4

)
× 4!× 1

2
× 2 (6.4)

that is equal to 360 for n = 6 jets and 840 for n = 7 jets in the final state.
The factor of 1

2
is for the two jets assumed to come from the hadronic W

(exchanging the jets gives the same invariant mass), while the factor of 2 is for
the two solutions of neutrino pZ . Of course in the case of linear approximation
for the neutrino, the factor of 2 must not be applied. Finally, the invariant
mass of the two remaining jets with highest b-tagging discriminator values is
used to reconstruct the Higgs mass.
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Figure 6.6: LbSele selection cut for ttH with W → qq′,W → µν (on the left)
and for background (on the right).

6.3.3 Selection

After the jet assignment just described is complete, criteria are applied to
further reject background while pure tt̄H events are selected. In particular, a
stronger b-tag requirement is applied on the event variable LbSele given by the
combination of b-tag discriminators: LbSele = DTopHad

×DTopLep
×DH1×DH2

where DTopLep
, DTopHad

, DH1 and DH2 are the discriminators associated to
the Higgs and top quark jets found by the choice of the jet pairing of the
previous step of the analysis.

The variable LbSele is shown in Figure 6.6 for the single muon channel as
well as for all backgrounds combined. The distributions are normalised to the
number of expected events in 60 fb−1. To optimise the background rejection,
the signal significance and the signal to background ratio as a function of
the selection cut LbSele has been studied. The result are shown in Fig. 6.7
for the single muon channel and Fig. 6.8 for the single electron channel. In
these figures, the backgrounds that give 0 remaining events are not taken into
account. The behaviour of the signal significance versus different values of
LbSele is shown to be fairly stable in the LbSele cut range between 0.45 and
0.75. Cutting hard on LbSele helps to increase S/B but is achieved at the
cost of a significant reduction in signal statistics. For a cut on LbSele of 0.55,
the reconstructed hadronic W boson mass and the leptonic and hadronic top
quark masses are shown in Fig 6.9 for the semileptonic (µ) tt̄H channel. The
mean values of the invariant masses are very similar to that one reconstructed
using parton matching criteria.

The distributions of reconstructed mass of the Higgs boson for final se-
lected events are shown in Figures 6.10 and 6.11 for signal only (left) and
for the combination of the different backgrounds (right) for the muon and
electron channels, respectively. The grey histogram on the left distribution
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Figure 6.7: ttH (W → qq′,W → µν): Signal Significance (left) and Signal to
Background ratio (right) as function of the cut on LbSele.
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Figure 6.9: Reconstructed hadronic W boson mass and the leptonic and
hadronic top quark masses for a cut on LbSele of 0.55 in the case of semilep-
tonic (µ) tt̄H channel.

of Figure 6.10 represents the events where at least one jet has been wrongly
assigned to the Higgs boson. The fraction of signal events where the two
b-jets are correctly assigned to the Higgs boson (i.e. the pairing efficiency),
for the LbSele cut of 0.55, is roughly 31% in the muon channel and about 29%
for the electron channel.

6.3.4 Results

The preselection and selection efficiencies with the corresponding numbers
of expected events and signal significances are reported in Table 6.8 and
Table 6.9 for the channel with a muon or an electron in the final state.
The number of expected events is computed for an integrated luminosity of
60 fb−1 in the Standard Model Higgs mass range from 115 to 130 GeV. In
this table, the results are presented for two different working points. The
tight cut for LbSele > 0.75 gives better results for the final signal background
separation, but it suffers from a very small number of remaining background
events, due to the limited Monte Carlo Statistics. For the determination
of the shape of the invariant mass (Fig. 6.10) as well as for the systematic
uncertainties evaluation (Section 6.4), a looser cut at LbSele > 0.55 has been
chosen. In conclusion in Tab. 6.10 the signal discovery potential for the single
muon and single electron are combined together. The combined results can
be straightforward obtained from Tab. 6.8 and Tab. 6.9 simply adding the
signal and background events. This is possible because the lepton selection
and veto create distinct samples for the single muon and electron channel.
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Figure 6.10: ttH (W → qq′,W → µν). Left: Invariant bb mass for signal
only (combinatorial background is shaded grey). Right: The sum of the
reconstructed mbb spectra for backgrounds with a value of LbSele > 0.55. The
distributions are normalised to an integrated luminosity of 60fb−1 .
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Figure 6.11: ttH (W → qq′,W → eν). Left: Invariant bb mass for signal
only (combinatorial background is shaded grey). Right: The sum of the
reconstructed mbb spectra for backgrounds with a value of LbSele > 0.55.
The distributions are normalised to an integrated luminosity of 60fb−1. The
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N ev
loose 60fb−1 N ev

tight 60fb−1

ttH (115) 162 63
ttH (120) 131 50
ttH (130) 94 36

Total Background 3129 < 643

S/
√
B (115) 2.9 2.5

S/B (115) 5.2% 9.8%

S/
√
B (120) 2.3 2.0

S/B (120) 4.2% 7.8%

S/
√
B (130) 1.7 1.4

S/B (130) 3.0% 5.6%

Table 6.10: Number of expected events and signal significance in 60 fb−1

for the combined muon and electron ttH channels. The signal datasets are
labeled by the generated Higgs mass in GeV (parentheses). All numbers refer
to the complete Higgs mass range.

6.4 Discussion of systematic uncertainties

The uncertainties in various quantities are estimated based on the expected
knowledge of the CMS experiment when 60 fb−1 of data have been collected.
In according to other CMS analyses, the following “standard” sources of
systematic error are considered:

• Jet energy scale (JES)

• Jet resolution

• b-jet and c-jet tagging efficiencies

• uds-jet tagging efficiencies

• Luminosity

The systematics listed above are assumed to be uncorrelated. Each is
varied independently according to procedures detailed below. Each varia-
tion produces a change in the selection efficiency ∆ε and the corresponding
change in expected event yields ∆NX (X = tt̄H, tt̄1j, ...) for the signal and
background. In cases where the ”up” and ”down” variation produces an
asymmetric range for ∆ε, the range is symmetrized by taking the maximum
of the two. The change in yields for all backgrounds are then added in
quadrature to obtain the total expected change in background yields ∆N
due to all systematics.
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Following commonly agreed prescriptions for CMS analyses, the JES un-
certainty is taken into account by shifting the calibrated energies of each jet
up (down) by a relative 10% for jets with transverse momentum less than
20 GeV. For jets with transverse momentum between 20 GeV and 50 GeV,
the relative variation falls linearly with increasing transverse momentum from
10% to a final 3%. Jets with transverse momentum greater than 50 GeV are
assumed to have a flat 3% JES uncertainty [70].

The jet resolution should be smeared by an overall 10% [70]. This is
achieved by shifting the energy of each jet by a random number drawn from
a Gaussian distribution of mean zero and width σjet:

Ejet
T → Ejet

T +Gaus(0, σjet) (6.5)

σjet is taken to be 10% of the jet energy, σjet = 0.1 Ejet
T .

For purposes of the b-tagging systematic, all jets in the event are cate-
gorised by flavor according to Monte Carlo truth. When the true flavor of the
jet has been determined, the following relative uncertainties in the tagging
efficiencies of jets of the various flavors are considered [71]:

• 4% for b- and c-jets

• 10% for u-, d-, and s-jets

As decided within group, the tagging efficiencies are varied simultaneously
for b-jets and c-jets, taking into account that each uncertainty is likely to be
fully correlated between them. Similarly but in a separate run, the u-, d-,
and s-jet tagging efficiencies are varied together by the stated amount. The
procedure for affecting a relative uncertainty of δε in tagging efficiency is to
throw a flat random number for each jet (in the category of interest), and
untagging it a fraction δε of the time. Similarly, the tagging efficiency can
be varied upwards by tagging untagged jets a fraction δε× εtag/(1− εtag) of
the time, where εtag is the tagging efficiency for that category. This factor
is required to properly scale the un-tagging probability so as to affect an
increase that is a δε relative to εtag. The above procedure assumes that any
correlation between the b, c-tagging and uds-tagging systematics is small.

Lastly, the systematic uncertainty in luminosity is assumed to be 3%,
from which a corresponding change in yield is calculated.

The systematic effects are evaluated for the single muon channel only.
Since none of the sources of uncertainty considered involve lepton identifica-
tion, the results are assumed to be applicable to the single electron channel
as well. The effect of the various systematic uncertainties on the selection
efficiencies for the muon analysis are shown in Tab. 6.11. In Tables 6.12
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and 6.13, the systematic uncertainties are propagated to the expected signal
significance.

All these uncertainties have been calculated for the loose working points
of the analyses, since the tight working points do not give enough remaining
background events to reasonably quantify a systematic uncertainty.

semi-leptonic JES+jet res bc-tag uds-tag Σ # events # events
εloose εtight

ttH (115) 20.1 10.7 1.0 23.0 22 9
ttH (120) 18.9 10.9 0.8 22.0 17 6
ttH (130) 17.8 9.4 0.7 20.4 11 4
ttbb 16.6 9.5 0.8 19.4 81 29
tt1j 33.9 14.3 5.0 37.3 193 29
tt2j 22.5 7.2 7.0 24.8 157 10
tt3j 15.4 5.0 5.0 17.2 21 5
tt4j 23.2 5.3 6.6 24.9 31 12

muon channel
backgrounds εloose 23.7 9.4 4.8 25.9 476
backgrounds εtight 21.5 9.1 3.6 23.6 83

electron channel
backgrounds εloose 23.7 9.47 4.67 26.4 339
backgrounds εtight 20.2 8.01 4.08 22.6 66

Table 6.11: Systematic uncertainties relative to selection efficiencies (in per-
cent) for the semi-leptonic tt̄H channels. Σ is the quadrature sum of all
changes in the given row. Σ also includes the 3% uncertainty of the lumi-
nosity which is the same for all the samples. The last two colums show the
abolute uncertainty (in number of events) at the two different working points
εloose and εtight.
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muon S S/B S/
√
B S/

√
B + dB2

LbSele > 0.55 (εloose)
ttH (mH=115 GeV) 96 0.052 2.2 0.20
ttH (mH=120 GeV) 75 0.041 1.8 0.15
ttH (mH=130 GeV) 55 0.030 1.3 0.11

LbSele > 0.75 (εtight)
ttH (mH=115 GeV) 38 0.108 2.0 0.44
ttH (mH=120 GeV) 29 0.082 1.6 0.34
ttH (mH=130 GeV) 21 0.060 1.1 0.24

Table 6.12: Significance of muon channel before and after taking into account
the uncertainty dB in the total number of background events due to system-
atics. The result is shown for the two different cuts on LbSele, but assuming
the same systematic uncertainties (as computed at the first working point)
for both.

electron S S/B S/
√
B S/

√
B + dB2

LbSele > 0.55 (εloose)
ttH (mH=115 GeV) 66 0.051 1.8 0.20
ttH (mH=120 GeV) 56 0.044 1.6 0.17
ttH (mH=130 GeV) 39 0.030 1.1 0.12

LbSele > 0.75 (εtight)
ttH (mH=115 GeV) 25 0.086 1.5 0.37
ttH (mH=120 GeV) 21 0.072 1.2 0.31
ttH (mH=130 GeV) 15 0.052 0.9 0.22

Table 6.13: Significance of electron channel before and after taking into ac-
count the uncertainty dB in the total number of background events due to
systematics. The result is shown for the two different cuts on LbSele, but as-
suming the same systematic uncertainties (as computed at the first working
point) for both.
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Chapter 7

Combined Results

The possibility to observe the Higgs signal in the associated production with
a tt̄ pair has been explored by the CMS working group, dividing the research
in three main final state following the way in which the two W bosons decay.
Roughly in 46% of the events bothW s decay fully hadronically, in 29% oneW
decay hadronically while the other W decay in µ or e lepton and neutrino,
finally order 5% contain two oppositely charged leptons (either can be an
electron or muon), i.e. the dilepton decay of the W bosons. The remaining
20% or so of events correspond to those cases where one or both of the W
bosons decay to a tau lepton and neutrino and are not easily distinguished
cause of the rich decay repertoire of the tau meson.

A detailed description of the event selection for each of the main event
topologies is given in Ref. [31]. In this chapter we will give a brief summary
of the fully hadronic and dileptonic final state analysis methods and then we
will show the combined final results including systematic and cross section
uncertainties.

7.1 Di-lepton channel: tt̄H → bb̄bb̄l′µ′llνl

Di-lepton tt̄H events are selected by requiring two reconstructed leptons
(e, µ) accompanied by significant missing transverse energy and at least four
but no more than seven jets, at least three of which have been b-tagged ac-
cording to the combined secondary vertex tag algorithm described in chap-
ter 5. Lepton identification is performed using the muon and electron likeli-
hoods described in section 3.1.2 and 3.2.2, respectively. In the semi-leptonic
analysis, events with more than one identified lepton are vetoed, but in the
di-lepton analysis those events are retained. The likelihood acceptance cuts
used for leptons in the di-lepton channel are therefore chosen to be the same
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as the second-lepton veto cuts for both semi-leptonic channels. In this way,
the sample of events for the di-lepton tt̄H analysis is by construction strictly
complementary to those used in the semi-leptonic channels.

The cuts of the di-lepton tt̄H selection are summarised below [31]:

• 2 oppositely charged leptons (e,µ) passing identification criteria (−Log(Lµ) <
1.4 for muons, −Log(Le) < 1.2 for electrons)

• corrected Emiss
T > 40 GeV

• 4 to 7 jets with calibrated ET > 20 GeV and |η| < 2.5, reconstructed
with the iterative cone algorith with a jet cone of ∆R = 0.5.

• ≥ 3 selected jets b-tagged with discriminator D > 0.7

The above is termed the “loose” working point because there is evidence
that it is possible to increase the purity (S/B), of the selection by way of the
following more stringent “tight” criteria:

• lepton selection as above

• Emiss
T requirement as above

• 4 to 6 jets with calibrated ET > 20 GeV and |η| < 2.5, reconstructed
with the iterative cone algorithm with a jet cone of ∆R = 0.5

• ≥ 4 selected jets b-tagged with discriminator D > 0.7

Although the significance S/
√

(B) decreases, the cleaner selection is plagued
less by systematic uncertainties which dominate the more realistic signifi-
cance S/

√
B + dB2. However, the numbers quoted for the “tight” working

point are currently insufficiently precise because of limited dataset sizes. It
has to be noted that at present, the di-lepton analysis is a counting experi-
ment, thus no effort has been made to assign the missing transverse energy to
the two neutrinos from the hard event and thus to reconstruct the invariant
masses of the top quarks and Higgs boson.

The selection efficiencies for the two working points, with the correspond-
ing number of expected events and the signal significance, are summarised
in Tab. 7.1.
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7.2 All-hadron channel: tt̄H → bb̄bb̄qq′q′′q′′′

The selection of the all-hadron tt̄H relies on kinematic and b-tagging jet
variables [31]. Moreover, in order to combine the results from the three
different decay sub-channels, a veto on leptons has been applied using the
complementary cut developed within the semi- and di-leptonic analyses: the
event is discarded if −Log(Lµ) < 1.4 or −Log(Le) < 1.2. For this final state
two additional backgrounds of QCD events were generated with PYTHIA in
the p̂t ranges from 120 to 170 GeV and greater than 170 GeV, to check the
rejection power on samples without top quark events. For these backgrounds
a generator level filter was applied to reduce the amount of events to be
generated. The filter used is the same as for the ttbb and ttZ backgrounds
(Sec. 6.1). The leading order CompHEP cross-sections of these background
processes together with the effective cross-sections after the generator filters
are listed in Table 7.2.

QCD p̂T =120-170 GeV QCD p̂T >170 GeV
σLO (pb) 3.82·105 1.05·105

σLO × ε (pb) 76.4 336.0

Table 7.2: LO CompHEP cross-sections and effective cross-sections after the
generator filters of the QCD background processes.

As described in section 4.3, a dedicated tt̄H calibration is used to calibrate
jet transverse energy for the all-hadron final state [55]. In this case a different
set of calibration parameters are applied to b and non-b-jets; b-jets are identify
using the combined secondary vertex tag with a discriminator value cut of
0.4. Moreover a detailed study has been done in order to optimise the jet
reconstruction cone size. For this purpose a proto analysis is applied to the
signal and the three most dangerous background samples ( tt̄2j, tt̄bb̄, qcd
with p̂T > 170 GeV) varying the cone radius size between 0.35 and 0.50 in
step of 0.5. The top quarks are reconstructed using a χ2 method applied
to the 8 most energetic jets in the tracker acceptance (|η| < 2.7). For each
possible combination of jet-parton assignments for the 8 most energetic jets,
the following invariant mass χ2 is computed:

χ2
mass =

(
mW+ −mjj

σ(mW )

)2

+

(
mW− −mjj

σ(mW )

)2

+

(
mt −mjjj

σ(mt)

)2

+

(
mt −mjjj

σ(mt)

)2

(7.1)
The jet-pairing combination with the lowest χ2

mass that satisfies these re-
quirements is chosen and the event is selected. Figure 7.1 plots significance
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with respect to the S/B ratio for a range of b-tag discriminator values for
each of the several cone sizes indicated. Lower discriminator values yield

S/N
0 0.005 0.01 0.015 0.02 0.025 0.03

S
/s

qr
t(

N
)

1.4

1.6

1.8

2

2.2

2.4

2.6

2.8

3

3.2
Jet Algos

Cone Size 0.35
Cone Size 0.40
Cone Size 0.45
Cone Size 0.50

Figure 7.1: Change in significance and S/B resulting from variations in the
bTag Discriminator Variable for the various cone sizes indicated in the legend.

higher significance but only at the cost of low S/B while, on the contrary,
higher discriminator values give lower significance but higher S/B. A good
compromise is in the middle range of each of the curves where neither S/B
nor significance are unreasonably low. With this in mind, the best choice for
the jet cone is seen to be ∆R = 0.40.

The selection of the all-hadron channel with respect to the resonant back-
grounds relies on this set of variables:

• Jet Transverse Energies of the 8 most energetic jets in the tracker ac-
ceptance

• Combined b-Tag discriminator value for each jet

• Centrality of the event defined as
∑8

i=0E
i
T/E

i

• Centrality of the Higgs defined similarly, with the sum restricted to the
2 jets paired to the Higgs

The choice of the jet pairing is performed with the χ2 method described
above. For the 8 jets in the final state the number of combinations to assign
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the jet to the top quarks and hadronic W s is:

N =

(
n
6

)
× 6!× 1

2
× 1

2
× 1

2
(7.2)

where the terms 1
2

coming from the possibility to exchange the two jets in
both W s and the two top quarks (both top quarks are decaying hadronically
and can therefore not be distinguished in this kind of reconstruction). For
8 jets the number of combination is already huge, 2520. All possible com-
binations in jet-parton assignments for the 8 selected jets (ordered from the
lowest to the highest χ2) are considered starting from the lowest χ2. Two
working points have been chosen: the first uses loose cuts on b-tagging to
get higher statistical significance (but lower S/B), while the second uses a
tighter cut on b-tagging to obtain a higher S/B (but lower significance).

For the “loose” working point an event is selected if the following condi-
tions are satisfied:

• E7th
T > 30 GeV and E8th

T > 20 GeV for the ET ordered jets

• the χ2 for each of the 2 W ’s and 2 top quarks are within 3 sigma of
their expected values

• the third highest combined b-Tag discriminator for the 4 jets associated
to the b-partons satisfies D3 > 0.80

• Higgs centrality higher than 0.55 and no cut on event centrality

For the “tight” working point an event is selected if the following conditions
are satisfied:

• E7th
T > 30 GeV and E8th

T > 20 GeV for the ET ordered jets

• the χ2 for each of the 2 W ’s and 2 top quarks are within 3 sigma of
their expected values

• the 3 highest combined b-Tag discriminator for the 4 jets associated to
the b-partons satisfy D3 > 0.85 while the fourth satisfies D4 > 0.70

• Event and Higgs centrality, respectively, in excess of 0.55 and 0.80

The number of analysed events, selection efficiencies with the correspond-
ing number of expected events and the signal significance are reported in
Tables 7.3 for the all-hadron decay channel. The number of expected events
is computed for an integrated luminosity of 60 fb−1. Both working points are
considered.
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7.3 Combined significance

Since the event samples for the channels studied are strictly disjoint for the
lepton selections and vetoes, the results can be combined by simply adding
the individual signal yields (background yields) to obtain a summed S (B).
For each of the considered systematics, the resultant error in background
yields are added for all four channels (single muon, single electron, dilepton
and all-hadronic), since they are by definition fully correlated. The summed
errors are then added by quadratures to get a combined systematic uncer-
tainty dB. One then calculates the significance, inclusive of systematic un-
certainties in the background yield, according to the formula S/

√
B + dB2.

The systematics for the all-hadron and dilepton channel are treated in
the same ways as described for the semi-leptonic channel in section 6.4. The
overall results, including systematics, for the dilepton and all-hadron channels
are summarised in Tab 7.4 [31].

di-lepton S/B S/
√

B S/
√

B + dB2

4-7 jets, 3-4 b-tagged (εloose)
ttH (115) 0.018 1.8 0.10
ttH (120) 0.015 1.4 0.08
ttH (130) 0.009 0.9 0.05

4-6 jets, 4-6 b-tagged (εtight)
ttH (115) 0.069 1.4 0.42
ttH (120) 0.045 0.9 0.27
ttH (130) 0.029 0.6 0.18
hadron S/B S/

√
B S/

√
B + dB2

Working Point εloose

ttH (115) 0.020 2.6 0.07
ttH (120) 0.018 2.4 0.07
ttH (130) 0.012 1.6 0.05

Working Point εtight

ttH (115) 0.087 2.0 0.22
ttH (120) 0.089 2.0 0.22
ttH (130) 0.054 1.2 0.13

Table 7.4: Significance before and after taking into account the uncertainty
dB in the total number of background events due to systematics for the
dilepton and all-hadron channel.

It is of interest to see how much better the results have the potential to
be at tighter working points for the various analyses. Since the systematic
uncertainties are not well quantified at these “tight” working points, because
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of a lack in Monte Carlo Statistics, the same uncertainties as for the “loose”
working points are used to reduce spurious statistical effects. Since these
uncertainties can only be evaluated approximately, the results for the “tight”
cuts should be understood to be indicative of what could be obtained with
a possibly re-optimised analysis. This exercise indicates that further studies
using a larger amount of Monte Carlo statistics might be able to achieve
a higher sensitivity in this channel. Even so, the overall expectation for
discovery potential for an integrated luminosity of 60 fb−1 is not qualitatively
improved.

Figure 7.2 shows the full range of obtainable significances, with the dot
marking the currently estimated value with no cross-section uncertainty as
described for the semi-leptonic channel in section 6.4. The star corresponds
to what one would obtain for 1% and 4% uncertainties on the ttNj and
ttbb backgrounds, respectively, an arbitrarily chosen reference. It is inter-
esting to note that it does not quite yield a substantial significance, even
though background uncertainties of 1% and 4% for ttNj and ttbb are proba-
bly substantially better than what will be accessible in reality. Moreover this
highlights the challenge that is faced in observing ttH and that the analyses
have to be pushed to a “tight” working point to have less modification in
results when systematics are included.
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Figure 7.2: Expected range of combined significance (di-lepton + semi-
leptonic + all-hadron) versus the total systematic uncertainty in background
as a fraction of total background. Left: Results for the “loose” working
points. Right: Results for the “tight” working points.

Even with the above prescriptions, however, there will remain uncertain-
ties in the cross-sections depending on how well the procedures can be carried
out. It is difficult to predict at this time exactly what will be the level to
which the backgrounds can be understood, because the tools required are not
yet in existence and because this understanding requires real data. In view
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of this, it is interesting to consider how the combined significance of the mea-
surements presented in this note would vary as a function of the fractional
uncertainty in background cross-sections, i.e. dBxsec/B. In principle these
might have been included in the total systematic uncertainty dBsys/B pre-
sented in Tab. 6.12, Tab. 6.13 and Tab. 7.4. However, since the uncertainties
in these cross sections at the time of LHC operation are difficult to predict
now, it was deemed to be more useful to factor them out and present them
separately as described below. The solid central line in Figure 7.3 shows how

the combined significance S/
√
B + (dBsys + dBxsec)2 degrades as a function

of dBxsec/B. The signal and background yields for the “tight” working points
are used in the right side of Figure 7.3, because these give the best results
after inclusion of systematics.

Other than this “fundamental” cross-section uncertainty, there are also
the “correctible” errors in the cross-sections used at the time of writing,
which can be compensated for once data has been collected. The upper and
lower dashed curves in Figure 7.3 show the maximum and minimum allowed
excursions, should the signal and background cross-sections be off by 10%
and 20% respectively. Thus the upper (lower) dashed line corresponds to
the signal cross-section scaled up (down) by 10% while at the same time the
background cross-section is scaled down (up) by 20%.
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Figure 7.3: Expected range of combined significance (di-lepton + semi-
leptonic + all-hadron, and includes the systematic uncertainties estimated in
Section 6.4) versus an additional systematic uncertainty on the background
cross-section as a fraction of total background. Left: Results for the “loose”
working points. Right: Results for the “tight” working points.

The general pessimistic picture of the discovery potential for the tt̄H
channel, when systematics are included, is also due the impossibility to ex-
tract a narrow Higgs mass peak above a large background. This would help
in select regions of invariant mass (side band method) where the background
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could be estimated from data, making the tt̄H analysis not only a simple
counting experiment. A better jet energy resolution, that will improve the
invariant mass resolution too, could be obtained measuring the charged en-
ergy component in jets using the tracker detector instead of the calorimeter.
Detailed study are already in place in the CMS collaboration but they are
not still available at the time of writing.
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Conclusions

A full simulation study of all decay channels of the ttH with H → bb channel
has been performed and the discovery potential after an integrated luminosity
of 60 fb−1 has been evaluated.

A likelihood method has been developed to identify leptons coming from
W decays (signal leptons) with respect to the other possible leptons coming
mainly from b, c, K and π decays (background leptons). This method finds
in 90% of the cases the signal lepton with a fake efficiency of only about
1% for the muon case and 3.7% for electron case. Three jet clustering al-
gorithms (the iterative Cone algorithm, the inclusive kT algorithm and the
MidPoint Cone algorithm) are compared in terms of to some pre-defined
performance criteria based on reconstruction efficiency of the kinematics of
the primary quarks. A scan of the most important algorithm parameters is
performed in order to determine the optimal jet clustering from an analysis
point of view, i.e. to maximise the reconstruction efficiency. A secondary
vertex b-tagging algorithm has been developed to optimise the selection of b
jets; several topological and kinematical secondary vertex related variables as
well as information from track impact parameters are combined into a single
tagging variable to discriminate between jets originating from b-quark and
those from other sources. A likelihood method has been developed to deter-
mine, out of six or seven jets in an event, those maximising the probability of
assignment to a top quark or Higgs decay. After the jet assignment a tighter
selection, cutting on the b-tagging variable, is applied to maximise the dis-
covery potential for a period of data taking corresponding to an integrated
luminosity of 60 fb−1.

In contrast to earlier studies, the global picture for this analysis is substan-
tially more pessimistic. This change is due to mainly to the greater degree of
realism that was made possible for this study by use of more advanced tools
for event generation, detector simulation and physics reconstruction, which
were not available to previous (fast-) simulation studies. Mistagging of light
flavour jets in ttNj events, for example, proved to be a substantially more seri-
ous problem than had been foreseen in studies that made use of parametrised
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b-tagging. This effect is particularly difficult to estimate without a full de-
tector simulation based upon a relatively detailed material description of the
apparatus, coupled with an equally detailed track reconstruction program.

On the other hand, it has been noted that the availability of large control
samples of top events will enable b-tagging of high energy jets to be very
well understood in CMS. This will probably enable some further suppres-
sion of light quark and charm jet tagging relative to b-tagging. Similarly,
experience with real data will most likely improve jet reconstruction and en-
ergy measurements. This, in turn, will enhance the efficiency of many of the
techniques described in this thesis.



Appendix A

Kinematic fit

A general overview of the kinematic fit with non-linear constraints is given in
the following. When a constraint f depends in a non-linear way on the pa-
rameters which are fitted, the χ2 minimisation can only be solved iteratively.
Let us assume we have to solve a problem with n measured parameters ~y, p
unmeasured parameters ~a and m constraints ~f as defined in eq. A.1. These
requirements will be fulfilled for the true parameters ā and ȳ.

f1(ā1, ā2, ..., āp, ȳ1, ȳ2, ..., ȳn) = 0

f2(ā1, ā2, ..., āp, ȳ1, ȳ2, ..., ȳn) = 0
...

fm(ā1, ā2, ..., āp, ȳ1, ȳ2, ..., ȳn) = 0 (A.1)

In general the measured values ~y will not solve the constraints, so that
one has to calculate corrections ∆~y, where the sum ~y′ = ~y + ∆~y fulfils the
constraints. In the same step, the weighted sum

S(~y) = ∆ ~yTV −1∆~y (A.2)

should be minimal with V being the covariance matrix of the measured pa-
rameters. A general method to determine local extrema of non-linear func-
tions of many variables is the definition of Lagrange Multipliers:

L(~y,~a, ~λ) = S(~y) + 2
m∑

k=1

λkfk(~y,~a) (A.3)

where ~λ are the Lagrange Multipliers. With linear constraints the solution
can be found in one step, otherwise it has to be found iteratively.
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The linearised constraints are given in the following equation:

fk(~y′, ~a′) ≈ f(~y∗, ~a∗) +
p∑

j=1

∂fk

∂aj

· (∆aj −∆a∗j) +
n∑

i=1

∂fk

∂yi

· (∆yi −∆y∗i ) (A.4)

where ~y/~a are the start values of measured/ unmeasured parameters, ~y∗/~a∗

are the values of the measured/ unmeasured parameters after last iteration,
~y′/~a′ are the values of meas./unmeas. parameters after current iteration,
∆~y∗/∆~a∗ is ~y∗ − ~y/~a∗ − ~a and ∆~y/∆~a is ~y′ − ~y/~a′ − ~a. The linearization is
repeated until defined convergence criteria are fulfilled. These should guar-
antee firstly that the χ2-expression S can only change by a given value εS
from one iteration to the next and secondly that the constraints are fulfilled
better than a given value εF .

S(n− 1)− S(n)

ndf
< εS and

m∑
k=1

f
(n)
k (~y,~a) < εF (A.5)

where ndf is just the difference between the constraints and the amount of
unmeasured quantities, ndf = m − p. If the convergence criteria are not
fulfilled the procedure is repeated with the corrected parameters of previ-
ous iteration. A fixed limit is set on the total amount of times that the
convergence criteria can be applied in every fit.

In the program several parametrisations are currently implemented.

Cartesian four-vector parametrisation: the fitted momentum vector is
described by three parameters x, y and z with

~pf = x ~ux + y ~uy + z ~uz (A.6)

Spherical four-vector parametrisation: the class implements vector pa-
rameterisations in spherical coordinates with three parameters r, θ and
φ parameterising the momentum vector:

~pf = (r cosφ sin θ, r sinφ sin θ, r cos θ) (A.7)

Momentum deviation four-vector parametrisation: the class implements
a vector parametrisation describing the deviation from the measured
momentum in a local coordinate system

~u1 =
~pm

| ~pm|
, ~u2 =

~u3 × ~u1

| ~u3 × ~u1|
, ~u3 =

~uz × ~u1

| ~uz × ~u1|
(A.8)

The fitted momentum is parametrised with three parameters a, b and
c:

~pf = a| ~pm| ~u1 + b ~u2 + c ~u3 (A.9)
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In all cases presented above the fourth component of the four-vector can be

parametrised in three ways; fixed mass m (Ef =
√
| ~pf |2 +m2), free floating

mass (Ef =
√
| ~pf |2 + d2m2) and free floating energy ( Ef = dEm).

A detailed description of the kinematic fit with mass constraints and some
applications can be found in Ref. [69]. Here we report the case of the tt̄H
channel.

Kinematic fit with mass constraints in tt̄H events

In this section the kinematic fit with mass constraint has been compared
with a χ2 method. The comparison has been done using a simpler method to
assign the jet to the W and to the tops with respect to the likelihood method
described in section 6.3.2.

In this case, the W mass is reconstructed with a jet combination of the
two non-b tagged jets and the event is accepted if the W invariant mass is
within two standard deviation from the expected value shown in Fig. 6.5.
The b-tagged jets, selected with a b-tagging probability of about 45%, are
used to reconstruct the leptonic and hadronic top quarks. If the χ2 method
is used, for each possible combination of jet-parton assignments, the following
invariant mass χ2 is computed:

(
mt −mjµνµ

σ(mt)

)2

+

(
mt −mjjj

σ(mt)

)2

. (A.10)

If the kinematic fit is used, three mass constraints are imposed in the
kinematic fit, the hadronic W boson mass and the leptonic and hadronic top
quark. The two b-jets which provide the largest value of the kinematic fit
probability are taken to reconstruct the two top quarks and the remaining
b-jet pair is assigned to the Higgs boson.

The four-vector parametrisation of the jets is in spherical coordinates with
three parameters r, θ and φ and a free floating energy Ef = dEm parametrised
with an additional parameter d. For the muon and the neutrino a cartesian
four-vector with a fixed mass m parametrisation is used. The covariance
matrices are assumed to be diagonal. The jet resolutions are parametrised
as a function of the reconstructed jet energy, while fixed resolutions are used
for the muon and neutrino momenta.

The improvement obtained using the kinematic fit with mass constraints
is checked by computing how many times both methods find the right pair
of b-jets coming from the two b-quarks of the Higgs boson decay. The invari-
ant mass distributions for all combinations (white) and wrong combinations
(grey), for the b-jet pair Higgs candidates found with the χ2 method and
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with the kinematic fit, are shown in Fig. A.1. A combination is considered
as wrong if only one or no one of the b-jets are matched with the b-quarks
from the Higgs decay. A jets is considered matched to a quark if the distance

in the η, φ metric (∆Rjet−par =
√

(ηjet − ηpar)2 + (φjet − φpar)2) is less than
0.5.
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Figure A.1: Invariant mass distributions for all combination (white) and
wrong (grey) combination, for the b-jet pair Higgs candidates found with χ2

method (left) and the kinematic fit method (right).

The pairing efficiency with kinematic fit is 35.5% to be compared to
30% using the χ2 method: this corresponds to an increase of 5.5%. The
mass constraint on the hadronically decaying W improves the probability
to correctly identify the b-jets coming from the top quark decay and hence
also the probability of correctly finding the b-jets originating from the Higgs
boson decay. It has to be noticed that no further constraints can be applied
to improve the measurement of the jets coming from the Higgs decay, since
the presence of a neutrino does not allow to use a constraint on the transverse
energy of the events.



Bibliography

[1] M. Gell-Mann, Phys. Lett. 8 (1964) 214

[2] C. N. Yang and R. L. Mills, Phys. Rev. 96 (1954) 191.

[3] S. Glashow, Nucl. Phs. 22 (1961) 579.

[4] S. Weinberg, Phys. Rev. Lett. 19 (1967) 1264.

[5] A. Salam, Elementary Particle Theory, Ed.N.Svartholm (1968)

[6] P.W. Higgs, Phys. Lett. 12 (1964) 132

[7] The Gargamelle Neutrino Collaboration, F.J. HAsert et al., Phys. Lett.
B46 (1973).

[8] The UA1 Collaboration, G. Arnison et al., Phys. Lett. B122 (1983).

[9] F. Mandl, G. Shaw, Quantum Field Theory, John Wiley & Sons (1984)

[10] N. Cabibbo, L. Maiani, G. Parisi, R. Petronzio, Nucl. Phys. B158 (1979)
295

[11] M. Lindner, Z. Phys. C31 (1986) 295

[12] M. Sher, Phys. Rep. 179 (1989) 273

[13] G. Altarelli, G. Isidori, Phys. Lett. B337 141

[14] W. Hollik, G. Duckeck, Electroweak Precision Tests at LEP (2000)
Springer Tracts in Modern

[15] F. M. Renard, Basics of Electron Positron Collisions (1981) Editions
Frontires, Gif sur Yvette

[16] M. Veltman, Acta Phys. Polon. B8 (1977) 475



140 BIBLIOGRAPHY

[17] H. Spiesberger, M. Spira and P. M. Zerwas, The standard model: Phys-
ical basis and scattering experiments, arXiv:hep-ph/0011255.

[18] E. Tournefier, Electroweak results from LEP and SLC and tests of the
standard model, arXiv:hep-ex/0105091.

[19] P. B. Renton, Precision electroweak tests of the standard model, Rept.
Prog. Phys. 65 (2002) 1271

[20] D. Schaile, proceedings of the XXVII’th ICHEP, Glashow, Scotland, July
1994

[21] E. Brubaker et al. [Tevatron Electroweak Working Group], Combina-
tion of CDF and D0 results on the mass of the top quark, arXiv:hep-
ex/0608032.

[22] R. Barate et al. [LEP Working Group for Higgs boson searches], Search
for the standard model Higgs boson at LEP, Phys. Lett. B 565 (2003)
61 [arXiv:hep-ex/0306033].

[23] LHC, The Large Hadron Collider Conceptual Design, CERN/AC/95-05
(1995).

[24] CMS collaboration CMS Physics CERN/LHCC 06-021 (2006)

[25] G. Davatz, M. Dittmar and A. S. Giolo-Nicollerat, Standard model Higgs
discovery potential of CMS in the H → WW → lνlν channel, CERN-
CMS-NOTE-2006-047

[26] S. Baffioni et al., Discovery potential for the SM Higgs boson in the
H → ZZ(∗) → e+e−e+e− decay channel, CERN-CMS-NOTE-2006-
115

[27] S. Abdullin et al. [CMS Collaboration], Search strategy for the stan-
dard model Higgs boson in the H → ZZ(∗) → 4µ decay channel using
M(4mu)-dependent cuts, CERN-CMS-NOTE-2006-122

[28] M. Pieri, S. Bhattacharya, I. Fisk, J. Letts, V. Litvin and J. G. Branson,
Inclusive search for the Higgs boson in the H → γγ channel, CERN-
CMS-NOTE-2006-112

[29] V. Drollinger, T. Muller and D. Denegri, Searching for Higgs bosons in
association with top quark pairs in the H → bb̄decay mode, arXiv:hep-
ph/0111312.



BIBLIOGRAPHY 141

[30] J. Cammin, M. Schumacher, The ATLAS discovery potential for the
channel tt̄H, H → bb̄, ALT-PHYS-2003-024

[31] D. Benedetti et al., Search for H → bb̄ in association with a tt̄ pair at
CMS, CERN-CMS-NOTE-2006-119

[32] CMS collaboration: Technical Proposal, CERN/LHCC 94-38
LHCC/P1 (1994)

[33] M. Lamont, Estimates of Annual Proton Doses in the LHC, LHC Project
Note 375

[34] R. Bailey and P. Collier, Overall Strategy for Early Luminosity Op-
eration with Protons CERN EDMS Document LHC-OP-BCP-0001
(2004)

[35] CMS collaboration The Magnet Project TDR CERN/LHCC 97-10
(1997)

[36] CMS collaboration The Tracker Project, TDR CERN/LHCC 98-06
(1998)

[37] L. Borrello, A. Messineo, E. Focardi and A. Macchiolo, Sensor design
for the CMS Silicon Strip Tracker, CERN-CMS-NOTE-2003-20

[38] CMS collaboration Detector Perfomance and Software TDR
CERN/LHCC 06-001 (2006)

[39] CMS collaboration The Electromagnetic Calorimeter TDR
CERN/LHCC 97-33 (1997)

[40] CMS collaboration The Hadron Calorimeter TDR CERN/LHCC 97-31
(1997)

[41] CMS collaboration The Muon Project TDR CERN/LHCC 97-32 (1997)

[42] CMS collaboration The Level-1 Trigger, TDR CERN/LHCC 00-38
(2000)

[43] CMS collaboration Data Acquisition & High-Level Trigger, TDR
CERN/LHCC 02-26 (2002)

[44] E. James, Y. Maravin, M. Mulders, N. Neumeister Muon identification
in CMS, CERN-CMS-NOTE-2006-010



142 BIBLIOGRAPHY

[45] S. Baffioni et al. Electron reconstruction in CMS CERN-CMS-NOTE-
2006-040
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