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Abstract

A search for the Standard Model Higgs boson produced in association with a W or Z

boson and decaying to bottom quarks is presented. A sample of approximately 24 fb−1 of

data recorded by the CMS experiment at the Large Hadron Collider, operating at center-

of-mass energies of 7 TeV and 8 TeV in 2011 and 2012, respectively, is used to search

for events consistent with the signature of two b jets recoiling with high momentum

from a W(`ν), W(τν), Z(``), or Z(νν) decay, where ` refers to either an electron or

a muon. One-prong hadronic decays of the tau particle are selected for in the case

of W(τν). Observed signal significance and 95% confidence level upper limits on the

production cross section times H → bb̄ branching fraction, relative to the Standard

Model prediction, are presented for the 110-135 GeV Higgs mass range.
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Chapter 1

Introduction

The Standard Model is a theoretical framework that describes all known fundamental

particles and their interactions through the electromagnetic, weak, and strong forces.

This framework has been remarkably successful over the last century in making predic-

tions, both qualitative and quantitative in nature, that have been verified experimentally.

Such predictions have led to a number of important discoveries in physics over the years,

including the discovery of the W and Z bosons at the Super Proton Synchrotron (SPS) in

1983 [16–19] and the discovery of the top quark at the Tevatron in 1995 [20, 21]. Except

for the surprise observation of neutrino oscillations [22], the Standard Model has never

failed a single experimental test.

The most recently discovered fundamental particle is the Higgs boson, observed at

the Large Hadron Collider (LHC) in 2012 [23, 24]. Its discovery followed hints for the

particle’s existence at the LHC in late 2011 [25, 26] and shortly after similar evidence was

found at the Tevatron [27, 28]. This observation was made using just a small fraction

of over 500,000 proton-proton collisions in which a Standard Model Higgs boson was

produced – many signal events are not analyzed due to being very similar to background

processes. The existence of the Higgs boson is necessary to account for the unification

of the electromagnetic and weak forces at the very high energy densities of the early

universe while preserving local gauge invariance for the interactions (see Section 1.1).

The observation of the Higgs boson at a mass of roughly 125 GeV, along with several

1
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follow-up measurements to pin down the properties of the particle [29–39], has essentially

“completed” the Standard Model, as we now have what we believe to be a theoretically-

consistent description of the electromagnetic, weak, and strong interactions that has

been verified experimentally.

Despite this achievement, there are still remaining questions within Higgs sector

physics. Of principal interest is to ascertain whether or not the Higgs boson couples

to bottom quarks, as this has not yet been firmly established. Even if such decays of

the Higgs boson occur, any discrepancies in the branching fractions of the Higgs boson

decaying to these particles is a possible sign of the existence of new physical processes

beyond those explained by the Standard Model, if not attributed to discrepancies in

theoretical predictions. At the very least, as the total mass width of the Higgs boson

resonance is dominated by the contribution from decays to bottom quarks, constraining

this decay rate would further constrain all other branching fractions – an important

contribution in its own right.

Described in this dissertation is a search for the Standard Model Higgs boson decaying

into bottom quarks (more specifically a bb̄ pair) and produced in association with a

leptonically-decaying vector boson (either W or Z) at the CMS detector, one of the two

general-purpose detectors associated with the LHC. This search, also referred to as the

VH(bb̄) search, was included in the CMS Higgs boson discovery paper [24] and has also

led to two dedicated publications [40, 41] and more recently a publication that shows

evidence for the Standard Model Higgs boson decaying to fermions [42], combining the

most recent CMS VH(bb̄) analysis results with those of the CMS H→ τ+τ− analysis [43].

The results presented here reflect the use of the complete LHC proton-proton collision

dataset collected in 2011 at
√
s = 7 TeV and 2012 at

√
s = 8 TeV. However, the analysis

methodology discussed in this work describes only the most recent round of the analysis

using strictly the 2012 dataset.

We begin in this chapter by discussing the theoretical motivation for the VH(bb̄) search

as well as a general overview of the Standard Model of particle physics. In Section 1.1

the Standard Model is described in detail, including its limitations in describing cer-
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tain phenomena observed in the universe. This is followed by a discussion of the Higgs

mechanism, which explains how the electromagnetic and weak forces split apart as well

as how the W and Z bosons acquired mass as the expanding early universe cooled, in

Section 1.2. Finally, in Section 1.3, we give an overview of the CMS VH(bb̄) analysis

methodology, discussing the organization of this dissertation in the process.

1.1 Standard Model

The Standard Model of particle physics, as discussed above, was constructed to ex-

plain the electromagnetic, weak, and strong interactions between all known fundamental

particles. This theoretical model makes use of the mathematical framework of relativis-

tic quantum field theory (QFT), which represents particles as excitations of relativistic

quantum fields. While the construction of the Standard Model was a process that began

formally in the early 1960’s, the Standard Model represents over a century of attained

knowledge about the constituents of the universe and their interactions, beginning with

J. J. Thomson’s discovery of the electron in 1898 [44]. Of the four fundamental forces

known today, only the gravitational force is not incorporated into the Standard Model.

We briefly discuss this and other shortcomings of the Standard Model at the end of this

section.

The fundamental particles of the Standard Model (SM) that exist in the present-

day universe are summarized in Figure 1.1. This includes both stable matter (such

as electrons) and particles that only exist briefly after high-energy particle collisions

(such as Higgs bosons). The fundamental constituents of the universe can be broken up

into two broad categories: “fermions” that have half-integer spin (in particular, spin-1
2)

and “bosons” that have integer spin. Fermions include both “leptons” and “quarks” –

collectively these massive particles account for all visible matter in the universe. Leptons

include the electrically-charged electron (e) and its heavier counterparts, the muon (µ)

and the tau particle (τ), as well as their corresponding electrically-neutral analogues, the

neutrinos (νe, νµ, and ντ ). The original formulation of the Standard Model identified

neutrinos as massless particles, but attempts have been made to extend the SM in order
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to allow for massive neutrinos [45], as is necessary given the observation of neutrino

oscillations. The current upper bounds on the masses are listed in Figure 1.1. Quarks, of

which hadrons such as protons and neutrons are composed, come in six different “flavors”

or varieties: up (u), down (d), strange (s), charm (c), bottom (b), and top (t). Bosons

are force-mediating particles and include the photon (γ), the W boson (W), the Z boson

(Z), and the gluon (g) – of these particles, only the W boson is electrically charged, and

all have spin-1. The electromagnetic force is carried by the massless photon, the weak

force by the massive W and Z bosons, and the strong force by the massless gluon. It has

been suggested that the gravitational force is mediated by a hypothetical spin-2 particle

called the graviton, but as quantum gravity has not yet been satisfactorally unified with

the other forces, the graviton is not included in the Standard Model. The last particle of

the SM is the Higgs boson (H), a massive spin-0 particle that is the quantum of a field

involved in electroweak symmetry breaking (see below).

While the fundamental particle spectrum described above and presented in Figure 1.1

holds for the present-day universe, in the very early universe (within the first 10−12 s after

the Big Bang) when temperatures exceeded 1015 K, the picture was slightly different.

In this epoch, all particles were massless and the electromagnetic and weak forces we

observe today were unified into one “electroweak” force. Aside from mass, the properties

of the fundamental particles were very similar to those we observe today (with possible

differences due only to new physical processes beyond the SM). However, the symmetries

observed by nature were different. We explain this below in the context of quantized

gauge theories.

A quantized gauge theory is a type of quantum field theory in which the Lagrangian

is invariant under a continuous group of local transformations [46], with the additional

consequence that the interaction described by the theory is mediated by a massless vector

boson. The local transformations, called gauge transformations, reflect the redundancy

in the description of a physical system in terms of the Lagrangian, from which all particle

dynamics can be determined. An example is quantum electrodynamics (QED) [47–51],

a quantized abelian gauge theory describing electromagnetism in which the massless
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Figure 1.1: List of all fundamental particles that can be found in the present-day universe
[1]. The particles are sectioned off by which forces they are affected by: neutrinos feel
only the weak force, electrically-charged leptons feel both the electromagnetic and weak
forces, and quarks feel all three (electromagnetic, weak, and strong forces). The massive
Higgs boson (H) is a product of electroweak symmetry breaking and is explained in more
detail in Sections 1.2 and 1.3.
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photon carries the electromagnetic force. Representing the fundamental interactions of

the universe in terms of quantized gauge theories has many advantages, as requiring a

theory to be invariant under local gauge transformations greatly constrains the form of

the theory, elucidates subtle symmetries of the system, and predicts the existence of

additional particles necessary to ensure gauge invariance of the system.

The most impressive feature of local gauge invariance is its remarkable success in help-

ing build a consistent formulation of the Standard Model with much predictive power.

In addition to being incorporated into QED as described above with a U(1) gauge group

describing the underlying symmetry, it was successfully integrated into a theory of the

strong interaction, quantum chromodynamics (QCD) [52–54]. This formulation makes

use of Yang-Mills theory [55] to describe the strong interaction in terms of a non-abelian

gauge theory. QCD was developed after deep inelastic scattering (DIS) experiments [56]

involving scattering electrons off of protons revealed a substructure of the proton con-

sistent with the earlier proposed quark model [57, 58], which was developed to explain

the experimentally observed spectrum of hadrons. The charge of QCD is referred to as

“color” (either red, green, or blue) and reflects an internal symmetry with a SU(3) gauge

group. The strong force is mediated by the massless gluon, which is itself color-charged,

and requires the confinement of quarks into hadrons. Together, the independent sym-

metries offered by QED and QCD describe a complete picture of the gauge symmetries

held in the present-day universe, with

SU(3)C ×U(1)EM (1.1)

representing the total symmetry group. Here, “C” refers to the “color interaction” or

strong interaction described by QCD and “EM” refers to the electromagnetic interaction

described by QED. Notably, the weak interaction is not included in this gauge group.

Even before QCD fully matured as a gauge theory describing the strong interaction,

progress had already begun in preserving local gauge invariance in the weak sector with

implications for symmetries in the early universe, as is discussed below.

Efforts to reformulate the weak interaction as a gauge theory, as for QED and QCD, is

problematic as the W and Z bosons that mediate the force are massive. This was expected
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even before the mass of the W and Z bosons were measured at collider experiments due to

the short-range nature of the weak interaction as observed from radioactive nuclear decay.

In order to introduce gauge invariance in the weak sector and allow for massive force

carriers one had to invoke the Higgs mechanism [59–61], a form of spontaneous symmetry

breaking that produces massive particles (instead of massless Goldstone bosons) due to

the coupling of a complex-valued scalar field doublet called the “Higgs field” to the

gauge fields of a symmetry group. The Higgs mechanism is described in more detail in

Section 1.2. This mechanism allowed for the construction of a gauge theory describing

the electroweak force, a unification of the electromagnetic and weak forces that existed

in the early universe, with a corresponding gauge group of SU(2) × U(1) [62–64]. Thus

we have

SU(3)C × SU(2)L ×U(1)Y (1.2)

as the total symmetry group of the “unbroken” Standard Model Lagrangian, which we

often refer to as the Standard Model. Here, “L” and “Y” refer to weak isospin and weak

hypercharge, which are the charges of the SU(2) and U(1) components of the electroweak

gauge group, respectively.

Weak isospin and weak hypercharge are no longer explicitly conserved by the vacuum

after electroweak symmetry breaking, as interactions with the Higgs condensate (formed

upon the Higgs field obtaining a non-zero vacuum expectation value) lead to the fermions

not having well-defined weak isospin or weak hypercharge. However, the quantities are

still conserved in particle interactions and are used to describe the weak interaction after

electroweak symmetry breaking. Note that this interaction of the Higgs condensate with

the fermions is also responsible for giving fermions mass while the W and Z bosons

acquire their mass directly from the Higgs mechanism. We often say that the SU(3)C ×

SU(2)L ×U(1)Y symmetry group of the Standard Model was “broken” down to a lower

symmetry group of SU(3)C×U(1)EM by electroweak symmetry breaking as the universe

cooled. However, a better term may be “hidden” as the symmetries are still obeyed by

the Lagrangian, yet no longer explicitly observed by the ground state of the vacuum in

which the Higgs field has a non-zero vacuum expectation value.
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We end this section with a discussion on some of the shortcomings of the Standard

Model. While the SM is very good at describing three of the four principal interactions

that we observe today, it is unable to account for the gravitational force in the sense

that it cannot describe interactions at the Planck scale (roughly 1.22 × 1019 GeV), at

which point the quantum effects of gravity are too strong to ignore. String theory [65]

attempts to explain these effects though it is unable to be tested by current experiments

due to the energy scale being inaccessible by several orders of magnitude. The SM also

does not address the hierarchy problem, the large discrepancy in strength of the differ-

ent forces with the gravitational force being much weaker than the others, leading to

a discrepancy in the cosmological constant of the universe with respect to expectations

[66, 67]. Also left unexplained is the naturalness problem: there should be extremely

large quantum corrections to the Higgs boson mass unless there are cancellations from

e.g. supersymmetry (SUSY) [68] or the presence of extra dimensions [69, 70]. Addition-

ally, the Standard Model does not account for the merging of the strong force with the

electroweak force, which may have occurred in the early universe (until roughly 10−36 s

after the Big Bang). Grand unified theories (GUT’s) [71, 72] attempt to explain this

feature of the early universe. Dark matter is still left unexplained at present [73], as is

dark energy [74, 75], which account for roughly 27% and 68% of the energy density of

the universe, respectively [76]. Finally, the matter-antimatter asymmetry in the universe

[77], neutrinos being massive [22, 45], and the existence of exactly three generations of

fermions [78] are all open questions that require physics beyond the Standard Model to

explain.

1.2 Higgs Mechanism

We give a simplified introduction to the Higgs mechanism that is responsible for elec-

troweak symmetry breaking in the Standard Model – for a more comprehensive dis-

cussion, please refer to [79, 80]. As discussed in Section 1.1, the Higgs mechanism is

introduced in the SM in order to reformulate the weak interaction as a gauge theory,

in the process unifying the electromagnetic and weak forces into one electroweak force.
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These forces separate as the universe cools and the Higgs field acquires a vacuum expec-

tation value, with the W and Z bosons gaining mass as electroweak gauge symmetry is

broken. The properties of the vacuum state dictate the physics, as is seen below.

We begin by presuming the existence of a new two-component complex scalar field,

the Higgs field. The Higgs field φ̂ is a SU(2) doublet

φ̂ =

 φ̂+

φ̂0

 (1.3)

with four degrees of freedom in total (the real and imaginary parts of each component

of the doublet). The effective Higgs potential, illustrated in Figure 1.2, is given by

V (φ̂) =
λ

4
(φ̂†φ̂)2 − µ2φ̂†φ̂ (1.4)

with λ, µ2 > 0. We assume the following vacuum expectation value for the Higgs field

(in unitary gauge):

〈0| φ̂ |0〉 =

 0

v/
√

2

 . (1.5)

Here, v/
√

2 is the tree-level Higgs vacuum value. We then parameterize fluctuations

about this value as

φ̂ =

 0

1√
2
(v + Ĥ)

 (1.6)

where Ĥ is the physical Higgs field with 〈0| Ĥ |0〉 = 0. In QFT, particles are expressed as

excitations from a ground state, which is the vacuum. Accordingly, the expansion of the

Higgs field as done in Equation 1.6 yields a simple interpretation in terms of emergent

particles. This is easily seen in Figure 1.2, where the blue ball represents the value of

V (φ̂) (with an additional factor of i) as the universe cools. In the broken phase, V (φ̂)

is at a local minimum. In this picture, using the parametrization of Equation 1.6, Ĥ

represents a massive particle oscillating “radially” while the “angular mode” represents

what would normally be a massless Goldstone boson. This mode and the other two

degrees of freedom (from the first component of the Higgs field) will instead be used to

give the W and Z bosons mass due to the Higgs field φ̂ being coupled to gauge fields.
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Figure 1.2: Effective potential of the Higgs field [2]. For illustration purposes, only one
component of the SU(2) doublet is shown (real and imaginary parts). The blue ball
represents the evolution of the ground state as the universe cools and the Higgs field
acquires a vacuum expectation value.

Now we construct a gauge theory with massless gauge fields that respects a SU(2)×U(1)

local gauge symmetry. Three massless gauge fields Ŵ µ are associated with the SU(2)

gauge group and one massless gauge field B̂µ is associated with the U(1) gauge group.

The Lagrangian for the sector consisting of the gauge fields and the Higgs fields is

L̂GΦ = (D̂µφ̂)†(D̂µφ̂)− λ

4
(φ̂†φ̂)2 + µ2φ̂†φ̂− 1

4
F̂µν · F̂ µν − 1

4
ĜµνĜ

µν (1.7)

where F̂µν is the SU(2) field strength tensor for the gauge fields Ŵ µ, Ĝµν is the U(1)

field strength tensor for the gauge field B̂µ, and the covariant derivative D̂µφ̂ is given by

D̂µφ̂ = (∂µ + igτ · Ŵ µ/2 + ig′B̂µ/2)φ̂ (1.8)

where g and g′ are the coupling strengths of the interactions represented by the SU(2)

and U(1) local gauge symmetries, respectively, and τ are the Pauli matrices. After

symmetry breaking, i.e. once the Higgs field has shifted to the ground state represented
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by Equation 1.6, the quadratic parts of Equation 1.7 can be written in unitary gauge as

L̂broken
GΦ =

1

2
∂µĤ∂

µĤ − µ2Ĥ2

− 1

4
(∂µŴ1ν − ∂νŴ1µ)(∂µŴ ν

1 − ∂νŴ
µ
1 ) +

1

8
g2v2Ŵ1µŴ

µ
1

− 1

4
(∂µŴ2ν − ∂νŴ2µ)(∂µŴ ν

2 − ∂νŴ
µ
2 ) +

1

8
g2v2Ŵ2µŴ

µ
2

− 1

4
(∂µẐν − ∂νẐµ)(∂µẐν − ∂νẐµ) +

v2

8
(g2 + g′

2
)ẐµẐ

µ

− 1

4
F̂µνF̂

µν

(1.9)

where

Ẑµ = cos θWŴ
µ
3 − sin θWB̂

µ (1.10)

Âµ = sin θWŴ
µ
3 + cos θWB̂

µ (1.11)

and

F̂µν = ∂µÂν − ∂νÂµ (1.12)

with

cos θW = g/(g2 + g′
2
)1/2 sin θW = g′/(g2 + g′

2
)1/2. (1.13)

It is relatively straightforward to interpret the broken phase Lagrangian in the case of

electroweak symmetry breaking, as we discuss below.

We now associate the SU(2) and U(1) gauge groups discussed above to the symmetry

group of the electroweak interaction in the unbroken phase, SU(2)L × U(1)Y. With this

in mind, we can interpret Equation 1.9 line-by-line. The first line tells us that the mass

of the Higgs boson, the quantum of the physical Higgs field Ĥ, is

mH =
√

2µ =
√

2λv. (1.14)

The second and third lines show that the charged W bosons, represented by Wµ
1 and

Wµ
2 , have a mass

MW = gv/2 (1.15)

where g is now interpreted as the coupling strength of the charged weak current. The

fourth line gives the mass of the Z boson, represented by Zµ, as

MZ = MW/ cos θW (1.16)
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and the fifth line shows that the Aµ field describes a massless particle, which we identify

with the photon. Thus, by coupling to gauge fields, the four degrees of the Higgs field φ̂

turn into masses for the three weak vector bosons (two W bosons and one Z boson) and

one new particle, the Higgs boson, after spontaneous symmetry breaking.

The observation of the Higgs boson discussed at the beginning of the chapter validates

the Higgs mechanism as the source of electroweak symmetry breaking and as the mech-

anism responsible for the heavy vector bosons associated with the weak force acquiring

mass. This last ingredient of the Standard Model has been sought for over four decades

in collider experiments, beginning with the Large Electron-Positron (LEP) collider [81],

continuing at the Tevatron [27, 28], and at last ending with the discovery at the LHC

primarily using the bosonic decay modes of the Higgs boson [23, 24]. In the next section

we discuss an overview of the search at the CMS detector for H→ bb̄ decays, one of the

least experimentally constrained decays of the Higgs boson.

1.3 VH(bb̄) Analysis Strategy

The backbone of the Standard Model is the manner in which the weak gauge bosons

become massive while the photon remains massless. It is widely believed that the most

simple and elegant way for this to occur is through the Higgs mechanism described

in Section 1.2. However, as we have seen, this mechanism predicts the production of

an additional massive spin-0 particle, the Higgs boson, which must be experimentally

observed. The discovery of the SM Higgs boson discussed at the beginning of this chapter

was a monumental achievement for the Standard Model, but we must be sure that the

Higgs boson decays to all possible final states predicted in the Standard Model with the

appropriate branching fractions before we can claim that “the SM Higgs boson” has been

found with certainty. We outline our procedure for searching for H → bb̄ decays, as of

yet unobserved at any collider experiment, at the CMS detector below.

The principal production mechanisms for Higgs bosons at the LHC are shown in

Figure 1.3. In addition, we show the cross sections associated with each production

mechanism in Figure 1.4. The total production cross section for 125 GeV Higgs bosons at
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the LHC with
√
s = 8 TeV is 22 pb. While the gluon-gluon fusion production mechanism

yields the highest cross section of any Higgs boson production process (roughly 19 pb

for 125 GeV Higgs bosons), it has the unfortunate feature that there are no additional

“tags” or easily identified particles in the signal event. This translates to very high

levels of background in the event, especially from QCD processes with two or more jets

(collectively termed “QCD multi-jet” processes). With the signal-to-background ratio

too low from the overwhelming QCD multi-jet background, we instead choose in the VH

production mechanism [82], also called “Higgs-strahlung” in analogy to Bremsstrahlung

photon radiation from a decelerating charged particle, where “V” refers to either a W or

Z boson. This production mechanism has a higher signal-to-background ratio than the

other signal production processes, such as vector boson fusion (VBF) and tt̄H production,

and benefits from other advantages as well. First, by requiring leptonic decays of the W

or Z boson produced in association with the Higgs boson, we can use simple and highly

efficient triggers to retain signal events. Additionally, the W/Z boson and the Higgs

boson are expected to be well-separated (“back-to-back”) and found in the central part

of the detector, so the acceptance rate should be relatively high. Finally, QCD multi-jet

background levels should be low due to the additional leptonic activity in the event, or

the presence of high missing transverse energy in the detector (see Section 3.4.5).

With these considerations in mind, in searching for H → bb̄ decays, the best sensi-

tivity can be obtained at the LHC in the VH(bb̄) mode. We note that despite the lower

cross section of the VH production process (roughly 1 pb for 125 GeV Higgs bosons), the

analysis still benefits from the high branching fraction of the H → bb̄ decay as seen in

Figure 1.4 (at
√
s = 8 TeV, this is roughly 57% for a 125 GeV Higgs boson). We look for

VH(bb̄) events using a variety of different search channels, requiring only leptonic decays

of the W or Z boson: Z(ee)H, Z(µµ)H, Z(νν)H, W(eν)H, W(µν)H, and W(τν)H (with H

decaying to a bb̄ pair in all cases). Occasionally we refer to Z(``)H or W(`ν)H to group

together the electron and muon modes (the tau lepton is not included here). In the case

of W(τν)H, we require one-prong hadronic decays of the tau lepton (see Section 3.4.3).

The clean signal topology suggests a simple strategy for selecting signal events. We
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Figure 1.3: The various Higgs boson production mechanisms at the LHC [3]. Shown
processes include gluon-gluon fusion (top left), vector boson fusion (top right), tt̄H pro-
duction (bottom left), and VH production (bottom right).
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√
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“low mass Higgs search”).
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use single or double lepton triggers to retain signal-like events for further analysis (with

triggers making use of the missing transverse energy of the event, with possible addi-

tional jet activity, to tag Z(νν)H events – see Section 4.3). We then look for a di-jet

candidate associated with the H→ bb̄ decay with both jets consistent with b quark pro-

duction (referred to as “b-tagging”), as well as a vector boson candidate built from the

leptonic activity and/or missing transverse energy in the event. These are required to be

back-to-back in the detector, consistent with the signal topology described above. The

final requirement we add to this baseline selection is that the Higgs boson candidate is

“boosted” – i.e. it has considerable transverse momentum (pT) [82]. This requirement,

which translates to significant pT cuts on all physics objects in the event, greatly reduces

background levels from a variety of different processes (such as the W+jets and Z+jets

background) and improves the di-jet mass resolution. This increases the sensitivity of

the analysis significantly.

This dissertation discusses the latest version of the VH(bb̄) analysis carried out at

CMS using the complete LHC dataset [41]. In this chapter, we have presented the

theoretical motivation and analysis strategy for the search. In Chapter 2, we discuss

the LHC accelerator and the CMS detector, giving a brief overview of each. Chapter 3

details the reconstruction of physics objects at CMS, which represent particle hypotheses

using raw data collected by the detector. In Chapter 4, we discuss the datasets and

simulation samples used in the analysis along with the triggers used to keep events in

data for further analysis. Chapter 5 summarizes the selection cuts used to define the

signal region in the VH(bb̄) analysis. Chapter 6 highlights our use of a dedicated b-

jet energy regression that is used to correct the energy of the Higgs boson candidate

jets and consequently improve the di-jet mass resolution. In Chapter 7, we discuss the

various background control samples used in the analysis, which are used to isolate and

better understand the various background processes that contribute in the signal region.

Chapter 8 details our methodology for separating out and extracting hypothesized signal

events from background within the signal region, also going into detail on the various

cross-check analyses used to validate the VH(bb̄) search methodology. In Chapter 9, we
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present the results of the signal extraction, including the cross-check results, and finally,

in Chapter 10, we summarize the conclusions of the CMS VH(bb̄) search.



Chapter 2

Experiment Overview

In order to recreate the conditions necessary to produce on-shell Higgs bosons, which

were created in abundance in the early universe, we must make use of some of the most

advanced technology available. This is necessary to accelerate particles to the energy

required to produce Higgs bosons within the mass range of interest, as well as to have

collisions occur often enough (i.e. at high enough instantaneous luminosity) in order

to detect a statistically significant sample of Higgs bosons decaying to other known

particles. The Large Hadron Collider (LHC) [83], a proton-proton collider based near

Geneva, Switzerland and operating since 2009, was built with these considerations in

mind. This machine is capable of accelerating individual protons to energies of up to

4 TeV (and eventually 7 TeV, the design energy) with instantaneous luminosity of up

to 7 × 1033 cm−2 s−1 (with a design instantaneous luminosity of 1034 cm−2 s−1). Such

design parameters were used in order to enable the detection of the SM Higgs boson in

the full mass range of interest within the lifetime of the experiment.

The proton-proton collisions must occur inside of an active detector in order for

the decay products of the SM Higgs boson, or other hypothetical short-lived particles

associated with previously unidentified physics processes, to be observed. The decay

products, obtaining momentum transverse to the beam-line from the hard interaction

of partons within the two colliding protons, are detected by interacting with the active

detector elements that surround the interaction point. These interactions create digitized

17
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signals from the detector electronics that propagate to nearby computing mainframes

that determine whether or not to keep the proton-proton collision event. If the event is

kept, the raw information associated with the collision event is shipped to a computing

cluster to be fully reconstructed into a collection of hypothesized particles (referred to

as “physics objects” – these are described in Chapter 3), either immediately or at a

later point in time. The fully reconstructed events are then analyzed by physicists, who

attempt to search for new particles or characterize previously discovered particles using

this collected data.

There are four principal particle detectors at the LHC: ALICE, LHCb, ATLAS,

and CMS. The first two are experiments dedicated to exploring a narrow set of physics

processes, in particular, ALICE (A Large Ion Collider Experiment) [84] principally seeks

to better understand properties of strongly interacting matter at extreme energy densities

using collision of lead ions, while LHCb (Large Hadron Collider beauty) [85] focuses on

using proton-proton collisions to study flavor physics, one important aspect of which

is to better understand the matter-antimatter asymmetry in the early universe via CP-

violation in the bottom quark sector. The last two experiments, ATLAS (A Toroidal LHC

ApparatuS) [86] and CMS (Compact Muon Solenoid) [8], are general-purpose detectors

that were built primarily to search for the SM Higgs boson, but also to be flexible

enough to explore a wider range of open questions in modern physics, many of which are

discussed briefly in Chapter 1. The primary physics agenda of these two general-purpose

experiments makes use of proton-proton collisions, though both collaborations analyze

collisions of lead ions occurring within the respective detectors in order to aid ALICE

in the quest to better understand the physics of highly dense and strongly interacting

matter.

In this chapter, we discuss in detail the experimental setup used to collect the data

analyzed within the CMS VH(bb̄) search. We begin by discussing the Large Hadron

Collider in Section 2.1. The various sub-detectors of the CMS experiment are explained

in Section 2.2, starting from the innermost component and moving outward, ending with

a discussion of the setup used to trigger on proton-proton collision events of interest.
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Figure 2.1: Total integrated luminosity delivered by the LHC and recorded at CMS in
both 2011 (left) and 2012 (right) as a function of time [5].

2.1 Large Hadron Collider

The Large Hadron Collider is a two-ring superconducting synchrotron, built by the

European Organization for Nuclear Research (CERN) near Geneva, Switzerland, capable

of colliding either protons or lead ions. The machine, 27 km in circumference, lies in a

tunnel about 100 m below the surface on both sides of the French-Swiss border. This

tunnel, dug between 1983 and 1988, was originally used for the LEP collider that operated

between 1989 and 2000. The LHC was first conceptualized in 1984 with construction

beginning roughly a decade later. The construction of the collider and its associated

detectors finished in 2008, with successful collisions of protons recorded for the first time

in 2009. Due to a magnet quench during test runs in 2008, the machine has operated

so far at energies lower than the design energy (
√
s = 14 TeV, or 7 TeV per proton) for

proton-proton collisions. In the major data-taking runs of 2011 and 2012, roughly 5 fb−1

of data was taken at
√
s = 7 TeV and roughly 20 fb−1 at

√
s = 8 TeV, respectively. The

integrated luminosity recorded by CMS is shown in Figure 2.1 as a function of time for

both 2011 and 2012. The LHC will operate much closer to design energy beginning in

the data-taking runs of 2015.

In comparison to LEP [87–90], an electron-positron collider, and the Tevatron [91–

93], a proton-antiproton collider located at Fermilab in Batavia, Illinois, the LHC was
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chosen to collide beams of protons to search for the Higgs boson, the chief physics

goal of the machine. As the power emitted (and thus lost) from a particle moving

in a magnetic field due to synchrotron radiation is proportional to 1/m4, it is much

easier to accelerate protons and antiprotons to high energies than it is for electrons or

positrons. Proton-proton collisions are picked over proton-antiproton collisions largely

because the high instantaneous luminosity desired at the LHC is very difficult to achieve

with the latter setup, which is due to antiprotons being difficult to accumulate and store.

Additionally, note that gluon-gluon fusion is the dominant partonic process at the center-

of-mass energy of the LHC, independent of the use of either protons or antiprotons. As

gluon-gluon fusion is a principal production mechanism for Higgs bosons, and because

antiprotons are more difficult to produce at high instantaneous luminosities as discussed,

the use of strictly proton beams at the LHC is a natural choice. The drawback of

colliding hadrons is the high frequency of events from QCD multi-jet processes, and

contamination from hadronic processes in the underlying event of the collision. These

issues pose difficult challenges regarding event triggering and reconstruction for the LHC

detectors.

Protons are grouped into bunches of roughly 1.5×1011 within each of the two beams,

which travel in opposite directions around the collider. The proton bunches undergo a

series of acceleration steps before being injected into the main ring of the LHC, as

shown in Figure 2.2. The protons are first accelerated in the linear accelerator (LINAC)

and injected into the Proton Synchrotron Booster (PSB), also referred to simply as the

Booster, to obtain kinetic energies of roughly 1.4 GeV. The protons are then injected

into the Proton Synchrotron (PS) to be arranged into bunches spaced by either 25 ns or

50 ns in flight time, reaching energies of roughly 25 GeV. Next the protons are injected

into the Super Proton Synchrotron (SPS) where energies of roughly 450 GeV are achieved

for each proton. Finally, the proton bunches are injected into the LHC beam pipe. Once

the LHC beam contains the desired number of bunches, the proton bunches are brought

to maximal energy via accelerating radio-frequency cavities. The two beams are forced

to collide within only four sections around the ring so that proton-proton collisions may
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occur in the center of one of the four detectors discussed above: ALICE, LHCb, ATLAS,

and CMS. The organization of these experiments around the LHC ring is illustrated in

Figure 2.3.

The LHC steers the proton beams using a series of 1,232 dipole magnets, which can

produce magnetic fields upward of 8 T. For the lower energy runs in 2012 (
√
s = 8 TeV),

the magnets were operating at roughly 5.5 T. An additional 392 quadrupole magnets

are used to keep the proton beams as focused as possible in order to reduce proton-

proton interactions within the same beam and to keep the beam from interacting with

the beam pipe. Just prior to collision, yet another type of magnet is used to “squeeze”

the protons closer together in order to maximize the instantaneous luminosity of the

machine. The large magnetic fields necessary to steer and squeeze the beams in the

LHC beam pipe require the use of superconducting electromagnets made of copper-clad

niobium-titanium cables, operating at currents of up to 12 kA. These electromagnets

must be cooled down to temperatures of roughly 1.9 K using liquid helium in order to

achieve superconductivity.

While proton-proton collisions are the main focus of the physics program at the

LHC, roughly one month a year is dedicated to the analysis of lead ion collisions in order

to study properties of quark-gluon plasma (QGP) [94–96], an extremely hot and dense

phase of quantum chromodynamics that is hypothesized to have existed in the first few

milliseconds after the Big Bang. In this effort, lead ion collisions are studied at ALICE

as well as both ATLAS and CMS. At design conditions, the lead ion beams attain an

energy of 2.76 TeV per nucleon and an instantaneous luminosity of up to 1027 cm−2 s−1.

2.2 Compact Muon Solenoid

The Compact Muon Solenoid is one of two general-purpose detectors at the Large Hadron

Collider. Along with the ATLAS detector, CMS was built primarily to search for the

Standard Model Higgs boson in the full mass range allowed by theoretical predictions

(up to roughly 1 TeV) by using proton-proton collisions. As a general-purpose experi-

ment, the CMS detector is also well-suited to search for other signatures of new physics
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Figure 2.2: The LHC accelerator complex [6]. Individual protons are accelerated up to
energies of 7 TeV (LHC design energy) in the largest tunnel.

Figure 2.3: The organization of the various detectors with respect to the LHC interaction
points [7]. Only four octants are used for experiments at present, with the others used
for beam-cleaning or dumping of the beam.
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discussed in Chapter 1, including supersymmetry, dark matter, large extra dimensions,

black holes, and leptoquarks, as well as to further constrain the properties of the pre-

viously discovered Standard Model particles. The powerful tracking sub-detectors and

muon system of CMS make this an especially successful enterprise, with the former en-

abling robust particle identification via the CMS Particle Flow algorithm (see Section

3.3) and the latter (after which the CMS detector is named) providing precise charac-

terization of some of the cleanest final states associated with both new physics signals

and SM processes – those containing muons of moderate to high pT.

We describe the CMS detector, illustrated in Figure 2.4, one sub-detector at a time,

starting with the sub-detector located closest to the beam line and moving outward.

Thus, we begin with the silicon tracker in Section 2.2.1. Next the electromagnetic and

hadronic calorimeters are described in Sections 2.2.2 and 2.2.3, respectively. The solenoid

magnet that generates the magnetic field in CMS, necessary for the tracker and muon

system particle pT measurements, is discussed in Section 2.2.4. The outermost sub-

detector, the muon system, is described in Section 2.2.5. Finally, in Section 2.2.6 we

discuss the trigger system (both hardware and software) that is used at CMS to keep

interesting proton-proton collision events for further analysis.

As the CMS detector is an exceptionally complex piece of hardware, the discussion

in this section is limited, and one should refer to [8, 9] for more detail. The coordinate

system used at CMS, and in the following discussion, is as follows: the x-axis points

radially inward toward the LHC center, the y-axis points upward away from the center

of the Earth, and the z-axis points along the clockwise beam direction, looking from

above. The origin is set at the very center of the detector, on the beam line. Translating

to cylindrical coordinates, the radial distance r is measured from the center of the beam

line, the azimuthal angle φ is measured in the x− y plane from the x-axis, and the polar

angle θ is measured from the z-axis. Instead of θ, physicists at collider experiments

typically use the “pseudorapidity” η:

η = − ln

(
tan

θ

2

)
. (2.1)

The pseudorapidity is used instead of the polar angle as pseudorapidity differences
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Figure 2.4: Layout of the CMS detector. For a view of a central slice of the CMS detector
in the r − φ plane, please refer to Figure 3.3.

(e.g. ∆η between the jets associated to the two bottom quarks from a H → bb̄ de-

cay) are Lorentz invariant in the relativistic limit. The central CMS barrel occupies

lower values of pseudorapidity, while the two endcaps are located at higher values of

pseudorapidity.

2.2.1 Silicon Tracker

The innermost sub-detector of the CMS experiment is the silicon tracker [8, 9, 97], a

system that uses semiconductor detectors (silicon pixels and strips) to measure the effect

of incident charged particles with the goal of reconstructing “tracks” that represent the

trajectories of the particles. Individual interactions of charged particles with the silicon

pixels or strips are referred to as “hits” and can be built into tracks using comprehensive

reconstruction techniques, discussed in Chapter 3. The silicon tracker, which covers

pseudorapidities of |η| < 2.5, is capable of measuring the pT of a particle by measuring

the radius of curvature of the particle’s track, which is helical due to the presence of a
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Figure 2.5: Schematic of the CMS tracker in the r − z plane [8]. The lines in the strip
detector indicate silicon strips, whereas lines in the pixel detector represent ladders and
petals on which the silicon pixels are mounted in the barrel and endcaps, respectively.

large magnetic field provided by the solenoid magnet (discussed in Section 2.2.4).

Semiconductor detectors are both fast to read out (fast electrons from ionization cur-

rents) and very dense compared to gaseous detectors, the latter feature allowing charged

particles to deposit energy in a relatively small volume. The great timing and spatial

resolution of the semiconductor detectors allow the silicon tracker to reconstruct tracks

with very good pT resolution in busy detector environments resulting from proton-proton

collisions at high instantaneous luminosity. Despite the excellent tracking performance,

there are some drawbacks in using a silicon tracking system in collider experiments:

the semiconductor detectors are very expensive and degrade over time due to radiation

damage, requiring maintenance and/or replacement.

The silicon tracker is further divided up into two very different components based on

both design and function: the pixel detector and the strip detector. The pixel detector

is located closer to the beam line and is comprised of tightly packed silicon pixels with

two-dimensional segmentation, while the larger strip detector is located outside of the

pixel detector and is made out of silicon strips with one-dimensional segmentation. Both

the pixel detector and strip detector are illustrated in Figure 2.5.
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The pixel detector consists of approximately 66 million silicon pixels, each with an

area of approximately 100 × 150 µm2. These are arranged in three layers in the barrel

(at r values of 4.4 cm, 7.3 cm, and 10.2 cm) and two layers in both forward regions of

the detector (at z values of ±34.5 cm and ±46.5 cm). This geometry yields coverage

within the pseudorapidity range of |η| < 2.5. The pixel detector is used in seeding the

iterative tracking done at CMS, helping to provide excellent tracking performance with

minimal computation time. Furthermore, the pixel detector is essential in reconstructing

primary vertices, reconstructing secondary vertices (arising from the decay of relatively

long-lived particles), and measuring the displacement of tracks from those vertices. As a

result, the pixel detector is key in b-tagging at CMS, which is discussed in Section 3.4.4.

The strip detector is composed of roughly 9.3 million silicon microstrips, forming an

active area of roughly 198 m2 and covering the same pseudorapidity range as the pixel

detector (|η| < 2.5). The detector is divided into four distinct units: the Tracker Inner

Barrel (TIB), the Tracker Inner Disks (TID), the Tracker Outer Barrel (TOB), and the

Tracker EndCaps (TEC). The TIB and TID are located closest to the pixel detector,

between in 20 cm and 55 cm in r. The TIB has four barrel layers, while the TID has three

disks on each end of the TIB. The TOB extends to r = 116 cm and provides an additional

six layers of silicon strips. The TEC has nine disks on each end of the TIB/TID/TOB,

located between 124 cm and 282 cm in z. The pitch of the silicon strips varies between

80 µm and 190 µm, depending on the location in the tracker. The TIB and TOB make use

of silicon strips parallel to z while the TID and TEC use radial strips. Some of the layers

make use of double-sided sensors in stereo, enabling measurement of two coordinates

simultaneously. Together, the units of the strip detector provide the greatest utility in

measuring track pT, making use of hits in many different layers to tightly constrain the

pT of each track. The track pT resolution from this measurement is roughly 0.5–2% for

most of the relevant kinematic range, with less good track pT resolution (up to 5%) for

low pT tracks (less than 1 GeV) at high pseudorapidities.
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2.2.2 Electromagnetic Calorimeter

The next sub-detector is the electromagnetic calorimeter (ECAL) [8, 9, 98], located just

outside of the silicon tracker. The CMS ECAL, which is primarily composed of lead

tungstate (PbWO4) crystals, is used to perform an energy measurement of the electro-

magnetic showers associated with impinging particles (and thus an energy measurement

of the particles themselves). While most particles with significant transverse momen-

tum (pT of 1 GeV or higher) make it through the silicon tracker, the short radiation

length of the lead tungstate in the ECAL leads to photons and electrons being stopped

within the volume of the sub-detector, dissipating their remaining energy in the form of

electromagnetic showers. The large number of radiation lengths in the ECAL (roughly

25, averaging over pseudorapidity) allows for discrimination between electrons and jets

of hadrons from the production of quarks or gluons in the detector. Hadrons such as

charged pions and neutral pions also radiate energy in the ECAL in the form of elec-

tromagnetic showers but typically pass through to the hadronic calorimeter, described

in the next section. This is because the number of interaction lengths in the ECAL is

quite small – roughly 1.5 at maximum. The layout of the ECAL sub-detector is shown

in Figure 2.6.

The CMS ECAL is divided into three units: the ECAL Barrel (EB), the ECAL End-

cap (EE), and the ECAL preShower (ES). The EB and EE, covering pseudorapidities

of |η| < 1.479 and 1.479 < |η| < 3.0, respectively, are constructed out of lead tungstate

scintillating crystals. In addition to stopping photons and electrons by virtue of having

a short radiation length (0.89 cm), these radiation-hard crystals well confine an elec-

tromagnetic shower in the transverse direction due to having a small Moliere radius

(2.19 cm), providing good spatial resolution when reconstructing an impinging parti-

cle. The EB is composed of more than 60 thousand individual crystals, each roughly

25 × 25 mm2 in terms of cross-sectional area and 230 mm long, while the EE in total

uses over 14 thousand crystals with dimensions of roughly 30×30 mm2 in cross-sectional

area and 220 mm in length. Groups of 25 crystals form “trigger towers” that contribute

to the L1 trigger decision, as discussed in Section 2.2.6. The ES, a sampling calorimeter
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Figure 2.6: Layout of the CMS ECAL sub-detector as viewed in the r−z plane [9]. Note
the small gap between the EB and ES detectors where photon/electron identification is
less good.

comprised of alternating layers of lead radiator and silicon strip sensors (two of each),

provides additional coverage for pseudorapidities of 1.653 < |η| < 2.6. This unit helps

to discriminate between single photons and di-photons (e.g. from π0 → γγ or H→ γγ

decays) in the forward regions of the detector. The ECAL energy resolution for elec-

trons and photons is roughly 0.5–3%, depending on both pseudorapidity and energy, for

electron/photon energies greater than 10 GeV.

2.2.3 Hadronic Calorimeter

Located just outside of the ECAL is the hadronic calorimeter (HCAL) [8, 9, 99], a

sampling calorimeter that primarily serves in making an energy measurement for hadrons

that are either formed from jet fragmentation or are decay products of other particles.

The HCAL provides a large number of interaction lengths to the total material budget of

the detector, with more than 10 interaction lengths at higher values of |η|. This results

in the majority of hadronic activity in the detector stopping within the HCAL, with

hadron “punch-through” to the muon system relatively uncommon. A schematic of the
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Figure 2.7: A view of one quarter of the CMS hadronic calorimeter in the r − z plane,
showing the positions of the various sub-detector units [8].

CMS HCAL sub-detector is displayed in Figure 2.7.

The CMS HCAL is primarily composed of alternating layers of plastic scintillator and

brass absorber. The sub-detector is divided into four smaller units: the HCAL Barrel

(HB), the HCAL Outer barrel (HO), the HCAL Endcap (HE), and the HCAL Forward

calorimeter (HF). The HB and HO are located in the central part of CMS at |η| < 1.3,

with the HE covering 1.3 < |η| < 3.0 and the HF more forward at 3.0 < |η| < 5.0.

The HCAL is segmented into “towers” of ∆η × ∆φ = 0.087 × 5◦ for the HB/HO and

roughly ∆η × ∆φ = 0.175 × 10◦ (on average) for the HE/HF, with the longitudinal

depth segmentation ranging between one and three segments. The HB begins at roughly

r = 1.77 m and extends to the beginning of the solenoid magnet at r = 2.95 m. The

HO is actually located outside of the solenoid magnet and serves to catch potential

punch-through hadrons that by chance make it through the HB. The HB, HO, and HE

are composed of plastic scintillator and brass as described above (with only scintillator

for the HO), while the HF instead makes use of quartz fiber and steel absorber. This

is because the radiation dose is especially high in the forward regions of the detector,
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necessitating the use of radiation-hard quartz for the active medium. Unlike the other

HCAL units, the HF is located far away from the interaction point as seen in Figure

2.7, beginning at z values of roughly ±11.2 m. The energy resolution for hadronic jets,

dominated by the HCAL contribution to the resolution, is at most 25% for jets produced

at energies greater than 30 GeV. With the use of the CMS Particle Flow algorithm (see

Section 3.3), which makes use of the tracking system to help measure the total jet energy,

this number is closer to 15%.

2.2.4 Solenoid Magnet

Surrounding the HCAL (except for the HO) is the solenoid magnet of the CMS detector

[8, 9, 100]. The CMS magnet is the world’s largest superconducting magnet, being 12.5 m

long and 3 m in radius. The solenoid magnet provides a nearly uniform magnetic field of

3.8 T inside of the magnet that must be present in order to measure the pT of a particle

track, as described in Section 2.2.1. The magnetic field is returned within the outer

CMS muon system via the iron yoke that is interleaved between the active muon system

components (see Section 2.2.5). The solenoid itself is made out of niobium-titanium that

is mechanically reinforced with an aluminum alloy, and is placed in a cryostat cooled

down to temperatures of 4.5 K in order to maintain superconductivity necessary to

produce the large magnetic field. The produced magnetic field stores roughly 2.35 GJ of

energy.

2.2.5 Muon System

The outermost sub-detector of the CMS detector is the muon system [8, 9, 101]. While

most particles radiate the totality of their energy within one of the sub-detectors closer to

the beam line via electromagnetic or nuclear interactions, muons, as minimum-ionizing

particles, typically do not heavily interact with the materials of the other sub-detectors.

Furthermore, as cτ = 658.6 m for muons, the vast majority of the particles do not decay

to electrons within the CMS detector volume. Thus, muons are expected to escape from

the detector and can be detected in the relatively low radiation environment present
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Figure 2.8: A cross sectional view of the CMS muon system, showing the organization
of one quarter of the sub-detector in the r − z plane [8].

in the outer muon system. Only very rarely does hadron punch-through lead to fake

muons. The organization of the CMS muon system is shown in Figure 2.8.

The CMS muon system is constructed out of three different types of detectors: the

Drift Tube (DT) detector, the Cathode Strip Chamber (CSC) detector, and the Resistive

Plate Chamber (RPC) detector. The DT detector is located in the CMS barrel (|η| <

1.2), the CSC detector in the endcaps (0.9 < |η| < 2.4), and the RPC detector providing

additional coverage in both the barrel and the endcaps (|η| < 1.6). The DT detectors are

gas detectors split into drift cells with a cross sectional area of 13× 42 mm2. The drift

cells are filled with a gas mixture of 85% Ar and 15% CO2 at one atmosphere of pressure,

with an electric field in the cell pushing ionization electrons, created by an impinging

muon, toward anode wires for signal detection. The CSC detector is comprised of multi-

wire proportional counters that function similarly to the DT detector drift cells, but with

greater segmentation to handle the higher flux of particles in the forward regions of the

detector. Each individual chamber of the CSC detector is constructed out of six planes
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of cathode strips and six planes of anode wires, with the strips ranging from 2.2 mrad

to 4.7 mrad in terms of width. Finally, the RPC detector provides additional trigger

information to the muon system in both the barrel and endcaps, with a very fast response

time compared to the other detector types, though providing coarser spatial resolution

for detected hits. The gas detectors of the RPC are double-gap chambers with common

strip pick-ups.

Hits from all of the units of the muon system are combined into “standalone muon

tracks” that are combined with information from the inner silicon tracker to fully re-

construct a muon at CMS, as described further in Section 3.1.2. The standalone muon

tracks are combined with tracks from the inner tracking system to form “global muons”

that are used in most CMS analyses that expect muons in the final state. For global

muons with pT < 100 GeV, the pT resolution is 1–2% in the barrel and less than 6% in

the endcaps. The global muon pT resolution is better than 10% in the barrel for muons

up to 1 TeV in pT. It is more difficult to measure the transverse momentum of very high

pT muons as they do not bend significantly in the magnetic field within the detector

volume.

2.2.6 Trigger

After particles interact with the CMS detector material, digitized signals are created

via the front-end electronics associated with each detector component. These digitized

signals are sent to nearby trigger racks, where they are processed on an event-by-event

basis to check whether or not to keep the event to be fully reconstructed with the (time-

consuming) algorithms described in Chapter 3. The CMS trigger system, discussed

in great detail in [8, 9, 102, 103], is divided into two functionally different “levels”

or components, the L1 trigger and the High-Level Trigger (HLT). The L1 trigger is a

hardware trigger that takes the event rate of roughly 40 MHz (corresponding to 25 ns

proton crossing interval) down to a maximum of 100 kHz, while the HLT is a software

trigger that further reduces the rate down to the range of 100–1000 Hz.

The L1 trigger decision directly depends on two sub-units that combine digitized
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signals from different parts of the detector: the Global Muon Trigger (GMT) and the

Global Calorimeter Trigger (GCT). The GMT makes use of the digital signals from hits

in the various muon system components, which are first combined into track segments

in a similar fashion to the offline reconstruction of standalone muon tracks for selected

events (3.1.2). These track segments are then combined with information from the

Regional Calorimeter Trigger (RCT) that looks for a minimizing-ionizing signature in

the region of the calorimeter near each track segment. The GCT also makes use of the

RCT, scanning 4 × 4 groups of trigger towers through the detector to build transverse

energy sums associated with electron and photon candidates. The GCT then uses this

information to find jets and primitively reconstruct the event Emiss
T (see Section 3.4.5).

With an event selected as “interesting” by the L1 trigger due to the presence of digi-

tized signals consistent with high event Emiss
T or one or more muons, electrons/photons,

or jets, the HLT is next run to make a final decision on whether or not to keep the

event to be fully reconstructed offline. This software-level trigger is run on a computing

farm containing roughly 10,000 processors, with each event taking at most 100–200 ms

to be processed. The HLT is designed to allow for complex calculations making use of

the entire readout of the detector, allowing for trigger decisions that are tailored to the

particular topology of a signal of interest. Most often events are selected at the HLT

by requiring one or more physics objects reconstructed at trigger-level to be above some

pT threshold. Frequently, additional requirements are placed on the angles between the

physics objects or on the “isolation” of leptons (see Section 3.4). The particular trigger

paths used in the VH(bb̄) analysis are presented in Chapter 4 for both the L1 trigger

and HLT.



Chapter 3

Physics Object Reconstruction

In this chapter, we describe the basic components of CMS physics analyses. These com-

ponents are referred to as reconstructed physics objects, which are built out of more prim-

itive detector-level information (calorimeter energy clusters, silicon tracker hits, muon

system hits) and represent the kinematic information and quantum numbers of a parti-

cle hypothesis. This information can be partial, e.g. using the reconstructed transverse

missing energy of an event to represent partial information of a hypothesized neutrino

passing through the detector, or complete, e.g. using full tracking and calorimeter in-

formation to reconstruct the four-vector and charge of a hypothesized electron. These

objects are then “cleaned” using a variety of cuts on tracking-related or calorimetry-

related variables, in addition to loose cuts on kinematical variables. The entirety of the

physics object reconstruction process is completed using the CMS software framework

(CMSSW) [9] and the ROOT package [104], both of which make use of the C++ and

Python programming languages.

Each physics analysis requires a specific combination of these reconstructed objects

that corresponds to the final state of the physics signal of interest. In addition to

requiring reconstructed physics objects built directly out of detector-level information,

which we refer to as principal physics objects (e.g. a reconstructed electron), quite

often it is necessary within an analysis to reconstruct intermediate particle resonances

that decay to other particles within the detector (e.g. a Z boson that decays to two

34
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electrons). We refer to these reconstructed objects as composite physics objects, which

are reconstructed with analysis-dependent strategies. The kinematic information and

quantum numbers associated with these composite physics objects are often utilized to

help discriminate a signal process against background processes with similar final states.

First, we discuss in Section 3.1 the detector-level information that is used to recon-

struct the principal physics objects in the CMS detector. The reconstruction of primary

vertices within the detector, which makes use of tracking information, is discussed in

Section 3.2. In Section 3.3, we discuss the CMS Particle Flow (PF) algorithm, which is

used to reconstruct individual electrons, muons, photons, charged hadrons, and neutral

hadrons within the detector. A full discussion of these reconstructed physics objects

and other principal physics objects built out of these particle candidates (such as jets)

is presented in Section 3.4. The selection cuts and methods used specifically in the

VH(bb̄) analysis are included in this discussion (as opposed to a more general selection

used by analyses at CMS). The reconstructed composite physics objects used in the

VH(bb̄) analysis, the massive vector bosons (W and Z) and the Higgs boson decaying to

bottom quarks, are discussed in Sections ?? and 3.6, respectively. We end this chapter

with a discussion of attempts at CMS to characterize these reconstructed physics objects,

including mis-identification rate and efficiency measurements (Section 3.7).

3.1 Detector-level Objects

In this section, we discuss the low-level detector objects that are used to reconstruct

higher-level physics objects in the detector. Of particular interest are tracks built

solely using the silicon tracker (“tracks”), tracks built solely using the muon system

(“standalone muon tracks”), and clusters of energy in the electromagnetic and hadronic

calorimeters (“calorimeter clusters”). These detector-level objects, which are used by the

CMS Particle Flow algorithm (see Section 3.3 below), are discussed in Sections 3.1.1,

3.1.2, and 3.1.3, respectively.
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3.1.1 Tracks in the Silicon Tracker

The large flux of charged particles through the CMS detector volume necessitates a

powerful inner tracking system in order to reconstruct primary vertices in the event (see

Section 3.2) and to precisely measure the transverse momentum and impact parameter

(with respect to the beam line) of individual charged particles. The physics agenda

of CMS depends on measuring these quantities well, independent of the instantaneous

luminosity. For instance, a high-precision measurement of charged particle transverse

momentum is required to have excellent resolution for the reconstructed mass of res-

onant dilepton decays, enabling greater physics reach for searches of such resonances,

and measuring the impact parameter of charged particles well enables physics analyses

at CMS to better identify bottom-quark jets. These jets are often associated with a

secondary vertex that is well-displaced from the primary vertex where the initial hard

process occurred.

Tracks are produced by way of iterative tracking using the silicon pixel and strip

detectors described in the previous chapter, making use of clusters of pixel or strip hits

(referred to simply as “hits”). Each iteration (of which there are seven) makes use of

the Combinatorial Track Finder (CTF) [10, 105] to associate tracker hits together into a

complete track, removing hits from further consideration when each association is made.

This reduces the combinatorial complexity of the hit-to-track assignment in successive

iterations and ensures arbitration of the hits going into each track – that is, each hit is

associated with only one track.

The CTF algorithm proceeds in four steps. In the first step, track seeds are formed,

which are short track candidates that provide the initial helical trajectory of the track,

taking into account the magnetic field in the detector but assuming it is uniform. Next,

track candidates are formed using the Kalman filter method [106], which extrapolates the

track outward from the track seed through the successive layers of the tracker, adding

hits along the way. The next step consists of refitting the track candidate to remove

any bias introduced by the seeding step, using a Runge-Kutta propagator to perform

fits both inside-out and outside-in (averaging the results). Both material effects and



37

Figure 3.1: Cumulative contributions to the overall tracking performance from the six
iterations in track reconstruction (before the switch to seven iterations, incorporated
after 2011 data-taking) [10]. The tracking efficiency for simulated tt events is shown as
a function of transverse distance from the beam axis to the production point of each
particle, for tracks with pT > 0.9 GeV, |η| < 2.5, and transverse (longitudinal) impact
parameter < 60 (30) cm.

inhomogeneities of the magnetic field are considered in this step. The fourth and final

step is the application of a variety of cleaning cuts on the track candidate, such as a cut

on the reduced χ2 of the track.

Successive iterations have less stringent requirements on the proximity to the primary

vertex but require more stringent requirements on the track quality cuts. As a result,

particles produced further from the primary vertex tend to be reconstructed in later

iterations, as shown in Figure 3.1. In most of the relevant kinematic range (100 MeV –

1 TeV), the rate of fake tracks is below 1%, which demonstrates excellent performance

of the tracking at CMS in high-occupancy environments.
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3.1.2 Standalone Muon Tracks

For the reconstruction of physics objects that are expected to penetrate through the

CMS calorimetry, it is necessary to include detector-level information associated with

activity in the muon system. Of primary interest is the reconstruction of real muons in

the detector. Often it is the case that particles aside from real prompt muons contribute

hits in the muon system that are combined with a real muon track (from the inner

tracking system) into a “fake” reconstructed muon, and so it is important that the used

reconstruction techniques try to minimize this mis-identification rate.

The detector-level object used in this effort is known as a standalone muon track,

which is a track stub built strictly out of hits in the muon system. The track fitting

process accounts for the detector material and magnetic field inhomogeneities. A Kalman

filter is used, which takes track segments found in the innermost muon chambers as seeds

for track candidates. Hits from the RPC and CSC detectors, and/or track segments from

the DT detector, are added as the filter proceeds outward. The method is also applied

in reverse, from the outside in. The results from both directions are combined in order

to create a smooth, optimal track. Unrelated or “bad” hits caused from showers, pair

production, etc. are removed with a cut on the reduced χ2 of the track. Finally, the

standalone muon track candidate is refit using a constraint to the beam line to create a

polished standalone muon track, to be used by the CMS PF algorithm.

3.1.3 Calorimeter Clusters

The reconstruction of nearly every principal physics object, whether it is charged or not,

requires information about calorimeter energy deposition in the event. This includes

electrons, photons, and the neutral and charged hadrons that comprise jets. Even muons

need this information as an input as they should be consistent with a minimum-ionizing

signature, and thus should see very little energy deposition in the calorimeter cells around

the reconstructed muon candidate.

At CMS, calorimeter energy deposition is broken down into units called calorimeter

clusters. These clusters of energy are built from calorimeter cells, with the clustering
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done separately in each sub-unit of the calorimeter (EB, EE, HB, etc.) in three steps.

The first step builds cluster seeds out of local energy maxima in each sub-detector,

requiring the energy to be above a detector-dependent threshold. Next, “topological

clusters” are created by adding cells adjacent to the cluster seeds, again with a threshold

to discriminate against electronic noise, allowing for the inclusion of multiple cluster seeds

in the same topological cluster. Finally, the total energy of these topological clusters are

redistributed back to the original cluster seeds to form “particle flow clusters” that are

used by the PF algorithm. An iterative energy reassignment scheme is used that also

adjusts the location of the particle flow clusters from the original cluster seed locations.

The position is recalculated by taking the spatial average of the cells contributing energy

to the particle flow cluster, weighted by the amount of energy contributed.

3.2 Primary Vertices

The reconstruction of the primary vertices of an event, where individual proton-proton

collisions occur near the beam spot, is necessary to isolate the hard process of the

triggered event. It is also essential in order to be able to account for the effects of

pile-up, the softer minimum-bias proton-proton interactions that accompany the hard

process of interest due to high-luminosity conditions. This effort first requires that

the inner tracking has been completed, i.e. the production of a list of prompt tracks

(described in Section 3.1.1). A variety of cleaning cuts are placed on the tracks (reduced

χ2 of track hits fit, impact parameter significance, number of hits in the pixel and strip

detectors) keeping the pT acceptance as loose as possible to ensure high reconstruction

efficiency. The remaining tracks are kept to be clustered into primary vertices [10].

The tracks are clustered according to the z-coordinate of each track’s point of closest

approach to the beam spot, requiring each track to be separated in z by at least 1 cm from

its closest neighbor. First, the number of primary vertices in the event and associated

track list is built using the Deterministic Annealing algorithm [107]. Then the primary

vertex candidates are fit using an adaptive vertex fit [108] in order to determine the

spatial coordinates of the vertex. In this fit, each track is given a weight based on
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Figure 3.2: Event display illustrating the reconstruction of 78 primary vertices at CMS
[11], showing both an expanded (left) and zoomed (right) view. The expanded view
illustrates the calorimeter energy deposition profile of pile-up interactions that must be
accounted for in physics object reconstruction. This event was observed at CMS in a
data-taking run on July 10, 2012, with the LHC operating at a center-of-mass energy of
8 TeV.

its compatibility with the vertex. The “number of degrees of freedom” of the vertex is

proportional to the sum of the track weights – this variable is used to identify a vertex as

a real primary vertex from a proton-proton collision. The uncertainty on the of position

of a primary vertex is roughly 10 µm in each direction.

Figure 3.2 illustrates the performance of primary vertex reconstruction at CMS dur-

ing a high pile-up scenario (an event collected during a special exploratory run in 2012).

In order to pick what we refer to as the primary vertex of an event, where the hard

process that triggered the event occurred, we take the primary vertex with the highest

value of
∑

i [pTi(track)]. The efficiency of picking the correct primary vertex with this

method is strongly dependent on the total amount of track momentum associated with

the hard interaction. For simulated events containing a Z → µ+µ− decay, this ranges

from roughly 75% for a pT(Z) of 20 GeV to 99% for pT(Z) > 100 GeV. Similar numbers

are found using simulated H→ γγ decays [109].
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3.3 Particle Flow

The CMS Particle Flow algorithm [110] is used to reconstruct all stable particles in the

event. This includes individual particles – namely, electrons, muons, photons, charged

hadrons, and neutral hadrons. It also includes collections of these particle candidates

reconstructed into physics objects, specifically quark/gluon jets (we refer to simply as

“jets”), tau jets (reconstructed hadronic decays of tau particles, which we refer to as

“taus”), and missing transverse energy. The latter is inferred from the momentum

imbalance in the detector once all other particles are reconstructed. Altogether, this

collection of reconstructed objects accounts for all principal physics objects used by the

various physics analyses at CMS, which we will describe in more detail in Section 3.4.

The PF algorithm makes use of all sub-detectors of CMS in order to distinguish

different stable particle hypotheses from one another, as illustrated in Figure 3.3. In

particular, this allows the reconstruction of objects like jets and taus to take advantage of

tracking information to improve reconstruction and identification performance [110, 111].

The algorithm works by taking detector-level objects (described in Section 3.1) and

“linking” them pair-wise, associating each link with a distance parameter that represents

the quality of the link. Groups of these links are combined into “blocks” that are used

in stable particle identification. The linking procedure and particle reconstruction and

identification algorithm are described in Sections 3.3.1 and 3.3.2, respectively.

3.3.1 Linking

A single particle often results in the creation of multiple detector-level objects. In fact,

particle identification at CMS depends heavily on this feature – by “linking” together

multiple detector-level objects, one can create a physics object in the detector consistent

with a particular particle hypothesis that is distinct from other particle hypotheses.

For instance, a real muon in the detector should produce a track in the inner tracker

as well as a standalone muon track in the muon system. By linking together these two

detector-level objects, we can proceed to reconstruct a muon physics object in full detail.

There are three types of links that are made between different detector-level objects:
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Figure 3.3: A schematic of a slice of the CMS detector (in the r−φ plane), demonstrating
the use of multiple sub-detectors in order to reconstruct stable particles in the detector.

a link between a track and a calorimeter cluster, a link between a calorimeter cluster

and another calorimeter cluster, and a link between a track and a standalone muon

track. In the first case, the track is extrapolated beyond the last hit in the silicon

tracker into the CMS calorimetry. Any calorimeter clusters overlapping with the track

(taking into account uncertainty on the shower position, gaps between cells, dead cells,

and the possibility of Bremsstrahlung in the tracker for the case of electrons) are linked

to the track. The distance parameter associated with the link is the distance in the

η − φ plane between the track and the calorimeter cluster. In the second case, two

calorimeter clusters are linked together with a similar distance parameter, allowing for

linking between clusters in the ECAL and clusters in the HCAL (for example). The

same factors discussed above, such as uncertainties due to showering, are taken into

account in this case as well. Finally, a track and a standalone muon track are linked

when the two can be fit into one “global” track (creating a “global muon”) with a χ2

below a maximum value. The global track χ2 is the distance parameter in this case that

describes the quality of the link.

The links are grouped together into “blocks” by association. Individual detector-level
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objects sometimes constitute the entire block, when no link is found between the object

and another detector-level object. Due to the fine granularity of the CMS detector,

blocks typically contain 1-3 detector-level objects [110].

3.3.2 Particle Reconstruction and Identification

Once blocks are formed by the PF algorithm, reconstruction and identification of indi-

vidual particles can begin. The algorithm attempts to identify individual particles within

each of the blocks, treating each block independently. First, “particle-flow muons” are

identified one at a time by taking a global muon (reconstructed using a block containing

a track and a standalone muon track) with a momentum within three standard devi-

ations from the momentum of the track alone [112]. Next, electrons are identified by

using a block containing a track and a calorimeter cluster in the ECAL. The track is

required to be consistent with an electron signature, as an electron radiates energy as

it moves radially through the tracker, yielding a shorter track than other particles. The

track is fit with a Gaussian-Sum Filter (GSF) [113] to determine the trajectory, and a

variety of cuts related to the ECAL and tracker are used for final “particle-flow elec-

tron” identification [112]. Moving forward, tracks are required to have smaller relative

pT uncertainty in comparison to the relative calorimetric energy resolution expected for

charged hadrons – otherwise, the track is removed from further consideration.

Photons, charged hadrons, and neutral hadrons are then identified within a block

that contains a track linked with calorimeter clusters in the ECAL/HCAL [114]. First,

the calibrated energy of the particle candidate is calculated by making use of calibration

information obtained using simulated samples of single hadrons, along with the energy

measured separately in the ECAL and HCAL. This calibrated energy obtained from the

calorimetry is compared to the sum of momenta of tracks associated with the block. If it

is smaller, then a search for fake tracks and additional particle-flow muons (with looser

criteria) is first performed. Fake tracks are identified by a high relative uncertainty in pT

and removed, and extra global muons with relative pT uncertainty better than 25% are

reconstructed as additional particle-flow muons. Any remaining tracks after this search
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become “particle-flow charged hadrons” with a momentum and energy determined from

assuming the mass is that of a charged pion. If the calibrated calorimeter energy is

instead larger than the sum of the momenta of the associated tracks, “particle-flow

photons” and “particle-flow neutral hadrons” are reconstructed with the energy excess.

If the excess is greater than the total energy deposited in the ECAL, then a particle-flow

photon is created with the excess ECAL energy, and a particle-flow neutral hadron is

created with the excess HCAL energy. Otherwise, only a particle-flow photon is created.

Finally, ECAL and HCAL calorimeter clusters never linked to a track become additional

particle-flow photons, and calorimeter clusters removed from the block due to having a

link too low in quality (as defined by the distance parameter) become additional particle-

flow neutral hadrons (using HCAL energy only). With individual particles identified, the

jets, taus, and the missing transverse energy of the event can then be reconstructed.

3.4 Principal Physics Objects

We refer to physics objects reconstructed directly from detector-level information (via

the CMS Particle Flow algorithm) as principal physics objects. These physics objects are

reconstructed for general use by the CMS collaboration, and so the identification criteria

for these objects differ very little between different analysis groups (except when special

techniques are necessary to reconstruct exotic physics signatures, such as for displaced

jets or leptons). In Sections 3.4.1 through 3.4.5 we present the identification criteria only

for physics objects used in the VH(bb̄) analysis – as a result, photons are not discussed.

There are some minor differences between the identification criteria used for the analysis

of 2011 data versus the analysis of 2012 data – we present the identification criteria used

for the latter.

3.4.1 Muons

Muons used in the VH(bb̄) analysis are required to be reconstructed first as particle-flow

muons [112, 115]. On top of this requirement, further criteria must be met:
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• reduced χ2 < 10 for the global muon fit,

• muon pT > 20GeV,

• tracks associated to muons must satisfy:

– at least one pixel hit,

– at least six tracker layers with valid hits,

– at least one valid hit in the muon chambers,

– at least two muon stations,

– impact parameter in the transverse plane dxy < 2mm,

– |η| < 2.4,

– relative combined isolation R < 0.12 (computed in a cone of radius 0.4).

The relative combined isolation R is calculated (for both muons and electrons) using the

PF isolation equation:

R ≡
∑

i [pT,i(PF charged had.) + pT,i(PF neutral had.) + pT,i(PF photon)]

pT(lepton)
, (3.1)

adding a term for subtraction of pile-up energy and momentum. This subtraction is

based on the per-event estimated neutral energy expected to enter a cone of radius

0.3 (in η − φ space) around the lepton. For muons, the correction is estimated from

the deposit associated to charged tracks not belonging to the primary vertex, using

calibration factors obtained from data-driven CMS measurements.

3.4.2 Electrons

Electrons are required to be particle-flow electrons and are further identified using a

multivariate (MVA) approach [112, 116, 117]. Two different cuts on the MVA ID dis-

criminator are applied depending on the use-case, defining two different working points

based on the expected selection efficiency of either 95% (“WP95”) or 80% (“WP80”).

The loose WP95 working point is used for global event classification (based on vector

boson type and decay), in the definition of jet cleaning, in the counting of additional
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leptons for the veto requirement, and in the event selection of the Z(ee)H channel. The

tighter WP80 working point is used in the W(eν)H channel to suppress background with

fake electrons in that final state. Electron pT thresholds of 30 and 20 GeV are applied

in the W(eν)H and Z(ee)H analyses, respectively.

For electrons the estimate of the relative combined isolation R is obtained by us-

ing Equation 3.1 and subtracting an estimate of the contribution from pile-up, as for

muons. This estimate is made by computing the average energy deposition ρ expected

in the calorimetry for the observed level of pile-up, making use of only particle-flow

neutral hadrons, and then multiplying by an estimated effective area of the cone that is

determined from data-driven CMS measurements. As for muons, a cut of R < 0.12 is

used.

3.4.3 Taus

The most abundant final state for hadronically-decaying tau particles consists of one

charged hadron (typically a charged pion) and zero or more neutral hadrons (typically

neutral pions). This signature is known as a “one-prong hadronic decay” and is required

for reconstructed taus in the VH(bb̄) analysis. Taus are reconstructed in detail with the

Hadron Plus Strips (HPS) algorithm [118], using PF objects as the input [110]. The

following selection is then performed for one-prong hadronic taus:

• tau pT > 40 GeV,

• |η| < 2.1,

• leading track pT > 20 GeV,

• rejection of electrons/muons faking taus,

• loose tau-based isolation.

More details on the rejection of fakes and isolation requirements can be found in [118].

The tau reconstruction and selection has an efficiency of roughly 50% and a fake rate of

less than 1%.
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3.4.4 Jets

Jets are reconstructed in the detector in order to group together the products of fragmen-

tation and hadronization that a gluon or quark undergoes after the initial hard process

in the event. The primary goal is to provide the best measurement of jet energy and mo-

mentum (and thus mass) as possible given the final set of stable particles in the jet. This

is done at CMS via a clustering of the single-particle objects output from the Particle

Flow algorithm, described in Section 3.3.

Jet clustering algorithms [119] build jets by taking one detector-level object or particle-

flow object at a time and piecing them together, adding the energy associated with each

of these objects to the combined jet energy. Most analyses at CMS use “particle-flow

jets” (or simply “PF jets”) that make use of the particle-flow objects as input to the

clustering, as opposed to using strictly calorimeter energy deposits (as is done for “Calo

jets”). The advantage of using the objects output from the PF algorithm for jet re-

construction is better energy resolution, a result of the use of tracking to help measure

roughly 65% of the jet energy that is contained in charged hadrons [110]. This comes

at a cost of increased computation time, however – both in the HLT and for offline re-

construction. Jets at CMS are clustered with the anti-kT algorithm [120] using a size

parameter of 0.5 (maximal jet radius in η − φ space). Jet reconstruction is done using

the FastJet package [121], and effects of pile-up and underlying-event are accounted

for in the reconstructed jet energy [122].

Each jet is required to lie within |η| < 2.5, have at least two tracks associated to it,

and have electromagnetic and hadronic energy fractions of at least 1% of the total energy

to avoid mis-reconstruction derived by noise clusters. In the WH and Z(νν)H channels,

a minimum threshold of pT > 30 GeV is used, while a looser selection (pT > 20 GeV)

is applied in the cleaner Z(``)H channels with lower di-jet boost. Standard jet energy

corrections are applied for jets in both data and simulation, and the jet energy resolution

is smeared for simulated jets to account for differences between data and MC, observed

in studies of jet reconstruction at CMS [13, 123].

The CSV (“Combined Secondary Vertex”) algorithm [12, 124] is used to identify jets
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that are likely to arise from the fragmentation and hadronization of b quarks (also known

as “b jets”). This algorithm combines in an optimal way the information about track

impact parameters and identified secondary vertices within jets, even when full vertex

information is not available. Additional categories for jets where a “pseudo-vertex” is

found, or no secondary vertex is identified, can be defined and combined in a likelihood

discriminant to provide maximal separation of b jets from the much larger background

of jets arising from charm decay, and from the fragmentation of light quarks and gluons.

The algorithm provides a continuous discriminator output (between 0 and 1 when a

secondary vertex is found) that can be used to select optimal working points with respect

to the VH analyses, in addition to the standard Loose/Medium/Tight working points

defined at CMS: CSVL (> 0.244), CSVM (> 0.679), and CSVT (> 0.898). Figure 3.4

shows the CSV output shapes for jets associated with different quark flavors, comparing

data to simulated tt events. A reshaping technique (making use of a spline fit) is used to

correct the CSV output distribution seen in simulation to match the distribution using

actual data – data-driven efficiency measurements made with tt events are used as the

the inputs for this reshaping [125]. Figure 3.5 illustrates the effect of the reshaping on

the CSV output distribution.

3.4.5 Missing Transverse Energy

In many analyses at CMS, it is necessary to indirectly detect particles that are not

expected to interact with the detector, such as neutrinos. In the VH(bb̄) analysis, the

WH and Z(νν)H channels depend on this attempt at identifying neutrinos in the final

state. This is done by using the “missing transverse energy” of the event, or Emiss
T , which

represents the magnitude of the transverse component of the vector sum of all neutrino

momenta in an otherwise well-reconstructed signal event [126, 127]. This vector sum is

estimated at CMS after the PF algorithm is run [110], computing ~Emiss
T as follows:

~Emiss
T = −

∑
i

~pT,i. (3.2)

The sum in Equation 3.2 is taken over all particle-flow objects. The performance of the

Emiss
T determination, discussed in more detail in [123], depends on the performance of
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Figure 3.4: CSV output shapes for jets associated with different quark flavors [12]. Data
is compared to simulated tt events.

the reconstruction of all other objects in the event. Because of this, the Emiss
T resolution

also improves from the use of the PF algorithm.

It is important to note that the Emiss
T of an event often includes contributions from

mis-reconstruction of the energy of the jets in the event, or failure for the detector to

identify a lepton from the hard interaction (often due to the lepton not being within the

acceptance of the tracker). As a result, even events that do not have a neutrino (or other

undetectable particle) in the final state will very often have a non-zero value of Emiss
T .

3.5 Vector Boson Reconstruction

In the VH(bb̄) analysis, it is necessary to make use of composite physics objects in

order to separate signal from background processes with a similar final state. We first

discuss the reconstruction of the heavy vector boson, either W or Z, that is produced in

association with a Higgs boson in our search [128]. Reconstruction of W and Z bosons

begins with the identification and selection of charged leptons and Emiss
T , described in
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Figure 3.5: Distributions of the CSV output before reshaping (left) and after reshaping
(right) in data and simulated samples in the tt control region for the Z(``)H channels.
Shown are distributions of “max CSV” (the H(bb̄) jet with the highest CSV output
value) for Z(ee)H (top) and “min CSV” (the H(bb̄) jet with the lowest CSV output
value) for Z(µµ)H (bottom). The data/MC agreement improves after the reshaping, as
seen in the data/MC ratio shown in the bottom sections of the plots. The hatched bands
correspond to the statistical uncertainty on the MC simulation prediction for each bin.
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Figure 3.6: Distributions of dimuon mass (left) and W transverse mass (right) for inclu-
sive Z(µµ)+jets and W(µν)+jets events selected with two central jets without boosting
(i.e. without tight cuts on pT(V) or pT(jj)). These plots are purely for illustration of
what the data/MC agreement looks like before boosting and b-tagging.

Section 3.4. The dominant background is from real W and Z decays, given the unique

signature of a highly boosted vector boson recoiling from two jets. Therefore, only a

very minimal additional selection requirement is made in order to identify highly pure

samples of V+jets events.

Candidate Z → `` decays are reconstructed by combining isolated electrons and

muons and requiring the di-lepton invariant mass to satisfy 75 GeV < M`` < 105 GeV,

along with a minimal requirement of pT(Z) > 50 GeV. Figure 3.6 shows the dimuon

invariant mass in events selected with this loose criteria, and including two central jets

with a minimum threshold of 20 GeV on the transverse momentum. It is possible to

reconstruct Z → νν̄ decays via the selection criterion of pT(Z) > 100 GeV, where the

event Emiss
T is used to approximate the transverse momentum of the Z boson.

Candidate W→ `ν decays are identified primarily by the topology of a single isolated

lepton (electron, muon, or tau) and additional missing transverse energy. The transverse

momentum pT(W) and W candidate transverse mass MT(W) are computed as:

pT(W) =
√

(Emiss
x + p`x)2 + (Emiss

y + p`y)
2, (3.3)

MT(W) =

√
(Emiss

T + p`T)2 − pT(W)2. (3.4)

Here p`T is the transverse momentum of the lepton, p`x and p`y are the projections of
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the lepton momentum onto the x and y axes respectively, and Emiss
x and Emiss

y are the

projections of the event Emiss
T onto the x and y axes, respectively. Additional cuts of

pT(W) > 100 GeV and Emiss
T > 45 GeV are required in the selection. For W→ τν decays,

a tighter cut of Emiss
T > 80 GeV is used due to an already tight cut on this variable at

trigger level. Figure 3.6 shows the distributions of MT(W) in events selected with the

addition of two central jets with transverse momentum above 30 GeV. It is observed

that in the boosted regime, where the QCD background is much reduced, the Emiss
T cut

is sufficient to select a relatively clean sample of real W decays.

The vector boson transverse momentum is also used in the VH(bb̄) analysis to split

the signal region into statistically-independent bins – up to three categories per mode.

For the Z(``)H analysis, there are two categories:

• 50 GeV < pT(Z) < 100 GeV,

• pT(Z) > 100 GeV.

Three categories are used in the Z(νν)H analysis:

• 100 GeV < pT(Z) < 130 GeV,

• 130 GeV < pT(Z) < 170 GeV,

• pT(Z) > 170 GeV.

Similarly, there are three categories in the W(`ν)H analysis:

• 100 GeV < pT(W) < 130 GeV,

• 130 GeV < pT(W) < 180 GeV,

• pT(W) > 180 GeV.

Due to lack of statistics, the W(τν)H analysis only has one category, with pT(W)> 120 GeV.

In an inclusive selection enriched in vector boson production, a shape difference in

the vector boson transverse momentum of the simulated samples with respect to data has

been observed. Due to the observed data having a softer spectrum than the simulation,
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a negative correction with increasing pT(V) is necessary to correct for the effect. This is

done with a per-event reweighting procedure, using Z+jets and W+jets control samples

(described in Chapter 7) to determine the pT(V)-dependent weights.

3.6 Higgs Boson Reconstruction

The second composite physics object used in the VH(bb̄) analysis is the reconstruction

of the Higgs boson decaying to two bottom quarks. Reconstruction of the H→ bb decay

is a critical element of the analysis, both in achieving the best possible mass resolu-

tion for the Higgs candidate and in maximizing the analysis sensitivity in extracting the

VH(bb̄) signal. In general, requiring a large boost for the di-jet system, or a high thresh-

old on the pT of each individual jet, improves the di-jet mass resolution. In the highly

boosted regime (pT > 200 GeV), specialized jet reconstruction algorithms have been de-

veloped to optimally reconstruct the b jets from the Higgs decay, along with associated

final-state radiation. This is especially useful when there are very small opening angles

between the jet constituents, a case when typical jet reconstruction algorithms would

lead to the merging of the two jets, and thus loss of the event. These “jet substructure”

methods [82, 129–131] are expected to be very helpful in the future LHC data-taking

runs at higher center-of-mass energy, but for now do not provide an improvement in

sensitivity over the standard analysis. As a result, these methods are not currently used

in the VH(bb̄) analysis.

The candidate H→ bb decays are selected by identifying the di-jet combination with

the largest value of di-jet pT (also referred to as pT(jj)). Selection methods making use of

b-tagging information to pick the candidate Higgs boson decay were ruled out due to the

large tt background in the W(`ν)H and Z(νν)H analyses. A resolution of approximately

10% is achieved, with a few percent bias on the mass. This bias is largely due to energy

losses characteristic of semi-leptonic B decays often occurring in jets originating from

b quarks. This bias is partially corrected by using a dedicated b-jet energy regression,

discussed in Chapter 6, which also leads to an improvement in the di-jet mass resolution.

As an example of the performance, Figure 3.7 shows the final invariant mass shape for
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Figure 3.7: Distributions of di-jet invariant mass in simulated Z(νν)H signal events
generated with MH = 115GeV after all selection criteria described in Chapter 5 have
been applied. The predicted resolution is roughly 10% for the nominal simulation (red
histogram), and degrades by a negligible amount after applying pT smearing from official
CMS jet corrections (blue histogram) [13], described in Section 3.4.4.

di-jets in simulated Z(νν)H signal events (MH= 115 GeV) after the selection described

in Chapter 5.

3.7 Physics Object Characterization

Various properties of reconstructed physics objects must be characterized before they can

be used in physics analyses. This includes measuring the efficiency of a physics object to

be reconstructed given that there was an actual particle passing through the detector,

and measuring mis-identification rates (or “fake rates”) of other particles being acciden-

tally reconstructed as a particular physics object by mistake. These measurements are

carried out by CMS Physics Object Groups (“POG’s”) and constitute a major effort

at CMS to better understand the performance of the detector. As an example, we dis-

cuss the measurement of pion-to-muon and proton-to-muon mis-identification rates at

CMS, carried out by the CMS Muon POG. A more detailed discussion can be found in

[132, 133].
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3.7.1 Hadron-to-Muon Mis-identification Studies

One can obtain pure samples of pions and protons from resonant particle decays such as

K0
S → π+π− and Λ0 → pπ (which we use to represent both Λ0 → pπ− and Λ̄0 → p̄π+),

respectively. These reconstructed particles can then be checked to see if they match

to a muon stub, a track reconstructed by hits in the CMS muon chambers, to form a

reconstructed muon. This check looks for the overlap of reconstructed tracker-tracks of

the hadron and the muon, and thus is unambiguous matching. Such a reconstructed

muon is considered a “fake muon” (even if it is a real muon from pion decay-in-flight

that creates the hits in the muon chambers) in the sense that the muon does not come

from prompt muon production, and may constitute a background to physics analyses

making use of relatively low pT muons in the final-state. An example of such an analysis

is the CMS B0
s → µ+µ− (and B0 → µ+µ−) search [15].

With a pure selection of pions and protons obtained via selection cuts placed on the

K0
S and Λ0 candidates (collectively called “V0’s” due to the V-like topological signature

of the decay), the hadron-to-muon mis-identification rates can be extracted. This is

done via fits to the invariant mass distribution of the reconstructed V0 candidates.

These fits are done both before and after the reconstructed V0 daughter is matched

(unambiguously via overlap of reconstructed tracker hits) to a reconstructed muon, with a

double Gaussian for V0 signal and a first-order polynomial for combinatorial background.

This is done for two muon selections: “Loose muons” that are basically just particle-

flow muons with very little extra cleaning, or “Tight muons” that include several extra

cleaning cuts outlined in Section 3.4.1 (though without isolation in these studies). The

hadron-to-muon mis-identification rate is then computed by taking the ratio of the signal

yield after muon-matching to the signal yield before muon-matching.

The hadron-to-muon mis-identification rates for both pions and protons are presented

in Figure 3.8 for Loose muons and in 3.9 for Tight muons, as a function of various

different variables of importance. Jet-triggered datasets from 2011 and 2012 data-taking

are combined, and a comparison to MC simulation is made using QCD events generated

with pythia. A cut of Lxy < 4 cm is enforced, where Lxy (or “V0 radius”) is the distance
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Figure 3.8: Differential hadron-to-muon mis-identification rates as a function of various
different variables, for the Loose muon selection only. A comparison is made between
the cases of pions and protons within each plot. An additional cut of track pT > 4 GeV
is included.

in the r − φ plane between the beam line and the location of the V0 decay. This cut

(not included in plots showing the hadron-to-muon mis-identification rate as a function

of V0 radius) is enforced so the rates are usable in analyses where fake muons largely

originate from hadrons produced within the beam pipe.

Interesting structures in these distributions, well reproduced by simulation, are ob-

served. For pions, the mis-identification probabilities are below 0.3% even for the loosest
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Figure 3.9: Differential hadron-to-muon mis-identification rates as a function of various
different variables, for the Tight muon selection only. A comparison is made between
the cases of pions and protons within each plot. An additional cut of track pT > 4 GeV
is included.
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Table 3.1: Table of inclusive hadron-to-muon mis-identification rates obtained using V0
decays occurring within the beam pipe, for both data and MC. An additional cut of
track pT > 4 GeV is included. The rates are shown as percentages.

Pion-to-Muon Mis-ID Rates [%]
Muon Selection Data MC
Loose 0.216 ± 0.003 0.223 ± 0.007
Tight 0.134 ± 0.002 0.139 ± 0.006

Proton-to-Muon Mis-ID Rates [%]
Muon Selection Data MC
Loose 0.058 ± 0.005 0.058 ± 0.013
Tight 0.016 ± 0.003 0.018 ± 0.007

muon selection and further decrease as the pT increases due to less of the hadrons de-

caying to real muons within the detector volume. For protons, the probability to be

reconstructed as a muon decreases with pT and remains much lower than the pion-to-

muon fake rates in the accessible momentum range. At larger |η|, the pion-to-muon fake

rate increases slightly due to the pions having more time to potentially decay to a muon

within the detector volume (as the calorimetry near and in the endcaps is further away

from the primary vertex). For the Tight muon selection, the rates significantly drop for

decays that occur further inside the detector volume, due to the requirement of at least

one hit in the pixel detector for the Tight muon selection. Finally, no significant depen-

dence of the rates on pile-up (the number of reconstructed primary vertices in the event)

is found. This is good motivation for the combination of the 2011 and 2012 datasets

when determining both inclusive and differential mis-identification rates. Inclusive mis-

identification rates are presented in Table 3.1. These numbers make use of a cut of track

pT > 4 GeV, still requiring the V0 decay in the beam pipe.

Additional plots from these studies can be found in Appendix A, including results for

a “TightMVA muon” selection (used specifically in the CMS B0
s → µ+µ− measurement

and B0 → µ+µ− search) that adds a cut on the output of a multivariate classifier to the

Tight muon selection to further reduce the hadron-to-muon mis-identification rate.



Chapter 4

Data and Simulation

This chapter outlines the datasets and Monte Carlo (MC) simulation samples used in

the VH(bb̄) analysis, as well as the trigger selection used to keep proton-proton collision

events for further processing. Comparisons between data and MC simulation are nec-

essary within the VH(bb̄) analysis for a variety of reasons. Examples include analysis

validation (see Chapter 7) and the estimation of systematic uncertainties used in the

extraction of signal (see Chapter 8.4).

We first discuss the datasets used in the VH(bb̄) analysis in Section 4.1. In Section

4.2, the MC simulation samples used in the analysis are presented, for both background

and signal processes. Finally, in Section 4.3, the specific triggers used to retain signal

events (and inevitably some background events in the process) are discussed, including

both L1 and HLT trigger paths used to keep events during data-taking runs.

As discussed previously, we focus strictly on the final version of the VH(bb̄) analysis,

which concerns data taken in 2012 only. Correspondingly, only the datasets, MC simu-

lation samples, and trigger selection used for the analysis of 2012 data are presented in

this section. For details regarding datasets, MC simulation samples, and trigger selection

used for the analysis of 2011 data, please refer to [40].

59
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4.1 Datasets

Events collected with the CMS detector are first selected using the L1 and HLT triggers,

discussed in Section 2.2.6 and more specifically for the VH(bb̄) analysis in Section 4.3.

The events are processed digitally and stored in a raw data format that is later processed

offline into fully reconstructed events, containing physics objects discussed in Chapter

3. The data is then stored in Primary Datasets (PD’s) for use by analysis groups at

CMS. These PD’s are organized by run period (e.g. Run2012A, Run2012B, etc.) and

trigger paths used to retain the events. The datasets are stored on the Open Science

Grid (OSG) in CMS data centers around the world for easy access by CMS analysis

groups using CMS-specific grid-computing tools.

Table 4.1 summarizes the data samples used in the current analysis, the channels in

which they are used, and the approximate integrated luminosity. Part of the full run

range is vetoed in the analysis due to a pixel misalignment problem that impacts many

observables related to b tagging. As a result, less than the full integrated luminosity

collected by the CMS detector is used in the VH(bb̄) analysis. This removes about 600

pb−1 of data and is already accounted for in Table 4.1. The distribution of the number

of reconstructed primary vertices for events in these datasets is presented in Figure 4.1.

4.2 Monte Carlo Simulation Samples

It is important for analysis groups at CMS to understand the backgrounds that may

“fake” a signal process of interest. Often there is remaining “irreducible” background

in the signal region of an analysis that must be accounted for during signal extraction.

Most analyses at CMS (including the VH(bb̄) analysis) make use of MC simulation

to study these backgrounds in order to assess the normalization, variable shapes, and

associated systematics of these processes. Equally important is the modeling of signal

events using simulation, which enables analysis groups to extract signals with well-known

characteristics. Some model-independent searches also use Monte Carlo simulation of

signal events, as they often still make a limited set of assumptions about the signal
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Table 4.1: List of 2012 data samples used for this analysis. The sum includes approxi-
mately 18.9 fb−1 of integrated luminosity across all modes.

Mode Dataset L (fb−1)

W(µν)H, Z(µµ)H /SingleMu/Run2012A-13Jul2012-v1 0.809
/SingleMu/Run2012A-recover-06Aug2012-v1 0.082

/SingleMu/Run2012B-13Jul2012-v1 4.403
/SingleMu/Run2012C-24Aug2012-v1 0.405

/SingleMu/Run2012C-2012C-EcalRecover 11Dec2012-v1 0.090
/SingleMu/Run2012C-PromptReco-v2 6.445
/SingleMu/Run2012D-PromptReco-v1 6.803

Total Lumi 19.04

W(eν)H /SingleElectron/Run2012A-13Jul2012-v1 0.809
/SingleElectron/Run2012A-recover-06Aug2012-v1 0.082

/SingleElectron/Run2012B-13Jul2012-v1 4.403
/SingleElectron/Run2012C-24Aug2012-v1 0.405

/SingleElectron/Run2012C-2012C-EcalRecover 11Dec2012-v1 0.405
/SingleElectron/Run2012C-PromptReco-v2 6.445
/SingleElectron/Run2012D-PromptReco-v1 6.803

Total Lumi 19.04

Z(ee)H /DoubleElectron/Run2012A-13Jul2012-v1 0.809
/DoubleElectron/Run2012A-recover-06Aug2012-v1 0.082

/DoubleElectron/Run2012B-13Jul2012-v1 4.403
/DoubleElectron/Run2012C-24Aug2012-v1 0.405

/DoubleElectron/Run2012C-2012C-EcalRecover 11Dec2012-v1 0.090
/DoubleElectron/Run2012C-PromptReco-v2 6.445
/DoubleElectron/Run2012D-PromptReco-v1 6.803

Total Lumi 19.04

Z(νν)H /MET/Run2012A-13Jul2012-v1 0.809
/MET/Run2012A-recover-06Aug2012-v1 0.082

/MET/Run2012B-13Jul2012-v1 4.403
/MET/Run2012C-24Aug2012-v1 0.405

/MET/Run2012C-2012C-EcalRecover 11Dec2012-v1 0.090
/MET/Run2012C-PromptReco-v2 6.445
/MET/Run2012D-PromptReco-v1 6.803

Total Lumi 19.04

W(τν)H /Tau/Run2012A-13Jul2012-v1 0.751
/Tau/Run2012A-recover-06Aug2012-v1 0.082

/Tau/Run2012B-13Jul2012-v1 4.122
/Tau/Run2012C-24Aug2012-v1 0.405

/Tau/Run2012C-2012C-EcalRecover 11Dec2012-v1 0.090
/Tau/Run2012C-PromptReco-v2 6.190
/Tau/Run2012D-PromptReco-v1 6.680

Total Lumi 18.32
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Figure 4.1: Distribution of the number of reconstructed primary vertices in data com-
pared to simulated MC events in the tt control sample for the W(µν)H event selection.
The distribution is shown with linear (left) and logarithmic (right) scales. See Chapter
7 for the definition of this control region.

being sought that can be used in signal extraction. Such an example is the ongoing

search for di-Higgs resonances at CMS [134].

Tables 4.2–4.4 summarize the simulated samples used in the VH(bb̄) analysis, includ-

ing equivalent luminosities (or cross sections) where applicable. Like the CMS datasets,

Monte Carlo simulation samples are stored on the OSG and easily accessible by CMS

analysis groups. Simulated events are produced by a number of different MC genera-

tors [135–139] and the particles created by the simulated proton-proton collisions are

propagated through a virtual CMS detector using the Geant4 software package [140].

Appropriate pileup reweighting is applied when comparing to data, in order to represent

the true primary vertex distribution in the different run ranges. This is applied in Figure

4.1 above to ensure agreement between data and MC. The samples are analyzed with

CMSSW version 5.3 with the same configuration as used to analyze data events, dis-

cussed in Section 4.1. Table 4.5 summarizes the cross sections and branching fractions

assumed for each signal channel and mass point. The cross sections are computed at

NNLO, as described in [141].
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Table 4.2: List of signal and diboson Monte Carlo samples used in the VH(bb̄) analysis,
along with the integrated luminosity of the samples. Only one signal mass point is shown
as an example (MH = 115 GeV).

Mode Dataset L (fb−1)

W(`ν)H /WH WToLNu HToBB M-115 8TeV-powheg-herwigpp/Summer12 DR53X-PU S10 START53 V7A-v1 6005

Z(``)H /ZH ZToLL HToBB M-115 8TeV-powheg-herwigpp/Summer12 DR53X-PU S10 START53 V7A-v1 34718

Z(νν)H /ZH ZToNuNu HToBB M-115 8TeV-powheg-herwigpp/Summer12 DR53X-PU S10 START53 V7A-v1 17450

ZZ /WW TuneZ2star 8TeV pythia6 tauola/Summer12 DR53X-PU S10 START53 V7A-v1 1181

WW /WZ TuneZ2star 8TeV pythia6 tauola/Summer12 DR53X-PU S10 START53 V7A-v1 176

WZ /ZZ TuneZ2star 8TeV pythia6 tauola/Summer12 DR53X-PU S10 START53 V7A-v1 295

Table 4.3: List of V+jets Monte Carlo samples used in the VH(bb̄) analysis. Different
generator binnings and different generators have been tested to maximize the available
statistics and to study systematic uncertainties (see Section 8.4). All sample names end
with /Summer12 DR53X-PU S10 START53 V7A-v* (not shown due to limited space).

DYJetsToLL M-50 TuneZ2Star 8TeV-madgraph-tarball
DYJetsToLL PtZ-180 TuneZ2star 8TeV-madgraph
DYJetsToLL PtZ-100 TuneZ2star 8TeV-madgraph

DYJetsToLL PtZ-50To70 TuneZ2star 8TeV-madgraph-tarball
DYJetsToLL PtZ-70To100 TuneZ2star 8TeV-madgraph-tarball

WJetsToLNu PtW-100 TuneZ2star 8TeV-madgraph
WJetsToLNu PtW-100 TuneZ2star 8TeV ext-madgraph-tarball

WJetsToLNu PtW-180 TuneZ2star 8TeV-madgraph-tarball
WJetsToLNu PtW-50To70 TuneZ2star 8TeV-madgraph
WJetsToLNu PtW-70To100 TuneZ2star 8TeV-madgraph
ZJetsToNuNu 50 HT 100 TuneZ2Star 8TeV madgraph
ZJetsToNuNu 100 HT 200 TuneZ2Star 8TeV madgraph
ZJetsToNuNu 200 HT 400 TuneZ2Star 8TeV madgraph
ZJetsToNuNu 400 HT inf TuneZ2Star 8TeV madgraph

ZJetsToNuNu PtZ-100 8TeV-madgraph
BJets HT-100To250 8TeV-madgraph

DY1JetsToLL M-50 TuneZ2Star 8TeV-madgraph
DY2JetsToLL M-50 TuneZ2Star 8TeV-madgraph
DY4JetsToLL M-50 TuneZ2Star 8TeV-madgraph

DYJetsToLL HT-200To400 TuneZ2Star 8TeV-madgraph
DYJetsToLL HT-400ToInf TuneZ2Star 8TeV-madgraph

WJetsToLNu HT-250To300 8TeV-madgraph
WJetsToLNu HT-300To400 8TeV-madgraph
WJetsToLNu HT-400ToInf 8TeV-madgraph

ZJetsToLL Pt-100 8TeV-herwigpp
WJetsToLNu PtW-100 8TeV-herwigpp
ZJetsToNuNu Pt-100 8TeV-herwigpp
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Table 4.4: List of tt and single top Monte Carlo samples used in the VH(bb̄) analysis,
with the corresponding assumed cross section. Different tt generators are used to study
systematics (see Section 8.4).

Mode Dataset σ (pb)

tt /TTJets FullLeptMGDecays 8TeV-madgraph-part/Summer12 DR53X-PU S10 START53 V7A-v* 24.6

tt /TTJets SemiLeptMGDecays 8TeV-madgraph-part/Summer12 DR53X-PU S10 START53 V7A-v* 103

tt /TTJets HadronicMGDecays 8TeV-madgraph-part/Summer12 DR53X-PU S10 START53 V7A-v* 106

tt /TT CT10 TuneZ2star 8TeV-powheg-tauola/Summer12 DR53X-PU S10 START53 V7A-v* 234

Single Top (tW) /Tbar tW-channel-DR TuneZ2star 8TeV-powheg-tauola/Summer12 DR53X-PU S10 START53 V7A-v1 11.1

/T tW-channel-DR TuneZ2star 8TeV-powheg-tauola/Summer12 DR53X-PU S10 START53 V7A-v1 11.1

Single Top (t-ch) /Tbar t-channel TuneZ2star 8TeV-powheg-tauola/Summer12 DR53X-PU S10 START53 V7A-v1 30.7

/T t-channel TuneZ2star 8TeV-powheg-tauola/Summer12 DR53X-PU S10 START53 V7A-v1 56.4

Single Top (s-ch) /Tbar s-channel TuneZ2star 8TeV-powheg-tauola/Summer12 DR53X-PU S10 START53 V7A-v1 1.76

/T s-channel TuneZ2star 8TeV-powheg-tauola/Summer12 DR53X-PU S10 START53 V7A-v1 3.79

Table 4.5: Cross sections for signal events at
√
s = 8TeV and H → bb̄ branching ratios

for masses from 110 to 150 GeV. Relative uncertainties are included on these estimates.

8TeV WH ZH H→ bb̄

MH σ(pb) ± (%) σ(pb) ± (%) B(H→ bb) ± (%)

110 1.0600 +3.9, −4.4 0.5869 +5.4, −5.4 0.745 +2.1, −2.2
115 0.9165 +4.0, −4.5 0.5117 +5.6, −5.5 0.704 +2.4, −2.5
120 0.7966 +3.5, −4.0 0.4483 +5.0, −4.9 0.648 +2.8, −2.8
125 0.6966 +3.7, −4.1 0.3943 +5.1, −5.0 0.577 +3.2, −3.2
130 0.6095 +3.7, −4.1 0.3473 +5.4, −5.3 0.493 +3.7, −3.8
135 0.5351 +3.5, −4.1 0.3074 +5.4, −5.2 0.403 +4.2, −4.3
140 0.4713 +3.6, −4.2 0.2728 +5.6, −5.4 0.315 +3.4, −3.4
145 0.4164 +3.9, −4.5 0.2424 +6.0, −5.8 0.232 +3.7, −3.7
150 0.3681 +3.4, −4.0 0.2159 +5.7, −5.4 0.157 +4.0, −4.0
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4.3 Trigger Selection

A variety of different triggers are used to collect events at
√
s = 8 TeV consistent with the

signal hypothesis in the VH(bb̄) analysis. The analysis makes use of very simple L1 trig-

ger paths, requiring either one muon candidate, one or two electron/photon candidates,

or missing transverse energy in the detector. In addition, a dedicated set of pre-scaled

L1 “utility triggers” are used to measure the efficiency of the Emiss
T + jets paths. This

information is summarized in Table 4.6 for all channels in the VH(bb̄) analysis.

The HLT paths for the W(eν)H, W(µν)H, and Z(``)H channels consist of several

single lepton and di-lepton triggers with tight lepton identification. Leptons are also

required to be isolated from other tracks and calorimeter energy deposits to maintain an

acceptable trigger rate. For the W(µν)H and Z(µµ)H channels, the trigger thresholds

for the muon transverse momentum are in the range of 24 to 40 GeV, where the high-

est threshold is used without additional isolation requirements. During Run2012A, the

muon is restricted to |η| < 2.1 – this restriction is lifted beginning in Run2012B. For the

W(eν)H channel, a single isolated-electron trigger is used with a 27 GeV threshold on

electron pT. For the Z(ee)H channel, a di-electron trigger with lower pT thresholds (17

and 8 GeV) and tight isolation requirements is used. For the W(τν)H channel trigger,

a tau jet from a one-prong hadronically-decaying tau particle is selected for. This is

similar to the offline selection, but looser. The pT of the charged track candidate within

the tau jet is required to be above 20 GeV, and the pT of the tau jet above 35 GeV.

An additional requirement of a minimum of 70 GeV is placed on the missing transverse

energy.

For the Z(νν)H channel, a combination of several HLT paths is used. A trigger re-

quiring Emiss
T greater than 150 GeV is utilized. Included with this trigger is a trigger

path requiring two central jets satisfying pT > 30 GeV (60 and 25 GeV for instantaneous

luminosity above 3 × 1033 cm−2s−1) and a Emiss
T threshold of 80 GeV, with additional

requirements: at least one di-jet with pT greater than 100 GeV, and no jet in the event

with pT greater than 40 GeV closer than 0.5 in azimuthal angle to the missing trans-

verse energy direction. In order to increase signal acceptance at lower values of missing
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Table 4.6: List of L1 and HLT trigger paths used for the 2012 dataset in the VH(bb̄) anal-
ysis. The trigger paths are split according to channel.

Channel L1 Trigger Path HLT Trigger Path

W(µν)H SingleMu16 IsoMu24( eta2p1)

SingleMu16 Mu40( eta2p1)

Z(µµ)H SingleMu16 IsoMu24( eta2p1)

SingleMu16 Mu40( eta2p1)

W(eν)H SingleEG20 OR SingleEG22 Ele27 WP80

Z(ee)H DoubleEG137 Ele17 CaloIdT CaloIsoVL TrkIdVL TrkIsoVL

Ele8 CaloIdT CaloIsoVL TrkIdVL TrkIsoVL

Z(νν̄)H L1 ETM36 OR L1 ETM40 HLT PFMET150

L1 ETM36 OR L1 ETM40 HLT DiCentralPFJet30 PFMHT80 (Run2012A)
L1 ETM36 OR L1 ETM40 HLT DiCentralJetSumpT100 dPhi05 DiCentralPFJet60

25 PFMET100 HBHENoiseCleaned (Run2012B-C-D)
L1 ETM36 OR L1 ETM40 DiCentralJet20 CaloMET65 BTagCSV07 PFMHT80 (Run2012A)

DiCentralPFJet30 PFMET80 BTagCSV07 (Run2012B-C-D)
W(τν)H L1 ETM36 OR L1 ETM40 LooseIsoPFTau35 Trk20 Prong1 MET70

Utility Triggers L1 ETM40 HLT L1ETM40

L1 ETM70 HLT L1ETM70

L1 ETM100 HLT L1ETM100

transverse energy, triggers that require jets to be identified as coming from b quarks are

used. For these triggers, two central jets with pT above 20 or 30 GeV, depending on

the luminosity conditions, are required. It is also required that at least one central jet

with pT above 20 GeV be tagged by an online version of the CSV b-tagging algorithm,

discussed in Section 3.4.4. The HLT paths used for each channel are summarized in

Table 4.6.



Chapter 5

Event Selection

With a set of fully reconstructed events (both data and MC) on hand as discussed in

Chapter 4, we can begin to analyze the events by first applying a set of selection cuts on

the reconstructed physics objects (principal and composite) to narrow down the phase

space used for the signal search. This preliminary step is known as “event selection” and

is the first step in extracting a signal consistent with the VH(bb̄) final state and topology,

which is discussed at length in Chapter 8 . In the end, a residual background exists that

must be accounted for when extracting the signal yield. A statistical account of the

contributing background processes is discussed further in Chapter 8. The background

control samples used to help with the signal region background prediction is discussed

in Chapter 7. These background samples are designed to be similar in phase space to

the signal region we discuss in this chapter, but still orthogonal (no overlap of events).

As discussed in Section 1.3, the chief analysis strategy we employ is to require

“boosted” physics objects. In particular, we require events to have high pT for both

the leptonically-decaying vector boson (W or Z) and the Higgs boson decaying to bot-

tom quarks, which helps to reduce contributions from a number of background processes.

Furthermore, we expect the vector boson and the Higgs boson to be well-separated and

central (found at low values of |η|) in signal events. Requiring the Higgs jets to be con-

sistent with bottom quarks is necessary to exclude V+bb̄ (where V generically refers to

either W or Z) and QCD multi-jet events – this is done by requiring minimal values of

67
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Figure 5.1: Illustration of dominant background processes in the VH(bb̄) search [14].
Presented are the Feynman diagrams for W+bb̄ (top left), Z+bb̄ (top right), tt (bottom
left), and di-boson (bottom right) background processes. Only Feynman diagrams asso-
ciated with the quark-antiquark annihilation production mechanism are shown (for tt,
the gluon-gluon fusion production mechanism contributes significantly as well).

the CSV discriminant for both jets associated with the Higgs boson physics object. The

additional jet activity in the event is very helpful in targeting backgrounds containing

single and pair-produced top quarks, while the di-jet mass (constructed from the jets

associated with the Higgs physics object) is useful in targeting the otherwise irreducible

di-boson background. Finally, a set of additional cuts making use of the event Emiss
T are

used in some channels to further reduce the QCD multi-jet background levels, as this

background process characteristically populates the low region of Emiss
T . The dominant

background processes for the VH(bb̄) search are illustrated in Figure 5.1.

We employ two different methods to extract a signal in the VH(bb̄) analysis: one
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making use of the di-jet mass distribution M(jj) and another making use of the output

discriminant of a multivariate classifier, specifically the Boosted Decision Tree (BDT)

classifier. These two methods are referred to as the “M(jj) analysis” and “BDT analysis”,

respectively. The extraction of signal is done using a “shape analysis” for each case, where

the distribution (M(jj) or BDT output) for each simulated signal/background process

is simultaneously fit to the distribution in data within the signal region. Our principal

result is based solely on the BDT analysis. The M(jj) analysis serves as an important

cross-check, as M(jj) is the most discriminating variable in the BDT training and has a

very intuitive interpretation when it comes to looking at an excess in data. The details

of the BDT training and both shape analyses are discussed further in Chapter 8.

The selection cuts used in the M(jj) and BDT analyses are somewhat different, as the

BDT analysis makes use of variable correlations in a broader phase space to help increase

the search sensitivity. We separately discuss each set of cuts defining the two signal

regions, both of which were optimized to maximize search sensitivity for the particular

method. As the BDT analysis yields our main result, we present this selection first in

Section 5.1. The tighter signal region for the M(jj) cross-check analysis is presented in

Section 5.2, emphasizing differences in event selection with respect to the BDT analysis.

5.1 BDT Signal Region

The signal region used for the BDT analysis makes use of boosting, b tagging, and

topological variables as described above. The emphasis in this selection is to keep the

phase space as broad as possible as to include as much signal as possible, such that

the discriminating power of the correlations between the variables included in the BDT

training can be fully utilized. However, making the selection too loose may dilute the

power of the multi-variate classifier, as many non-interesting events would be included

in the training. Therefore an optimization is necessary, taking into account both of

these features, in order to settle on a set of event selection criteria. A full optimization

maximizing search sensitivity was performed in order to obtain this working point.

Table 5.1 lists the selection criteria used in the event selection for the BDT analysis
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Table 5.1: Signal region event selection for the BDT analysis. Entries marked with “—”
indicate that the variable is not used in the given channel. If different, the entries in
square brackets indicate the selection for the different pT(V) regions as defined in the
first row of the table. The pT thresholds for the highest and second highest pT Higgs jets
are pT(j1) and pT(j2), respectively. The transverse momentum of the leading (highest
pT) tau track is pT(track). CSVmax and CSVmin refer to the CSV discriminant values
associated with the Higgs jet with the highest and lowest CSV discriminant values,
respectively. Naj and Nal represent the number of additional jets and isolated leptons,
respectively, that are found in addition to the number expected based on the final state
of interest. ~Emiss

T (tracks) refers to missing transverse energy vector built for the event
by making use of strictly tracking information. The values listed for kinematic variables
are in units of GeV, and for angles in units of radians.

Variable W(`ν)H W(τν)H Z(``)H Z(νν)H

pT(V) [100–130] [130–180] [> 180] > 120 [50–100] [> 100] [100–130] [130–170] [> 170]

m`` — — 75–105 —
pT(j1) > 30 > 30 > 20 > 60
pT(j2) > 30 > 30 > 20 > 30
pT(jj) > 100 > 120 — [> 100] [> 130] [> 130]
M(jj) < 250 < 250 [40–250] [< 250] < 250
Emiss

T > 45 > 80 — [100–130] [130–170] [> 170]
pT(τ) — > 40 — —
pT(track) — > 20 — —
CSVmax > 0.40 > 0.40 [> 0.50] [> 0.244] > 0.679
CSVmin > 0.40 > 0.40 > 0.244 > 0.244
Naj — — — [< 2] [—] [—]
Nal = 0 = 0 — = 0
∆φ(V,H) — — — > 2.0

∆φ( ~Emiss
T , jnearest) — — — [> 0.7] [> 0.7] [> 0.5]

∆φ( ~Emiss
T , ~Emiss

T (tracks)) — — — < 0.5
Emiss

T significance — — — [> 3] [—] [—]

∆φ( ~Emiss
T , `) < π/2 — — —

signal region. These criteria target a variety of different background processes that could

imitate a signal event, described above. The selection criteria are classified according to

which pT(V) category the event falls into (see Section 3.5), as the different categories

have differing signal-to-background ratios that influence the optimal selection criteria.

Also notable is that there is no requirement placed on additional jet activity (beyond

that associated with the Higgs physics object) in the event, which is the main handle

against tt and single top quark background. This information is instead used in the BDT

training and it is found that the top background is sufficiently separated from signal in

the resulting BDT discriminant output.

Another point to note about the BDT analysis event selection is that there is no cut
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on the di-jet mass near the Higgs mass search range. This allows us to use the same

signal region definition for all mass points in the search (ranging from 110 GeV to 150

GeV). However, different BDT trainings are used when looking at a possible signal at

different mass points. This is discussed in more detail in Chapter 8.

5.2 M(jj) Signal Region

In the VH(bb̄) M(jj) analysis, a substantially tighter set of requirements is used for event

selection. The selection criteria associated with the signal region for this cross-check are

presented in Table 5.2. Now present is a requirement on the additional jet activity in the

event, helpful in reducing tt and single-top backgrounds, and tighter b tagging, used to

further reduce V+bb̄ background levels. Also used in the M(jj) analysis event selection

is an additional requirement on ∆φ(V,H), utilizing the back-to-back nature of the vector

boson and Higgs boson in the event. This reduces the contribution from a number of

different background processes.

The di-jet mass distribution remains untouched in this selection, as this information

is directly used in the shape analysis. This variable is still primarily responsible for

the separation of the Higgs signal and di-boson background (most of which comes from

VZ(bb̄) events). It is therefore important to improve the di-jet mass resolution as much

as possible, separating both di-boson and VH(bb̄) peaks from a relatively smooth di-jet

mass spectrum arising from other background processes. We address this concern in

Chapter 6.
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Table 5.2: Signal region event selection for the M(jj) analysis. Entries marked with “—”
indicate that the variable is not used in the given channel. If different, the entries in
square brackets indicate the selection for the different boost regions as defined in the
first row of the table. Note that the W(eν)H channel only has two pT(V) categories in
the M(jj) analysis due to limited statistics with the tighter selection criteria. The values
listed for kinematic variables are in units of GeV, and for angles in units of radians. For
a description of previously undefined variables, please refer to Table 5.1.

Variable W(`ν)H W(τν)H Z(``)H Z(νν)H

pT(V) [100–150] [> 150] (e) > 120 [50–100] [100–150] [> 150] [100–130] [130–170] [> 170]
[100–130] [130–180] [> 180] (µ)

m`` — — 75–105 —
pT(j1) > 30 > 30 > 20 [> 60] [> 60] [> 80]
pT(j2) > 30 > 30 > 20 > 30
pT(jj) > 100 > 120 — [> 110] [> 140] [> 190]
Naj = 0 = 0 — = 0
Nal = 0 = 0 — = 0
Emiss

T > 45 > 80 < 60 —
pT(τ) — > 40 — —
pT(track) — > 20 — —
CSVmax > 0.898 > 0.898 > 0.679 > 0.898
CSVmin > 0.5 > 0.4 > 0.5 > 0.5
∆φ(V,H) > 2.95 > 2.95 — > 2.95
∆R(jj) — — [—] [—] [< 1.6] —

∆φ( ~Emiss
T , jnearest) — — — [> 0.7] [> 0.7] [> 0.5]

∆φ( ~Emiss
T , ~Emiss

T (tracks)) — — — < 0.5

∆φ( ~Emiss
T , `) < π/2 — — —



Chapter 6

Jet Energy Regression

A principal concern in the VH(bb̄) analysis is ensuring the di-jet mass resolution is as

good as possible in order to separate H → bb̄ decays from the Z → bb̄ resonance. This

is essential in order to show that any significant excess above background prediction

is coming from a new particle and not due to mis-modeling of the Z → bb̄ mass peak.

Additionally, the di-jet mass (constructed using the reconstructed b jets formed from the

H → bb̄ decay) is the most discriminating variable when it comes to separating signal

from background in the signal regions defined in Chapter 5. This is true for even for the

BDT analysis, which includes the M(jj) variable in the BDT training. Improving the

di-jet mass resolution results in less background under the H → bb̄ signal mass peak,

which translates to increased sensitivity of the VH(bb̄) signal search.

The di-jet mass resolution suffers both from detector effects, i.e. the finite resolution

of the CMS detector hardware in reconstructing the energy of the jet, as well as smearing

from fundamental physics processes such as hadronization. One handle analysts have

in improving the resolution is to better reconstruct the energy of b jets in the event,

primarily those from the Higgs boson decay. Such a correction can be made on top

of the nominal CMS jet energy corrections, discussed in Section 3.4.4, which do not

specifically target characteristics of b jets. Presented in this chapter is a dedicated b-

jet energy regression and based on regression techniques previously developed at the

Tevatron [142]. This regression makes use of boosted decision trees [143] as does the
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multivariate classifier used for signal extraction, discussed in Chapter 8. The regression,

which attempts to correct the pT of each individual reconstructed jet back to the true

pT of the jet as seen in MC simulation (using the same jet clustering algorithm and

nominal jet corrections), improves the resolution and reduces the jet energy scale bias

on a per-jet basis. This is done by targeting a variety of variables correlated with the

energy scale of b jets, including missing transverse energy and the presence of soft, non-

isolated leptons that are characteristic of semi-leptonic B decays that frequently occur

in b jets. The resulting improvement in di-jet mass resolution is approximately 15–20%

depending on the channel.

We present the details of the b-jet energy regression in two separate sections. First,

we discuss aspects of the regression BDT training in Section 6.1, additionally covering

the performance of the regression upon application. In Section 6.2 the validation of the

tool using data-driven techniques is discussed.

6.1 Regression Training

The b-jet energy regression is a multivariate tool that uses simulated events (in our

case, VH(bb̄) signal events) to learn the correlations of different b-jet observables with

the true energy scale of the jet, outputting a set of weights. These weights can then

be applied to individual b jets in events from either CMS-collected data or simulation

(both background and signal, ensuring no overlap of events with the training sample) to

correct event observables (most importantly the di-jet mass) that are input to the final

shape fit for signal extraction. We make use of the TMVA package [144] to perform the

regression, using the BDT algorithm. This multivariate algorithm was picked for both

the regression and classifier (discussed in Chapter 8) due to its high-performance and

widespread use within the CMS collaboration.

Simulated events from an ensemble of Higgs signal mass points, every 5 GeV between

110 GeV and 150 GeV (inclusive), are used in the training to ensure that there is no

bias related to the mass scale of the di-jet system. On the order of 50,000 events from

each signal MC sample are used in the training. Separate sets of events are used to
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train and test the samples, the latter step used to check against over-training of the

regression, where the regression picks up on statistical features of the samples instead of

true variable correlations. The three main topologies (Z(``)H, Z(νν)H, and W(`ν)H) are

trained separately, using a common set of training variables for all regression trainings.

The target of the regression is the generator-level pT of the jets associated with the

Higgs decay (looking at one jet at a time), including neutrinos – in other words, the

generator-level jets associated with each reconstructed b jet from the H→ bb̄ decay.

The variables used in the BDT regression training can be classified into a few different

categories. First of all, kinematical variables associated with the jet, such as jet pT, jet

η, etc. are used in the training. Other jet-related properties are used as well, such as the

total number of constituents in the jet and the pT of the leading (highest pT) track in

the jet. Additionally, if a secondary vertex is reconstructed for the jet, then a variety of

vertex-related variables are used in the training, such as the distance between the primary

vertex and the location of the secondary vertex, as well as the relative uncertainty on

that length. If a soft lepton is present in the jet, targeting semi-leptonic B decays in the

jet, then various properties of the lepton are used in the training, including the pT of

the lepton, the momentum of the lepton transverse to the jet axis, and the separation

of the lepton from the jet center in the η − φ plane. Finally, for the Z(``)H modes only,

the Emiss
T of the event (and related variables, such as the azimuthal separation of ~Emiss

T

and the transverse momentum of the nearest jet) is used in the training, as there should

be no “real” Emiss
T coming from neutrinos in these final states, attributing the observed

Emiss
T to jet energy mis-measurement. Agreement between data and MC for each of these

variables is first ensured before being used in the regression training. An example of the

typical agreement between data and MC for the training variables is presented in Figure

6.1 for a small subset of the variables used. Data/MC comparison for more of these

variables is presented in Chapter 7.

The regression is trained on jets in signal MC events satisfying pT > 20 GeV, |η| < 2.4,

and CSV output greater than zero. The results are evaluated on independent single MC

samples and shown in Figure 6.2, comparing di-jet mass resolution before and after appli-
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Figure 6.1: Comparison of input variables to the b-jet energy regression in the
Z(νν)H tt control sample (top row) and Z(``)H Z+bb̄ control sample (bottom row).
Definitions of these control samples can be found in Chapter 7. The variables shown
(all for the highest pT Higgs jet in the event) are the jet pT (top left), the number of
constituents in the jet (top right), the three-dimensional distance between the primary
vertex and the secondary vertex of the jet (bottom left), and the mass of the secondary
vertex of the jet (bottom right). Good agreement between data and MC is found for all
variables.
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Figure 6.2: Distributions of di-jet invariant mass in MC signal events for the Z(``)H (top
left), W(`ν)H (top right), and Z(νν)H (bottom) channels before and after the b-jet energy
regression is applied.

cation of the regression. Resolution gains of 15–20% are found for the Z(``)H channels,

depending on pT(V) category, while gains of 5–10% are observed for the W(`ν)H and

Z(νν)H channels. The neutrinos present in semi-leptonic B decays within the b jet

degrade the jet momentum measurement significantly, leading to a bias in the recon-

structed momentum and a worsening of the momentum resolution. Most of the power

of the regression comes from targeting the effects of the neutrinos, leading to more gains

in the Z(``)H channel where the event Emiss
T can be used in the regression training. The

separation between VH(bb̄) and VZ(bb̄) di-jet invariant mass resonances also improves

considerably as shown in Figure 6.3 for the Z(``)H channel. This translates to increased

analysis sensitivity, with an approximate gain of 15% in sensitivity across all channels.
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before and after the regression is applied. The regression significantly improves the
separation.

6.2 Regression Validation

It is important to validate the b-jet energy regression with data to make sure that the

algorithm is functioning as expected, leading to no bias in extracting a hypothesized

signal. The first check we make is to look for an explicit bias in the di-jet mass after

the application of the regression. In order to do this, we make use of the background

control samples since the signal region remains blinded until the techniques of the analysis

are fully validated. Figure 6.4 illustrates comparisons of data and MC simulation for

different control samples in the W(`ν)H channel (as an example), demonstrating that

backgrounds are not biased by the regression technique.

Two further data-driven checks are done in order to validate the b-jet energy regres-

sion methodology. The first check makes use of a sample of data events from a control

sample defined very similarly to the Z(``)H Z+bb̄ control sample discussed in Chapter

7. This control sample requires basic jet and lepton identification cuts, a di-lepton mass

cut consistent with the Z boson mass [145], no additional jets in the event (beyond the

two associated with the Higgs boson candidate), CSV output values greater than 0.5

for both Higgs jets, and pT(Z) > 50 GeV. The electron and muon modes are combined
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Figure 6.4: Distributions of di-jet invariant mass in background control samples for the
W(`ν)H channel enhanced in W+udscg (top row) and tt (bottom row) backgrounds,
both before (left) and after (right) the b-jet energy regression is applied. “W+udscg”
refers to a W boson produced with one or more jets that are not associated with a b
quark (or antiquark).
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Table 6.1: Fit parameters from Gaussian fits to the core of the pTBalance distribution,
for both data and MC simulation. Events are selected using a Z+bb̄ control sample in
the Z(``)H channel.

Data Before Regression After Regression

Constant 517.1± 13.3 579.5± 14.8
Mean 0.929± 0.008 0.985± 0.005
Sigma 0.226± 0.010 0.192± 0.007

MC Before Regression After Regression

Constant 535.5± 8.2 586.4± 8.8
Mean 0.938± 0.004 0.981± 0.003
Sigma 0.205± 0.005 0.189± 0.004

together in this sample. In these events, with a Z+bb̄ purity of approximately 70%, we

use the distribution of the ratio between the pT(jj) and the pT of the di-lepton system,

pTBalance =
pT(jj)

pT(``)
, (6.1)

to quantify the improvement coming from the regression. The distribution of this vari-

able, for both data and MC simulation, before and after applying the regression is

presented in Figure 6.5. The mean of the distribution is sensitive to the jet energy scale,

while the width is sensitive to the jet energy resolution. The agreement between data

and MC, already good before the application of the regression, further improves with the

correction. Also presented in Figure 6.5 is a Gaussian fit the core of the distribution, us-

ing events in data, before and after the application of the regression. The fit parameters

are shown in Table 6.1, for both data and simulated events.. The scale bias is improved

with the regression as the mean shifts toward unity for both data and simulation, as

expected from the topology of Z+bb̄ events, while the resolution after the application of

the regression is similar for both data and simulated events.

The second data-driven check makes use of a W(`ν)H control sample enriched with

single top events, containing a large amount of tt background as well. The sample is

constructed by requiring additional jet activity in the forward regions of the detector

(characteristic of single top events) and less-boosted physics objects, and is otherwise

very similar to the W(`ν)H W+bb̄ control sample defined in Chapter 7. We reconstruct
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Figure 6.5: Distribution of pTBalance in both data and simulated events before (top left)
and after (top right) the application of the b-jet energy regression, for a Z(``)H Z+bb̄
control sample. Also illustrated is a Gaussian fit to the core of this distribution using
events in data (bottom), before (red) and after (blue) the regression application. Both
mean and resolution of the fitted Gaussian improve with the use of the regression.
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a top quark candidate by taking the b jet with the highest CSV output in the event

and combining it with the leptonically-decaying W candidate, imposing a W boson mass

[145] constraint to reconstruct the full W boson four-vector. The mass of the top quark

candidate is then used as a candle to test the performance of the b-jet energy regression.

In Figure 6.6 the reconstructed top mass is shown both before and after the application

of the regression, comparing data to MC simulation. Also illustrated are Gaussian fits

to the core of the top mass distribution for both data and MC simulation (combining

all backgrounds together), again before and after the regression. The top quark mass

moves closer to the expected value [145] after the regression is applied, demonstrating a

decrease in bias with respect to the jet energy scale. Additionally, the top quark mass

resolution improves with the regression, in line with expectations.
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Figure 6.6: Reconstructed top quark mass distribution before (top left) and after (top
right) the application of the b-jet energy regression, comparing data and simulated
events. Also shown are Gaussian fits to the core the top mass distribution for both
data (bottom left) and MC simulation (bottom right), comparing before and after the
regression is applied. For both data and simulation there is less bias on the recon-
structed top quark mass after the regression, which also considerably improves the top
mass resolution.



Chapter 7

Background Control Samples

The VH(bb̄) analysis employs a thorough blinding strategy in order to ensure that there

is no bias in signal extraction due to mis-understood behavior of background processes

in the signal region (defined in Chapter 5). This effort requires the construction of

background control samples, or control regions, where individual background processes

are isolated with relatively high purity so that they may be studied in detail. Each

control sample (CS) is defined to be as close as possible to the signal region in terms of

phase space, while ensuring orthogonality to the signal region (i.e. no shared events). It

is also sometimes necessary to loosen certain selection criteria in these control regions

in order to gain enough events to effectively compare data and MC simulation of a

particular background process. This comparison of data and MC simulation is essential

as the analysis makes use of simulated events in the signal region for the prediction of

the contribution from background events.

Control samples in the VH(bb̄) analysis are established separately for each channel

(i.e. Z(``)H, Z(νν)H, W(`ν)H, and W(τν)H), combining together the electron and

muon modes where applicable. Only backgrounds that contribute significantly in the

signal region are targeted with this approach. For W(`ν)H and W(τν)H, three different

background control samples are required: W+udscg, W+bb̄, and tt. Here, “W+udscg”

refers to an enrichment of W+jets events where the jets originate from light quarks or

gluons only, while “W+bb̄” refers to W+jets events where very often at least one of

84
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the two jets associated with the Higgs boson candidate originates from a bottom quark

or bottom antiquark (usually due to a gluon splitting into a bb̄ pair within the event).

The control samples for the Z(``)H channel are similar to the ones for W(`ν)H and

W(τν)H: Z+udscg, Z+bb̄, and tt, with the two Z+jets control samples defined similarly

as for W+jets, described above. The Z(νν)H channel signal region has more contributing

background processes in comparison to the other channels, and so requires five different

control samples: W+udscg, W+bb̄, Z+udscg, Z+bb̄, and tt.

A variety of different background processes are looked at in each control sample by

way of MC simulation (the associated MC samples are discussed in Chapter 4). Some

of the more important background processes are discussed briefly in Chapter 5. The

following background processes are studied: W+0b, W+1b, W+2b, Z+0b, Z+1b, Z+2b,

tt, single top backgrounds (tW, t-channel, and s-channel production mechanisms), di-

boson backgrounds (WW, WZ, and ZZ), and QCD multi-jet events. Here, “V+Nb”

refers to an event with a leptonically-decaying W or Z boson and N of the jets associated

with the Higgs boson candidate (up to two) originating from a bottom quark or bottom

antiquark. In the case of W+jets and Z+jets events, one must be careful not to confuse

the background processes with the control samples of similar name. For example, the

W+bb̄ control sample contains W+0b, W+1b, and W+2b events, but is particularly

enriched in W+2b events (and somewhat enriched in W+1b events). Likewise, the

W+udscg control sample contains all three processes but is more enriched with W+0b

events.

For each channel, a set of simultaneous fits to data are performed using all control

samples, floating background normalization for each of the simulated V+Nb and tt pro-

cesses. The shapes used in these fits vary by channel and control sample: either the CSV

discriminant outputs associated with the Higgs candidate jets (CSVmax or CSVmin) or

M(jj), the former due to the ability to discriminate between the different W+jets and

Z+jets processes (e.g. Z+1b vs. Z+2b) and the latter for historical reasons. The output

from each simultaneous fit is a set of data/MC scale factors for the V+Nb and tt back-

ground processes that are then applied to the MC background prediction in the signal
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region. In this way we control the background level in the signal region with a data-

driven method. Associated with these scale factors are a set of systematic uncertainties,

described in Section 8.4, to be used in extracting the hypothesized VH(bb̄) signal. After

the data/MC scale factors are computed, they are applied to the background processes

in each control sample. Agreement between data and MC in the control samples is then

sought for all variables used in the VH(bb̄) analysis, serving as a method of validating the

analysis before proceeding with unblinding the data in the signal region and attempting

the extraction of a hypothesized signal.

Presented in Sections 7.1, 7.2, 7.3, and 7.4 are the definitions of the background

control samples for the Z(``)H, Z(νν)H, W(`ν)H, and W(τν)H channels, respectively.

In each section, a comparison of data and MC is shown for several variables used in

the analysis (after the application of the b jet energy regression discussed in Chapter

6, where applicable). This represents only a small number of plots scrutinized in the

VH(bb̄) analysis before unblinding – the full set is not listed here due to space limitations.

Finally, in Section 7.5 the data/MC scale factors obtained in the simultaneous fits to the

control samples are presented and discussed for all channels.

7.1 Z(``)H Control Samples

The various control samples utilized by the Z(``)H channel analysis are defined in Table

7.1. The control samples are split by lepton type (electron or muon) only – the same

control samples are used to validate both pT(V) categories for the Z(``)H analysis. A

sampling of the control plots formed using these control regions are presented in Figure

7.1. Here the di-jet pT and vector boson pT are highlighted.

It is important to note that in the case of Z(``)H, the control samples used to obtain

the data/MC scale factors are different from the ones used to validate the MC simulation

variable shapes used in the analysis. This is because the fit control samples are closer

to the signal region, but less pure in the backgrounds of interest (as opposed to those

defined above) and so less helpful in visually comparing data and MC in terms of variable

shapes. These alternative control samples used in the simultaneous fit for Z(``)H are
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Table 7.1: Definition of the three control samples for the Z(ee)H and Z(µµ)H channels.
The values listed for kinematic variables are in units of GeV, and for angles in units of
radians. Note that there is only one control sample for each background, used for both
pT(V) categories, in the Z(ee)H and Z(µµ)H analyses.

Variable Z+udscg tt Z+bb̄

pT(j1) > 20 > 20 > 20
pT(j2) > 20 > 20 > 20
pT(jj) > 100 > 100 —
pT(Z) > 100 — —
CSVmax 0.0–0.898 > 0.898 > 0.898
CSVmin > 0.0 > 0.5 > 0.5
Naj < 2 — < 2
Nal = 0 = 0 = 0
∆φ(V,H) > 2.9 — > 2.9
m`` — /∈[75–120] —
M(jj) — — /∈[90–145]

presented in Section 7.5.

7.2 Z(νν)H Control Samples

The five control samples made use of in the Z(νν)H analysis are defined in Table 7.2.

There is one control sample per background for each pT(V) category, defined in terms

of the event Emiss
T , as opposed to the case of Z(``)H. Various variable distributions are

illustrated in Figure 7.2, sampling from the various Z(νν)H control samples (for the high

pT(V) category only).

The prediction of the contribution from QCD multi-jet events using MC simulation

is difficult for the Z(νν)H channel due to statistical issues – a negligible number of

simulated events from high cross section processes remain after all selection criteria

have been applied. Instead, data-driven methods are used to check the contribution

in the signal region and control samples. These methods employ an extrapolated yield

prediction using the yield in data after inverting anti-QCD selection requirements, i.e.

the requirements placed on ∆φ( ~Emiss
T , jnearest) and ∆φ( ~Emiss

T , ~Emiss
T (tracks)). It is found
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Figure 7.1: Distributions of variables in data and simulated samples in the Z(``)H chan-
nels for the Z+udscg (top row), tt (middle row), and Z+bb̄ (bottom row) control sam-
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The plots are normalized using the scale factors to facilitate shape comparison. The
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Figure 7.2: Various control plots from the Z(νν)H analysis control samples, normaliz-
ing MC to data. The variables shown include the M(jj) distribution in the W+udscg
control sample (upper left), the pT(jj) distribution in the Z+bb̄ control sample (upper
right), the CSVmax distribution in the Z+udscg control sample (middle left), the CSVmin

distribution in the W+bb̄ control sample (middle right), and both the Emiss
T and Naj dis-

tributions in the tt control sample (bottom row). Only the high pT(V) category is shown
here.
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Table 7.3: Definition of the control samples for the W(µν)H and W(eν)H channels. The
same selection is used for all pT(V) categories (aside from the requirements on pT(W)).
The values listed for kinematic variables are in units of GeV.

Variable W+udscg tt W+bb̄

pT(j1) > 30 > 30 > 30
pT(j2) > 30 > 30 > 30
pT(jj) > 100 > 100 > 100
M(jj) < 250 < 250 < 250, /∈[90–150]
CSVmax 0.244–0.898 > 0.898 > 0.898
Naj < 2 > 1 = 0
Nal = 0 = 0 = 0
Emiss

T > 45 > 45 > 45
Emiss

T significance > 2.0 (µ), > 3.0 (e) — —

that the QCD multi-jet contribution in the high pT(V) and intermediate pT(V) categories

is negligible, but at the few percent level for the low pT(V) category. The extrapolation

is used to create QCD multi-jet variable shapes to be used in the signal region during

signal extraction.

7.3 W(`ν)H Control Samples

The selection criteria for the W(`ν)H control samples are presented in Table 7.3, as for

the other channels. The Emiss
T requirements used are to define the control samples as

closely as possible to the signal region, which makes use of the transverse missing energy

in the event. For the W+bb̄ control sample, the second jet is not required to be b-tagged

in order to increase the statistics of the sample. Several variable distributions in each of

the W(`ν)H control samples are presented in Figure 7.3, highlighting some of the more

important variables in the analysis.

As for the Z(νν)H channel, special methods are used to check for contribution from

QCD multi-jet events in the W(`ν)H channels. A yield extrapolation is done using excess

data events (above the MC prediction from other background processes) after inverting

the Emiss
T and lepton isolation requirements, nominally used to suppress QCD multi-jet
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Figure 7.3: Comparison of data and MC simulation in the various high pT(V) control
samples from the W(eν)H and W(µν)H analyses, normalizing MC to data. Included
distributions: CSVmax and Emiss

T in the W+udscg control sample (top row), Naj and
pT(jj) in the tt control sample (middle row), and CSVmin and M(jj) in the W+bb̄
control sample (bottom row). Control samples are shown for both the W(eν)H (left
column) and W(µν)H (right column) channels.
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Table 7.4: Definition of control samples for the W(τν)H channel. Here pT(track) refers
to the transverse momentum of the leading tau track. The values listed for kinematical
variables are in units of GeV.

Variable W+udscg tt W+bb̄

pT(j1) > 30 > 30 > 30
pT(j2) > 30 > 30 > 30
pT(jj) > 120 > 120 > 120
pT(τ) > 40 > 40 > 40
pT(W) > 120 > 120 > 120
pT(track) > 20 > 20 > 20
M(jj) < 250 < 250 /∈[90–150]
CSVmax 0.244–0.898 > 0.898 > 0.898
Naj < 2 > 1 = 0
Nal = 0 = 0 = 0
Emiss

T > 80 > 80 > 80
Emiss

T significance > 2.0 – –

background. The extrapolated QCD multi-jet yields for all control samples and the

signal region are found to be consistent with zero for all pT(V) categories.

7.4 W(τν)H Control Samples

The control sample definitions for the W(τν)H analysis are presented in Table 7.4. The

control samples are similar to those for the W(`ν)H channels, with a few important

differences. First of all, requirements on tau-specific variables are included. Also, the

event Emiss
T requirement is much higher due to trigger constraints. Finally, there is

only one pT(V) category for the W(τν)H analysis, so an inclusive selection requirement

of pT(W) > 120 GeV is used. The distributions of several variables important to the

W(τν)H analysis are illustrated in Figure 7.4, sampling from various control samples.

As for all other channels, good agreement is found between data and MC simulation.

An important note for this channel is that the control samples defined in this section

are not used for extracting data/MC scale factors for the mode – instead the W(`ν)H con-

trol samples are used. This is described in more detail in Section 7.5.
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Figure 7.4: Control plots associated with the W(τν)H channel control samples, with
data/MC scale factors applied to the simulation to facilitate shape comparison. The
M(jj) and ∆φ(V,H) distributions are shown in the W+udscg control sample (top row),
the Emiss

T distribution in the W+bb̄ control sample (bottom left), and the pT(W) distri-
bution in the tt control sample (bottom right).
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Table 7.5: Definition of the two alternative control samples used in the scale factor fit
for the Z(``)H channels. The values listed for kinematic variables are in units of GeV.

Variable Z+jets tt

m`` 75–105 /∈[75–105]
pT(j1) > 20 > 20
pT(j2) > 20 > 20
pT(V) > 50 50–100
M(jj) < 250, /∈[80–150] < 250, /∈[80–150]

CSVmax > 0.244 > 0.244
CSVmin > 0.244 > 0.244

7.5 Scale Factors

As discussed earlier in the chapter, the various control samples associated with each

channel in the analysis are used to extract data/MC scale factors used to correct the

background yield prediction in the signal region. This is done via a binned maximum

likelihood fit, using one variable from each control sample (within a particular chan-

nel, combining electron and muon modes where applicable). Both CSV output and

M(jj) variables are used in these fits, depending on the channel in question. As de-

scribed in Section 7.1, the control samples used for the Z(``)H fit differ from the nominal

ones used to compare data and MC simulation in terms of variable shapes. These alter-

native control samples, defined in Table 7.5, make use of the m`` and M(jj) sidebands

to be as close to the signal region as possible.

The data/MC scale factors for all channels in the VH(bb̄) analysis are summarized

in Table 7.6. Listed are scale factors for each individual pT(V) category – note however

that the two Z(``)H pT(V) categories make use of the same set of scale factors. Also, the

W(τν)H scale factors are obtained from the W(`ν)H fits to data, instead of making use

of the control samples defined for the W(τν)H channel. This is due to a limited number

of MC simulation events in some of the W(τν)H control samples, particularly the W+bb̄

control sample, which would lead to much less precise estimates of the scale factors if

used. The uncertainties on the scale factors are used as normalization systematics in
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the final signal extraction (described in Chapter 8) and are properly correlated with the

shape systematics used in obtaining the final results, as discussed in Section 8.4.

The uncertainties (both statistical and systematic) are largest for the W+1b and

W+2b processes due to limited MC simulation statistics and a relatively low purity of

the backgrounds in the W+bb̄ control samples for the W(`ν)H and Z(νν)H channels.

This fact is reflected in the control plots shown earlier in the chapter. The scale factors

are found to be close to unity for all processes except for W+1b and Z+1b, for which the

scale factors are consistently found to be larger than two. This discrepancy is interpreted

as arising mainly from mis-modeling in the generator parton shower of the process of

gluon-splitting to bb̄ pairs, as most of the excess occurs in the region of phase space

where the secondary vertices associated with the b jets are found relatively close to

each other (∆R < 0.5). This observation is consistent with similar observations in other

studies of vector bosons in association with heavy-flavor quarks by the ATLAS and CMS

experiments [146–148].
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Table 7.6: Data/MC scale factors for the leading background processes in all channels
of the VH(bb̄) analysis, combining electron and muon modes where applicable. Included
with the scale factors are both statistical (listed first) and systematic (listed second) un-
certainties. The scale factors for the W(τν)H channel are obtained from the W(`ν)H fit,
as there are not enough simulated events in the W(τν)H control samples to estimate scale
factors with comparable precision. Scale factors are listed separately for each pT(V) cat-
egory. Note that there are only two pT(V) categories for the Z(``)H analysis, which uses
the same scale factors for both categories.

Category/Process W(`ν)H/W(τν)H Z(``)H Z(νν)H

Low pT(V)

W+0b 1.03± 0.01± 0.05 — 0.83± 0.02± 0.04
W+1b 2.22± 0.25± 0.20 — 2.30± 0.21± 0.11
W+2b 1.58± 0.26± 0.24 — 0.85± 0.24± 0.14
Z+0b — 1.11± 0.04± 0.06 1.24± 0.03± 0.09
Z+1b — 1.59± 0.07± 0.08 2.06± 0.06± 0.09
Z+2b — 0.98± 0.10± 0.08 1.25± 0.05± 0.11
tt 1.03± 0.01± 0.04 1.10± 0.05± 0.06 1.01± 0.02± 0.04

Intermediate pT(V)

W+0b 1.02± 0.01± 0.07 — 0.93± 0.02± 0.04
W+1b 2.90± 0.26± 0.20 — 2.08± 0.20± 0.12
W+2b 1.30± 0.23± 0.14 — 0.75± 0.26± 0.11
Z+0b — — 1.19± 0.03± 0.07
Z+1b — — 2.30± 0.07± 0.08
Z+2b — — 1.11± 0.06± 0.12
tt 1.02± 0.01± 0.15 — 0.99± 0.02± 0.03

High pT(V)

W+0b 1.04± 0.01± 0.07 — 0.93± 0.02± 0.03
W+1b 2.46± 0.33± 0.22 — 2.12± 0.22± 0.10
W+2b 0.77± 0.25± 0.08 — 0.71± 0.25± 0.15
Z+0b — 1.11± 0.04± 0.06 1.17± 0.02± 0.08
Z+1b — 1.59± 0.07± 0.08 2.13± 0.05± 0.07
Z+2b — 0.98± 0.10± 0.08 1.12± 0.04± 0.10
tt 1.00± 0.01± 0.11 1.10± 0.05± 0.06 0.99± 0.02± 0.03



Chapter 8

Signal Extraction

This chapter discusses the methodology employed to isolate and potentially extract (if

an excess in data is present) a VH(bb̄) signal. As discussed in previous chapters, the

nominal result of the VH(bb̄) analysis makes use of multi-variate techniques to separate

hypothetical signal from background, more specifically a BDT classifier [143] using the

TMVA package [144]. This is not to be confused with the BDT regression used to

correct the b-jet energy scale, discussed in Chapter 6. Simulated events are used to train

(and test) the classifier, yielding weights that are then applied to an orthogonal set of

simulated events and the actual data in the signal region. The application of the weights

creates an output discriminant for each event, which we refer to as “BDT output” below.

This distribution is then fit to extract signal using the Standard Model VH(bb̄) signal

hypothesis – details of this fit are discussed both in this chapter and in Chapter 9.

The BDT classifier separates signal from background in such a way that the back-

ground is pushed more toward the left of the distribution, towards values of zero, and the

signal is pushed more toward the right of the distribution, toward values of unity. This

separation power draws from a variety of different variables used in the BDT training,

making use of the full topology of the event. Electron and muon modes are combined in

the BDT training, where applicable. A single BDT classifier is used for the Z(``)H anal-

ysis, providing an excellent improvement in sensitivity of roughly 35–40% (measured in

terms of exclusion limit of SM VH(bb̄) signal at the 95% confidence level) in compar-

98
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ison to an analysis making use of a fit to the M(jj) distribution. In the W(`ν)H and

Z(νν)H channels, enough SM signal is expected at the current integrated luminosity such

that further gains can be obtained via the use of multiple BDT classifiers, used together

in what we refer to as a “multi-BDT“ analysis. The additional BDT classifiers used for

these channels make use of BDT trainings that include only one background process at

a time, and help to sort the events into subsets organized by signal-to-background ratio.

The overall gain from using the multi-BDT approach, relative to an optimized analysis

employing a single BDT classifier, is roughly 5–10% in sensitivity for the relevant chan-

nels. The W(τν)H channel does not make use of this technique due to a limited number

of training events, and so uses a single BDT training as in the case of the Z(``)H analysis.

We first present the BDT analysis signal extraction in Section 8.1, covering the

training and validation of the BDT classifier as well as the multi-BDT technique used

for the W(`ν)H and Z(νν)H channels. In Section 8.2, the M(jj) cross-check analysis

is discussed. We discuss in Section 8.3 a further cross-check that attempts to measure

the cross section of the VZ(bb̄) background process in order to validate both the BDT

technique and the handling of systematic uncertainties in the analysis. Finally, in Section

8.4, the systematic uncertainties used by the VH(bb̄) analysis for the purpose of signal

extraction are discussed.

8.1 BDT Analysis

The VH(bb̄) BDT analysis makes use of variable shape information provided by MC

simulation samples for both SM VH(bb̄) signal and a variety of different background

processes, discussed in Section 4.2. Half of the events in these samples are used in the

BDT training, while the other half is used to test for over-training and for the final signal

extraction. Both the training and final signal extraction is performed in a signal region

defined in Section 5.1.

The BDT training is discussed at length in Section 8.1.1. In Section 8.1.2, the

validation of the BDT methodology is presented, making use of the background control

samples defined in Chapter 7. Finally, in Section 8.1.3 the multi-BDT technique is
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Table 8.1: Variables used in the training of the event BDT classifier discriminant. Note
that some variables are used only for a subset of the channels.

Variable

pT(j1), pT(j2): transverse momentum of each jet associated with the Higgs boson candidate (ordered by pT)
M(jj): di-jet invariant mass
pT(jj): di-jet transverse momentum
pT(V): vector boson transverse momentum (or Emiss

T )
Naj: number of additional jets (beyond those associated with Higgs boson candidate)
CSVmax: value of CSV output for the Higgs boson daughter with largest CSV output value
CSVmin: value of CSV output for the Higgs boson daughter with second largest CSV output value
∆φ(V,H): azimuthal angle between vector boson and di-jet
∆η(jj): difference in η between Higgs boson daughters
∆R(jj): distance in η–φ between Higgs boson daughters
∆θpull: color pull angle

∆φ( ~Emiss
T , jnearest): azimuthal angle between Emiss

T and the closest jet (only for Z(νν)H)
maxCSVaj: maximum CSV of the additional jets in an event (only for Z(νν)H and W(`ν)H)
min∆R(H, aj): minimum distance between an additional jet and the Higgs boson candidate (only for Z(νν)H and W(`ν)H)
Invariant mass of the VH system (only for Z(``)H)
Cosine of the angle between the direction of the vector boson in the rest frame of the VH system and

the direction of the VH system in the laboratory frame (only for Z(``)H)
Cosine of the angle between the direction of one of the leptons in the rest frame of the Z boson and

the direction of the Z boson in the laboratory frame (only for Z(``)H)
Cosine of the angle between the direction of one of the jets in the rest frame of the reconstructed Higgs boson and

the direction of the reconstructed Higgs boson in the laboratory frame (only for Z(``)H)

discussed in more detail.

8.1.1 Training

The BDT training is carried out separately for each channel and Higgs mass point (ev-

ery 5 GeV in the range 110-150 GeV, inclusive), combining the electron and muon decay

modes in the case of Z(``)H and W(`ν)H. All backgrounds are combined together in

this training, weighting each background by the expected yield contribution in the signal

region. A variety of different variables are used in the trainings to maximize the sensitiv-

ity of the analysis in extracting a hypothesized VH(bb̄) signal. The full list of variables

used is presented in Table 8.1, including a summary of the variable definitions. Jets (not

associated with the Higgs boson candidate) are counted as additional jets if they satisfy

the following: pT > 20 GeV and |η| < 4.5 for W(`ν)H, pT > 20 GeV and |η| < 2.5 for

Z(``)H, and pT > 25 GeV and |η| < 4.5 for Z(νν)H. Also used here is the “color pull

angle” [149] which discriminates between color-octet background and the color singlet

H→ bb̄ decay.
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Before the final training is done, each variable is checked to see if it is well modeled

by simulation. This is done chiefly using the control samples discussed in Chapter 7.

In addition to checking control plots for each variable in all background control sam-

ples, looking for good agreement between data and MC, the modeling of the variable

correlations must be checked. Figure 8.1 illustrates a small set of the variable correla-

tions looked at before finalizing the BDT training, shown the tt control sample of the

W(eν)H channel as an example. Excellent agreement between data and MC is observed.

The variable list represented in Table 8.1 reflects considerable effort in maximizing

the separation power of the BDT classifiers while using as few variables as possible. The

latter effort is based on a desire to keep the analysis as simple as possible once maximal

separation power has been achieved. The variables that are included provide separation

power that is at least somewhat orthogonal to the rest of the variable set, improving the

analysis sensitivity by at least 3–5% individually (some variables, such as M(jj), provide

much more separation power). The separation between signal and background in the

final BDT shape for the Z(``)H channels is presented in Figure 8.2, where the signal

and total background levels are both normalized to unity. Note that a re-binning of the

BDT output (included in the distributions shown in Figure 8.2) is applied before signal

extraction, in order to prevent too few simulated events in any one bin. This is necessary

for the statistical treatment of the simulated events in each bin during signal extraction,

as discussed further in Section 8.4.

8.1.2 Validation

An important effort in any analysis that makes use of multi-variate techniques is the

validation of the output discriminant. In the case of the VH(bb̄) analysis at CMS,

this is done in three separate ways. The first validation method makes use of cross-

check analyses that validate various aspects of the signal extraction, such as the BDT

training, the treatment of systematic uncertainties, the fitting machinery employed, etc.

The VH(bb̄) analysis makes use of two separate cross-check analyses, a VH(bb̄) M(jj)

analysis and a SM di-boson analysis that attempts to measure the cross section of the
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Figure 8.1: Correlations between BDT input variables as evaluated in the W(eν)H tt con-
trol sample with data overlayed on simulated tt events. Included comparisons:
pT(W) vs. M(jj) (top left), ∆η(jj) vs. M(jj) (top right), pT(jj) vs. Naj (bottom left),
and ∆φ(W,H) vs. Naj (bottom right). Good agreement is found between data and MC
simulation in all cases (including the other correlation plots not shown here due to space
limitations).
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Figure 8.2: BDT output distributions for the Z(ee)H (left) and Z(µµ)H (right) channels
(after re-binning) in the high pT(V) category BDT signal region. The total background
and signal prediction (for SM VH(bb̄) signal) are both normalized to unity.

VZ(bb̄) background process. These cross-checks are discussed in Sections 8.2 and 8.3,

respectively.

The second validation method makes use of the BDT sideband. The sideband (left-

hand side) of the BDT discriminant output is looked at before the signal-rich (right-hand

side) part of the distribution is unblinded and signal extraction is completed. Agreement

between data and MC is sought before continuing with the signal extraction. Good

agreement is found in the sidebands of all BDT distributions, as shown in Chapter 9.

The final validation method made use of in the VH(bb̄) analysis is a visual inspection

of the BDT output distribution in the various control samples of the different analysis

channels. A sampling of these distributions is illustrated in Figure 8.3. The excel-

lent agreement between data and MC simulation is suggestive that the BDT output

distribution is modeled well by simulation, and is a requirement for proceeding with

the unblinding of all data in the signal region and the extraction of a hypothesized

VH(bb̄) signal.
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Figure 8.3: BDT output distributions in various control samples for some of the search
channels. Shown is the BDT output in the W(eν)H W+udscg control sample (top left),
the Z(µµ)H tt control sample (top right), the Z(νν)H W+bb̄ control sample (bottom
left), and the Z(νν)H Z+bb̄ control sample (bottom right). Very good agreement between
data and MC is observed in all cases.
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8.1.3 Multi-BDT Technique

While the Z(``)H and W(τν)H channels each make use of a single BDT training in order

to classify events as either signal-like or background-like, the W(`ν)H and Z(νν)H chan-

nels make use of more advanced methods to further enhance the sensitivity of the anal-

ysis, as described at the beginning of the chapter. These channels make use of a “multi-

BDT” technique similar to the one used by the CDF collaboration [150], which divides

the events in the signal region into four distinct subsets that are enriched in tt, V+jets,

di-boson, and VH signal events (in order of increasing signal-to-background ratio). The

technique uses three additional BDT classifiers that are trained on signal and only one

background process at a time: tt, V+jets, or di-boson events. This results in three

additional BDT output values per event, which are cut on to place the events into one

of the four subsets described above. The set of variables used in the training of the

background-specific BDT’s is the same as for the nominal BDT training. As previously

mentioned, the Z(``)H channels do not use this technique because of a relatively small

final expected signal yield at the present level of integrated luminosity, in addition to less

types of background being relevant in the signal region (primarily Z+jets background

events). The W(τν)H channel instead lacks enough simulated events after the signal

region cuts to make use of the multi-BDT technique.

The event classification using the multi-BDT approach works as follows: if an event

fails the cut on the tt BDT output, then the event is tt-like and is placed in the first

subset. Otherwise, the event is checked to see if it passes a cut on the V+jets BDT

output. If not, the event is placed in the second subset. Finally, if it passes this cut,

the di-boson BDT output is looked at. Failing this cut places the event in the third

subset, and passing it places it in the final subset that is most signal-like. The nominal

BDT distribution for each subset is separately re-binned, as for the single BDT case,

and all four subsets are “pasted” together to form one continuous distribution (in the

same order as discussed), mapping the new distribution to values from zero to unity.

This distribution (one per pT(V) category) is then fit during signal extraction for the

W(`ν)H and Z(νν)H channels. The separation between signal and background in the
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Figure 8.4: Multi-BDT output distributions for the W(µν)H (left) and Z(νν)H (right)
channels in the high pT(V) category BDT signal region. The total background and signal
prediction (for SM VH(bb̄) signal) are both normalized to unity.

final multi-BDT shape for the W(µν)H and Z(νν)H channels is presented in Figure 8.4,

where the signal and total background levels are both normalized to unity.

Note that these background-specific BDT’s serve as an optimized way to further sort

events into categories with differing signal-to-background ratios, and do not add more

separation power to the nominal BDT training. This is seen when using only the fourth

subset of events in the signal extraction, as it is found to lead to similar sensitivity when

compared to a single BDT training without splitting the events into subsets. The added

sensitivity comes from separating out very background-like signal events and fitting them

in the first, second, and third event subsets with relatively smaller total background

levels.

8.2 M(jj) Analysis

The M(jj) analysis serves as a cross-check to the nominal VH(bb̄) result obtained with

the BDT analysis that is described in Section 8.1. Signal extraction for the M(jj) analysis

proceeds in a similar fashion as for the BDT analysis, except that the M(jj) distribution

is fit instead of the BDT output. An alternative signal region is used as well, presented
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in Section 5.2, which makes use of cuts on several variables that are nominally used

in the BDT training for increased signal/background separation power. If an excess is

present in data above the background prediction made using MC simulation, the M(jj)

analysis provides an especially clear way to interpret the excess as a resonant signal.

The M(jj) distribution from the different VH(bb̄) channels can be combined together to

present a visually compelling picture in the case of an excess in data arising from a true

resonant signal process.

In addition, the M(jj) analysis provides a way to validate the fitting machinery used

to extract signal, as well as the background prediction methodology employed in the

VH(bb̄) analysis. Aside from the differences listed above, the background prediction

and signal extraction proceeds identically for the M(jj) analysis. Results for the M(jj)

analysis are presented in Chapter 9 along with the results of the BDT analysis.

8.3 Di-boson Cross-check

An additional cross-check to the nominal VH(bb̄) BDT analysis is an attempt to mea-

sure the cross section of the resonant di-boson background that normally serves as an

irreducible background in extracting a hypothesized VH(bb̄) signal. In particular, the

VZ(bb̄) background is targeted, including both WZ and ZZ semi-leptonic processes, due

to the great similarity to the VH(bb̄) event topology. The primary differences between

the two processes are the spin and mass of the boson decaying to two b jets, as the pro-

cesses are similar in most other respects. This provides a useful opportunity to validate

the BDT technique (and multi-BDT technique, where applicable) that is used in the

nominal VH(bb̄) result.

The di-boson cross-check mimics the VH(bb̄) BDT and M(jj) analyses, making use of

the same analysis methodology and signal region definitions, except treating the VZ(bb̄)

process as a signal process and the VH(bb̄) process as background (using the SM predic-

tion for the expected yield, with large uncertainty). This requires retraining the BDT

classifiers used to extract signal and construct the multi-BDT distributions. Also, the

W(τν)H channel and the low pT(V) categories of the Z(``)H channels are removed as they
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contribute minimally in this cross-check analysis. The nominal BDT and background-

specific BDT trainings for the VZ(bb̄) analysis make use of the same set of variables as

for the VH(bb̄) analysis. The only difference (aside from using VZ(bb̄) as signal instead

of VH(bb̄)) is that there are only three subsets of events in the multi-BDT distribution,

which is due to the di-boson processes no longer serving as a background in the cross-

check. A separate subset of the multi-BDT distribution is not formed for “VH(bb̄)-like

background” as the expected yield contribution is relatively small compared to VZ(bb̄).

Results of the di-boson cross-check analysis, including VZ(bb̄) versions of both BDT

and M(jj) analyses, are presented in Chapter 9 alongside the nominal VH(bb̄) search

results. For a more in-depth discussion of the VZ(bb̄) analysis, please refer to [151],

which presents a stand-alone VZ(bb̄) cross section measurement that includes further

improvements beyond those used in this cross-check.

8.4 Systematic Uncertainties

In addition to the Poissonian statistical uncertainties on the data points in the ensemble

of binned maximum likelihood fits used during signal extraction, a number of systematic

effects are accounted for in these fits. The systematic uncertainties are applied to the

MC simulation events and come in two types: normalization and shape. The normal-

ization uncertainties are simply uncertainties on the predicted background and signal

yields in the signal region, and are flat with respect to variable shape. The shape un-

certainties allow for smooth deformations in the variable shape (either M(jj) or BDT

output, the latter including correlated shape variations across multi-BDT bins) defined

by two limits, an “up” shape and a “down” shape that serve as the “one-sigma” bounds

on shape variations due to a particular systematic. In both cases, the amount of varia-

tion in normalization or shape are controlled by “nuisance parameters” that signify the

degree of impact of the systematic on the final signal extraction. The various systematic

uncertainties that play a role in the VH(bb̄) analysis and their impact on both the total

yield uncertainty and final fitted signal strength (for a 125 GeV SM Higgs boson) are

presented in Table 8.2 and discussed in detail below. The numbers presented in this table
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Table 8.2: Summary of systematic uncertainties in the VH(bb̄) analysis. Listed infor-
mation includes whether each systematic affects the shape or normalization of the BDT
output, the associated uncertainty on signal or background event yields, and the relative
contribution to the expected uncertainty on the extracted signal strength, µ, defined
as the ratio of the best-fit value for the production cross section for a 125 GeV Higgs
boson, relative to the SM cross section. MC modeling refers to the use of different MC
generators in producing certain backgrounds, allowing a variation in BDT output shape.
Concerning the uncertainty on µ, the second-to-last column shows the individual con-
tribution of the systematic with no other systematics included in the signal extraction,
while the last column shows the impact of removing strictly that systematic with all
other systematics included in the signal extraction. These two numbers are different due
to correlations between the different systematics. Ranges indicate a variance in impact
over different channels or event categories in the analysis.

Event yield uncertainty Individual contribution Effect of removal
Source Type range [%] to µ uncertainty [%] on µ uncertainty [%]

Luminosity norm. 3 < 2 < 0.1
Lepton efficiency and trigger (per lepton) norm. 3 < 2 < 0.1
Z(νν)H triggers shape 3 < 2 < 0.1
Jet energy scale shape 2–3 5.0 0.5
Jet energy resolution shape 3–6 5.9 0.7
Missing transverse energy norm. 3 3.2 0.2
b-tagging shape 3–15 10.2 2.1
Signal cross section (scale and PDF) norm. 4 3.9 0.3
Signal cross section (pT spectrum, EW/QCD) norm. 2/5 3.9 0.3
Monte Carlo statistics shape 1–5 13.3 3.6
Backgrounds (data estimate) norm. 10 15.9 5.2
Single top quark (simulation estimate) norm. 15 5.0 0.5
Di-boson (simulation estimate) norm. 15 5.0 0.5
MC modeling (V+jets and tt) shape 10 7.4 1.1

cover the VH(bb̄) BDT analysis only, though the systematics have a similar impact on

the M(jj) analysis results.

The uncertainty on the CMS luminosity measurement [152, 153], the uncertainties

on lepton reconstruction/trigger efficiencies (obtained from studies using leptonically-

decaying Z bosons), the uncertainty on the Z(νν)H trigger efficiency (obtained from

varying the parameters describing the efficiency turn-on curve, yielding a shape system-

atic), and uncertainties on the event Emiss
T estimate each contribute very minimally to

the VH(bb̄) analysis in terms of yield estimates and sensitivity. The normalization sys-

tematics on the VH(bb̄) signal yield estimate contribute minimally as well in the most

recent round of the analysis. The total VH(bb̄) cross section is calculated to NNLO

accuracy [154] with NNLO QCD corrections [155] and NLO electroweak (EW) correc-
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tions [156–158] to account for differences in the V/H pT spectrum between data and

MC, and the systematics applied after these corrections are relatively small (5% and 2%,

respectively). The impact on the analysis sensitivity due to scale variations and PDF

uncertainties [159–163] are similarly small.

Jet-related uncertainties serve as a principal source of systematic uncertainty in the

analysis. The jet energy scale is varied within its uncertainty as a function of pT and η,

while the jet energy resolution is evaluated by smearing the jet energies according to the

measured uncertainty. The b-tagging systematics are evaluated by varying the b-tagging

data/MC scale factors, measured using tt events and used to re-shape the CSV output

distribution as discussed in Section 3.4.4, within the associated uncertainties. These

uncertainties are 3% per b-quark tag, 6% per c-quark tag, and 15% per mis-tagged

jet (originating from gluons or u/d/s quarks) [12]. All of these jet-related systematics

are independently varied up/down within uncertainty as discussed, then propagated

through the analysis to obtain altered BDT output shapes (or M(jj) shapes) that serve

as up/down shape systematics in the signal extraction.

Several systematics are related to the background yield estimation in the signal re-

gion. The data-driven background estimation using the data/MC scale factors measured

with the background control samples and discussed in Section 7.5 has associated system-

atics from the uncertainties on the scale factors. This includes the statistical uncertainty

on the scale factors, which is represented in Table 8.2 as the “data estimate” of back-

grounds, resulting in one nuisance parameter per background (V+jets and tt processes

only) per channel. The systematics on the data/MC scale factors due to jet energy

scale, jet energy resolution, and b-tagging variations are folded into the jet-related shape

systematics described above. The di-boson and single-top background processes make

use of MC simulation for the yield prediction in the signal region, and have associ-

ated systematic uncertainties that are derived from CMS cross section measurements

[164–166]. For the V+jets and tt backgrounds, additional shape systematics are used

that cover differences arising from different MC generators. Finally, for all signal and

background processes, we add a bin-by-bin up/down shape systematic that reflects the
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statistical uncertainty of the background prediction in each bin, treated independently,

using simulated events (“Monte Carlo statistics” in Table 8.2).

As is evident from Table 8.2, b-tagging, data-driven background estimation, and MC

statistical uncertainties have the greatest impact on the sensitivity of the analysis when

it comes to systematic effects. However, the impact of all systematics on the relative

uncertainty of the signal strength (at a Higgs mass of 125 GeV) is about 20%, compared

to the roughly 50% total relative uncertainty on the signal strength as shown in Chapter

9. Correspondingly, the impact of the systematics is roughly 15% on the expected upper

limit on the Higgs boson production cross section and on the expected significance of an

observation when the Higgs boson is present in the data at the predicted SM rate. Thus,

the VH(bb̄) analysis is not currently a systematics-limited analysis, as the Poissonian

uncertainty on the events in data primarily drives the sensitivity of the analysis.



Chapter 9

Results

The results of the VH(bb̄) search are presented in detail in this chapter, covering results

specific to the final analysis of 2012 data and additional results associated with the

analysis of the full LHC dataset from both 2011 and 2012 [40, 41]. In addition to the

findings of the BDT analysis, which comprise the nominal results for the VH(bb̄) search,

the results of the M(jj) analysis and di-boson cross-checks, discussed in Chapter 8, are

presented.

We start with a brief discussion of the methodology employed in calculating exclusion

limits and evaluating the significance of excesses in data, which is generic to the Higgs

searches at both ATLAS and CMS [167], in Section 9.1, before presenting results for

the VH(bb̄) BDT analysis in Section 9.2. The results of the associated cross-checks, the

VH(bb̄) M(jj) analysis and di-boson cross-check, are presented in Sections 9.3 and 9.4,

respectively.

9.1 Statistical Treatment

Three principal measurements are carried out for each analysis, making use of the full

dataset: the setting of an exclusion limit on the cross section times H → bb̄ branching

fraction of a Standard Model Higgs boson (of different mass hypotheses), the calculation

of p-values (and associated significance) of an excess in data above predicted background

levels, and, if an excess is present, the measurement of the best-fit signal strength (µ,

112
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the ratio of the measured cross section times H → bb̄ branching fraction to that of the

Standard Model prediction) associated with the excess for the applicable mass points.

The methodology employed for each of these measurements is identical for both BDT

and M(jj) analyses, and in treating either VH(bb̄) or VZ(bb̄) events as signal. The

treatment of the nuisance parameters, θ, arising from systematic effects in the analysis

(discussed in Section 8.4) is also the same for the different analyses.

In order to set upper exclusion limits on the cross section of a Standard Model Higgs

boson, the modified frequentist method CLs is employed [168, 169]. This prescription

makes use of a profile likelihood test statistic q̃µ:

q̃µ = −2 ln
L(data|µ, θ̂µ)

L(data|µ̂, θ̂)
, 0 ≤ µ̂ ≤ µ, (9.1)

with the likelihood product (over all bins i of all channels) L given by

L(data|µ, θ) =
∏
i

[
Poisson (Ni|µ · si(θ) + bi(θ)) · p(θ̃|θ)

]
. (9.2)

Here, s(θ) and b(θ) refer to the expected signal and background yields (as a function of

the nuisance parameters), N refers to the observed yield, θ̃ refers to the best estimate

of the nuisance parameters prior to the measurement, p(θ̃|θ) encodes information about

the systematic uncertainties, and “data” refers to either the actual experimental obser-

vation or pseudo-data sampled from simulated events in order to construct a probability

distribution function f(q̃µ|µ, θ) for the test statistic. Furthermore, the quantities µ̂ and

θ̂ refer to the maximum likelihood estimates or best-fit values for the signal strength and

nuisance parameters, respectively, while θ̂µ denotes the conditional maximum likelihood

estimate of the nuisance parameters with µ fixed.

With the construction of f(q̃µ|µ, θ) using pseudo-data sampled from MC simulation,

one can proceed with calculating the CLs value from a ratio of two probabilities:

CLs(µ) =
P (q̃µ ≥ q̃obs

µ |µ, θ̂obs
µ )

P (q̃µ ≥ q̃obs
µ |0, θ̂obs

0 )
. (9.3)

Here, the quantities labeled with “obs” refer to the variables defined above evaluated

using the experimentally observed data. The probabilities in Equation 9.3 are calculated
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as follows:

P (q̃µ ≥ q̃obs
µ |µ, θ) =

∫ ∞
q̃obsµ

f(q̃µ|µ, θ) dq̃µ. (9.4)

In the modified frequentist approach, one says the signal is excluded at the 95% confi-

dence level (the standard for most analyses in particles physics), or C.L., if CLs = 0.05.

The CLs prescription provides one-sided exclusion limits and prevents downward fluctu-

ations of background from giving senseless results, as can happen for classical frequentist

methods.

The above discussion concerns the computation of observed limits, which make use of

the experimental observation (the data collected by CMS) and result in one measurement

per Higgs mass point. For expected limits, which signify the expected range of values

that the observed limit should fall within given the background-only hypothesis, the

procedure is slightly modified. Instead, one generates pseudo-data using strictly back-

ground MC and runs the limit calculation discussed above for each of a large ensemble of

generated pseudo-datasets, treating each one as if it were the observation. This creates a

distribution of 95% confidence limits per Higgs mass point. One then takes the median

of this distribution as the expected limit, the crossings of the 16% and 84% quantiles as

the ± 1σ band, and the crossings of the 2.5% and 97.5% quantiles as the ± 2σ band.

The bands are colored in green and yellow, respectively, within the plots in the later

sections of this chapter.

In order to quantify an excess of events, one must first calculate the associated p-

values that characterize the significance of the excess (as a function of Higgs mass)

beyond the predicted background levels. Each p-value is the probability that an excess

of magnitude equal to or greater than the observed excess, at a particular Higgs mass

point, is a result of an upward fluctuation in background with no actual signal present.

A particular result for a p-value corresponds to a unique level of significance, quantified

in terms of “sigmas” or number of standard deviations corresponding to a Gaussian

distribution. The methodology used to measure the p-values in the VH(bb̄) analysis

is slightly simpler than that used for the setting of 95% upper exclusion limits on the

cross section times H→ bb̄ branching fraction of the SM Higgs boson. The test statistic
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from Equation 9.1 is used, except now µ = 0 is enforced. The p-value is equivalent to

P (q̃0 ≥ q̃obs
0 |0, θ̂obs

0 ). This is translated into an observed significance via

p =

∫ ∞
Z

1√
2π

exp (−x2/2) dx, (9.5)

where Z is the significance of the observed excess in number of standard deviations.

The last measurement made in the VH(bb̄) analysis (and associated cross-checks) is

the computation of the best-fit signal strength µ at a given Higgs mass point, assuming

that the SM Higgs signal hypothesis is the source of an excess in observed data, if

any. This measurement is simpler than the others, and is done via a binned maximum

likelihood fit to either the BDT or M(jj) distribution (combining all channels in the fit),

allowing µ to vary freely and the nuisance parameters θ within their uncertainties. We

focus on the 125 GeV Higgs mass point for this measurement, as we observe an excess

in data around this mass and because of the previous observation at ATLAS and CMS

of a SM Higgs boson near this mass point.

9.2 BDT Analysis Results

The measurements discussed in technical detail within Section 9.1 are carried out for the

VH(bb̄) BDT analysis, standing as the main results for the search as discussed in Section

8.1. For the 8 TeV results, a total of 14 separate BDT (and multi-BDT) distributions are

included in the fits, sharing several common nuisance parameters where applicable. A

sampling of these BDT/multi-BDT distributions, after the binned maximum likelihood

fit is performed to extract signal strength, is shown in Figure 9.1 for the 125 GeV Higgs

mass point. Included here is the high pT(V) category only. More plots of the BDT and

multi-BDT distributions after the fit are illustrated in Appendix B.

The expected and observed exclusion limits at the 95% confidence level on the cross

section times H → bb̄ branching fraction of a Standard Model Higgs boson (for the

VH(bb̄) BDT analysis) are presented in Figures 9.2 and 9.3. The limits are presented

in two separate plots, one for the entire LHC dataset (2011 and 2012 data included)

in Figure 9.2, and one for only the 2012 data in Figure 9.3, for which a larger search
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Figure 9.1: BDT and multi-BDT output distributions, after the binned maximum likeli-
hood fit performed to extract signal strength (at a Higgs mass of 125 GeV), for the high
pT(V) category of the Z(ee)H channel (top left), the Z(µµ)H channel (top right), the
Z(νν)H channel (middle left), the W(τν)H channel (middle right), the W(eν)H channel
(bottom left), and the W(µν)H channel (bottom right). Also presented in these plots
is the predicted signal yield for a 125 GeV SM Higgs boson.
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range is used in terms of mass of the Higgs boson (up to 150 GeV). For a Higgs boson

mass of 125 GeV the expected limit is 0.95 and the observed limit is 1.89, using the full

LHC dataset – as the observed limit is above one, we cannot exclude a SM Higgs boson

decaying to bottom quarks at the 95% confidence level for this mass point. In fact, the

observed limit distribution (as a function of Higgs mass) is quite consistent with a SM

Higgs boson at that mass, as is seen in a comparison to the expected limits obtained

when 125 GeV VH(bb̄) signal (at the SM rate) is added to the background prediction.

The calculation of p-values (and correspondingly, significance) is also done and pre-

sented as a function of Higgs mass in Figure 9.2 for the analysis of the entire LHC

dataset and in Figure 9.3 for the analysis of 2012 data only, alongside the limits dis-

cussed above. There is a clear excess of observed data throughout the search range – an

excess above background levels with a significance of 2.1 standard deviations is observed

for the 125 GeV mass point, compared to an expected value of 2.1 standard deviations

for the presence of a SM Higgs boson at that mass point. The exclusion limits and

significance of the excess at the 125 GeV Higgs mass point are summarized in Table 9.1

for the VH(bb̄) BDT analysis, separating the results by topologically distinct groups

of channels. Note that all significances presented here are “local” in that they do not

take into account the look-elsewhere effect [170], which impacts the significances only

very minimally due to the resolution of the search with respect to di-jet mass being of

similar size to the relevant Higgs mass search range in the analysis. We do not need the

correction at any rate since we are now testing the specific hypothesis that the Higgs

boson recently found at a mass of 125 GeV decays (or doesn’t decay) to bb̄ pairs.

Assuming that the excess quantified above can be explained by a SM Higgs boson (or

a similar boson of different cross section times branching fraction of decays to bb̄), the

signal strength µ is extracted as a function of signal mass, which is presented in Figure

9.4 for the combined LHC dataset. Also presented in Figure 9.4 is the breakdown of

the observed signal strength by channel for a 125 GeV Higgs boson. The compatibility

between the different channels is consistent with a SM Higgs boson at 125 GeV, with a

total signal strength of 1.0 ± 0.5 at this mass point. While consistent with a SM Higgs
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Table 9.1: The expected and observed 95% C.L. upper limits on the product of the
cross section and H → bb̄ branching fraction, with respect to the expectations for a
125 GeV SM Higgs boson, for partial combinations of channels and for all channels
combined within the VH(bb̄) BDT analysis. Also shown are the expected and observed
significances.

(mH = 125 GeV) σ/σSM (95% C.L.) σ/σSM (95% C.L.) Signif. Signif.
median expected observed expected observed

W(`ν, τν)H 1.6 2.3 1.3 1.4
Z(``)H 1.9 2.8 1.1 0.8
Z(νν)H 1.6 2.6 1.3 1.3

All channels 0.95 1.89 2.1 2.1

boson at 125 GeV (as seen in other Higgs searches at ATLAS and CMS for different

decays of the Higgs boson), this result cannot be definitively labeled as a discovery or

even evidence for a Higgs boson decaying to bottom quarks – a much larger dataset is

needed to make claims of this nature.

One very important feature desired in a physics analysis is the ability to visually

observe an excess of events, consistent with a signal hypothesis, in the final fitted dis-

tributions. Looking at the distributions in Figure 9.1, there are slight hints of an excess

on the right-hand sides of the BDT and multi-BDT distributions, where signal would be

expected with the existence of a SM Higgs boson decaying to bottom quarks, but because

many different channels are combined in extracting the significance of the excess, this

is far from obvious. As an effort to further visualize the excess that is present in the

VH(bb̄) BDT analysis, we combine the events of all channels into one distribution, illus-

trated in Figure 9.5, for the 125 GeV Higgs mass point only. In this plot we combine the

BDT outputs of all channels where the events are gathered into bins of similar expected

signal-to-background ratio, as given by the value of the output of their corresponding

BDT discriminant. The excess is clearer in this distribution, and is compatible with

a SM Higgs boson at 125 GeV above expected background levels over a wide range of

values of the signal-to-background ratio.
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with the presence of a 125 GeV SM Higgs boson, while the background-only hypothesis
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9.3 M(jj) Analysis Results

For the VH(bb̄) M(jj) analysis cross-check (described in Section 8.2) we perform the same

measurements as for the VH(bb̄) BDT analysis, presenting results here for the combined

analysis of the entire LHC dataset (data collected in both 2011 and 2012) strictly. In

Figure 9.6, the combined M(jj) distribution is presented, summing over all channels and

pT(V) categories with events weighted by the ratio of the expected number of signal

events (from a SM Higgs boson with a mass of 125 GeV) to the sum of expected signal

and background events in a window of M(jj) values between 105 GeV and 150 GeV. Also

present in Figure 9.6 is the weighted and summedM(jj) distribution after all backgrounds

except for di-boson processes are subtracted. It is clear from this background-subtracted

distribution that there is a mild excess around 125 GeV, slightly more consistent with a

SM Higgs boson than the background-only hypothesis.

At the 125 GeV Higgs boson mass point, a signal strength of 0.8 ± 0.7 is found in the

VH(bb̄) M(jj) analysis. An observed significance of 1.1 standard deviations associated

with the excess in observed data is found. A comparison of the expected and observed
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Figure 9.5: Combination of all channels/categories in the VH(bb̄) BDT analysis into
one distribution, allowing for visualization of the excess of events above background
levels observed in many different channels of the analysis. Events are sorted in bins
of similar expected signal-to-background ratio, as given by the value of the output of
their corresponding BDT discriminant (trained with a Higgs boson mass hypothesis of
125 GeV). The two bottom insets show the ratio of the data to the background-only
prediction (above) and to the predicted sum of background and SM Higgs boson signal
with a mass of 125 GeV (below).

exclusion limits on the cross section times H → bb̄ branching fraction of a SM Higgs

boson, at the 95% confidence level, is made between the BDT analysis and M(jj) analysis

in Table 9.2. Here we can see the substantial improvement in analysis sensitivity with

the use of the BDT method across all mass points, with a similar trend between expected

and observed limit for both the BDT and M(jj) analyses.

9.4 Di-boson Cross-check Results

We also present results for the di-boson cross-check to the VH(bb̄) analysis, described

in Section 8.3, providing cross-checks for both the BDT and M(jj) analyses. Specifically,

we attempt to extract the VZ(bb̄) process as signal, making use of the methodology of

both the VH(bb̄) BDT analysis and the VH(bb̄) M(jj) analysis (a cross-check in itself).
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and background events in a window of M(jj) values between 105 GeV and 150 GeV,
before (left) and after (right) subtraction of all backgrounds except for the di-boson
processes. The weight for the high pT(V) category is set to 1.0 and all other weights are
adjusted proportionally. The background-subtracted plot demonstrates our ability to
reconstruct the VZ(bb̄) peak, and is also suggestive of the presence of another resonance
around 125 GeV.

In Figure 9.6, after the background-subtraction is performed, one can see a well-defined

VZ(bb̄) peak in the M(jj) spectrum that is well reconstructed with the observed data.

This provides good validation of our ability to reconstruct b jets with the correct energy,

without bias with respect to MC simulation.

In Table 9.3 we show the results of the measurements discussed in Section 9.1 com-

pleted for the di-boson cross-check. Shown are results for the M(jj) and BDT VZ(bb̄)

analyses, this time explicitly separating out the impact of using the multi-BDT method-

ology (which is implicitly included in the presentation of the VH(bb̄) BDT analysis

results in Section 9.2). We measure the signal strength of the VZ(bb̄) process to be 1.19

± 0.25, with the full multi-BDT methodology employed as it is for the VH(bb̄) BDT

analysis. The fact that this measurement is in agreement with the SM VZ(bb̄) cross

section prediction (µ = 1) is excellent validation of the BDT methods that we make use

of in the VH(bb̄) analysis.
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Table 9.2: Expected and observed 95% confidence level upper limits on cross section
times H→ bb̄ branching fraction, with respect to the expectations for a Standard Model
Higgs boson, in the M(jj) and BDT analyses using the full LHC dataset. Results are
presented for the relevant Higgs mass range.

mH [GeV ] 110 115 120 125 130 135

M(jj) Exp. limit 1.00 1.07 1.21 1.36 1.77 2.26
M(jj) Obs. limit 1.09 1.23 1.56 2.00 2.54 3.21

BDT Exp. limit 0.73 0.79 0.91 0.95 1.25 1.53
BDT Obs. limit 1.13 1.09 1.74 1.89 2.30 3.07

Table 9.3: Expected/observed significances of the excess above predicted non-resonant
background due to the VZ(bb̄) process along with the extracted VZ(bb̄) signal strength
for the various analyses covered in the di-boson cross-check. Here the BDT results are
separated into two further categories, one with and one without use of the multi-BDT
technique.

Analysis M(jj) BDT multi-BDT

Expected significance 4.3 5.6 6.3
Observed significance 3.7 6.3 7.5

Signal strength µ 0.78± 0.27 1.10± 0.28 1.19± 0.25



Chapter 10

Conclusions

This work presents a search for the Standard Model Higgs boson when produced in

association with a vector boson (W or Z) and decaying to bb̄, making use of six dis-

tinct final-states: Z(ee)H, Z(µµ)H, Z(νν)H, W(eν)H, W(µν)H, and W(τν)H. While the

analysis methodology discussed here is most relevant for the final analysis of the 2012

dataset, the results presented in this work cover the analysis of the full LHC dataset,

including 5.0 fb−1 of data collected at
√
s = 7 TeV in 2011 and 18.9 fb−1 of data col-

lected at
√
s = 8 TeV in 2012. The analysis utilizes a wide array of tools and validation

techniques, using background control samples to study the backgrounds that contribute

to the signal region, a b-jet energy regression to improve the di-jet mass resolution of sig-

nal events, BDT classifiers to better separate signal and background shapes in the signal

region, and cross-check analyses to help validate the main results of the VH(bb̄) analysis.

We find expected and observed exclusion limits, at the 95% confidence level, on the

cross section times H → bb̄ branching fraction of the SM Higgs boson over a Higgs

mass search range of 110-150 GeV (110-135 GeV for the full LHC dataset). At 125 GeV,

roughly the mass of the SM Higgs boson discovery made at ATLAS and CMS using

other Higgs decay channels, we find an observed exclusion limit of 1.89 compared to

an expected limit of 0.95, signifying the presence of an excess in data above predicted

background levels. This excess of observed events corresponds to a significance of 2.1

standard deviations, compared to an expected significance of 2.1 standard deviations
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from the presence of a SM Higgs boson decaying to bottom quarks with a mass of 125

GeV. The best-fit signal strength associated with this excess, under the assumption

that the excess is explained by SM VH(bb̄) decays, is 1.0 ± 0.5, suggesting that the

excess is somewhat more in line with the existence of a bb̄ resonance at 125 GeV than

the background-only hypothesis. In order to make a more definitive statement about

whether or not the Higgs boson discovered recently at 125 GeV couples to the bottom

sector, or any flavor of quark, a much larger dataset must be analyzed. However, the

sensitivity of the CMS VH(bb̄) search presented in this work, as represented by the

expected significance for a 125 GeV Higgs boson, is the highest for a single experiment

thus far and also higher in comparison to the combined results of the CDF and D0

experiments. Given the decades-long effort of hunting for H → bb̄ decays, this is a

considerable feat – not only for the analysts, but also for the designers and builders of

the LHC and CMS detector.

As the center-of-mass energy of the LHC is raised to 13–14 TeV and the instantaneous

luminosity of proton-proton collisions is increased, a number of possible issues with

the VH(bb̄) analysis must be tackled in order to push the expected sensitivity towards

evidence and eventual discovery of the coupling of the SM Higgs boson to bottom quarks.

The decreasing separation of the Higgs jets in the η − φ plane on average will result in

lower signal efficiency due to resulting problems in jet reconstruction, i.e. jet merging.

One possible way to tackle this problem is the use of jet substructure methods [82, 129–

131], which aim to improve jet reconstruction for boosted di-jet and tri-jet systems.

Additionally, the increased instantaneous luminosity may lead to a degradation in the

di-jet mass resolution due to effects related to the increased pile-up in events. It may

be necessary to do significant “jet cleaning” [171] in order to enjoy the same di-jet

resolution as seen in the present round of the VH(bb̄) analysis. There are considerable

efforts at CMS in addressing these problems, and it is expected that they will be solved,

as countless other problems at the energy frontier have been when faced with the prospect

of failure. As they say, necessity is the mother of creativity.



Appendix A

Additional Hadron-to-Muon

Mis-identification Plots

Presented in Figures A.1–A.4 are the fits to the inclusive V0 invariant mass distributions

used in computing the hadron-to-muon mis-identification rates that are discussed in Sec-

tion 3.7.1. Also included in Figure A.5 are differential hadron-to-muon mis-identification

rates for the TightMVA muon selection.
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Figure A.1: Fits to the inclusive K0
S invariant mass distribution in 2011/2012 data before

and after muon-matching, with additional cuts of track pT > 4 GeV and K0
S Lxy < 4 cm.

Shown is the distribution before matching (top left), after matching to Loose muons (top
right), after matching to Tight muons (bottom left), and after matching to TightMVA
muons (bottom right).
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Figure A.2: Fits to the inclusiveK0
S invariant mass distribution in QCD MC (2012 pile-up

scenario) before and after muon-matching, with additional cuts of track pT > 4 GeV and
K0

S Lxy < 4 cm. Shown is the distribution before matching (top left), after matching
to Loose muons (top right), after matching to Tight muons (bottom left), and after
matching to TightMVA muons (bottom right).
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Figure A.3: Fits to the inclusive Λ0 invariant mass distribution in 2011/2012 data before
and after muon-matching, with additional cuts of track pT > 4 GeV and Λ0 Lxy < 4 cm.
Shown is the distribution before matching (top left), after matching to Loose muons (top
right), after matching to Tight muons (bottom left), and after matching to TightMVA
muons (bottom right).
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Figure A.4: Fits to the inclusive Λ0 invariant mass distribution in QCD MC (2012 pile-up
scenario) before and after muon-matching, with additional cuts of track pT > 4 GeV and
Λ0 Lxy < 4 cm. Shown is the distribution before matching (top left), after matching
to Loose muons (top right), after matching to Tight muons (bottom left), and after
matching to TightMVA muons (bottom right).
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Figure A.5: Differential hadron-to-muon mis-identification rates as a function of various
different variables, for the TightMVA muon selection only. This muon selection is used
exclusively in the CMS B0

s → µ+µ− measurement and B0 → µ+µ− search [15]. A com-
parison is made between the cases of pions and protons within each plot. An additional
cut of track pT > 4 GeV is included.



Appendix B

Additional VH(bb̄) Plots

Presented in Figures B.1 and B.2 are BDT and multi-BDT output distributions after

the binned maximum likelihood fit discussed in Section 9.2 is performed. These plots

complement those presented in Figure 9.1 that show post-fit BDT and multi-BDT output

distributions for only the high pT(V) category of each channel.
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Figure B.1: Multi-BDT output distributions, after the binned maximum likelihood fit
performed to extract signal strength (at a Higgs mass of 125 GeV), for the low pT(W) cat-
egory (left column) and medium pT(W) category (right column) of the W(eν)H channel
(top row) and the W(µν)H channel (bottom row). Also presented in these plots is the
predicted signal yield for a 125 GeV SM Higgs boson.
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Figure B.2: BDT output distributions, after the binned maximum likelihood fit per-
formed to extract signal strength (at a Higgs mass of 125 GeV), for the low pT(Z) cat-
egory of the Z(ee)H channel (top left) and the Z(µµ)H channel (top right), as well as
multi-BDT output distributions after the same fit for the low pT(Z) category (bottom
left) and medium pT(Z) category (bottom right) of the Z(νν)H channel. Also presented
in these plots is the predicted signal yield for a 125 GeV SM Higgs boson.
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