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Abstract

The multi- TeV e+e− Compact Linear Collider (CLIC) is one of the options for a future high-energy
collider for the post-LHC era. It would allow for searches of new physics and simultaneously offer the
possibility for precision measurements of standard model processes. The physics goals and experimental
conditions at CLIC set high precision requirements on the vertex detector made of pixel detectors: a high
pointing resolution of 3µm, very low mass of 0.2% X0 per layer, 10 ns time stamping capability and
low power dissipation of 50 mW/cm2 compatible with air-flow cooling. In this thesis, hybrid assemblies
with thin active-edge planar sensors are characterised through calibrations, laboratory and test-beam
measurements. Prototypes containing 50µm to 150µm thin planar silicon sensors bump-bonded to
Timepix3 readout ASICs with 55µm pitch are characterised in test beams at the CERN SPS in view of
their detection efficiency and single-point resolution. A digitiser for AllPix, a Geant4-based simulation
framework, has been developed in order to gain a deeper understanding of the charge deposition spectrum
and the charge sharing in such thin sensors. The AllPix framework is also used to simulate the beam
telescope and extract its tracking resolution. It is also employed to predict the resolution that can be
achieved with future assemblies with thin sensors and smaller pitch. For CLIC, a full coverage of the
vertex detector is essential while keeping the material content as low as possible. Seamless tiling of
sensors, without the need for overlaps, by the active-edge technology allows for extending the detection
capability to the physical edge of the sensor and thereby minimising the inactive regions. Thin-sensor
prototypes containing active edges with different configurations are characterised in test-beams in view
of the detection performance at the sensor edge. Technology Computer-Aided Design (TCAD) finite-
element simulations are implemented to reproduce the fabrication and the operation of such devices. The
simulation results are compared to data for different edge terminations.
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Résumé

Le Collisionneur Linéaire Compact (CLIC), ou le Compact Linear Collider, est un accélérateur de
particules qui permet d’effectuer des collisions entre des électrons et des positrons à des énergies de l’ordre
de quelques TeV. Le CLIC, est considéré comme l’une des options qui pourrait être complémentaire aux
expériences du LHC pour la découverte de la physique au-delà du modèle standard et de réaliser des
mesures plus précises sur le boson de Higgs. Afin d’atteindre les objectifs de découvertes pour CLIC,
un détecteur de vertex composé de détecteurs à pixel de haute précision est en cours de développement.
Certaines exigences requises par le détecteur de vertex pour CLIC sont: une haute résolution spatiale de
3µm, une légère masse de 0.2% X0 par couche de détection, un marquage en temps de 10 ns, une basse
dissipation de puissance de l’ordre de 50 mW/cm2 et une compatibilité avec un refroidissement à air.
Dans cette étude, nous nous concentrons sur les assemblages de détecteur à pixel hybride en silicium à
bords minces et actifs qui vont permettre de satisfaire les exigences requises par le détecteur de vertex
pour CLIC. Ces assemblages sont caractérisés à travers la calibration et des mesures dans un faisceau de
particules à haute énergie du SPS au CERN. Ces prototypes contiennent une couche de détecteur planaire
mince avec des épaisseurs qui varient entre 50µm et 150µm. Ces détecteurs sont interconnectés aux
puces de lecture Timepix3 avec des pixels de taille de 55µm. Des simulations basées sur Geant4 (AllPix)
ont été développées pour une meilleure compréhension du fonctionnement et de la résolution spatiale
de ces détecteurs. AllPix est aussi employé pour la simulation du télescope de faisceau et il est ainsi
possible d’extraire ses capacités pour la reconstruction des traces. Ces simulations servent aussi à prédire
la résolution que pourraient atteindre les futurs détecteurs minces avec des pixels plus petits. Pour CLIC,
une couverture intégrale du détecteur de vertex est essentielle tout en minimisant le contenu matériel.
En effet, les détecteurs à bords minces permettent de couvrir intégralement les surfaces du détecteur de
vertex en réduisant les zones inactives sans créer des chevauchements entre les modules des détecteurs à
pixel. Des prototypes, avec des configurations différentes aux bords, sont testés en test faisceau de haute
énergie afin de qualifier l’efficacité du bord actif. Des simulations TCAD, basées sur une méthode des
éléments finis, sont mises en place pour reproduire la fabrication et l’opération de ces dispositifs. Les
mesures sont comparées avec le résultat des simulations.
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CHAPTER 1

Introduction

The Compact Linear Collider (CLIC) concept [1] for a future linear e+e- collider is under development
by the international CLIC collaboration. Its physics programme has the potential to complement the
measurements done by the LHC experiments. With proposed centre-of-mass energies of 380 GeV,
1.5 TeV and 3 TeV and with an instantaneous luminosity up to 6 × 1034 cm−2s−1, this lepton collider
allows for high precision measurements of Standard Model physics and of new physics potentially
discovered at the 13 TeV LHC, as well as searches for Beyond Standard Model (BSM) physics.

For the CLIC experiment, a detector system is under development which takes into account the
precision physics requirements and experimental conditions [2]. The innermost sub-detector, located
closest to the interaction point, is a silicon pixel detector with three double layers both in the barrel and the
endcap regions. Its main goal is to distinguish heavy quarks from light-flavoured quarks through a precise
measurement of their displaced decay vertices. The precision physics requirements set challenging
demands for the vertex detector in terms of spatial resolution, material budget with efficient heat removal
from sensors and readout and also timing resolution. The CLIC vertex detector R&D programme studies
different detector technologies and takes into account constraints from mechanics, power delivery and
cooling. In order to reduce multiple scatterings to profit from the good impact parameter resolution, a
low total material budget of ∼ 0.2% X0 per vertex detector layer is required including readout, support
and cabling. The goal is to achieve a single-point resolution of 3µm with 50µm thick sensors coupled to
50µm thick readout ASICs with 25µm pixel pitch.

In this thesis, the feasibility of thin pixelated planar silicon sensors for operation in the CLIC vertex
detector is studied. Planar silicon technology is already well known and widely used in the pixel detectors
of the modern high-energy physics experiments. Assemblies with 50µm to 150µm thick sensors are
bump bonded to Timepix3 readout ASICs [3] with a pixel size of 55µm. These assemblies are tested
during test-beam campaigns at the CERN SPS. Data are used for the charcterisation of the thin sensors in
terms of energy deposition, charge sharing and spatial resolution. A Geant4-based [4] simulation of the
signal formation in planar silicon sensors has been developed and is used to gain a better understanding
of thin sensors. After being validated with data, the simulation is used to investigate the possible
performance of sensors with smaller pixels where no experimental data is yet available.

Active-edge sensors allow for seamless tiling of pixel sensors by depleting the sensors up to their
physical edges. In a vertex detector, this allows for high coverage without creating overlaps between the
pixel sensors and therefore reduces the material content. Efficiency measurements in test-beams on proto-
types and corresponding finite-element TCAD simulations are performed to compare the performance of
different active-edge sensor layouts, resulting in a proposal for a suitable layout.

This thesis is structured as follows. Chapter 2 describes the CLIC experiment. The accelerator concept
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Chapter 1 Introduction

based on a novel 2-beam acceleration scheme is briefly introduced. The requirements on the CLIC
detector, with a focus on the vertex detector, are given. The flavour-tagging performance is studied for
different geometries of the vertex detector.

General working principles of the semiconductor detectors are presented in Chapter 3.
The Timepix3 readout ASIC is introduced in Chapter 4. The tested assemblies are presented and their

readout noise is measured. The calibration methods for these assemblies are discussed.
The simulation and reconstruction software frameworks are described in Chapter 5.
The Timepix3 pixel beam-telescope used for testing the Timepix3 assemblies is described in Chapter 6.

Its performance is investigated in data and simulations.
The performance of thin sensors is studied in Chapter 7 and simulations are validated with test-beam

data. The spatial resolution of a 50µm thin detector with 25µm pitch (as well as smaller pixel pitches) is
estimated using the simulation model.

The performance of active-edge sensors is discussed in Chapter 8. Different designs for the guard ring
at the edge are considered and the results obtained in the test beams are compared to TCAD simulations.

Chapter 9 summarises the obtained results and gives conclusions.
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CHAPTER 2

CLIC: the Compact LInear Collider

Today, the Large Hadron Collider (LHC) is the largest particle accelerator being able to collide two
opposing particle beams of protons with a center-of-mass energy up to 13 TeV. So far, the main result of
the LHC is the observation of the Higgs boson and the determination of its mass in 2012. However, the
experiments at the LHC can not fully answer the questions on the nature of this particle. Several options
of lepton colliders, providing complementary precision measurements, are under study.

The energy loss due to the synchrotron radiation in a circular accelerator limits the center-of-mass
energy

√
s reached with electron beams. The synchrotron power loss is inversely proportional to the

square of the bending radius of the accelerator and the forth power of the particle mass. The proposed
Compact Linear Collider (CLIC) [1, 2], as a future linear particle collider for electrons (e−) and positrons
(e+), can avoid synchrotron radiation losses and therefore attain higher center-of-mass energies than the
Large Electron-Positron Collider (LEP). In the post-LHC era, CLIC will allow to determine the properties
of the Higgs boson with a very high precision. CLIC can measure collisions with center-of-mass energies
√

s from 380 GeV up to 3 TeV.
The FCC-ee study [5], as a part of the Future Circular Collider (FCC) project, is another option for a

future Higgs factory. It aims to achieve center-of-mass energies of
√

s from 90 GeV to 350 GeV in a
high-precision e+e− circular collider. It is foreseen to be built in a new 80-100 km tunnel in the Geneva
area.

In this chapter, we will briefly discuss the standard model of particle physics and attempt to understand
how CLIC can determine more precisely the properties of the Higgs boson. Subsequently, the CLIC
accelerator, detector and its components are described. The focus is set on the vertex detector, its
requirements and its flavour-tagging performance.

2.1 Physics potential of CLIC

In particle physics, the Standard Model (SM) [6–9] is a theoretical framework that describes how the
interaction between elementary particles is governed by three out of the four known fundamental forces.
This theory, developed in the early 1970s, explains most of the experimental results.

According to the Standard Model, matter is made of elementary particles which can be regrouped into
two basic kinds: quarks and leptons. The interaction between the particles is done through fundamental
forces corresponding to the exchange of force-carrying particles known as gauge bosons as shown
in Figure 2.1 [10].

Today, the Standard Model is the best theory describing the subatomic world. However, it does not
answer questions like the nature of dark matter. This theory also predicts the existence of the Higgs

3



Chapter 2 CLIC: the Compact LInear Collider

Figure 2.1: The building blocks of matter according to the Standard Model [11].

boson which gives the mass to all particles. It was experimentally observed in 2012 by the ATLAS [12]
and CMS [13] experiments at CERN.

The weak and the electromagnetic forces are closely related to each other and can be unified as the
electroweak interaction and the equations describing the unification predict the force-carrying particles
(the photon, the W and Z bosons). All force-carrying particles are described as being massless which is
true for the photon, but the W and Z bosons have a mass about 100 times larger than that of the proton.
To solve this problem, the Brout-Englert-Higgs mechanism was introduced which suggests that the Higgs
boson gives the mass to the W and Z boson by interaction with a Higgs field.

The Higgs boson can be produced in a particle collider by collisions between highly energetic particles.
Heavy particles, like the Higgs boson, are occasionally produced and detected by a particle detector. The
most important parameters of a particle collider are its center-of-mass energy, determining the types of
particles that can be studied or discovered, and its instantaneous luminosity, determining the event rates.
For a given process, the cross section is a measure of quantum mechanical probability for interaction and
it depends on the fundamental physics. Therefore, the observed number of events for a given process
depends on the integrated luminosity over the operation time of the collider and the cross section of the
process. The Standard Model predicts different mechanisms to produce the Higgs boson and the cross
section is very small. For example, in LHC only 1 Higgs boson is produced per 10 billion collisions.

An electron-positron collider allows to perform precision measurements by colliding beams made of
elementary particles. With elementary particles, the center-of-mass energy and the polarisation of the
colliding particles can be selected precisely. Unlike proton-proton collisions at the LHC experiments,
there is no underlying event from proton remnants. The complicated environment of a hadron machine
makes the measurements of the fundamental properties of the Higgs boson very hard. The added value
of an electron-positron collider would be to measure in great details the Higgs mass and its total decay
width, its spin-parity quantum numbers, its couplings to fermions and gauge bosons and also its self
couplings that allows for the reconstruction of the scalar potential that is responsible of electroweak
symmetry breaking [2].
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2.1 Physics potential of CLIC

CLIC is foreseen to be built and operated in three stages with center-of-mass energies of 380 GeV,
1.5 TeV and 3 TeV as shown in Figure 2.2 [14]. The site studies have shown that CLIC could be placed
near CERN underground. For each stage, to increase the center-of-mass energy, more accelerating
modules will be needed, making the accelerator longer. The site length for 3 TeV will be 50 km.

Figure 2.2: The three implementation stages of CLIC near CERN with center-of-mass energies of 380 GeV,
1.5 TeV and 3 TeV [14].

The different energy stages at CLIC allow for maximising the luminosity performance and physics
potential for high precision measurements of Standard Model physics (e.g. Higgs, top) as well as new
physics potentially discovered at the 13 TeV LHC.

The first energy stage allows for studying the Standard Model Higgs physics and top-quark physics
with the possibility to perform a tt̄ threshold scan. This stage gives the possibility to perform model-
independent cross-section measurements [15]. The second energy stage provides direct sensitivity to
many physics beyond the SM (BSM) models. With larger Higgs statistics, rare processes such as tt̄H and
double Higgs production can be measured. Finally, the third energy stage provides the best sensitivity
to new physics, the double-Higgs production and allows for improving the measurements of the Higgs
self-coupling and HHWW quartic coupling. Figure 2.3 shows different mechanisms to produce the Higgs
boson at CLIC.1.2 HIGGS
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Fig. 1.1: Production mechanisms of the SM Higgs boson at CLIC (top); the total cross sections as
a function of MH for

√
s = 0.5 TeV (middle-left), and 3 TeV (middle-right), and cross sections as a

function of
√

s for MH = 120 GeV (bottom).

resonances at colliders [16]. Within MSSM extensions the Stueckelberg sector mixes with the Higgs
sector, and the neutralino sector is extended to include additional mass mixing and kinetic mixings [17].
Extensions of the SM with a Higgs singlet and kinetic mixing lead to narrow resonances [18] and can
have significant impact on the Higgs sector [19]. CLIC would have the unprecedented ability to precisely
probe the predictions of the models above. In the situation in which these new states have masses below
the CLIC centre-of-mass energy, new Higgs production channels such as decays Z′ → HZ0, could occur
and would allow the simultaneous study of the Higgs and new gauge bosons.

In this Section, we will briefly summarise the potential of CLIC with a centre-of-mass energy up
to 3 TeV and with a few ab−1 integrated luminosity to study the Higgs sector in the SM and some of its
extensions. Some features have been discussed in an earlier CLIC report [20] while for some specific
topics, more details will appear in a companion report [21].
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Figure 2.3: Standard Model Higgs boson production mechanisms at CLIC [2].
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The cross sections to produce a Higgs with a mass of MH = 126 GeV as a function of the center-of-
mass energy

√
s are given in Figure 2.4. Below

√
s of ∼ 500 GeV, the HZ mechanism is dominant. For

higher energies, the Hνeν̄e mechanism dominates.

 [GeV]s
0 1000 2000 3000
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[fb

]
→ - e+

(eσ

2−10

1−10

1

10

210

eνeνH

-e+He

ZH

ZHH

Htt

eνeνHH

Figure 2.4: Cross sections for the main Higgs production mechanisms for a MH = 126 GeV Higgs boson as a
function of the e+e− center-of-mass energy in a lepton collider. These values correspond to unpolarised beams and
the effect of beamstrahlung is not included [14].

Final states with heavy quark flavours are important in many physics channels, such as the Higgs and
the top. The identification of the heavy quarks is performed through the measurement of the displaced
vertices and the vertex detector has a crucial role in these measurements as described in the following
chapters.

2.2 The CLIC accelerator

The schematic layout of the CLIC accelerator complex at
√

s = 3 TeV is shown in Figure 2.5. The
electron and positron beams are accelerated on a linear trajectory and collide in the central region (at
the interaction point), where the CLIC detector is placed. Each linac is fed by a drive-beam generation
complex.

To limit the length of the accelerator, the accelerating field has to be as high as possible. The
accelerating gradient is chosen to be 100 MV/m. This leads to the use of copper cavities at room
temperature instead of superconducting cavities since the latter have an intrinsically limited maximum
field. The copper cavities are fed with radio frequency (RF) power at a very high frequency of 12 GHz
to generate the high accelerating field. This leads to a total RF peak power of 9.2 TW for both linacs.
Since maintaining such high power levels is not possible for very long, the duration of the bunch train is
limited to 156 ns with a repetition frequency of 50 Hz.

Traditionally, klystrons are used in accelerators to provide the RF power to the main beam. However,
for CLIC, klystrons are not directly used to accelerate the main beam since a large number of them would
be needed and their efficiency would be too low at 12 GHz. A two-beam acceleration scheme is used
to reach the nominal collision energy. A drive beam is running in parallel to the main beam. The drive
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Figure 2.5: Schematic layout of the CLIC accelerator complex at
√

s = 3 TeV. Each linac is fed by a drive-beam
generation complex [14].

beam has a low energy of 2.4 GeV and a high current of 100 A. It is used to transfer the energy of the
klystrons to the main beam which has a lower current and higher energy. Power Extraction and Transfer
Structures (PETS) are special RF devices which extract the power of the drive beam by decelerating the
beam. The extracted energy is then provided to the main beam. CLIC is divided into sectors with an
average length of 878 m and each section accelerates the main beam by ≈ 62 GeV.

Table 2.1 summarises the nominal beam parameters for the 3 TeV CLIC and 13 TeV LHC. An
instantaneous luminosity L of a few 1034 cm−2s−1 insures a sufficient amount of data collected in a
reasonable amount of time. The beam sizes at the interaction point of CLIC have to be extremely small
in order to achieve the desired luminosity. The RF pulse duration limits the number of bunches and
the bunch-crossing separation. CLIC and LHC have similar luminosity despite the differences in beam
parameters.

Table 2.1: Nominal beam parameters for CLIC at
√

s = 3 TeV and LHC at
√

s = 13 TeV.

CLIC at
√

s = 3 TeV LHC at
√

s = 13 TeV

Colliding particles electron-positron proton-proton
Instantaneous luminosity L 6 × 1034 cm−2s−1 1 × 1034 cm−2s−1

Bunch-crossing separation 0.5 ns 25 ns
Bunches per train 312 Not applicable
Train duration 156 ns Not applicable
Train repetition 50 Hz Not applicable
IP size in x / y / z directions 45 nm / 1 nm / 44µm 15µm / 15µm / 5 cm
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Chapter 2 CLIC: the Compact LInear Collider

2.2.1 Beam-induced backgrounds

The small beam sizes at CLIC cause strong electromagnetic radiation (Beamstrahlung) from the electron
and positron bunches in the field of the opposite beam. The generation of Beamstrahlung photons leads
to a reduction of the available centre-of-mass energy

√
s of the e+e- collisions. The interactions of

Beamstrahlung photons produce lepton pairs and hadrons at low polar angles which are mostly contained
in the beam-pipe [16]. In the inner detector layers, incoherently produced electron-positron pairs (∼ 60
particles per bunch crossing) and γγ →hadrons events (∼ 54 particles per bunch crossing) are the
dominant backgrounds.

The electron-positron pairs produced at low polar angles have very small transverse momentum. The
occupancies in the innermost layers of the detector can be reduced to an acceptable level by optimising
the inner and forward detector regions. The beam-pipe walls have to be placed outside of the high-rate
region. The inner detectors have to be shielded from the backscattered particles which originate from the
forward region.

The γγ →hadrons interactions produce particles with a higher transverse momentum spectrum and
a more central polar-angle distribution. This results in large rates of background particles reaching the
outer detector layers. In each train, at most one interesting physics event is expected along with ∼ 1000
hadronic background events.

Hit time stamping on the level of 1 to 10 ns in all sub-detectors is needed in order to separate the
physics from the background events.

The exposure to radiation of the main detector elements is expected to be small compared to high-
energy hadron-colliders.

2.3 The CLIC detector

To cover the CLIC physics potential, a detector concept is under development. The physics goals set
challenging requirements on the design of the detector. Simulation tools are crucial for the design,
development as well as the optimisation of the detector model.

The experimental conditions due to the beam-induced background (see Section 2.2.1), set the most
demanding requirements at the highest collision energy. Therefore, the detector model is mainly optimised
for the 3 TeV CLIC.

Figure 2.6 shows the CLIC detector model as implemented in simulations. The overall length and
height of the detector are 11.4 m and 12.9 m respectively. It is composed of several sub detectors. The
vertex detector is the closest to the IP and consists of pixelated silicon detectors. It is followed by the
main tracker which is also a silicon-based detector. After the tracking systems, fine grained calorimeters
are used: the silicon-tungsten electromagnetic calorimeter (ECAL) and the steel hadronic calorimeter
(HCAL). The superconducting coil surrounds the calorimeters to provide a magnetic field of 4 T to
deflect the trajectory of charged particles. The tracking detectors use the radius of curvature to measure
the momentum of charged particles. In the very forward region, the luminosity calorimeter (LumiCal)
is used to reconstruct precisely the energy and angle of electrons and positrons obtained from Bhabha
events and employed for the luminosity measurements [17]. The beam calorimeter (BeamCal) is used for
electron tagging by the identification of high energy electrons [18]. Finally the iron yoke surrounds the
whole detector and is instrumented for the identification of muons.
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Figure 2.6: Schematic layout of the CLIC detector concept [19].

2.3.1 Requirements for the vertex-detector

The main goal of the CLIC vertex detector is the efficient tagging of heavy quarks through the precise
measurement of the displaced vertices. To achieve this goal, Monte Carlo simulations have shown that a
high-momentum term in the transverse impact-parameter resolution of a ≈ 5µm and a multiple-scattering
term of b ≈ 15µm are needed using the canonical parametrisation [2]:

σ(d0) =

√
a2 + b2 · GeV2/(p2sin3θ) , (2.1)

where p is the momentum of the particle and θ is the polar angle with respect to the beam axis.
To meet these requirements, a multi-layer barrel and endcap pixel detector with an inner radius of

≈30 mm with a geometrical coverage extending down to low polar angles (θmin ≈ 8◦) is needed. For the
beam-pipe and for each of the detection layers a material budget of ≈ 0.2% of a radiation length (X0) is
considered. Sensors with a single-point resolution of ≈ 3µm operating in a magnetic field of 4 T are
required.

In the innermost layers, an occupancy of ≈ 3% due to the beam-induced backgrounds is expected [16].
To separate these backgrounds from physics events, a time slicing of the hits with an accuracy of ≈ 10 ns
is required. To achieve this precise time stamping, hybrid detectors (where sensors and electronics are
separately manufactured and later combined) are preferred since they provide more advanced timing
measurement technologies.

In comparison to the current pixel detectors in the LHC experiments, the expected radiation level
in the region of the CLIC vertex detector is moderate. For the inner-detector layers a total 1 MeV
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Chapter 2 CLIC: the Compact LInear Collider

neutron-equivalent fluence of less than 1011 neq/cm2/year and a total ionising dose of less than 1 kGy are
expected [16].

The aim of the vertex detector R&D is to achieve the required single-point resolution with pixels of
size ≈ 25µm× 25µm with 50µm thick sensors coupled to 50µm thick readout ASICs with pulse-height
measurement capability. The constraint on the material budget implies no active cooling elements can
be placed inside the vertex detector. To limit the maximum power dissipation of the readout electronics
to ≈ 50 mW/cm2, forced air-flow cooling and power pulsing (i.e. turning off most components on the
readout chips during the 20 ms gaps between bunch trains) are foreseen.

2.4 Flavour-tagging performance at CLIC

The precision physics measurements require excellent flavour-tagging performance of the CLIC vertex
detector. Different vertex detector geometries have been studied for CLIC [20, 21]. This section presents
the impact of the geometry on the flavour-tagging performance in simulations. This study has been
published in [21].

A first geometry designed for the CLIC vertex detector is shown in Figure 2.7. It contains 5 layers in
the barrel and 4 disks in the endcap region. Since forced airflow cooling is foreseen for CLIC as illustrated
in Figure 2.8(a), a spiral arrangement for the modules in the endcap regions has been implemented instead
of disks, allowing the air to flow through the vertex detector.

Figure 2.7: The schematic view of the disks geometry with 5 single-sided layers in the barrel region and 4
single-sided disks in the endcap region.

The physics performance of the geometries described in Table 2.2 and illustrated in Figure 2.8 have
been studied in simulations.

The multi-variate LCFIPlus flavour-tagging package [22] is used to assign each jet category with a
beauty (b) and charm (c) probability. The fake rates of separating the charm and beauty jets from each
other and from light flavour (LF) jets have been investigated.

The detector models in simulation consider the single-point resolution of the sensors (∼ 3µm) and
include layer thicknesses based on constraints from an engineering model of the mechanical support and
the air cooling system [20].

The performance of the flavour tagging depends on the jet energy and polar angle: dijet events with
different center-of-mass energies,

√
s, having polar angles of 10◦ ≤ θ ≤ 90◦ with a uniform distribution
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Table 2.2: Vertex detector geometries implemented in simulations.

Geometry Barrel layers Endcap layers Material budget
spirals (Figure 2.8(b)) 5 single-sided 4 single-sided 0.1%X0 per single-sided layer
double_spirals (Figure 2.8(c)) 3 double-sided 3 double-sided 0.2%X0 per double-sided layer
double_spirals_v2 3 double-sided 3 double-sided 0.4%X0 per double-sided layer

(a) (b) (c)

Figure 2.8: (a) Sketch showing the airflow cooling strategy within the vertex detector [23]. (b) Schematic view of
the vertex detector for the spirals geometry. (c) Schematic view of the vertex detector for the double_spirals(_v2).
In the GEANT4 simulations [4], a double-sided layer is implemented as two silicon sensors on top of each other
with an overall thickness of 2 mm. From [21].

in azimuthal φ angles are considered. Initial state radiation (ISR) and beamstrahlung (BS) were switched
off during the event generation and hence the final-state quarks are in a back-to-back configuration. For
each jet flavour, energy and angle, 80000 events are used for the following processes: e+e− → bb̄, cc̄, uū,
dd̄, ss̄. The boosted decision tree (BDT) classifiers are trained using 50% of the generated events and the
other 50% are used for testing the performance of the flavour tagging.

Figure 2.9 shows the dependence of the flavour-tagging performance on the jet polar angle in the disks
geometry for jets in dijet events at

√
s = 200 GeV. Figure 2.9(a) shows the fake rate of recognising

beauty jets as charm jets versus the beauty-tagging efficiency. For dijet events at θ = 40◦, for a b-tagging
efficiency of 80%, the probability to misidentify charm quarks as beauty quarks is ∼ 5%. Figure 2.9(b)
shows the fake rate of recognising charm jets as beauty jets versus the charm-tagging efficiency. As
expected, the b-tagging performance is better than the c-tagging performance. However, CLIC allows for
a higher charm tagging performance compared to the LHC experiments.

The flavour-tagging performance for the different vertex detector geometries as shown in Figure 2.8 is
summarised in Figure 2.10 where the fake rate of recognising charm and light flavour jets as beauty jets
is plotted versus the b-tag efficiency.

The spirals and disks have a similar flavour-tagging performance except for jets at θ = 40◦ (see
Figure 2.10(a)), which corresponds to the transition between the vertex endcaps and the barrel region,
where the beauty-tagging performance is up to 20% worse using the spirals geometry (compared to
disks). With the spiral configuration, the number of sensitive layers becomes dependent on the azimuthal
angle φ and fewer layers can be hit in certain ranges of φ. The performance degradation caused by this φ
dependence can be mitigated by increased φ overlap in future geometry implementations.

The performance of the spirals and the double_spirals is very similar as shown in Figure 2.10(b).
The double_spirals_v2 geometry is a more realistic version of the double_spirals geometry, taking into
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Figure 2.9: (a) b-tag and (b) c-tag efficiency for jets in dijet events at
√

s = 200 GeV with different polar angles for
the disks geometry [20].

account the material used for the mechanical support of the sensors and also for the cables. As shown in
Figure 2.10(c), the misidentification probability increases by ∼35% due to the increased material.

A detector model for CLIC is under development which takes into account the progressing engineering
studies. The spiral arrangement of the modules in the vertex endcaps allows to use airflow cooling which
has the potential to reduce the material budget significantly. Double-sided modules provide more sensitive
layers with the same amount of support material as single-sided modules. The overall results show that
the implemented geometries are similar in terms of the flavour-tagging performance for simulated dijet
events. The impact of a spiral arrangement of the modules in the endcap region remains similar to the
disks. The amount of material, on the other hand, was found to have a large impact on the performance.

The following chapters focus on the R&D of the pixel detectors in the vertex detector with high-
resolution and very low material budget in order to achieve high flavour-tagging performance as required
by the precision physics to be measured at CLIC.
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Figure 2.10: Beauty-tagging performance for dijet events at 200 GeV. (a) Comparison between disks and spirals in
terms of the ratio of the misidentification probabilities for charm background. (b) Comparison of the beauty-tagging
performance between the spirals and double_spirals geometries. (c) Comparison of the beauty-tagging performance
between the double_spirals and double_spirals_v2 geometries. For (a) the misidentification ratio for each polar
angle is shown separately. For (b) and (c), dijet events with a mixture of polar angles between 10° and 90° are
considered. From [21].
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CHAPTER 3

Semiconductor detectors

Semiconductor materials have a great advantage in many radiation detection applications. The main
benefits are the high energy resolution due to the large number of free charge carriers that are created by
a given incident radiation, their compact sizes, fast timing, while the effective thickness can be adapted
to the requirements of the applications. Though, they show some limitations for smaller sizes and their
performance can degrade from radiation induced damages. Among semiconductor materials, silicon
detectors are predominant for tracking systems in modern particle physics experiments. The energy
deposited by high energetic particles in silicon detectors can be used for the track position reconstruction
and provide high tracking resolutions.

In this chapter, we will review the basic properties of semiconductor material, charge generation in
silicon and the transport of charge carriers through drift and diffusion. Pixel detectors are presented. The
charge collection and position measurement for hits in pixels are explored.

3.1 Basic properties of semiconductor material

Due to the periodic lattice of crystalline materials, electrons within the solid have allowed energy bands.
The energy of the electrons is confined to one of the energy bands and the bands may be separated by
gaps of forbidden energies.

Figure 3.1 schematically illustrates the bands in insulators, semiconductors and metals. In the valence
band, the electrons are bonded to specific lattice sites within the crystal. The electrons in the conduction
band are free to move through the crystal and contribute to the electrical conductivity. The bandgap
(Eg) separates the valence from the conduction band and allows to classify wether the material is a
semiconductor, an insulator or a metal. In the absence of thermal excitation, the valence band for the
semiconductors and insulators is completely full and the conduction band empty. Therefore they are
not electrically conductive. Metals are highly electrically conductive since the fermi energy level (EF)
lies in the conduction band and the electrons are free to migrate through the material even at very
low temperatures. However, for insulators and semiconductors the electrons must cross the bandgap
to become conductive. The bandgap for semiconductors (∼ 1 eV) is much lower than for insulators
(∼ 5 eV). If an electron in the valence band gains enough thermal energy to cross the bandgap and reach
the conduction band, it leaves behind a vacancy (a hole) in the valence band. The electron-hole pair can
move under the influence of an external electric field (electrons in the opposite direction of the holes).
This motion creates conductivity in the material. This property is exploited in silicon detectors to detect
radiation and is developed more in the coming sections.
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Figure 3.1: Illustation of the band structures for electron energies in insulators, semiconductors and metals. EF
represents the Fermi energy level and Eg the bandgap.

3.1.1 Silicon

In semiconductors, the excitation energy is defined by the periodicity of the crystal lattice. Silicon is a
semiconductor with a diamond lattice as illustrated in Figure 3.2. The dimension a is the lattice constant
and is 5.34 Å in silicon.
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Table 2.1 Excitation energies for some represen-
tative detector media.

Ionization in gases 30 eV

Ionization in semiconductors 1 – 5 eV

Scintillation 10 – 200 eV

Phonons meV

Breakup of Cooper pairs meV

The small excitation energies associated with phonon production or the break-
up of Cooper pairs can only be exploited at very low temperatures. Among room-
temperature media – gases, semiconductors, and scintillators – semiconductors
have the lowest excitation energies, so they yield the largest signal.

In semiconductors the energy of elementary excitations is determined by the
periodicity of the crystal lattice. Si and Ge have a “diamond” lattice, illustrated
in Figure 2.2. The dimension a is the lattice constant, which is 3.56 Å in diamond,
5.65 Å in Ge and 5.43 Å in Si. A wafer can be cut at different orientations relative
to the lattice, specified by crystal indices [hkl] (see Kittel 1996, Sze 2001, or other
texts). Common orientations are [100] (parallel to the face of the cube) and [111]
(the diagonal plane passing through three nonadjacent corners).

Si and Ge are group 4 elements in the periodic table, so they have four va-
lence electrons, shown as “pegs” on the corner atoms in Figure 2.2. Although the
bonds are shown as discrete objects, the wavefunctions of the valence electrons
extend over distances of 1 – 2 Å, as illustrated in Figure 2.3. These combine
with neighbors to form covalent bonds and close the outer shells. Wavefunctions

a

Fig. 2.2. Lattice structure of Si and Ge. The shaded atoms form the basic building

block of the lattice, a central atom bonded to four equidistant neighbors.

1

Figure 3.2: Lattice structure of silicon. The building block of the lattice is formed by a central atom bonded to four
equidistant neighbours as shown in shaded gray. From [24].

In the periodic table, silicon is a group four element as it has four valence electrons and which combine
with four neighbours to build covalent bonds and close the outer shell. At 0 K, no electrical conduction is
possible since all the electrons fill completely the valence band. An incident radiation can break a bond
and excite an electron into the conduction band. This leaves a hole or a vacant state in the valence band
and the electron can freely move in the conduction band. The hole can also move in the valance band by
the indirect mechanism where an electron from a neighbouring atom fills it and creates another hole.
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3.2 Charge generation in silicon

An external electric field can direct the motion of the electrons and holes created. Holes are treated as
positive charge carriers.

In silicon, the bandgap Eg is 1.12 eV and the ionisation energy (or the average energy deposition
required to produce an electron-hole pair) is about 3.6 eV. The ionisation energy is higher than the
bandgap. Only a fraction of the absorbed energy creates the signal charge and the rest goes into phonon
excitation which will be dissipated as thermal energy.

3.1.2 Doping

By introducing impurities, the conductivity of semiconductors can be controlled. Typical concentration
ranges between 1012 − 1018 cm−3. In semiconductors, the conductivity comes from either electrons
(n-type) or holes (p-type).

In n-type doping, a silicon atom is replaced with an atom having five valence electrons, for example
phosphorus as illustrated in Figure 3.3(a). This creates an excess in electrons into the lattice and is called
a donor. The donor electron is lightly bound to the impurity atom. As a consequence, the ionisation
probability is increased and mobile electrons are introduced into the conduction band.

In p-type doping, by introducing a group three atom into the silicon lattice such as the boron, one
impurity valence electron is left as schematically shown in Figure 3.3(b). This type of dopant is called
an acceptor: the dopant borrows an electron from a neighbouring atom and the holes can move freely
throughout the crystal.
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bandgap into the conduction band. In pure Si the carrier concentration is ∼
1010 cm−3 at 300K, corresponding to a resistivity ρ ≈ 400 kΩ cm. Since the Si
lattice includes 5 · 1022 atoms/cm3, many states are available in the conduction
band to allow carrier motion. In reality, crystal imperfections and minute impu-
rity concentrations limit Si carrier concentrations to ∼ 1011 cm−3 at 300K, cor-
responding to a resistivity ρ ≈ 40 kΩ cm. In practice, resistivities up to 20 kΩ cm
are available, with mass production ranging from 5 to 10 kΩ cm.

As already noted in Chapter 1, these resistivities are too low for use in a
simple crystal detector. However, a high-field region with low leakage current can
be established by using a reverse-biased pn-junction. The key to this technology
is the deliberate introduction of impurities to control the conductivity. This
process is called doping.

2.3.2 Doping

The conductivity of semiconductors can be controlled by introducing special
impurities. Required concentrations are in the range 1012 – 1018 cm−3, where
the former is typical in radiation detectors. In semiconductors the conductivity
can be provided by either electrons (n-type) or holes (p-type).

2.3.2.1 n-type doping Replacing a silicon atom (group 4 in the periodic table,
i.e. four valence electrons) by an atom with five valence electrons (e.g. P, As, Sb)
leaves one valence electron without a partner (Figure 2.14). Since the impurity
contributes an excess electron to the lattice, it is called a donor.

The donor electron cannot be accommodated in the valence band, but it is
lightly bound to the impurity atom. As illustrated in Figure 2.15 the wavefunc-
tion of the dopant atom extends over many neighbors, so one can, at least as an
approximation, utilize lattice properties such as the dielectric constant. Thus,
the Coulomb force that binds the electron to the donor atom is reduced by the
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Fig. 2.14. Introducing a group 5 impurity (e.g. P or As) introduces a lightly bound
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1950.)

To close its shell the B atom “borrows” an electron from a lattice atom in the
vicinity. This type of dopant is called an “acceptor”. The “borrowed” electron is
bound, but somewhat less than other valence electrons since the B nucleus only
has charge three. This introduces a bound state close to the valence band, also
of order 0.01 eV from the band edge (Figure 2.18).

For example, a B atom in Si forms a state at Ev + 0.045 eV. Again, as this
energy is comparable to kT at room temperature, electrons from the valence
band can be excited to fill a substantial fraction of these states. The electrons
missing from the valence band form mobile positive charge states called “holes”,
which behave similarly to an electron in the conduction band, i.e. they can move
freely throughout the crystal.

Since the charge carriers in the donor region are electrons, i.e. negative, it
is called “n-type”. Conversely, as the charge carriers in the acceptor region are
holes, i.e. positive, it is called “p-type” (actually, these designations were coined
before the conduction mechanism was understood, but still turned out to be
correct).

CONDUCTION BAND

VALENCE BAND

ACCEPTOR LEVEL

E

Fig. 2.18. The acceptor level lies in the forbidden gap just above valence band edge.

Thermal excitation can promote electrons from the valence band to the fill the

acceptor state, leaving a “hole” in the valence band.

1

(b)

Figure 3.3: (a) Introducing a group five impurity, such as phosphorus, creates a lightly bound electron that can
move under the influence of an electric field. (b) Introducing a group three impurity, such as boron, creates an
unpaired silicon bond which can attract a neighbouring electron and results in a hole moving throughout the silicon
lattice. From [24].

3.2 Charge generation in silicon

The interaction of incident radiation with a silicon sensor is the basis for detection of charged particles.
Part of the energy of the particle is absorbed by a silicon sensor and creates electron-hole pairs. The
generated pairs can be detected as electrical signals. In this section we focus on the amount of charge
generated by high-energy particles in silicon.
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Chapter 3 Semiconductor detectors

3.2.1 Bethe-Bloch formula

In silicon, free charge carriers are generated due to thermal effects and lead to leakage current. A current
is also generated due to the interaction of charged particles with silicon and can be detected. Part of the
absorbed energy generates electron-hole pairs through scattering processes with the shell electrons of
silicon and can be collected by the readout electronics. The number of electron-hole pairs produced, as
well as the total energy loss of the particle in the detector are stochastic quantities.

The energy loss along the particle track is described by the Bethe-Bloch formula [25]:

− 〈
dE
dx
〉 = 4πNAr2

e mec2z2 Z
A

1
β2

[
1
2

ln
2mec2β2γ2Tmax

I2 − β2 −
δ (βγ)

2

]
, (3.1)

where the variables are summarised in Table 3.1. β = v
c is the velocity of the particle in units of the

speed of light c, γ = 1/
√

1 − β2 is the Lorentz factor. Relativistic particles with an energy loss near the
minimum of the Bethe-Bloch formula are considered as minimum ionising particles (MIPs).

Table 3.1: Summary of the variables used in the Bethe-Bloch formula. From [25].

Symbol Definition Units or value

NA Avogadro’s number 6.0221415(10) × 1023 mol−1

re Classical electron radius 2.817 940 325(28) fm
mec2 Electron mass×c2 0.510 998 918(44) MeV
z Charge of the traversing particle Units of the electron charge
Z Atomic number of the medium -
A Atomic mass of the medium -
Tmax Maximum kinetic energy that a particle can transfer to a shell electron eV
δ (βγ) Density effect correction to ionisation energy loss -
K 4πNAr2

e mec2 -
I Mean excitation energy eV

3.2.2 Energy-loss spectrum in silicon

Ionisation is also subject to statistical fluctuations and Equation (3.1) gives its average value. It can
be described by a probability density function called straggling function and characterised by the most
probable energy loss (∆p) and full-width-at-half-maximum (w). Figure 3.4 shows examples of this
distribution in thin sensors. If a particle is not stopped in the sensor, the energy deposition varies around
the peak of the distribution with a large tail for high signals. The manifestation of δ-rays contributes
also to the highly-skewed energy-loss distribution. The δ-rays correspond to the electrons which acquire
higher ionisation energy by interaction and themselves become ionising particles. The δ-rays not only
make the average value of the energy-loss higher than the most probable value (∆p) of the distribution,
but also create big clusters and thus degrade the spatial resolution of the detector. This is the reason why
the Bethe Equation (3.1) is ill-defined experimentally and not used for applications where the energy loss
for single particles is described.

The fluctuations around ∆p increase for thinner sensors and should be taken into account for the design
of the dynamic range of the readout electronics.

In literature, several approaches address the calculation of the straggling functions. The Landau and
the Bichsel models, two of the most widely used models, are described in Sections 3.2.3 and 3.2.4.
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Figure 27.7: Straggling functions in silicon for 500 MeV pions, normalized
to unity at the most probable value δp/x. The width w is the full width at
half maximum.

elements and nearly 200 mixtures and compounds. If a compound or mixture is
not found, then one uses the recipe for δ given in Ref. 21 (repeated in Ref. 5), and
calculates ⟨I⟩ according to the discussion in Ref. 9. (Note the “13%” rule!)

27.2.9. Ionization yields : Physicists frequently relate total energy loss to the
number of ion pairs produced near the particle’s track. This relation becomes
complicated for relativistic particles due to the wandering of energetic knock-on
electrons whose ranges exceed the dimensions of the fiducial volume. For a
qualitative appraisal of the nonlocality of energy deposition in various media by
such modestly energetic knock-on electrons, see Ref. 29. The mean local energy
dissipation per local ion pair produced, W , while essentially constant for relativistic
particles, increases at slow particle speeds [30]. For gases, W can be surprisingly
sensitive to trace amounts of various contaminants [30]. Furthermore, ionization
yields in practical cases may be greatly influenced by such factors as subsequent
recombination [31].

February 2, 2010 15:55

1

Figure 3.4: Straggling function in silicon for 500 MeV pions, normalized to unity at the most probable value ∆p. w
is the full-width-at-half-maximum [25]. This calculation is based on the Bichsel method (see Section 3.2.4).

The probability of the occurrence of collisions and the probability for a particular energy loss E are
considered for the calculation of the straggling functions. To obtain correct straggling functions, the
accurate determination of the collision cross section as function of energy loss, σ(E), is necessary.

3.2.3 The Landau distribution

The energy loss probability in a detector with a moderate thickness can be modeled with the highly skewed
Landau distribution. The most probable value ∆p of the distribution is given by the Landau-Vavilov
method [26, 27]:

∆p = ξ

[
ln

2mc2β2γ2

I
+ ln

ξ

I
+ 0.200 − β2 − δ (βγ)

]
, (3.2)

where ξ = (K/2) 〈Z/A〉 (x/β2) in MeV for a detector of moderate thickness x in g cm−2 and other
parameters are described in Table 3.1. For thick material, the width of the distribution is given as 4ξ.

For γ � 100, Equation (3.2) is simplified to [28]:

∆p( keV) = t (0.1791 + 0.01782 ln (t)) , (3.3)

where t (in µm) is the thickness of the silicon sensor.
The Landau-Vavilov calculation defines adequately the ∆p but does not describe correctly the width w

of the energy-loss spectrum especially for thin silicon sensors where the distribution is more skewed [25].
This model is commonly used since it provides an analytical expression of the spectrum with the well-
known Landau distribution. However, in data, the energy-loss spectrum for thin sensors is fitted using a
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convolution of a Landau distribution with a Gaussian to get a better agreement of the width w.

3.2.4 The Bichsel model

The Bichsel model [28] takes into account the binding of atomic electrons to find a better agreement
between data and theory. In this model, experimental and theoretical data for dielectric functions, x-ray
absorption coefficients and generalised oscillator strengths are used to reproduce accurately the observed
energy loss spectrum over a wide range of incident particle velocities and silicon thicknesses, including
very thin silicon sensors. But no analytical description of the straggling function is provided.

Bichsel provides an approximation of ∆p and w (in eV) as function of the thickness t (in µm) of silicon
detectors for particles with charge ±1e and βγ > 500 as listed in Equations (3.4) to (3.6):

• For 13 < t < 110 [µm ]:
∆p = t · (100.6 + 35.35 · ln(t)) , (3.4)

• For 110 < t < 3000 [µm ]:
∆p = t · (190 + 16.3 · ln(t)) , (3.5)

• For 30 < t < 260 [µm ]:
w = t · (259.6 − 28.41 · ln(t)) . (3.6)

• For 260 < t < 2560 [µm ]:
w = 71.3t

(
1 + 39.4/t0.8

)
(3.7)

Table 3.2 summarises the ∆p and w for detectors thicknesses at our disposal and tested at test beams
with the results presented in the following chapters.

Table 3.2: Calculated ∆p and w for silicon sensors with various thicknesses using Equations (3.4) to (3.7).

Thickness [µm ] ∆p [ keV ] w [ keV ] ∆p/w

50 11.9 7.42 1.6
100 26.34 12.88 2.045
150 40.75 17.59 2.32

3.2.5 Multiple scattering

In addition to energy loss, when a particle goes through the detector, its trajectory is deflected by small-
angle scatters. The deflection is mainly due to the Coulomb interaction of the charged particle with the
nuclei. For hadrons, there is also a contribution from the strong interaction. When leaving the detector,
the scattering angle of most of the particles (> 98%) can be approximated with a Gaussian distribution
having an RMS given by [29]:

θRMS =
13.6 MeV

βpc
z
√

x
X0

[
1 + 0.038 ln

(
x

X0

)]
, (3.8)

where the angle θ is in radians, the particle momentum p in MeV, z the charge number of the particle
and x/X0 the thickness of the absorption medium in units of the radiation length.

In high-energy physics applications, the amount of material in pixel detectors is minimised in order to
have the smallest scattering angles possible.
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3.3 Transport of charge carriers in silicon

3.3 Transport of charge carriers in silicon

In this section, we review the motion of charge carriers in silicon. First the motion in intrinsic silicon
is studied. Then, a pn-junction is described and the motion of charge carriers in silicon detectors is
sketched.

In silicon detectors, the movement of the charge carriers (holes and electrons) leads to signal pulses in
the electrical contacts which can be detected by the readout electronics. In the absence of any external
electric field, free charge carriers move randomly and are scattered due to their collisions with the crystal
lattice or other impurities. On average, in equilibrium conditions, the traveled distance averaged over
charges is zero. In addition to the statistical movement, two other mechanisms can affect the transport of
charge carriers: diffusion (due to a gradient in concentration) and drift (in the presence of an external
electric field).

The diffusion implies that a carrier is more probable to move from a high-concentration region to a
low-concentration region. The diffusion current per unit area is given by [30]:

Jn,di f f = −
kT
e
µn∇n for electrons ,

Jp,di f f =
kT
e
µp∇p for holes ,

(3.9)

where k is the Boltzmann constant, T the absolute temperature, e the elementary charge, µ the mobility
of the charge carriers, ∇n and ∇p are the gradients of the electron and hole concentrations.

Charge carriers are accelerated between two random collisions in the presence of an external electric
field in the direction of the field, leading to an average drift velocity given by [30]:

vn = −µnE for electrons ,

vp = µpE for holes ,
(3.10)

where v is the average drift velocity, E the electric field and µ the mobility of the charge carriers.
The mobility is a function of the electric field. For higher electric fields, the charge carriers gain more
acceleration and the number of collisions per unit time increases. This leads to a saturation of the drift
velocity vs. The dependence of the mobility on the electric field is described by [31]:

µ (E) =
vs/Ec[

1 + (E/Ec)β
]1/β , (3.11)

where the parameters are described in Table 3.3.

Table 3.3: Parameters for the mobility as described in Equation (3.11) with T the absolute temperature and E the
absolute value of the electric field.

Parameter Electrons Holes unit

vs 1.53 × 109 × T-0.87 1.62 × 108 × T-0.52 cm/s
Ec 1.01 × T1.55 1.24 × T1.68 V/cm
β 2.57 × 10−2 × T0.66 0.46 × T0.17 -

Figure 3.5 shows the mobility for electrons and holes as a function of the electric field. For a low
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electric field, the mobility for intrinsic silicon at 300 K is:

µn = 1415 ± 46 cm2/(Vs) ,

µp = 480 ± 17 cm2/(Vs) .

E [V/cm]
1 10 210 310 410

/(
V

s)
]

2
 [c

m
µ

310
electrons

holes

Figure 3.5: Mobility for electrons and holes as a function of an applied electric field calculated with Equation (3.11).

Holes are three times less mobile than electrons which make them more likely to be trapped in
impurities. This is of particular importance after radiation exposure [30].

3.3.1 pn-junction in thermal equilibrium

By joining a p-type with an n-type material, a pn-junction is obtained. The p and n-type regions are
initially electrically neutral. Due to thermal diffusion, the holes and the electrons are driven across the
junction. This implies that electrons move from the n-type material to the p-regions leaving a positive net
charge in n-regions, while the p-type region gets negatively charged. A potential is built up when the
electrons diffuse to the p-region. This potential limits the diffusion depth when it exceeds the available
energy for thermal diffusion and is called the built-in potential Vbi between the p and n-regions. The
built-in potential depends logarithmically on the doping levels [24]:

Vbi =
kT
e

log
NaNd

n2
i

 , (3.12)

where Na and Nd are the acceptor and donor concentrations and ni is the intrinsic silicon carrier
concentration. For a typical detector diode Vbi ≈ 0.5 V.

The diffusion of the holes and electrons across the junction to the oppositely-doped regions leads to a
region free of mobile carriers called the depletion region. As seen previously, Vbi limits the diffusion
depth and therefore the width of the depletion region.

Applying an external potential breaks down the thermal equilibrium. By applying a reverse bias
potential, i.e. negative potential to the p-region and positive potential to the n-region, the potential barrier
and the depletion width are increased.

Under a forward bias on the pn-junction, the diode current increases rapidly with the voltage. A reverse
bias, on the other hand, causes a quick saturation of the current flow within the junction. The pn-diode
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3.3 Transport of charge carriers in silicon

can therefore be used as a rectifier. The reverse bias mode with large depletion depth is used for the
detection of radiation in silicon detectors as described in the next section.

3.3.2 Reverse-biased pn-junction

The application of a reverse bias voltage to a pn-junction is crucial in the detection of radiation in silicon
detectors. It increases the depletion width. This forms a capacitor depleted of charge carriers where the
undepleted p and n-regions are the electrodes and the depletion region is the dielectric. An electric field
due to the bias voltage is established in the depletion region. The charges generated due to the incident
radiation follow the electric fields and are collected by the readout electrode.

Here, we derive the depletion width, the electric field distribution, the drift and the diffusion within a
pn-junction reverse-biased at a voltage of VB.

The potential ϕ at each point is described by Poisson’s equation [32]:

∇2ϕ = −
ρ

ε
, (3.13)

where ε is the dielectric constant of the medium and ρ the net charge density. The electric field E due
to the electric potential is obtained by:

E = −grad ϕ . (3.14)

To simplify, as illustrated in Figure 3.6, we assume an abrupt junction where the charge densities on
the p and n-regions are given by:

ρ(z) =

eNd, if 0 ≤ z < zn

−eNa, if zp ≤ z < 0
. (3.15)

ρ

Depth (z)

eNd

zn

zp

-eNa

Figure 3.6: Charge density distribution for a simplified pn-junction where Na and Nd are the acceptor and the donor
concentrations.

In one dimension, Poisson’s equation is simplified to:

d2ϕ(z)
dz2 = −

ρ(z)
ε

. (3.16)
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First, considering the n-side, the first and second integrations of the Poisson equation give:

dϕ(z)
dz

= −
eNd

ε
(z − zn) for 0 ≤ z < zn , (3.17)

ϕ(z) = −
eNd

ε

z2

2
+

eNdzzn

ε
+ V j for 0 ≤ z < zn , (3.18)

where V j is the potential at the interface where the n- and the p-sides join. At the boundary of the
depletion region z = zn the bias voltage VB is applied:

ϕ(zn) = VB =
eNdz2

n

2ε
+ V j . (3.19)

At the p-side, the external bias voltage is 0 V. Using this constraint in the p-region, the V j is given by:

V j =
eNaz2

p

2ε
. (3.20)

The total potential across the pn-junction is given by:

VB =
e

2ε
(Ndz2

n + Naz2
p) . (3.21)

The charge density in the p- and n-regions should be the same to maintain the overall charge neutrality:

Ndzn = Nazp . (3.22)

Using the neutrality condition, the reverse bias potential can be expressed as:

VB =
e

2ε

(
1 +

Na

Nd

)
Naz2

p =
e

2ε

(
1 +

Nd

Na

)
Ndz2

n . (3.23)

The depletion widths on the n- and p-sides of the junction are given by:

zn =

√
2εVB

eNd(1 + Nd/Na)

zp =

√
2εVB

eNa(1 + Na/Nd)
.

(3.24)

The total depletion width W is given by:

W = zn + zp =

√
2εVB (Na + Nd)

eNaNd
. (3.25)

Considering an asymmetrical junction with Nd � Na for which the junction potential is equal to the
potential of the p-contact:

V j =

(
Nd

Na

)
VB

(1 + Nd/Na)
Nd�Na
≈

Nd

Na
VB . (3.26)

Let’s consider a pixel detector with asymmetric junction with a highly doped surface Nc concentration
and a lightly doped bulk Nb (Nb � Nc). Nc and Nb are used for a generalisation of the doping regions
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and each can consist of donors or acceptors. The bulk resistivity ρb is expressed in terms of the doping
concentration:

ρb =
1

eµbNb
, (3.27)

where µb and Nb are the mobility and the doping concentration of the bulk. The depletion width W
becomes:

W =
√

2εµbρbVB . (3.28)

By taking into account the built-in reverse bias voltage, Equation (3.28) is written as:

W =
√

2εµbρb (VB + Vbi) =

√
2ε (VB + Vbi)

eNb
. (3.29)

The electric field of Equation (3.17), by replacing the depletion width and Nd by Equation (3.29), can
be expressed as:

E(z) =
2 (VB + Vbi)

W

( z
W
− 1

)
. (3.30)

The bulk of the detector becomes fully depleted of charge carriers when the depletion width W equals
the thickness of the detector d (W = d). The depletion VD voltage can be expressed as:

VD =
eNbd2

2ε
− Vbi . (3.31)

The built-in voltage has a typical value of Vbi ≈ 0.5 V. Since VB is much higher than Vbi, then Vbi

can be neglected. The electric field drops linearly from its maximum value at the junction to zero at the
opposite contact. Increasing the bias voltage beyond the needed bias to completely deplete the detector
adds a uniform field. The electric field can be written as:

E(z) =
VB − VD

d
+

(
1 −

z
d

)
2

VD

d
. (3.32)

The electric field, as calculated in Equation (3.32), is valid for the depleted region where 0 < z <
d(VB + VD)/(2 · VD). If the bias voltage is lower than the depletion voltage, the electric field is 0 in the
undepleted region. For this model, the charge generated in the undepleted region is not collected by the
readout placed at z = 0 and therefore it is lost.

The charge carriers, under the influence of the electric field, drift through the silicon detector with a
velocity as defined by:

~vdri f t = µc · ~E . (3.33)

In one-dimension, and considering µc constant by neglecting the saturation effect at high electric fields,
the drift velocity is written as:

vdri f t =
dz
dt

= µc · E(z) . (3.34)

The drift time required for a charge originating at point z to reach the point z0 where the charge is
collected is:

tdri f t(z) =

∫ z0

z

ds
µc · E(s)

. (3.35)

With the assumptions on the electric field and the mobility, the integral above can be solved analytically.
Assuming z0 = 0 corresponds to the readout electrode, one obtains the drift time for a charge generated
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at a depth z as:

tdri f t(z) =
d2

2µcVD
ln

(
VB + VD

VB + VD − 2VDz/d

)
. (3.36)

During the drift, the charge carriers do not exactly follow the electric field lines. They also diffuse
due to the random thermal motion in the crystal lattice. The spread of the charge carriers at the readout
(z = 0) and produced at a position z can be expressed as a Gaussian distribution with a standard deviation
σdi f f usion of [33]:

σdi f f usion (z) =
√

2Dbtc =

√
kTd2

eVD
ln

(
VB + VD

VB + VD − 2VDz/d

)
, (3.37)

where Db is the diffusion constant and related to the mobility via the Einstein equation Db = µc ·kb ·T/e.
The drift time depends on the mobility of the charge carriers as shown in Equation (3.36). Figure 3.7(a)

compares the drift time for n and p-type carriers in a 50µm thick silicon sensor with a depletion voltage
of |VD|=4 V and biased at |VB|=15 V for a charge created at a position z=depth. The electrons have a
higher drift velocity and therefore are faster for readout. Diffusion does not depend on the carrier type as
it can be seen in Equation (3.37). Figure 3.7(b) shows the standard deviation for the diffusion at different
bias voltages for the n and p-type carriers.
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Figure 3.7: (a) Drift time and (b) diffusion standard deviation for n and p-type carriers for a charge created at the
depth z in the sensor. The diffusion is shown for different bias voltages and does not depend on the carrier type.
The depletion voltage is |VD|=4 V and the drift time is calculated considering a bias voltage of |VB|=15 V.

Figure 3.8 shows the electric field and the mobility distribution as a function of the depth in a 50µm
thick silicon sensor with a depletion voltage of |VD|=4 V and biased at |VB|=15 V. The mobility in this
case stays almost constant and does not reach the saturation effects due to the electric field since in this
case the electric field stays quite low.

3.4 Pixelated silicon sensors

Previously, we have reviewed the properties of a pn-junction as it is the building block of pixel detectors.
By segmenting the electrodes on a pn-junction a pixel detector is obtained. The highly doped electrodes,
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Figure 3.8: The electric field and the mobility as a function of the depth for (a) n-type carriers and (b) p-type
carriers.

which can be n or p-type, are introduced through a mask to form a pixel matrix with ion implantation.
Each pixel forms an independent pn-junction and the gaps between the pixels are electrically controlled
to isolate a pixel from its neighbouring diodes. An aluminum layer deposited on the electrodes provides
a signal path to the readout electronics with a low resistance. The backside metallisation, on the bulk
side, supplies the external bias voltage.

This thesis focuses on hybrid pixel detectors where the electronics for the readout and sensors are
produced separately and mated using bump bonds. Matrices of pixel detectors can be put together to
cover larger surfaces. Figure 3.9 illustrates schematically a hybrid pixel detector. An ionising particle
traversing the detector creates charges in the depletion region of the sensor. The charge carriers move
under the action of the applied electric field. The signal produced is acquired by an integrated circuit for
amplification and digitisation. The readout chip is also responsible to discriminate noise levels from the
particle hits. This is achieved by comparing the signal amplitude to a discriminating threshold.

SENSOR STRUCTURES I 11

angle α subtended by the two strip arrays is small (and their lengths L are
approximately equal), the capture area

A ≈ L2 p2

p1
tanα + Lp2 . (1.4)

Consider a given horizontal strip struck by a particle. To determine the longitu-
dinal coordinate, all angled strips that cross the primary strip must be checked
and every hit that deposits charge on these strips adds a coordinate that must
be considered in conjunction with the coordinate defined by the horizontal strip.
Since each strip captures charge from a width equal to the strip pitch, the exact
width of the capture area is an integer multiple of the strip pitch. The probability
of multiple hits within the acceptance area, and hence the number of “ghosts”, is
reduced as α is made smaller, but at the expense of resolution in the longitudinal
coordinate.

1.6.3 Pixel devices

To obtain unambiguous two-dimensional information the sensor must provide
fine segmentation in both dimensions, which can be achieved either by geomet-
rical or electronic segmentation. Charge coupled devices (CCDs), random access
pixel devices, and silicon drift chambers represent different approaches to ob-
taining nonprojective two-dimensional information. The conceptually simplest
implementation is shown in Figure 1.13. The sensor electrodes are patterned as
a checkerboard and a matching two-dimensional array of readout electronics is
connected via a two-dimensional array of contacts, for example solder bumps.
In this scheme the pixel size is limited by the area required by each electronic
readout cell. Pixel sizes of 30 – 100µm are practical today, depending on the
complexity of the circuitry required in each pixel. Figure 1.13 also shows that
the readout IC requires more area than the pixel array to accommodate the

READOUT
CHIP

SENSOR
CHIP

BUMP
BONDS

READOUT
CONTROL
CIRCUITRY

WIRE-BOND PADS FOR
DATA OUTPUT, POWER,
AND CONTROL SIGNALS

Fig. 1.13. Schematic view of a hybrid pixel detector. A pixellated sensor chip is

connected to a matching array of readout amplifiers by a two-dimensional array of

solder bumps. The readout chip extends beyond the sensor chip to accommodate

readout and control circuitry in addition to wire bonds for external connections.

1

Figure 3.9: Schematic layout of a hybrid pixel detector. A pixellated sensor is bump-bonded to a readout chip.
Wire-bonds are used for external connections. From [24].

In the following sections, we introduce Ramo’s theorem which describes the induced current at the
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readout electrode due to the movement of the charge carriers. Also, an introduction to in-pixel studies
done with pixel detectors is given later when studying the spatial resolution for different readout chip
configurations. We also explain how pixel detectors can be used for position reconstruction.

3.4.1 Charge collection and Ramo’s theorem: induced charge

Previously, we have seen that due to incident radiation, a signal is produced by the motion of charge
carriers in the detector. We can naively interpret this statement such that the signal is formed with a delay
when the charge carriers are collected by the electrodes. But in reality, such a delay does not exist and an
induction signal pulse is created immediately after a charge carrier starts its motion to the electrodes.
When the last charge carriers arrive at the collecting electrodes, the charge induction process ends and
the signal pulse is fully developed. The timing evolution of the signal is important in understanding the
timing properties of detectors. In the following, we derive the induced charge in a pixel detector.

For the calculation of the induced charge, we first consider the simple example of a charge q near an
infinitely large electrode with all the electric field lines terminating on the electrode. Gauss’s law, for a
surface S surrounding the charge is expressed as [24]:∮

s

~E · d~a = q . (3.38)

The induced charge obtained by integrating over a Gaussian surface enclosing only the electrode is
−q. Now, let’s consider two parallel electrodes with a charge q in between as shown in Figure 3.10. If
the charge is placed midway between the two parallel plates, it induces equal charge of −q/2 on both
electrodes as half of the electric field lines end up on the higher and the other half on the lower electrode.
When the charge moves closer to a plate rather than the other, the induced charge will be higher for the
closer plate.

The induced charge can not be observed directly but its change can be measured when the two
electrodes are connected in a closed circuit (like in a pixel detector) as it produces an induced current.
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Fig. 2.27. Charge moving in the detector volume induces a signal current in the

external circuit (left). The detector’s equivalent circuit is shown at the right.

Although the first answer is quite popular (encouraged by the phrase “charge
collection”), the second is correct; current flow begins instantaneously.

To understand the physics of induced charge, first consider a charge q near a
single, infinitely large electrode. All electric field lines from the charge terminate
on the electrode. Integrating the field on a Gaussian surface S surrounding the
charge yields ∮

S

E⃗da⃗ = q .

Correspondingly, integrating over a Gaussian surface enclosing only the electrode
yields the charge −q. Since the direction of the field lines is opposite relative to
the first integral, this charge – the “induced charge” – has the opposite sign.
Next, add a second electrode, as shown in Figure 2.28. If the charge is positioned
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Fig. 2.28. A charge q positioned midway between two parallel plates induces equal

charge on each plate (left). Integrating over the Gaussian surface S1 or S2 yields the

induced charge −q/2. When positioned close to the bottom plate (right panel) more

field lines terminate on the lower than on the upper plate, so the charge enclosed

by S2 is larger than the charge enclosed by S1, i.e. the induced charge on the lower

plate has increased.

1

q

q

Figure 3.10: The charge induced on two parallel plates for two configurations of the position of a charge q.
From [24].

Ramo’s theorem [34] describes the time evolution of the induced current created in a detector. The
induced current on the electrodes is described as a function of the weighting potential Φ which describes
the coupling of a charge to an electrode. The weighting potential is defined for a specific electrode
configuration. In Ramo’s theorem, it is obtained by setting the potential of the electrode to unit potential
and setting all other electrodes to zero potential. Equation (3.39) describes the induced charge Qk on
electrode k if a charge q moves along any path from the originating point z0 to the readout electrode
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3.4 Pixelated silicon sensors

position zp [24]:
Qk = q · [Φk(zp) − Φk(z0)] . (3.39)

The instantaneous current on the electrode k is given by [24]:

ik = q v · Ek , (3.40)

where v is the velocity of the charge carrier and Ek the weighting field.
It is important to note that the weighting potential (field) is different from the electric potential (field).

The electric field determines the drift trajectory and velocity of the charge carriers whereas the weighting
field depends only on the geometry of the electrodes and defines how the charge motion induces a charge
to a specific electrode. The induced charge is independent of the trajectory. In the specific case of a
two-electrode configuration the electric and the weighting fields are the same.

Figure 3.11 shows the weighting field and potential distributions calculated using TCAD simula-
tions [35] (c.f. Section 5.3). For this study, we consider a p-in-n silicon sensor with 5 pixels (marked
out with dashed lines), having a thickness of 200 µm and over-depleted with a bias voltage of 50 V on
the back-side. First, 0 V is applied to all the electrodes and then 1 V is applied to the electrode k. By
subtracting the electric field and the electrostatic potential in the two configurations, the weighting field
and potential are obtained.

The gradient of the weighting potential gets higher by getting closer to the pixel. This indicates that
the pixel is more sensitive to the charges drifting close by. In contrast, the gradient of the weighting
potential is relatively flat in the bulk implying that the charges drifting far from the pixel contribute less
to the induced signal.

electrode k

Depth z [µm]

200

0

(a) Weighting field

electrode k

Depth z [µm]

200

0

(b) Weighting potential

Figure 3.11: The weighting field and potential on electrode k.

3.4.2 Position measurement

A pixel detector is obtained by segmenting the electrodes of a silicon sensor. This provides a two-
dimensional information on the position of particle tracks. The magnitude of the signal measured by an
electrode depends on the track position within a pixel. If the particle hits close to the edges or corners of
a pixel, multiple pixels can detect signals and result in clusters.
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The spatial resolution of a pixel detector is mainly determined by the pixel pitch. But it can be improved
by the readout choice (binary or analogue with pulse-height information), the detection threshold of the
readout, the charge sharing in the sensor, the thickness of the detector and the reconstruction algorithm.
The effect of the readout on the spatial resolution is studied in this section.

In the following, the calculations are only done in one-dimension and we assume that tracks pass
through the center of the pixel in the other dimension. The spatial resolution is therefore defined by:

σ2
position =

∫ p/2
−p/2 (xr − xm)2 D (xr) dxr∫ p/2

−p/2 D (xr) dxr

, (3.41)

where σposition is the average distance between the real impact position xr and the measured position
xm of the particle in a pixel. D (x) is the hit probability density function in a pixel and p represents the
pixel pitch.

Binary readout

The simplest (and unrealistic) case for the resolution computation is to consider a binary readout with
single readout threshold for signal and noise discrimination. For a pixel centered at 0 and having a pitch
p with a hit probability density function as illustrated in Figure 3.12, the following assumptions are
considered:

• The threshold is adjusted in a way to fire one pixel per particle track.

• Only hit positions between −p/2 and p/2 trigger a signal in pixel 0.

• A uniform density of particles hit the detector (D (x) = 1).

Under these assumptions, the readout electronic noise, the readout threshold dispersion, the diffusion
and the energy deposition fluctuations are neglected.

The average difference between the real position (xr) and the measured position (xm = 0) of the particle
in a pixel is calculated using Equation (3.41) [30]:

σ2
position =

∫ p/2
−p/2 (xr)2 1dxr∫ p/2
−p/2 1dxr

=
p2

12
, (3.42)

which results in a spatial resolution of:

σposition =
p
√

12
. (3.43)

In this simple model, the resolution achieved is only dependent on the pitch size (geometry of the
pixels). In reality, the signal of a particle track is shared between several pixels and depending on the
readout threshold more than one pixel can be fired. The resolution is therefore improved as described in
the following.

Binary readout and charge sharing

The threshold of the readout electronics is usually set as low as possible which can result in more than
one pixels hit per particle track. In this case, the charge is shared between two or more pixels and result
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Figure 3.12: The hit probability density function for two neighbouring pixels (pixel 0 and pixel 1) when a binary
readout is used to acquire the sensor pulse.

in clusters. Multi-pixel clusters can improve the resolution of Equation (3.43). Figure 3.13 illustrates the
charge sharing between two pixels. If a track passes close to the edge of a pixel (within a distance of
s
2 close to the edge), the neighbouring pixel is also fired. For events triggering single-pixel events, the
spatial resolution in pixel 0 for 1-pixel clusters is given by:

σ2
position =

∫ (p/2−s/2)
−(p/2−s/2) (xr)2 1dxr∫ (p/2−s/2)
−(p/2−s/2) 1dxr

=
(p − s)2

12
. (3.44)

For two-pixel clusters, the spatial resolution is given by:

σposition =
s
√

12
. (3.45)
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Figure 3.13: The hit probability density function for two neighbouring pixels (pixel 0 and pixel 1) considering
charge sharing between the two pixels when a binary readout is used to acquire the sensor pulse as explained in the
text.

The average resolution considering single and multi-pixel clusters is given by:

σ2
Total =

p2 − 3ps + 3s2

12
. (3.46)

The optimal average spatial resolution is obtained for s = p/2 as shown in Figure 3.14 for two pixel
pitches of p = 25µm and p = 55µm. This means that the number of single-pixel and multi-pixel clusters
is the same. Note that, in this situation one is not able to distinguish between one track triggering two
pixels and two tracks hitting the sensor within 2p for very high rate hits.

For the CLIC pixel detector, the aim is to achieve a resolution of 3µm with a pixel pitch of 25µm.
With this simple example we see that, in the optimal case of s = p/2, the resolution achieved would be
∼ 3.6µm. For this pitch, charge sharing is crucial in order to achieve such a challenging resolution.
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Figure 3.14: σTotal calculated using Equation (3.46) with a pixel pitch of (a) p = 25µm and (b) p = 55µm where s
is the width of the charge sharing region as shown in Figure 3.13.

Analogue readout and charge sharing

The spatial resolution can be significantly improved with an analogue readout which delivers a signal
proportional to the collected charge as illustrated in Figure 3.15. In this case, for multi-pixel clusters
the η-function [36] (c.f. Section 3.4.3) is used to reconstruct the hit position within the pixels using
the charge information. In the region where only one pixel fires, the resolution is still limited to (p−s)

√
12

.
Therefore the readout threshold should be as low as possible in order to detect the smallest amounts of
charge reaching neighbouring pixels.
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Figure 3.15: The hit probability density function for two neighbouring pixels (pixel 0 and pixel 1) considering
charge sharing between the two pixels using an analogue readout to acquire the sensor pulse.

This case is closer to the reality in hybrid pixel detectors with analogue readout. The readout noise
plays an important role in the spatial resolution as it affects the operating threshold. The spatial resolution
is proportional to the signal-to-noise ratio [37]:

σ ∝
p

S/N
, (3.47)

where the signal S is measured as the most-probable-value of the MIPs distribution of clusters and N
the noise of a pixel.

For this realistic case, there is no analytic solution for the calculation of the resolution. Simulations
can be done to calculate the spatial resolution numerically. Section 5.2 presents the simulation framework
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3.4 Pixelated silicon sensors

which allows for the simulation of a sensor and its readout in a pixel detector and therefore obtain the
spatial resolution.

3.4.3 Hit position reconstruction using the η-correction method

Previously, through simple examples, we have seen the benefits of charge sharing on the spatial resolution.
In fact, due to the charge sharing, particle tracks create multi-pixel clusters. The amount of charge
deposited in each pixel can be measured using an analogue readout. The η-correction method uses the
charges in the hit pixels as weights to reconstruct the particle hit position within a pixel. This method
takes into account non-linearities in the charge sharing between pixels [36].

This method can be implemented in different ways for the reconstruction of the particle hit within a
pixel. In this thesis, the method as described in [38] is used for the data and simulations reconstruction
and summarised in the following. The η-correction method calculates the distance with which the hit
position moves from the geometric centre of two pixels in a cluster. This shift is calculated as:

shift = σEC × erf−1(2 × Qrel − 1) , (3.48)

where σEC is a parameter to be determined and depends on several factors such as the thickness of the
silicon sensor and the operating conditions of the assembly. The inverse error function is defined as erf-1

(z) with:

erf(z) =
2
√
π

∫ z

0
e−t2dt . (3.49)

In Equation (3.48), Qrel is the charge of the pixel with the highest charge divided by the total charge of
the cluster (Qmax/Qtot).
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CHAPTER 4

Pixel readout ASICs and assembly calibration

One of the key components of the detector systems is the readout electronics. Each experiment, depending
on the requirements, has its own specific electronics.

In this chapter, we will review the basic principles and requirements of the Timepix3 hybrid pixel
readout chip which is used as a test vehicle to study thin and active-edge sensors as described in the
following chapters. The calibration method for the Timepix3 assemblies and also the noise measurements
are explored in this chapter.

4.1 The Timepix3 hybrid readout ASICs

The hybrid readout chip acquires the short ionisation current pulses generated in the sensor by the passing
of a charged particle. For acquiring this short pulse, the time response of the readout must be tailored to
optimise the minimum detectable signal, the measurement of energy deposition in the detector, the event
rate capability, timing measurement of the signal and the insensitivity of the system to the pulse shape.
Finally, the signal is digitised and stored. Robustness to radiation and low power consumption are other
important considerations to be addressed amongst others.

The Timepix [3, 39] hybrid pixel detector readout chip family, designed by the Medipix collabora-
tion [40], is a general purpose front-end electronics and can measure precisely the energy deposited
in the sensor and also provides accurate timing information. These chips are used in a wide range of
applications such as high energy physics and medical imaging. The Timepix3 ASIC is deployed for
the CLIC vertex detector R&D to study the feasibility of thin sensors and also active-edge sensors as
described in the coming chapters.

Figure 4.1 schematically shows the basic signal flow in a Timepix3-like hybrid pixel detector. Both
analogue and digital circuitry are combined for signal processing.

The incident radiation deposits energy in the sensor which is converted to an electrical signal. A high
rate of particles can be handled in a semiconductor detector because the sensor pulse is very short (few
nanoseconds). A charge sensitive preamplifier is needed to amplify the short signal pulse. As seen in
Section 3.2, the amount of signal charge is small and subject to statistical fluctuations. The preamplifier
should be designed in a way to minimise the electronics noise (see Section 4.3 for a discussion of the
noise sources). The sensor capacitance and the input capacitance of the amplifier play a critical role in
the optimisation of the signal-to-noise ratio (SNR): the lower the capacitance, the higher the SNR.

The preamplifier is implemented in a Krummenacher topology [41], where the return to the baseline
of the amplified signal is done with a tunable current (Ikrum). The higher Ikrum, the faster the return and
the shorter the pulse. For the Timepix readout chip family, a pulse shaper is embedded in the preamplifier
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which outputs a triangular-like pulse shape where the rising edge is imposed by the time response of the
preamplifier and the slope of the falling edge dictated by the Ikrum current.

A discriminator is used to compare the signal level to a tunable threshold voltage and to discriminate
signal from background noise. Both polarities (electrons and holes) are accepted by the front end.

When the pulse height passes the threshold in the discriminator, counters in the digital part of the
readout chip are incremented to measure the energy and the arrival time of the signal.

Sensor
Preamplifier/

Shaper Discriminator
TOT/TOA
counters

Incident
radiation

Digital
data bus

Analogue domain Digital domain

Readout chip

Figure 4.1: Schematic overview of basic signal flow in a Timepix-like hybrid pixel detector. The energy deposited
in the sensor by the incident radiation is converted to an electrical signal. The signal is integrated in the preamplifier,
shaped by the pulse shaper and compared to a programmable threshold by the discriminator. The digital part of the
readout chip digitises the signal for storage and analysis using counters for timing and energy measurements.

An overview of the main parameters of the Timepix3 readout chip is given in Table 4.1. It consists of a
256×256 pixel matrix with a pitch of 55µm. This chip allows for three operation modes: photon counting
(PC), Time-over-threshold (TOT) and Time-of-arrival (TOA) measurements. In addition, Timepix3 allows
for simultaneous measurement of the TOT and the TOA. In the photon counting mode, a counter is
incremented each time a photon hits the pixel and deposits an energy higher than the programmable
threshold.

Table 4.1: Overview of the main parameters of the Timepix3 readout ASIC.

Pixel Matrix 256 × 256
Pixel Pitch 55µm
Technology 130 nm CMOS
Measurement Modes 10 bit TOT and 18 bit TOA

18 bit TOA only
10 bit PC and 14 bit integral TOT

Clock speed Up to 40 MHz for TOT and general TOA
640 MHz for FTOA

Readout Type Data driven or Frame based
Electronic Noise (without sensor) < 70 e- RMS

Figure 4.2 schematically shows the energy and the timing measurements of the signal. The Time-
over-threshold (TOT) allows for the measurement of the energy deposited in a pixel. The time above the
programmable threshold of the triangular-like signal pulse is proportional to the energy deposited and
during this time, the TOT counter is incremented.

The Time-of-arrival (TOA) measures the arrival time of a hit and is used for a time stamping of the
hits. A general TOA counter runs with the general 40 MHz clock. When the amplifier output exceeds
the pixel threshold, the discriminator output rises and the fast TOA (FTOA) 640 MHz counter runs until
the rising edge of the general clock. A combination of the global TOA counter and the FTOA counters
is used to calculate the arrival time of the hits (or the pixel TOA). The FTOA counter is also used to
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increase the precision of the TOT measurement.
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Figure 4. Operation principle of the Timepix3 pixel.

from this moment on. The coarse time stamp (ToA) is latched at the same time. As shown in
figure 4, the time stamp counter (40 MHz) is distributed into pixels using a global (one per double
column (DC)) bus instead of using a shutter signal as timing reference (as in [1]).

The SP logic is shared by 8 pixels, and can be accessed by only one pixel at time. This pixel
is selected by the intra-SP token ring which receives a request signal from each pixel containing
data. Data are shifted from a selected pixel into a deserializer in the SP, and written into a buffer
for readout. The buffer has storage capacity for two events of data to reduce the dead-time of
the digital pixel front-end. This allows continuous acquisition and readout with a relatively small
dead-time of 475 ns per pixel (compared to 300 µs in Timepix). This dead time increases however
when the chip is operating very close to its maximum hit rate and the data rate exceeds the available
bandwidth.

Each SP accesses the column bus using token ring (round-robin) arbitration. This token arbi-
tration is synchronous to the column clock and the token circulates from the top of the column to
the bottom in 64 clock cycles. Data communication with End of Column (EoC) block is done using
an asynchronous 2-phase handshake protocol (see [13]). Using this protocol, no absolute timing
related to the clock signal is required. Data and handshake signals still require strict relative timing
by ensuring the handshake signal (request) always arrives at the EoC after the data.

The chip also has two different readout modes. Shown in figure 3, the SP logic is controlled
by a readout enable in these modes. In the first mode, the chip sends data off the chip as fast
as possible without external command. This is called a data-driven mode, and readout enable is
constantly high in the SP logic. In the second mode, data stays at the pixel level until an external
readout command is provided. With this command, any number of columns from 1 to 128 can be
read out in parallel. The columns which are not being read out have their clocks completely gated
thus reducing power consumption. This readout mode is called a sequential readout mode.

– 5 –

1

Figure 4.2: Schematic overview of the Time-over-threshold (TOT) and Time-of-arrival (TOA) measurements for
the Timepix3 readout chips. From [3].

The Timepix3 readout chip allows for a data-driven zero-suppressed readout mode which can reach
higher readout rates than the frame based mode.

In the frame based mode, pixels record hits during the time the shutter is open. After this time, the
information of the whole matrix is read at once. During the time the information is being read, the chip is
not able to process any hits.

In the data driven mode, after a hit is processed by the pixel, a data packet containing the TOT and
the TOA information is immediately sent off the chip. This reduces significantly the dead time of
the pixels hit while the other pixels stay active and allows to reach very high readout rates of up to
40 Mhits/(s · cm2).

The different settings of the chip are controlled using programmable DACs such as the Ikrum, threshold,
polarity of the sensor and the clock speed.

4.1.1 SPIDR readout system for Timepix3

The SPIDR (Speedy PIxel Detector Readout) readout system [42] is used for the Timepix3 data acquisition.
This system is able to handle high rates of data sent by the Timepix3 ASIC at full speed. This is achieved
with Xilinx Virtex-7 FPGA [43] and a 10 Gb Ethernet link.

Figure 4.3 shows the Timepix3 chip and the SPIDR readout board. Voltage regulators on the Timepix3
chip board allow to set the voltage of the programmable DACs.
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Figure 5. The test setup (Nikhef and CERN) for Timepix3 used to read out.

3 First measurements

The first batch of six Timepix3 wafers was received in August 2013. One wafer was diced and
the testing of basic functionality of the chip started at the beginning of September 2013. The test
setup for Timepix3 is shown in figure 5. The setup consists of a custom chipboard connected to
an evaluation board. The system is controlled by a field-programmable gate array (FPGA) running
a soft-core processor and data are sent to a desktop computer for offline analysis using 10 Gb
Ethernet (10GbE).

The chip has been verified to be functional at room temperature, running at 40 MHz clock and
from a power supply of 1.5 V. The pixel matrix configuration registers can be accessed via EoC
logic and shift registers. All periphery registers are accessible via slow control logic and command
decoder, and programmed register values are readable through the data links.

Both the analog- and the digital front-ends respond to on-chip generated test pulses as ex-
pected. Simultaneous ToA/ToT mode provides consistent charge and time information across the
full matrix. First DAC scans have also been performed by configuring pixels to operate in event
counting and integral charge mode. The mode has been observed to work as designed.

After compensating for clock and test pulse delays and injecting a test pulse simultaneously
to all pixels, only two timing bins of 640 MHz were observed among all pixels. This is a clear
indication that the VCO oscillation frequency across the full pixel matrix is very close to 640 MHz,
and fine time stamping is performed correctly in the pixel logic. Compensation of top-down delays
was done in software by using delay values obtained from hardware simulations. No left-to-right
compensation for delays was done. Analog front-end is also fully functional and shows a noise
performance < 70 e� rms based on the first results (assuming a gain of 50 mV/k e�). These figures
have been obtained without a sensor bonded to the chip.

Measured minimum thresholds for pixels are shown in figure 6. Measured average noise in
pixels is 60 e�, and threshold dispersion after equalization is 35 e�. From these numbers, the
predicted minimum threshold is 400 e� (blue curve). Note that these values depend on the cur-
rent settings of the preamplifier. The minimum threshold in the worst case (ToA/ToT, data-driven
readout) is approximately 500 e�. In figure 6 this indicates that when threshold is around 500 e�

(red curve), one pixel starts to respond due to noise. When the threshold is decreased to 400 e�,

– 6 –

1

(b)

Figure 4.3: (a) Timepix3 chip board and (b) SPIDR readout board (from [3]).

4.2 Timepix3 assemblies

A summary of the Timepix3 assemblies used in this study is shown in Table 4.2. Advacam sensors [44]
of thickness 50-150µm are bump-bonded to Timepix3 readout chips.

Table 4.2: Details of different Advacam planar pixel sensors bump-bonded to Timepix3 readout ASICs and studied
in calibration and test beams.

Timepix3 ID Thickness [µm ] Type Bias voltage [V] Threshold DAC

W19_G7 50 n-in-p -15 1190
W19_F7 50 n-in-p -15 1187
W19_L8 50 n-in-p -15 1133
W19_C7 50 n-in-p -15 1148
W5_E2 100 n-in-p -20 1160
W5_F1 150 n-in-p -30 1153

4.3 Electronic noise

Electronic noise places a limit on the minimum detectable signal level. It defines the ability to distinguish
signal levels and their precision of measurement. The signal in the detector is overlaid with the front-end
electronic noise, during the amplification and pulse shaping. Thermal excitations and sensor leakage
currents are important sources for the noise. We do not make a separation between the different sources
of noise in this work. The electronic noise can be measured as explained further in Section 4.6.1. For
Timepix3 readout chips, the electronic noise before bonding to any sensor is less than 70 e- RMS and
after bonding it increases to ∼ 80 e- RMS due to the capacitance of the sensor and its leakage current.
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4.4 Threshold dispersion and equalisation

In semiconductor electronics, manufacturing imperfections cause variations in the performance of the
devices within the same chip. In this regard, the programmable global threshold of the chip is one of the
most affected parameters.

A global threshold voltage generated by a programmable DAC (Digital-to-Analogue Converter) in
the periphery of the chip is applied to the all the pixel discriminators. But the effective threshold of
each discriminator varies from one pixel to another. To overcome this dispersion, a 4-bit local threshold
adjustment is applied to each pixel in order to achieve a uniform global threshold. The equalisation
consists of adjusting this local threshold. Figure 4.4 shows the spread of the threshold before and after
equalisation for the assembly W19_L8.

The chip is operated in a photon counting mode in the procedure. First, the local threshold is set to
its minimum value (mask 0000). For each pixel, the global threshold DAC (THL) is scanned from a
level of no counts (threshold above the chip noise) to a level where all the pixels count (threshold close
to the noise level). This results in an S-shaped curve. The middle of this curve, where the curvature
changes, corresponds to the mean value of the noise. The same measurement is then repeated by setting
the adjustment bits to their maximum value (mask 1111) and THL is scanned again.

For each pixel, the operation range is thus known. Assuming a linear relationship between the two
points, the adjustment threshold is set in such a way that the global threshold will remain uniform
across the matrix. After equalisation, the response of the chip becomes more uniform even though some
dispersion remains (∼ 40 electrons).
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Figure 4.4: Spread of pixel responses for the assembly W19_L8 during equalisation for the local threshold set at its
minimum value (mask 0000), to its maximum value (mask 1111) and after equalisation.
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4.5 Operating threshold

The electronic noise and the threshold dispersion are important parameters to determine the operating
threshold of the readout ASIC. The operating threshold for the Timepix3 chip is set to 6 times the
electronic noise RMS added in quadrature to the threshold dispersion. This threshold level significantly
reduces the detection of noisy hits. The very low noise of the Timepix3 chip allows for operating the chip
at a low threshold of approximately 500 electrons and thereby the detection of small signals. Sometimes,
at this threshold a few pixels show a high rate of hits in absence of incident radiation (hot pixels) and
they are manually masked to be able to operate the chip at the lowest possible threshold. Table 4.3 shows
the number of masked pixels for the tested assemblies. They were masked either after the equalisation
due to their baseline which was very different than other pixels or manually since they were noisy at the
nominal operating threshold. In total, the number of masked pixels is less than 1% of the matrix.

Table 4.3: The number of masked pixels after the equalisation and the manual adjustment of the threshold.

Assembly Number of masked pixels

W19_G7 46
W19_F7 35
W19_L8 14
W19_C7 33
W5_E2 41
W5_F1 42

The operating threshold affects significantly the spatial resolution of the device. A lower threshold
allows for detecting most of the signal deposited by a charged particle. For this reason, it is important to
minimise the electronic noise and the threshold dispersion.

4.6 Calibration

The aim of the calibration is to parametrise the measurements done by the readout chip, namely the
relationship between the threshold DAC and the TOT with the energy deposited in the sensor. The unit to
describe the energy deposited in the sensor can be in keV or the number of electron-hole pairs produced
knowing that the average energy required to produce an electron-hole pair is ∼ 3.6 eV (see Section 3.1.1).

In this work we focus on the threshold DAC and the TOT calibration and the unit to describe the
energy deposition is chosen to be the number of electron-hole pairs generated (or to simplify in number
of electrons).

The threshold DAC and TOT calibration can be achieved using two methods. The first one consists of
the use of photons with a well defined energy. These photons can either come from radioactive sources
with a characteristic decay energy or from X-ray fluorescence (XRF) with a characteristic emission
energy [45]. The photon being stopped in the sensor, it deposits its full energy. Since the energy of the
photon is known, its relation to the threshold DAC or TOT can be characterised.

The second method consists of the use of an internal analogue test pulse generator. The Timepix3
readout ASICs provide an internal test pulse generator which can be used for calibration. In each pixel, a
capacitor allows for injecting a charge by applying a voltage step over it. The injected charge is given by:

Q = C · ∆V , (4.1)
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where Q is the injected charge, C the injection capacitance and ∆V the voltage difference applied.
The injection capacitance can vary from pixel to pixel and also from chip to chip. From chip design
simulations, the metal-to-metal capacitance can be extracted. For the Timepix3 readout chip a capacitance
of 20.2 e-/mV (or about 3.2 fF) is expected. This value has also been cross-checked with X-ray sources
and the expected value has been validated [46].

For calibration with the chip bump-bonded to a sensor, the sensor is biased to full depletion to reduce
the capacitive noise. In this thesis, the calibrations are performed using the test pulse generator as it
provides good results and the calibration is later validated using the test-beam data (see Section 7.2.1).

4.6.1 Threshold-energy calibration

Section 4.5 describes the selection of the operating threshold DAC setting for a Timepix3 readout chip.
This threshold can be translated into an effective energy. The counting mode is used for this measurement.

For Timepix3 assemblies, the threshold is calibrated using test pulses at four different heights corres-
ponding to 0, 1000, 3000 and 6000 electrons. For each pulse height, 200 pulses are sent to the pixels in
the diagonal of the matrix. For each pixel, the threshold DAC is scanned with a step size of 2 from a level
of no counts (threshold above the signal) to a level where the pixel counts all the pulses (or close to the
noise level when no pulse is sent) resulting in an S-shaped curve as shown in Figure 4.5(a). The readout
electronics noise smears the ideal sharp turn on and generates the S-curve. At the maximum gradient of
the S-curve, the threshold DAC corresponds to the pulse amplitude. The S-curve is fitted with a sigmoid
function defined as:

f (x) =
1

1 + e−x . (4.2)

The derivative of the S-curve or the sigmoid function is a bell-shaped curve as shown in Figure 4.5(b)
with a mean at the maximum gradient of the S-curve.
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Figure 4.5: (a) An example of a measured S-curve fitted with a sigmoid function and (b) the sigmoid’s derivative
fitted with a Gaussian function for the assembly W5_E2 using a pulse height of 1000 electrons for the pixel (0, 0)
(see the coordinates system in Figure 5.3). This measurement is performed for all the pixels on the diagonal of the
matrix for each assembly.

A linear fit is used to parametrise the relationship between the pulse height and the threshold DAC

41



Chapter 4 Pixel readout ASICs and assembly calibration

value given by the mean of the derivative of the S-curves for the pixels in the diagonal of the chip:

T HLDAC = p T HLe− + q , (4.3)

where T HLDAC is the threshold DAC setting and T HLe− the corresponding energy (in number of
electrons).

Figure 4.6 shows an example of the threshold calibration obtained for the assembly W5_E2 (see
Appendix A for all the assemblies). Each point used for the fit corresponds to the mean of the Gaussian
fitted to the derivative of the sigmoid function fitting the S-curve for all the diagonal pixels combined.
The RMS of the mean is used as the error on the mean. The RMS represents the threshold dispersion
from one pixel to another and corresponds to ∼ 40 electrons.
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Figure 4.6: Threshold calibration for W5_E2. Each point corresponds to the maximum gradient of the S-curve for
each pulse height. A linear function as described in Equation (4.3) was used to fit the data points and obtain the
parameters p and q.

The operating threshold DAC for each assembly was converted to an energy by solving Equation (4.3)
for T HLe− with T HLDAC = T HLop

DAC . The error on the evaluated threshold in energy (T HLop
e−) is

obtained by the propagation of errors for the inverse of Equation (4.3):

σ2
T HLe−

(T HLDAC) =
(T HLDAC − q)2

p4 σ2
p +

1
p2σ

2
q + 2

T HLDAC − q
p3 σ2

pq , (4.4)

where p, q are given by the linear fit using Equation (4.3) with standard deviations σp, σq and covariance
σpq.

Table 4.4 summarises the fit parameters p and q, the operating threshold DAC and its conversion into
energy deposition in number of electrons for all the assemblies listed in Table 4.4.

For further verification of these results, the Timepix3 DAC step gain for each assembly is calculated to
be around ±11 e-/step, in agreement with [3].

Without test-pulse injection, the mean of the derivative of the S-curve defines the baseline of the chip
and its width the electronic noise. The standard deviation of the baseline for the pixels in the diagonal of
the matrix corresponds to the threshold dispersion.

For all assemblies, the noise varies between 6 to 7 DAC values which corresponds to 70 to 80 electrons,
in agreement with [3]. The error on the noise is obtained by the error propagation of Equation (4.3).
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Table 4.4: Threshold fit parameters p and q, the operating threshold DAC setting and its conversion into energy
deposition.

Assembly p [DAC steps/ke-] q [DAC steps] THLDAC
op [DAC steps] THLe-

op [e-]

W19_G7 87.4 ± 1.4 1145.9 ± 2.9 1190 505 ± 31
W19_F7 92.0 ± 1.5 1134.9 ± 3.4 1187 566 ± 33
W19_L8 89.9 ± 1.5 1083.9 ± 3.1 1133 546 ± 31
W19_C7 90.4 ± 1.4 1096.4 ± 3.5 1148 571 ± 34
W5_E2 94.5 ± 1.6 1109.3 ± 3.5 1160 537 ± 33
W5_F1 89.0 ± 1.3 1105.3 ± 3.1 1153 536 ± 31

Table 4.5 summarises the baseline mean, the threshold DAC step, the electronic noise and its conversion
into energy deposition for the assemblies listed in Table 4.4.

Table 4.5: Measured baseline mean, threshold DAC step gain, the electronic noise and its conversion into energy
deposition.

Assembly Baseline mean [DAC steps] Threshold DAC step [e-] Noise [DAC steps] Noise [e-]

W19_G7 1143.9 ± 3.2 11.4 ± 0.2 6.9 ± 0.9 78.5 ± 10.3
W19_F7 1131.7 ± 3.8 10.9 ± 0.2 7.1 ± 0.9 76.7 ± 9.9
W19_L8 1082.0 ± 3.3 11.1 ± 0.2 7.0 ± 0.9 77.9 ± 10.2
W19_C7 1092.8 ± 3.9 11.1 ± 0.2 7.4 ± 1.1 82.0 ± 12.4
W5_E2 1106.9 ± 3.9 10.6 ± 0.2 7.2 ± 1.1 75.7 ± 11.8
W5_F1 1103.6 ± 3.4 11.2 ± 0.2 6.7 ± 0.9 75.4 ± 9.7

4.6.2 TOT-energy calibration

The TOT calibration parametrises the relationship between the energy deposited and the TOT measure-
ment. Due to the non-linearity of the Timepix3 charge preamplifier, this relationship is modeled as a
hyperbola. The function used to fit the data points is called a surrogate function and is obtained as:

TOT = a E + b −
c

E − t
, (4.5)

where TOT denotes Time-over-threshold, E the deposited energy and a, b, c, t are the parameters to be
found [47]. The inverse of the surrogate function is defined as:

E =
t · a − TOT − b +

√
(b + t · a − TOT)2 + 4 · a · c

2a
. (4.6)

In Equation (4.5), for higher values of the energy, the relationship between TOT and E is linear with
gradient a and intercept b since the term aE + b dominates. At low energy, the term c/(E − t) becomes
important. The parameter c defines the amount of curvature in the function. An asymptote occurs at
E = t. The point at which the fit crosses the x-axis (TOT=0) corresponds to the threshold: below the
threshold no charge can be detected. The calibrated threshold is used as a data point for the surrogate
fit at the crossing-point on the x-axis. The range for the TOT and the boundary between low energy
(non-linear response) and high energy (linear response) depend on the clock frequency, the threshold and
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Chapter 4 Pixel readout ASICs and assembly calibration

the Ikrum value.
For the calibration of the assemblies, the Timepix3 ASICs are operated in TOT mode and the test-pulse

injection is used (Equation (4.1)). Test pulses with heights ranging from 0 mV to 800 mV (corresponding
to 0 electrons to 16000 electrons) are sent to each pixel. For each pulse height, 100 test-pulses are sent.
The sum of the TOTs and also the sum of the square of the TOTs for each pulse height is recorded. The
mean of the TOT response and the standard deviations are then calculated. Finally, the data are fitted
with the surrogate function as given in Equation (4.5) for each pixel, to determine the pixel-by-pixel
energy calibration of the assembly.

Table 4.6 summarises the DAC settings used for the operation of the Timepix3 assemblies in test beams.
The same settings are as well used for the calibration. Figure 4.7 shows the pixel-by-pixel calibration
for assembly W5_E2 operated at two different threshold DACs of 1160 (537 electrons) and 1190 (855
electrons). For a higher threshold, the curves are shifted towards higher energy values on the x-axis but
the slope (parameter a) remains the same.

Table 4.6: DAC settings for the operation and calibration of the Timepix3 assemblies. VFBK is a programmable
DAC to determine the baseline voltage of the chip.

Ikrum TOT/TOA Clock FTOA Clock VFBK

10 40 MHz 640 MHz 150
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Figure 4.7: Pixel-by-pixel calibration of the TOT for assembly W5_E2 operated at the threshold DACs of (a)
THL=1160 (561 electrons) and (b) THL=1190 (878 electrons).

4.7 Summary

This chapter gives an overview on the Timepix3 readout ASIC which is used in the tracking planes of the
CLICdp Timepix3 telescope (Chapter 6) and also employed as a test vehicle for the characterisation of
thin sensors (Chapter 7) and active-edge sensors (Chapter 8). The test-pulse injection method is used to
calibrate the operating threshold and the TOT value into energy depositions. In Chapter 7, the calibration
is applied to the test-beam data and validated with simulations.
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CHAPTER 5

Simulation and reconstruction software
frameworks

Simulation tools have a crucial role in the development and also understanding of the performance of
semiconductor devices. The simulations are validated with the data and used to predict the performance
of small-pitch pixels for which data is not yet available.

This chapter describes the simulation tools used to understand the performance of Timepix3 devices.
The reconstruction software, used for both data and simulation, is also presented.

5.1 Geant4

Geant4 [4], as an object-oriented simulation toolkit implemented in the C++ programming language, is
widely used in high energy, nuclear and accelerator physics, medical and space sciences. As modern
particle physics is going towards large-scale detectors, more accurate simulations are needed in order to
understand the complex situations. Geant4 provides software components which can be used to study
basic phenomena, geometries and full-scale detector simulations for experiments. Geant4 simulations
take into account parameters such as: the geometry of the system, the materials involved, the generation
of primary particles, the tracking of particles through materials and external electromagnetic fields,
the physics processes involved in the possible interaction of the particles with the materials they are
passing through and the response of sensitive components. The simulations of the interaction between the
particles and materials are mostly validated with data. In this thesis, Geant4 version 10.1.2 is employed
for the simulations.

Geant4 provides physics models for different type of interactions called physics lists. The emstandard
physics lists provide the electromagnetic interactions of photons and charged particles with matter and is
suited for the simulation of ionisation, bremsstrahlung, gamma conversion and other electromagnetic
interactions of particles with energies from 1 keV up to 10 PeV [48]. This physics list is commonly used
for the simulation of the energy loss in pixel detectors.

Geant4 provides as well the Photo-Absorption Ionisation (PAI) model [49] for the precise simulation
of ionisation energy loss by relativistic charged particles in very thin absorbers. Since in very thin sensors
the Landau model is not suitable (see Section 3.2.3), the PAI model is based on the photo-absorption
cross-section tables obtained by experimental data. In practice several classes are used to calculate the
integral ionisation cross-section, the mean number of ionising collisions as well as the mean ionisation
energy loss for the selected material and the given Lorentz factor.

Figure 5.1 compares the energy loss due to ionisation in 50µm and 450µm thick silicon sensors for
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different Geant4 physics lists and the Bichsel parametrisation (see Section 3.2.4). For the 50µm thick
sensor, the emstandard_opt3 physics list gives a reasonable value for the most probable value (∆p) but the
width (w) of the distribution is more narrow than the Bichsel distribution. The PAI model shows a very
good agreement with the Bichsel model. For the thick sensor of 450µm, both PAI and emstandard_opt3
physics lists show similar distributions as the Bichsel model.

The energy deposition given by the PAI model is very close to the one calculated by Bichsel especially
for the fluctuations around the most probable value and for very thin sensors. For this reason, the PAI
model is chosen to be used later for the simulations even though it requires more computation power.
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Figure 5.1: Energy-loss distribution in (a) 50µm and (b) 450µm thick silicon sensors due to the passing of 120 GeV
pions (π+) comparing the Bichsel model and Geant4 using the PAI and the emstandard_opt3 physics lists.

5.2 AllPix simulation framework

AllPix [50–52] is a Geant4-based simulation software framework. It is written in C/C++ and provides a
flexible interface to define a pixel detector geometry to simulate pixelated sensors and readout chips. It is
widely used for the simulation of pixel detectors in different high energy physics experiments. It allows
for defining an experimental setup with its surrounding environment as realistic as possible, such as the
components of a test beam setup. It also allows for the simulation of more complex geometries such as a
full vertex detector.

Geant4 provides the simulation of particles through matter: it calculates the position of the hits (the
true Monte Carlo position) considering multiple scattering and the energy deposition in the sensitive
volumes (sensors). The software user defines the semiconductor physics and readout chip properties in a
digitiser as described below.

AllPix is used for the simulations described in Chapter 6 and Chapter 7. Figure 5.2 shows an example
of the simulation for the Timepix3 telescope (described in Chapter 6) in AllPix with the device under test
(DUT) in the middle of the tilted telescope planes.

5.2.1 Coordinate system

The convention used for the pixel detectors (in AllPix and also in the reconstruction software as described
in Section 5.4) for a Timepix3-like matrix of 256 × 256 pixels is shown in Figure 5.3. The pixel
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DUT

Figure 5.2: Simulation of the Timepix3 telescope in AllPix with the six tilted telescope planes and the device under
test (DUT) in the center as well as particle tracks from the beam entering the telescope from the right.

coordinates (column, row) are shown in black and the local coordinates (x, y) in millimeters of the center
of the pixels in the corners of the matrix are shown in blue. In this convention we are looking from the
sensor side with the chip periphery at the bottom.

5.2.2 Geometry of the pixel detector

In AllPix, the pixel detector geometry can be defined by the pitch size, the thickness of the sensor and the
readout chip for a hybrid configuration, the PCB properties, the mechanical support and other geometry
properties related to an assembly. These parameters are usually defined in an XML file. Each detector is
identified by a unique ID number. This facilitates the running of the simulation with different parameters
by only changing the XML file without the need of re-compiling the code. It is also possible to define the
parameters of the digitiser in this XML file.

5.2.3 Geometry of the simulation scenario

The simulation scenario is defined in a macro file. The position of the detectors in space is specified by
the coordinates (x, y, z) and the rotations around the x, y and z axes through the centre of the detectors.
The physics list used by Geant4 is specified. The General Particle Source (GPS), which is the Geant4
toolkit for the generation of high-energy particles, is also described in the macro file. The particle type,
the beam energy, position and distributions are customisable. The simulation is done based on frames.
The frame can be related to the integration time of the detectors during which the shutter is open and all
the particles are detected in this specific lapse of time. For a Timepix3-like detector which is operated
based on a data-driven readout (see Section 4.1), the frame length is not fully defined. For the simulation
of such a readout, the beam profile is defined in such a way that pile-ups are avoided and a pixel is hit by
particles only once during one simulation frame. During test beams, the particle rate is also adjusted to
avoid pile-ups. Since we are mostly interested in the physics of the detector and not testing the timing
capabilities of the readout system, this definition of a frame is reasonable.

Visualisation parameters are also given in the macro. Open Inventor [53] can be, for example, used to
visualise the simulation scenario and also the particle tracks in the detectors.
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Figure 5.3: The coordinates system for a matrix of 256 × 256 pixels. The pixel coordinates (column, row) are
shown in black and the local coordinates (x, y) in millimeters of the center of the pixels in the corners of the matrix
are shown in blue. In this convention, we are looking from the sensor side with the periphery at the bottom.

5.2.4 Digitisation

The digitisation step in AllPix is responsible for the full simulation of the detector including the sensor
and the readout chip. Each user defines the simulation parameters in the digitiser. This provides flexibility
for the simulation of different sensor technologies and readout chip families. In this section, we describe
the digitiser used for the simulation of thin sensors.

For each simulation step (G4Step) through the matter, Geant4 provides the energy deposited in the
sensitive material. The step length can be customised and for thin sensors simulations, a step of 2µm
provides a good precision for the calculations of the energy deposition.

The semiconductor physics in a silicon detector is defined by the user in the digitiser. The drift and
diffusion are performed at each step to simulate the electron-hole pair movement in the electric field. The
simplified model as described in Section 3.3.2 is used for the simulation of silicon physics. In practice
at each G4Step, where the energy deposition is given by Geant4, the amount of the charges drifting
towards the readout electrode is known. These charges diffuse due to the random thermal motion in
the crystal lattice and do not exactly follow the electric field lines. The spread of the arrival position of
a charge generated at a given Stepz is described as a Gaussian distribution with standard deviation as
given in Equation (3.37). Figure 5.4 schematically illustrates the digitisation in a sensor in one direction.
Each Geant4 step is shown as a circle. In 2D, at each step, the charge collected in the hit pixel and its
neighbouring pixels is calculated by:
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where qi(z) is the energy deposited at step i at the depth z, σ(z) the standard deviation of the diffusion
for a charge generated at z, xhit and yhit are the coordinates where the track hits a pixel, x1 and x2 the
x-coordinates and y1 and y2 the y-coordinates of the pixel where the contribution of the charge is being
calculated.

For each pixel, at each step a charge deposition is calculated. All contributions due to all the steps sum
up and the total charge deposited in a pixel is finally calculated.
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Figure 5.4: Illustration of the digitisation in a sensor. Each Geant4 step (G4Step) is shown with a circle. The
spread of the arrival position of a charge generated at the steps 1, 2, 3 and 4 is described as a Gaussian distribution
with standard deviations σ1, σ2, σ3 and σ4. The contribution of the diffusion in the hit and its neighbouring pixels
is calculated using Equation (5.1).

In this digitiser, the effect of the weighting field as described in Section 3.4.1 is neglected. As it
has been studied, the weighting field is the strongest close to the pixel. Also, the drift velocity is the
highest close to the pixel. For a charge qi drifting towards a pixel, the induced current on the pixel
can be approximated by a very short pulse, which integrates to charge qi, and it is produced when the
charge actually reaches the pixel (after its drift). For a neighbouring pixel, where qi does not terminate
on its measurement electrode, a signal current is induced but the current changes sign and integrates to
zero. This approximation is validated with data later in Chapter 7. However, in the presence of radiation
damage in the sensor, this approximation is not valid anymore. This case is not studied for CLIC.

The digitiser also defines the parameters of the readout chip. The electronic noise (with a Gaussian
distribution as described in Section 4.3) is added. The readout threshold is applied to eliminate the pixels
where the charge deposition is less than the threshold. The hit energy is converted to the digital value
TOT (time-over-threshold) using the readout calibrations (see Section 4.6.2).

5.3 TCAD simulations

Technology Computer-Aided Design (TCAD) as a simulation tool is used to optimise and develop
semiconductor processing technologies as well as the device operation [35]. TCAD uses a finite element
method to numerically solve the physical partial differential equations in semiconductors, such as the
continuity and diffusion equations. This allows for the modeling of the structural properties and the
electrical behaviour of semiconductor devices.
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The TCAD simulations are performed in different steps. First, the sensor geometry is defined in a
2D or a 3D configuration. The doping profiles for the specific regions of the simulation are defined. In
this step, the wafer processing is imitated as it is done in a foundry. The silicon bulk is doped to obtain
the desired resistivity. The pixel implants are deposited to form pn-junctions. The aluminum contacts
are placed to apply the high voltage on the backside of the sensor and the ground on the pixels. The
simulation mesh is then described. The mesh divides the surfaces and volumes into small triangles.
The simulation is solved numerically on this grid by respecting the boundary conditions and continuity
equations between the mesh points. The number of the mesh points defines the accuracy and therefore the
computation time for solving the equations. An optimised definition of the mesh is crucial for obtaining
the solutions. Too coarse meshes may result in a poor accuracy of the solutions or even the calculations
might not converge. For this reason, fine mesh points are described in regions with high gradients in the
doping profiles and close to the pixel implants. Coarser mesh points are defined for the bulk of the sensor
where the doping concentration is almost constant.

The stationary solution at a certain bias voltage is obtained after defining the geometry, the doping
profiles and the mesh points. The voltage on the backside contact is ramped up in small steps. The
electric field within the sensor is calculated and the depletion volume is delimited.

Finally, a transient simulation can also be performed after a particle hit in the sensor. Charge carriers
are generated in the sensor by the passing of ionising particles. The charge carriers are propagated for a
given time period. During their drifts towards the readout electrodes, an induced current is also generated
in the contacts. The charge signal in the readout electrodes is integrated over the integration time and the
signal to get the signal the readout chip would obtain.

For this study Synopsys TCAD version I-2013.12 is used to simulate the movement of charge carriers
in silicon and the coupling to the readout. Also, it is used to simulate active-edge devices and results are
compared with measurements in Chapter 8.

5.4 Reconstruction and analysis software frameworks

The offline reconstruction of the test beam data is done using two software frameworks. The EUTelescope
software package [54, 55] is used to reconstruct the tracks from the telescope and extrapolate their
positions on the DUT. For the analysis of the DUT data, the python-based software pyEudetAnalysis is
used [56].

5.4.1 EUTelescope

The EUTelescope software is based on the ILCSoft framework [57]. The latter provides the basic building
blocks such as the LCIO (Linear Collider Input Output) data model, the geometry description toolkit
GEAR and a modular application framework for event analysis, called Marlin [58].

A modular event-based analysis and reconstruction chain can be defined using Marlin processors.
Each processor implements algorithms for specific tasks. The input parameters for the algorithms can be
configured and loaded at runtime using steering files in XML format. For each event, the processors are
called centrally by Marlin.

The EUTelescope framework, originally developed for the EUDET/AIDA pixel beam telescope [59],
provides Marlin processors for the track reconstruction and data analysis of test beam experiments.
Figure 5.5 schematically shows the analysis workflow in the EUTelescope framework starting from the
raw data recorded during the test beam to particle tracks reconstruction. Since each experiment has its
own data format for the DUT and also the telescope planes, the format converter is defined by the user.
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This makes the framework flexible for testing different chip families with different data formats.

Figure 3: Schematic of the overall telescope data reconstruction and analysis strategy of the
EUTelescope framework. EUTelescope provides processors for all steps, except for the conversion
of the DUT raw data, marked with a dashed outline.

the basic building blocks for o✏ine analysis such as a generic data model (Linear Collider I/O,
LCIO), a geometry description language (GEAR) and the central event processor (Marlin) [19].

Marlin allows for a modular composition of analysis chains for various applications. Every
task is implemented as an independent processor which is called by Marlin for every event. Each
processor exposes a set of parameters to the user which can be configured and loaded at runtime
via so-called steering files in XML format. This way the Marlin/Processor architecture gives
maximum flexibility to the user.

EUTelescope provides several processors for Marlin, implementing algorithms necessary for a
full track reconstruction and data analysis of test beam experiments. Figure 3 shows the analysis
strategy of the framework starting from the recorded detector response to the final reconstructed
particle tracks. At low-energy beam lines such as the DESY-II test beam facility, multiple
scattering is an important contribution to the overall track resolution uncertainty, especially in
measurements with non-negligible DUT material budget, cf. section 6.2. Therefore, EUTelescope
provides processors implementing advanced algorithms for tracking based on the concepts of
a Deterministic Annealing Filter (DAF) [20] or General Broken Lines (GBL) [21, 22], which
account for scattering in all material present in the beam. For high-energy beam lines a simple
straight line fit provides su�cient precision and a maximum of computational performance by
employing a �2-minimisation method [23, 24] to calculate the track parameters. In addition,
precise o✏ine detector alignment can be performed by minimising track residuals using the
EUTelescope alignment processor which utilises the Millepede-II algorithm [25].

EUTelescope comes with its own job submission framework Jobsub that allows for submission
of analysis jobs on local machines or on larger batch computing clusters such as the NAF10 or
LXPLUS11 for bulk reconstruction. Using its flexible configuration file concept and the global
run database storing user defined variables, Jobsub eases the implementation of per-run variables
for reconstruction such as beam energy or detector alignment.

10National Analysis Facility. This is a German UNIX cluster.
11LXPLUS is a CERN UNIX cluster.

7

1

Figure 5.5: Data reconstruction and analysis workflow using the EUTelescope framework. From [60].

The EUTelescope framework was adapted for the reconstruction of the data from the Timepix3
telescope. The framework is originally written for a frame-based readout mode and had to be adapted to
the data-driven readout mode which was used during the data taking. This affects mainly the definition
of an event. In the frame-based mode, an event corresponds to a time frame where the shutter of the
detectors are opened and all hits are integrated. When the shutter is closed, there is a dead-time where no
data are acquired and all the hits are read out from the readout chips and recorded in a raw data file. In
the data-driven mode, the data are acquired as soon as a pixel is hit (there is no shutter and almost no
dead-time). The hits are written in the raw file with their time-stamps coming from a combination of the
TOA and the FPGA timing from the SPIDR readout (see Section 4.1.1). They are not ordered in time in
the raw file since the readout chip does not send them in the order they are produced. Pre-processing is
needed to order the hits by their TOA and create events as described below.

The reconstruction chain for the Timepix3 telescope is performed in the following steps:

1. Converter: converts the raw files written by each telescope plane and the DUT in a binary format
to an LCIO event. The converter also defines the event for the data-driven zero-suppressed readout
mode and orders the hits.

In the converter processor, the hits within a time window of 3 ms are read and filled into a vector.
This time window is large enough to acquire all the hits belonging to many tracks. The hits in the
vector are ordered in time according to their time-stamps. An LCIO event is built by choosing the
hits in the six telescope planes and the DUT with time stamps differing by at most 2.5µs. With
this constraint, in most cases one track per event is obtained (for particle rates of ∼ 1 million per
second) and all hits belong to the same track. Only around half of the 3 ms time window is used
to reconstruct the events. The other half is combined with the next 3 ms time window in order to
avoid the loss of the hits in-between the time windows.

2. Hot pixels remover: hot pixels with the maximum allowed frequency of 0.1 Hz are discarded from
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the analysis.

3. Clustering: the clusters in each telescope plane are found.

4. Hit making: reconstruction of the hit position for each cluster with the η-correction method [36].

5. Alignment: the alignment processor uses the Millepede II algorithm [61] to align the telescope
planes with respect to each other. It assumes straight tracks and consists of a least squares
minimisation method. A proper definition of the geometry is important for this step.

6. Track finding: the EUTelTestFitter algorithm implemented as a Marlin processor is used for
finding and fitting the tracks. This track fitting method is based on a χ2-minimisation as described
in [62]. Due to the multiple scatterings in the telescope planes, the tracks are displaced in the
order of a few micrometers, which can not be neglected since it is comparable with the expected
resolution of the telescope layers. This method is separately considered for the horizontal (x) and
vertical (y) planes. The goal is to determine the position of the tracks on each telescope plane and
the DUT from the measured positions on the telescope planes. The χ2 of the fit uses the additional
constraint on the angles of the multiple scatterings (refer to [62] for the definition of the χ2). The
track positions correspond to the positions minimising the χ2 distribution.

The track positions on the DUT can be written in a ROOT tree [63] and saved in a ROOT file.
The raw data from the DUT is also written in the same file to be processed separately with the
pyEudetAnalysis framework (see Section 5.4.2).

5.4.2 pyEudetAnalysis

Once the telescope tracks are reconstructed using the EUTelescope framework, the analysis of the
DUT can be done separately within the python-based pyEudetAnalysis framework [56]. Separating the
telescope and the DUT analyses provides more flexibility on the analysis of the DUT. The tracks are
reconstructed once and rerunning of the analysis on the DUT does not require to reconstruct the tracks
once more.

The pyEudetAnalysis reads the reconstructed track position and the list of the pixels hit on the DUT
from the ROOT file generated by EUTelescope.

The workflow for pyEudetAnalysis is very similar to EUTelescope, except for the track reconstruction
step which is not needed in pyEudetAnalysis. The workflow is described in [38] and briefly summarised
below:

1. Reading the output of the EUTelescope: the tracks and the pixels hit on the DUT are read from the
ROOT file and stored in specified structures to be used for the analysis.

2. Hot pixel remover: noisy pixels on the DUT with a firing frequency higher than 0.01 Hz are
removed from the analysis.

3. Clustering: the pixels hit on the DUT are clustered using the SciPy hierarchical fclusterdata
algorithm [64].

4. Hit position reconstruction: pyEudetAnalysis provides several algorithms to reconstruct the position
of the hits within the cluster. The η-correction method (see Section 3.4.3) is as well implemented
which uses the TOT (charge) information to compensate for the non-linearities due to the charge
sharing.
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5. Track-hit alignment: the reconstructed tracks are compared to the reconstructed hit on the DUT.
The hits are brought into lines with the tracks by defining translations in x and y directions during
the pre-alignment procedure. The main alignment method consists of defining translations and
rotations to precisely match the tracks to the matched hits. A metric is defined as the radial distance
between each track and the closest hit within a distance of less than 0.5mm. The Nelder-Mead
method of SciPy optimize.minimize [65] is used to minimise the total distance. This function
automatically varies the rotation about z and the x and y translations simultaneously to find the
optimal alignment.

6. Track-hit matching: the alignment constants found previously are applied to the hits. The hits on
the DUT are then matched to the tracks. This is done by taking the closest hit to each track, within
a radial distance of 0.1 mm. The hits which are not connected to the tracks most probably belong
to the electronics noise and are not related to the passing of particles and therefore discarded in the
analysis. The DUT efficiency can be studied by using this track-hit matching.
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CHAPTER 6

The Timepix3 beam telescope

Testing in a high energy beam is a crucial step in the R&D for the pixel detector sensors and readout
chips. Test beam data are used at various stages of the development for evaluating the performance of a
prototype in addition to simulation tools like TCAD and Geant4.

A telescope is used to reconstruct the tracks of the particles going through its planes. The track position
is then extrapolated on the Device Under Test (DUT). This allows to compare the position of the hit
on the DUT with the reconstructed track and extract the position and time resolutions as well as the
efficiency of the device.

For the CLIC vertex detector R&D, the CLICdp Timepix3 telescope is used as a beam reference. This
chapter gives an overview of the components of the Timepix3 telescope and its tracking performance.
The telescope is implemented in AllPix simulations (c.f. Section 5.2) and its performance is compared
to the data taken at the CERN SPS [66]. Finally, the tracking resolution on the DUT is extracted in
simulations using the Monte Carlo information.

6.1 Experimental setup at the CERN SPS

The telescope is placed at the H6 beam [67] of the CERN SPS typically operated with a 120 GeV pion
beam. The assemblies listed in Table 4.2 are tested as DUTs using this telescope. The beam is configured
in such a way to have around 1−5×106 particles per five-second spill. The telescope planes are positioned
in a way to give the best tracking resolution for the given beam energy taking into account multiple
scatterings and mechanical constraints. The optimisation is performed based on a global χ2-minimisation
[62, 68]. The resulting optimal configuration implies a narrow spacing of all detector planes.

6.2 Components of the telescope

6.2.1 Coordinates system

A Cartesian right-handed coordinate system is chosen to describe the geometry of the telescope. The
z-direction is along the beam as shown in Figure 6.1 and the y-direction points vertically in the up
direction.
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Chapter 6 The Timepix3 beam telescope

6.2.2 Sensors and mechanics

The telescope consists of six planes of Timepix3 ASICs [3] bump bonded to 300µm thick p-in-n planar
sensors (produced by Canberra) as shown in Figure 6.1. The sensors are depleted at a bias voltage of
30 V and nominally operated at 50 V. The Timepix3 readout chip threshold is set to ∼ 1000 electrons.
The planes are tilted by 9◦ around the x and y axes [69]. Given the pixel pitch and the sensor thickness,
this angle mainly leads to clusters of three pixels. Combining the TOT information, the reconstructed
hit position provides sub-pixel resolution on the telescope planes. This leads to a tracking resolution of
∼2µm on the DUT.

Device Under Test
(DUT)

Beam

152 mm

012345

Figure 6.1: The Timepix3 beam reference telescope with six tilted planes for the tracking and the DUT in the
middle inserted perpendicular to the beam direction. The telescope planes numbering convention is also shown.

The position of the telescope planes and the DUT along the beam axis using the convention as described
in Figure 6.1 is given in Table 6.1. The positions correspond to the position of the center of the sensors.

Table 6.1: The position of the telescope planes and the DUT along the beam axis.

Plane number Position [mm]

0 0
1 23.5
2 47

DUT 77
3 106.5
4 128
5 151.5

The mechanical supports for the telescope planes are optimised in order to reduce multiple scattering
and therefore improve the tracking resolution. The Timepix3 assemblies are mounted on a PCB as shown
in Figure 4.3(a). An aluminum support frame is used to hold the PCB. To protect the sensors from light
exposure, an ABS plastic (acrylonitrile butadiene styrene) cover is used with a thickness of 2 mm and
placed at a distance of 10 mm away from the PCB (in black in Figure 6.1). Table 6.2 describes the
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material (with their thicknesses and radiation lengths) seen by the particles for each telescope plane. The
PCB stacks up eight layers of copper interlacing with Isola IS410 type material with an average fill factor
of 75% for copper. Behind the PCB, a layer of Copper is used for the cooling of the chip. The total
material of a telescope plane is estimated to correspond to ∼ 4% X0.

Table 6.2: The material in each telescope plane contributing to the multiple scatterings of the traversing particles. X
refers to the thickness and X0 to the radiation length.

Material X [mm] X0 [mm] X/X0 [%]

Cooling material for the chip (Cu) 0.1 14.4 0.69
Isola IS410 in the PCB 1.475 167.6 0.88
Copper in the PCB 0.125 14.4 0.87
ASIC (Si) 0.7 93.7 0.75
Sensor (Si) 0.3 93.7 0.32
Sensor cover (ABS plastic) 2 406.4 0.49
Total 4

6.2.3 Data acquisition system

The SPIDR readout system, as described in Section 4.1.1, is used for the data acquisition of the Timepix3
telescope planes. The Timepix3 readout ASICs are operated with the data-driven zero-suppressed readout
mode. This system allows to record the data from all the particles from the SPS spill without dead time.
The data is processed offline using the EUTelescope framework as described in Section 5.4.

6.3 The telescope performance

The telescope is simulated with the Geant4-based AllPix simulation framework (c.f. Section 5.2). This
allows for a better understanding of the telescope performance, extraction of the tracking resolution on
the DUT and comparison to data. Since AllPix gives access to the Monte Carlo position (MC position) of
the hits, the true tracking resolution can be obtained by comparing the MC position with the reconstructed
track or hit positions.

6.3.1 Timepix3 telescope simulation in AllPix

In the simulations, the geometry of the telescope is defined in a realistic way by taking into account
the positions and the rotations of the telescope planes, the thickness of the sensors and the pixel pitch.
Figure 6.2 shows the geometry of the telescope as implemented in AllPix.

The mechanical supports for the telescope planes are implemented using the material as described in
Table 6.2.

A digitiser for the Timepix3 readout chips bump-bonded to planar sensors is defined in AllPix. It
simulates the silicon physics by calculating the drift and diffusion at each Geant4 step as described
in Section 5.2.4. The contribution of the generated charge by drift and diffusion in the hit pixel and
its neighbouring pixels is calculated for each step. All contributions add-up and the charge in each
pixel is calculated. The electronic noise of the Timepix3 ASIC defined by a Gaussian distribution of
width ∼ 80 electrons sums up to the charge in each pixel. The readout threshold as obtained from the
threshold calibration for the corresponding device is applied to each pixel and finally, the pixel-by-pixel
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Beam

Plane 0Plane 1Plane 2DUTPlane 3Plane 4Plane 5

Sensor cover Cooling

Figure 6.2: The Timepix3 beam reference telescope implemented in AllPix with six tilted planes for the tracking and
the DUT in the middle inserted perpendicular to the beam direction. The telescope planes numbering convention is
also shown in this figure.

TOT calibration (see Section 4.6.2) is applied to convert the energy deposition in TOT. The operation
parameters as described in Section 6.2.2 are used for the AllPix simulations of the sensors of the telescope
planes.

The Geant4 General Particle Source (GPS) is used for the simulation of 120 GeV pions. The GPS
generates a parallel beam with a transverse (radial) standard deviation of 5 mm.

The spread of the simulated track angles due to multiple scattering is shown in Figure 6.3. A scattering
of 0.1 mrad causes a displacement of up to ∼ 3µm over a distance of 30 mm. The angles φ (in horizontal
direction) and θ (in vertical direction) are given as:

φ = arctan
x2 − xDUT

z2 − zDUT
, (6.1)

θ = arctan
y2 − yDUT

z2 − zDUT
, (6.2)

where x, y and z are the MC positions of the hits on the plane 2 and the DUT.
The EUTelescope software framework (c.f. Section 5.4.1) is used to reconstruct the hits on the

telescope planes using the η-correction method [36]. The tracks are fitted based on a χ2-minimisation
method as described in Section 5.4.1.

6.3.2 Single-hit resolution on the telescope planes

The bias and the depletion voltages, the sensor type and the threshold values are the parameters defining
the charge sharing and the cluster size distribution. Therefore they define the intrinsic resolution of the
sensors.

Figure 6.4 compares the cluster size distribution and the charge of the clusters in data and simulations
for the first telescope plane (plane 0). There is a good agreement between the cluster-size distributions
in data and simulations. The small discrepancy might be due to the assumption on the un-calibrated
threshold value used in data which affects largely the cluster-size distribution.

The hit resolution of a telescope plane is given by comparing the reconstructed hit position with the
Monte Carlo position (xMC and yMC) obtained by AllPix simulations. Figure 6.5 shows the hit residuals
of the first telescope plane in x and y directions in simulations. The hit resolution is also considered
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Figure 6.3: Track angular distribution in Geant4 simulations due to multiple scatterings between the telescope
plane 2 and the DUT obtained by comparing the global MC positions on both planes.
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Figure 6.4: For the telescope plane 0, the cluster-size distribution in the (a) x direction and (b) y direction. (c)
shows the sum of the charge in the cluster in units of TOT.

as the intrinsic resolution of the sensors. The standard deviation of a Gaussian fit to the center 95.5%
of the residual distribution gives a resolution of ∼ 2.7µm. Since the residual distribution has a large
tail, the RMS of the distribution is higher (∼ 5.4µm). The tail in the residuals distribution is due to the
reconstruction of the hit positions of single-pixel clusters where the charge sharing can not be used to
improve the reconstructed position.

The residuals for the first telescope plane as a function of the Monte Carlo hit xMC and yMC are shown in
Figure 6.6. The intrinsic resolution does not depend on the position of the hit. This confirms the coherence
between the geometry description in the AllPix simulations and the EUTelescope reconstruction. The
shape of these distributions is due to the beam profile which is more focused in the middle of the sensors.

6.3.3 Biased residuals on each telescope plane

The tracks on the telescope planes are reconstructed using a χ2-minimisation method as described in
Section 5.4.1. The biased residual on each telescope plane is defined as the difference between the
measured hit and the fitted track position. It determines the precision with which the track is reconstructed
and depends on the hit resolution of the telescope sensors, the number of measurements and their positions
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Figure 6.5: The hit residuals of a telescope plane in (a) x and (b) y directions given by comparing the MC and the
reconstructed hit positions.
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Figure 6.6: The hit residuals of the first telescope plane in (a) x and (b) y directions comparing the MC and the
reconstructed hit positions as a function of the MC position.
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and on the amount of multiple scattering. The residual is biased because the track fit includes the telescope
plane of the measured hit.

The biased residual width r2
b(z), for tracks at all positions z = zi at the telescope planes, can be

expressed as [60]:

r2
b(z) = σ2

int(z) − σ2
t,b(z) , (6.3)

where σint is the intrinsic hit resolution of the sensors and σt,b is the biased track resolution. σt,b

determines the precision with which the particle trajectory is defined with a biased track. For the inner
planes of the telescope, since more measurement points contribute to the track reconstruction, σt,b

decreases which leads to higher values for the biased residuals. Whereas, for the outer planes where less
measurement points contribute (planes 0 and 6), σt,b gets worse (increases) resulting in a narrower rb

distribution.

The biased residuals depend highly on the quality of the tracks. The tracks with high χ2/NDF go
through more multiple scatterings and therefore contribute to the tails of the biased residuals. For the
in-pixel analysis done in Chapter 7, the tracks with a χ2/NDF higher than 100 are discarded. This cut is
applied for all tracks used in this analysis.

Figure 6.7 shows the χ2/NDF distributions in data (a) and in simulations (b) with the cut at 100 on the
χ2/NDF as illustrated with a red line.
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Figure 6.7: χ2/NDF distributions for reconstructed telescope tracks for (a) data and (b) simulation. A cut is applied
to discard the tracks with χ2/NDF higher than 100 (illustrated with the red line).

Figure 6.8 compares the RMS of the biased residuals in data and simulations for a cut applied to
discard the tracks with χ2/NDF higher than 100. The residual distributions are given in Figures B.1
and B.2 for data and Figures B.3 and B.4 for simulation.

As expected, the inner planes show a higher biased residual than the outer ones. The simulation is
in good agreement with data (∼ 5 − 15% deviation). This means that the hit resolution of the telescope
planes and the amount of multiple scattering in the simulation are close to reality and the simulation can
be used to get a good estimation of the tracking resolution on the DUT.
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Figure 6.8: The RMS of the biased residuals rb in the (a) x and (b) y directions comparing the data and simulation
for the telescope planes. A cut is applied to discard the tracks with χ2/NDF higher than 100.

6.3.4 Tracking resolution on the DUT

The tracking residuals on the DUT in the x and y directions are shown in Figure 6.9. This value can only
be obtained in simulations, as the MC position is needed. For this calculation, the cut of χ2/NDF< 100
as shown in Figure 6.7 is applied for the track selection.
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Figure 6.9: The track residuals on the DUT comparing the reconstructed track position to the true position of the
particles obtained from Geant4 in AllPix simulations in (a) x and (b) y directions.

The standard deviation of the distributions is less than 2µm when fitted by a Gaussian on the central
95.5% of the residual distribution. The RMS of the residuals is slightly higher than 2µm due to the tails
of the distribution. A more strict cut on the χ2/NDF discards tracks in the tails and reduces the RMS of
the distribution but also causes loss of statistics.

The tracking resolution on the DUT as a function of the xMC and yMC positions is shown in Figure 6.10.
The resolution on the DUT does not depend on the position of the track. This confirms the coherence
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between the geometry description in the AllPix simulations and the EUTelescope reconstruction. The
shape of these distributions is due to the beam profile which is more focused in the middle of the sensors.
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Figure 6.10: The tracking resolution on the DUT in (a) x and (b) y directions as a function of the MC position.

6.4 Summary

The simulations confirm that the Timepix3 telescope allows for a high-resolution track reconstruction on
the DUT (∼ 2µm). This telescope is therefore suited for in-pixel studies and testing of DUTs with high
resolution constraints as required for the CLIC vertex detector. In the following, the Timepix3 telescope
is used to precisely characterise the performance of thin sensors.

63





CHAPTER 7

Thin sensors studies

As part of the R&D programme for the CLIC vertex detector, the performance of thin silicon sensors is
quantified using the Timepix3 readout chip with 55µm pixel pitch. 50µm to 150µm thick planar sensors
are bump-bonded to 700µm thick Timepix3 ASICs and tested with particle beams.

The AllPix simulation framework (described in Section 5.2) is used to simulate the performance of
thin sensors and to understand the charge sharing in such sensors. A digitiser is designed in AllPix which
simulates the sensor and the readout ASIC. Data are used to validate the simulations. The simulation is
finally extrapolated to predict the spatial resolution for smaller pixels of 25µm pitch which is aimed to
be achieved for the CLIC vertex detector.

7.1 Thin-sensor assemblies

A list of Advacam planar n-in-p thin sensors (50 − 150µm thick) bump-bonded to Timepix3 readout
ASICs is shown in Table 7.1. These assemblies are tested using the CLICdp Timepix3 pixel-beam
reference telescope at the CERN SPS with the experimental setup as described in Section 6.1.

Table 7.1: Nominal operating bias voltage, threshold in DAC and calibrated in number of electrons (measured as
described in Section 4.6.1) for the Advacam planar n-in-p assemblies bump bonded to Timepix3 ASICs.

Timepix3 ID Thickness [µm] Bias voltage [V] Threshold [DAC] Threshold [e-]

W19_G7 50 -15 1190 505 ± 31
W19_F7 50 -15 1187 566 ± 33
W19_L8 50 -15 1133 546 ± 31
W19_C7 50 -15 1148 571 ± 34
W5_E2 100 -20 1160 537 ± 33
W5_F1 150 -30 1153 536 ± 31

7.1.1 Operating conditions

The Timepix3 readout ASICs were operated with the optimised parameters as described in Table 4.6.
The nominal values for the threshold and the bias voltage are shown in Table 7.1. For the nominal bias
voltage, the sensor is fully (or over) depleted. The nominal threshold set insures that the readout chip
is not operating under noisy conditions. The error on the threshold is due to the threshold dispersion
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after the chip equalisation. Section 4.5 describes the procedure for the selection of the nominal threshold
value. These nominal values are held throughout the data taking except for the cases where the threshold
or the bias voltages are scanned.

7.2 Experimental and simulated results for thin sensors

This section gives an overview on the performance of thin sensors. The AllPix simulations of thin sensors
are validated using test-beam data.

7.2.1 Calibrated test beam data

The test pulse calibration as described in Section 4.6.2 is applied to the test beam data in order to convert
the TOT values into energy deposited by the MIP particles in units of the number of electrons generated.

Figure 7.1 shows the TOT distribution for one, two, three and four-pixel clusters. The most-probable-
value (MPV) of the TOT distributions for different cluster sizes do not fully align due to the non-linear
behaviour of the Timepix3, as sharing the same deposited charge amongst several pixels results in each
pixel having a higher TOT than would be expected from simply scaling the charge. The calibrated energy
distribution aligns for different cluster sizes since the calibration takes into account the non-linearities
of the chip as shown in Figure 7.2. For the 50µm thick sensor, the calibrated distributions do not align
since higher deposited energies tend to give higher cluster sizes and the distributions for larger cluster
sizes are biased towards larger energy depositions.
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Figure 7.1: TOT distribution for one, two, three and four-pixel clusters for assemblies with (a) 50µm, (b) 100µm
and (c) 150µm thick planar sensors.

Figure 7.3 compares the total energy deposition in a cluster in data and simulation for all cluster sizes
combined. The most-probable-value and the width of the distributions in data and simulation agree.
Therefore the calibration is validated using the test-beam data. For the simulation, the PAI physics list is
used which provides an energy deposition spectrum similar to the Bichsel distribution (see Figure 5.1).
This confirms that the Bichsel model describes well the energy deposition in thin silicon sensors.

7.2.2 Measurement of the depletion voltage

The depletion voltage corresponds to the voltage at which the sensor is fully depleted and the charge
is collected over the full thickness of the sensor. In normal operation, only the charge created in the
depletion region can be detected. The sensor should be fully depleted to collect the maximal signal
charge possible. The depletion voltage can be measured in test beams by scanning the bias voltage. The
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Figure 7.2: Energy deposition distribution for one, two, three and four-pixel clusters for assemblies with (a) 50µm,
(b) 100µm and (c) 150µm thick planar sensors.
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Figure 7.3: The energy deposition for all cluster sizes in simulation and data for (a) 50µm, (b) 100µm and (c)
150µm thick planar sensors. The assemblies are operated at nominal conditions.

depletion voltage and the sensor thickness are related by Equation (3.31). For lower bias voltages the
sensor is under depleted, therefore the collected charge is reduced and is proportional to the square root
of the bias voltage. After reaching the depletion voltage, the collected charge displays a plateau.

To obtain the depletion voltage, first, the distribution of the deposited energy in the sensor is fitted with
a landau function convoluted with a Gaussian. The fit is done using RooFit [70] and an example is given
in Figure 7.4(a). Figure 7.4(b) shows the most-probable-value (MPV) of the measured energy deposition
as a function of the square root of the bias voltage. In this figure, two distinct regions can be seen: a
sloped region and a plateau region. The depletion voltage of the assembly is obtained by calculating the
intersection of a linear fit performed on both regions (defined by eye). The calculated depletion voltages
for all assemblies are summarised in Table 7.2 and Figure C.1.

From the depletion voltage, the concentration of the dopants in the bulk is calculated to be around
Nbulk ≈ 1.3 m−3 and corresponds to a resistivity of ρ ≈ 10 kΩ cm for all assemblies. The assemblies are
confirmed to have high-resistivity silicon sensors. They are optimal for tracking detectors since it is
possible to fully deplete them and high electric fields provide fast and efficient charge collection. The
depletion voltage and the doping concentration are used as input for the simulation of these assemblies.

7.2.3 Cluster size distribution

The cluster size distribution is an indication for the amount of charge sharing in a sensor. For thicker
sensors, more charge sharing is expected since the charge drifts over a longer distance and diffuses across
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Figure 7.4: (a) The measured energy deposition distribution in a 150µm thick silicon sensor (W5_F1) with a bias
voltage of -30 V fitted with a Landau function convoluted with a Gaussian function. (b) The most probable value of
the measured energy deposition as a function of the bias voltage for W5_F1. Straight lines are used to fit the slope
and the plateau regions. The depletion voltage corresponds to the intersection of these two regions and shown in a
red dashed line. The continuous red line shows the nominal operating bias voltage.

Table 7.2: Measured depletion voltage for the assemblies described in Table 4.2 and calculated by fitting the plateau
and slope regions of TOT as a function of the bias voltage.

Assembly Depletion voltage [V]

W19_G7 -7
W19_F7 -7
W19_L8 -7
W19_C7 -7
W5_E2 -12
W5_F1 -15

a larger transverse area. The threshold of the readout electronics has a large impact on the detection of
the charge sharing. The threshold should be as low as possible to avoid undetected energy deposits.

In this analysis, the hit pixels form a cluster with a distance criterion of
√

2×pitch1: pixels sharing
common corners or edges are considered as clusters. For sensor thicknesses in the range of 50µm-
150µm, clusters of size one to four are expected due to diffusion. Larger clusters are expected due to
other effects such as δ-rays. The most common cluster shapes are illustrated in Table 7.3.

Figure 7.5 compares the cluster-size distribution in simulations and data for the assemblies operated at
nominal conditions. There is a good agreement between simulation and data within 2%.

The fraction of different cluster sizes depends on the operating conditions of the assemblies like the
bias voltage and the threshold of the readout ASICs. Figure 7.6 shows the cluster size fraction for a
150µm thick sensor (assembly W5_F1) operated at different bias voltages and thresholds.

Higher bias voltages reduce the amount of charge sharing since the drift time is lowered in a stronger

1 The distance between the center of pixels sharing the same edges is 1×pitch and for pixels sharing common corners is√
2×pitch.
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Table 7.3: Most common cluster shapes.

Shape Cluster size Size in x Size in y Name

1 1 1 size 1 (1 × 1)

2 2 1 size 2 (2 × 1)

2 1 2 size 2 (1 × 2)

3 2 2 size 3 (2 × 2)

4 2 2 size 4 (2 × 2)
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Figure 7.5: The cluster size distribution in simulation and data for 50µm, 100µm and 150µm thick sensors. The
assemblies are operated at nominal conditions.

electric field and the charges diffuse less in the transverse direction. For very low bias voltages, the sensor
is under-depleted. An increase in bias voltage in this regime increases the charge sharing. The pixel
neighbouring a hit pixel is more likely to be over threshold as more charge is collected. The results for
other assemblies are shown in Figure C.2.

Lowering the threshold leads to an increase in the average cluster size fraction distribution. Results for
all assemblies are shown in Figure C.3.

The cluster size fraction as a function of the sensor thickness for data recorded at the nominal operating
conditions is shown in Figure 7.7. Charge sharing increases with sensor thickness. The fraction of
1 × 2 and 2 × 1-pixel clusters are very similar for square pixels and the curve labeled 2-pixel clusters
combine these two cluster geometries. The simulation is in good agreement with data. Reasonable
agreement is observed for high cluster sizes at 50µm sensors which can be explained by the non-linearity
of the calibration curve for low energy deposition and close to the detection threshold resulting in high
uncertainties in the detected charge measurements. The good agreement between data and simulation
validates the digitiser as described in Section 5.2.4.

7.2.4 Charge sharing as a function of the track position

The charge sharing is studied by extrapolating the track position obtained from the Timepix3 telescope to
the DUT. The size of the clusters depends on the track position within the pixel. For perpendicular tracks,
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Figure 7.6: Cluster-size distribution as a function of (a) bias voltage and (b) threshold for the assembly W5_F1
with a 150µm thick sensor.
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7.2 Experimental and simulated results for thin sensors

multi-pixel clusters are created when the track hits the edges or the corners of a pixel, leading to sharing
of the charge between the pixel and its neighbouring pixels. The charge sharing is also affected by the
operating threshold of the readout ASIC. Figure 7.8 illustrates the track position within the pixel for 1
to 4-pixel cluster sizes for a 50µm sensor. For other thicknesses, the track position within the pixel is
shown in Figures C.4 to C.6. For thinner sensors, the track position has to be closer to the edges of the
pixels to create two-pixel clusters.
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Figure 7.8: Extrapolated track position within the pixel for 1 to 4-pixel cluster sizes for a 50µm sensor (assembly
W19_G7). The assembly is operated at nominal conditions.

7.2.5 Single-point resolution

From the test-beam data, the residuals are calculated by comparing the reconstructed hit position with
the extrapolated track position obtained by the telescope. This residual combines in quadrature the
single-point (or hit) and the track resolutions:

σ2
residual = σ2

hit + σ2
track. (7.1)

In the following, the tracking resolution of ∼ 2µm is not unfolded from the residual measurements
presented (see Section 6.3.4).

The residuals depend on the cluster sizes since the reconstructed hit position takes into account the
number of the hit pixels in a cluster and the charge information in each pixel. Figure 7.9 illustrates the
residuals for a 50µm thick sensor (assembly W19_G7) for different cluster sizes. For single-pixel clusters,
the hit position corresponds to the geometric center of the pixel and therefore the charge information can
not improve the resolution. For multi-pixel clusters, the η-correction method (see Section 3.4.3) provides
a more accurate interpolation of the hit position using the charge deposition (TOT) in the pixels hit and
improves the resolution.
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Figure 7.9: The residuals for a 50µm thick sensor (assembly W19_G7) for different cluster sizes: (a) Cluster size 1
(1 × 1), (b) Cluster size 2 (2 × 1), (c) Cluster size 3 (2 × 2) and (d) Cluster size 4 (2 × 2).
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The overall residual is defined by the RMS of the residual of all tracks combined. The distribution of
the residuals for different sensor thicknesses operated at nominal conditions in simulation and data is
shown in Figure 7.10. The wider component in the residual distributions corresponds to the single-pixel
clusters. For thicker sensors, the fraction of multi-pixel clusters increases. This leads to a higher fraction
of more precisely reconstructed hits and therefore the residual distribution gets narrower. There is a good
agreement between simulation and data.

 [mm]Hit-xTrack x
-0.04 -0.02 0 0.02 0.04

 E
nt

rie
s

0

0.01

0.02

0.03
 0.06±RMS:  14.39 

Simulation

 0.03±RMS:  14.34 
Data

(a) 50µm

 [mm]Hit-xTrack x
-0.04 -0.02 0 0.02 0.04

 E
nt

rie
s

0

0.01

0.02

0.03

0.04
 0.05±RMS:  12.35 

Simulation

 0.01±RMS:  12.75 
Data

(b) 100µm

 [mm]Hit-xTrack x
-0.04 -0.02 0 0.02 0.04

 E
nt

rie
s

0

0.01

0.02

0.03

0.04

0.05
 0.05±RMS:  10.98 

Simulation

 0.03±RMS:  11.44 
Data

(c) 150µm

Figure 7.10: The residual distribution in the x (column) direction in simulation and data for the assemblies (a)
W19_G7, (b) W5_E2 and (c) W5_F1. The assemblies are operated at nominal conditions. The histograms are
scaled to have unit area.

The factors affecting the fraction of different cluster sizes such as the sensor thickness and the operating
conditions of the assembly (threshold and bias voltage) affect as well the residuals. Figure 7.11 shows
the RMS of the residuals in the x (column) and y (row) directions for a 50µm thick sensor (assembly
W19_G7) as a function of the bias voltage and the threshold. The residuals follow the same trend as the
cluster size distributions: higher fractions of single-pixel clusters result in larger residuals.
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Figure 7.11: The RMS of the residuals in x (column) and y (row) directions as a function of (a) bias voltage and (b)
threshold for a 50µm thick sensor (assembly W19_G7).

For the assemblies operated at the nominal operating conditions, the RMS of the residuals in the x
and y directions as a function of the sensor thickness are shown in Figure 7.12. For thicker sensors the
fraction of multi-pixel clusters is higher and results in lower residuals. Again, a good agreement between
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data and simulation is observed (less than 4% deviation).
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Figure 7.12: The RMS of the residuals in x and y directions as a function of the sensor thickness for assemblies
operated at the nominal condition. The y-axis is zero-suppressed and the deviation between data and simulation is
less than 4%.

7.2.6 Detection efficiency

The detection efficiency of the assemblies is defined as the fraction of total number of hits matched to
tracks (within a circle of radius 0.1 mm around the predicted track position) and the total number of
tracks projected to pass through the assembly. The efficiency is calculated within the matrix of 256 × 256
pixels of the main sensor area. The calculation of the efficiency does not exclude the track hitting the
masked or hot pixels, therefore the efficiency is slightly lower than 100% (see Table 4.3 for the number
of masked pixels during the data taking).

The detection efficiency is strongly related to the operating threshold of the readout ASIC. With a
lower threshold, smaller energy depositions can be measured and it is more likely to detect a particle.
Figure 7.13 shows the detection efficiency for different sensor thicknesses. For thinner sensors, the
energy deposition is lower and the efficiency drops more quickly by increasing the threshold than for
thick sensors.

7.3 Extrapolation to smaller pixels

The Timepix3 readout ASIC has been used as a test vehicle for the characterisation of thin sensors. The
test-beam measurements and the AllPix simulations show a good agreement. However, the Timepix3
ASIC has a pixel pitch of 55µm and the goal for the CLIC vertex detector is to achieve pixels of pitch
25µm. The CLICpix readout ASIC [71] implemented in 65 nm CMOS technology with a pitch of
25µm is under development. A single-chip indium bump bonding process for 25µm pitch is under
development at SLAC [72] and a few assemblies with 50µm and 200µm thick planar sensors are
successfully bump-bonded to CLICpix ASICs. These assemblies are currently under study [73].

Previously, we have seen a good agreement between the AllPix simulations and the data taken in the
test beams for thin silicon sensors. The simulation can be used to predict the performance of thin sensors
and small pitches in terms of charge sharing.
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Figure 7.13: (a) Global detection efficiency as a function of the threshold of the readout ASIC for different sensor
thicknesses (for the assemblies W19_L8, W5_E2 and W5_F1). (b) focuses on the efficiencies between 95% and
100%.

Figure 7.14 shows the cluster-size distribution and the hit residuals (comparing the hit and the MC
truth positions) for an extrapolation of the simulation to small pixels of size 10µm to 55µm with 50µm
thick sensors with a Timepix3-type readout ASIC operated at 500 electrons threshold with 10-bit TOT
measurement and an electronic noise of ∼ 80 electrons. The same digitiser as the one used to validate the
simulation is used for the extrapolation. Even with a small pitch of 25µm as foreseen for the CLIC vertex
detector, in such thin sensors, ∼ 70% of clusters originating from minimum ionising particles contain
one pixel (the fraction of single-pixel clusters with a 55µm pitch is ∼ 83%). The residual distribution is
therefore dominated by the broad peak from single-pixel clusters and the resulting resolution of ∼ 6µm
is still significantly worse than the required 3µm. Based on simulations, it can be concluded that the
required resolution can not be achieved with planar sensors of 50µm thickness and 25µm pitch. A
pixel pitch of 10µm allows for achieving a resolution of ∼ 3µm as required by CLIC. New sensor
concepts with enhanced charge sharing [74] or integrated technologies with even smaller pixel pitch [75]
are therefore required.

7.4 Summary

Test-beam measurements and Geant4-based simulation studies for thin sensors using the Timepix3 ASIC
are in good agreement. The simplified model for the diffusion of charges in silicon as described in
Section 5.2.4 gives a good agreement with data in terms of energy-deposition spectrum, cluster-size
distribution and residuals distribution. Therefore, the simulation is used for predicting the resolution of
50µm thin sensors with small pixel sizes of 25µm. This prediction shows the difficulty to achieve the
required 3 um resolution with very thin planar sensors.
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Figure 7.14: (a) Cluster-size distribution and (b) hit residuals, comparing the hit and the MC truth position, for the
extrapolation of the simulation to small pixel sizes with a 50µm thick sensor and a threshold of ∼ 500 electrons.
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CHAPTER 8

Active edge sensors

Active-edge technology allows for seamless tiling of pixel sensors by depleting the sensors up to their
physical edges. This allows for high coverage without creating overlaps between the pixel sensors and
therefore reduces the material budget in the detector. The process consists of extending the backside
implantation to the edge.

This technology is particularly interesting for the CLIC vertex detector where the material budget is
constrained to be only 0.2% X0 per layer. Ladders of pixel detectors can be made without overlaps and
with a high coverage.

In this chapter, the fabrication process for active edge sensors is described. Planar sensors produced by
Advacam [44] and bump bonded to Timepix3 ASICs are tested in test beams. The signal collection and
the efficiency at the edge are presented. Test beam results are compared to TCAD simulations.

8.1 The active-edge technology processing

Thin 50 − 150µm thick n-in-p planar sensors with active edges have been produced by Advacam [44]
using a Deep Reactive Ion Etching (DRIE) process. The DRIE process is used to make trenches around
the sensors and allows for extending the back-side implantation, and thereby the bias voltage, to the
edge of the sensor by doping the sensor sides. The gradient of potential between the edge and the last
pixel can be very high and could lead to a breakdown of the sensor. A guard ring (GR) consists of an
n-implant with a metallic contact on top of it surrounding the pixel matrix close to the edge and thereby
smoothening the potential transition between the edge and the neighbouring pixels. The guard ring can
be kept floating or grounded by connecting it to the ground potential of the readout ASIC.

The active-edge sensors are bump bonded to Timepix3 readout chips (55µm pixel pitch) and studied
in test beams and simulations. A list of produced assemblies is given in Table 8.1. These assemblies are
the same as the ones studied in Chapter 4 and Chapter 7. In this chapter we focus on their edges.

Timepix3 ASICs provide an extra row of grounded pixels allowing to connect the guard ring to ground
potential. Figure 8.1 shows a cross section of an active-edge sensor with and without guard ring.
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Chapter 8 Active edge sensors

Table 8.1: Details of different Advacam planar pixel sensors bump-bonded to Timepix3 readout ASICs. The edge
distance is defined by the distance between the last pixel implant and the physical sensor edge.

Assembly Thickness [µm ] Type Edge distance [µm ] Guard-ring potential Timepix3 ID

20-NGR-50 50 n-in-p 20 Without GR W19_G7
23-FGR-50 50 n-in-p 23 Floating W19_F7
28-GNDGR-50 50 n-in-p 28 Grounded W19_L8
55-GNDGR-50 50 n-in-p 55 Grounded W19_C7
55-GNDGR-100 100 n-in-p 55 Grounded W5_E2
55-GNDGR-150 150 n-in-p 55 Grounded W5_F1
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Figure 8.1: Schematic showing the cross section of a 50µm thick sensor with active-edge technology. The pixel
grid considered in the analysis is indicated with dashed lines. The electric field distribution obtained from a TCAD
simulation with a bias voltage of 15 V is also illustrated. (a) does not contain any guard ring (GR) and (b) contains
a guard ring at the edge.

8.1.1 Process flow for sensor production by the manufacturer

The process flow used by the manufacturer to produce active-edge n-in-p sensors is schematically
illustrated in Figure 8.2 and described as follows [76].

(a) First, the backside implantation is done by doping the detector wafer with borons.

(b) The wafer is then bonded to a support wafer to perform the next steps.

(c) By grinding and CMP (Chemical-mechanical planarisation) polishing the final detector thickness
is obtained.

(d) The dopings for the pixels and also the guard rings are implanted with phosphorus ions.

(e) The DRIE etching is performed to uncover the edges of the detector.

(f) Phosphorus ions are implanted to the sidewalls of the sensor to activate the edges.

(g) Annealing of the sensor in order to activate the dopants and oxidation of the edges.

(h) The opening of the contacts for the Aluminum patterning and the deposition of the under bump
metallisation (UBM) layer for the pixels and guard rings.
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8.1 The active-edge technology processing

(i) The support wafer is finally removed and the backside metal is deposited. The sensor is ready to
be bump bonded to the readout chip.
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Figure 2. A brief process flow to fabricate p-on-n edgeless detectors.

detector wafer is ion implanted and then bonded to oxidized support wafer. The bonded wafer stack
is thinned and polished from detector wafer side to reach the final thicknesses of 50 µm, 100 µm
and 150 µm.

The process aimed for p-on-n detector configuration, thus the active edge and the backplane
have n-type doping. Edges were made by Ion Coupled Plasma etching and doped by four-quadrant
ion implantation with desired tilt angles to ensure proper doping of the whole edge region. Figure 2
shows a brief process flow illustrating the fabrication of p-on-n edgeless detectors. The edge-to-
pixel distance was designed to be 20 µm, 50 µm or 100 µm for edgeless microstrip detectors;
20 µm or 50 µm for edgeless pixel detectors, and 50 µm for typical edgeless diodes.

This paper concentrates on evaluation of edgeless diodes with various features. The characte-
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Figure 8.2: Schematic illustration of the process flow for the fabrication of planar n-in-p active edge sensors by the
manufacturer [44].
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Chapter 8 Active edge sensors

8.1.2 Layout parameters of produced assemblies

Table 8.1 shows the assemblies tested in test-beam campaigns at the CERN SPS. The edge distance is
defined by the distance between the last pixel implant and the physical sensor edge. The layouts of the
assemblies are shown in Figure 8.3 and the colors defining the different sensor layers are described in
Figure 8.4 and Table 8.2. The same convention is also used for describing the layers for the guard ring.
Table 8.3 summarises the dimensions of the implants for the sensors. These dimensions are used for the
implementation of the sensors in TCAD simulations.

-0.055 mm 0 mm

Edge distance

(a) 20-NGR-50 (b) 23-FGR-50

(c) 28-GNDGR-50 (d) 55-GNDGR-50, 55-GNDGR-100, 55-GNDGR-150

Figure 8.3: Sensor layouts for different guard-ring solutions for the assemblies described in Table 8.1. (a) shows
the convention used in the following sections to express the efficiency and the charge distribution at the edge as a
function of the track position. The border of the last pixel before the edge is indicated by a dashed line (at position
0 mm) and the physical sensor edge with a continuous line.
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8.1 The active-edge technology processing

Figure 8.4: The different layers in the geo-
metry description used for the sensor produc-
tion.

Table 8.2: Layers in the geometry description used for the sensor
production (Picture from 23-FGR-50).

Layer number Layer

6 metal
3 mask to etch oxide
8 pixel implant
9 UBM
15 passivation opening
5 contact to connect Al to Si

Table 8.3: The dimensions of the different implants in the sensors listed in Table 8.1. The edge distance is the
distance between the last pixel implant to the physical edge of the sensor as illustrated in Figure 8.3(a). The metal
width is the diameter of the metal layer for the pixels. The doping width is the diameter of the pixel implant. The
contact width is the diameter of the contact between silicon and metal. The GR offset is the distance between the
physical edge of the sensor and the implant of the guard ring. GR doping width, contact width and metal with are
respectively the width of the implant, the contact and the metal layer for the guard ring.

20-NGR-50 23-FGR-50 28-GNDGR-50 55-GNDGR-50, 100, 150

Edge width [µm ] 20 23 28 55
Metal width [µm ] 40 36 36 40
Doping width [µm ] 30 30 30 30
Contact width [µm ] 15 15 15 15
GR offset [µm ] - 10 14.5 25
GR doping width [µm ] - 5 5 5
GR contact width [µm ] - 3 3 3
GR metal width [µm ] - 7 7 10

8.1.3 Process flow for the simulation of the active-edge designs

TCAD simulations (see Section 5.3) are used to simulate the fabrication process and the device operation
of active edge sensors. The electric field and the electrostatic potential distributions within the sensor are
calculated. For realistic simulations, the real dimensions of the assemblies as listed in Table 8.3 are used.
Due to the computational power required for such simulations, the simulation is restricted to two pixels
in a 2D configuration as shown in Figure 8.1.

The fabrication process of the sensors is simulated as follows:

1. The dimensions of the pixels, implants, contacts and metal layers are defined.

2. The silicon region is then defined for two pixels, the edge region and an extra silicon edge which
will be etched later (to make the process more realistic). From the bias scan, the depletion voltage is
measured for the assemblies (see Section 7.2.2) and therefore the resistivity is adjusted accordingly
to ρ = 10 kΩcm.
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3. First a layer of 0.2µm thick oxide and then a layer of 0.2µm thick nitride are deposited on the top
of the sensor.

4. The p-spray isolation technique is used to isolate the pixels from each other. Thus the silicon
is implanted with borons at a concentration of 1 × 1012 cm−2. The implantation is done with an
energy of 180 keV.

5. The nitride is etched at the positions of the implants for the pixels and the guard ring if the assembly
contains one. First a mask is put on the positions where the nitride is going to stay. Then the
etching is done at the implantation positions. Phosphorus (n-type material) is implanted with a
concentration of 1 × 1015 cm−2 with an energy of 120 keV.

6. The extra edge (as explained in point 2) is etched to achieve the edge distance of the assembly. In
this process, first the nitride layer, then the oxide and finally the silicon layers are etched.

7. The sensor is flipped and a layer of oxide is deposited on the backside with a thickness of 0.04µm.
Borons with a concentration of 1 × 1015 cm−2 and an energy of 60 keV are implanted. Then the
oxide is etched from the backside and the sensor is flipped again to the initial position.

8. The oxide is etched at the contact positions.

9. The meshing of the edge is refined adaptively depending on the concentration of the ions and for a
thickness of 1µm.

10. A photoresist is deposited on the top of the sensor with a thickness of 2µm.

11. Borons are implanted to the edge with a concentration of 1 × 1015 cm−2, an energy of 60 keV and
a tilt of 15◦.

12. The photoresist is removed.

13. To activate the dopants, the sensor is annealed at a constant temperature of 940◦C during 240
minutes.

14. The pixels and guard ring metal layer is deposited using an aluminium layer with a thickness of
0.8µm.

15. A layer of aluminium with a thickness of 0.8µm is deposited for the contact of the high-voltage on
the back-side of the sensor.

The resulting doping concentration for the different layouts is shown in Figure D.1.
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8.2 Electrical measurements and simulations

In silicon, the breakdown occurs for electric fields exceeding ∼ 3×105 V/cm [77]. In active-edge sensors,
since the back-side implantation as well as the bias voltage are extended to the edge of the sensor, the
gradient of potential between the edge and the last pixel can be very high. This could lead to a breakdown
of the sensor.

Figure 8.5 shows the measured leakage current in the different assemblies as a function of the bias
voltage. For the nominal operation (at -15 V for 50µm, -20 V for 100µm and -30 V for 150µm thick
sensors), none of the assemblies are operated beyond the breakdown voltage. The breakdown occurs
earlier for the assembly without guard ring (20-NGR-50) compared to the other assemblies. The 50µm
thick assemblies with the floating guard ring (23-FGR-50) and the grounded guard ring (28-GNDGR-50
and 55-GNDGR-50) lead to a similar breakdown. However, the floating guard ring is expected to
smoothen the potential transition between the edge of the sensor and the first pixel and result in a higher
breakdown voltage. This can be explained by the fact that the Timepix3 chip provides an extra row of
pixels giving the possibility to connect the guard ring to the ground potential. The edge of 23-FGR-50
might get too close to the extra row of pixels leading to a high potential gradient in that region. The
thicker sensors show a later breakdown.

 [V]bias- V
0 50 100 150 200

A
]

µ [
le

ak
ag

e
- 

I

-210

-110

1

10
20-NGR-50
23-FGR-50
28-GNDGR-50
55-GNDGR-50
55-GNDGR-100
55-GNDGR-150

 [V]bias- V
0 50 100

A
]

µ [
le

ak
ag

e
- 

I

-210

-110

1

10

20-NGR-50
23-FGR-50
28-GNDGR-50
55-GNDGR-50
55-GNDGR-100
55-GNDGR-150

Figure 8.5: (a) Measured leakage current for active-edge assemblies listed in Table 8.1. For all assemblies, the
measurements were done at the room temperature of 22◦ C. (b) focuses on the breakdown voltage and the leakage
current for 50µm thick sensors.

In TCAD simulations, the electric field distribution for the sensors operated at nominal conditions are
shown in Figure 8.6. In all cases, for the nominal conditions (see Table 7.1), the breakdown electric field
is not reached in agreement with the simulated currents (see Figure 8.8).

The electric field and the electrostatic potential in TCAD simulations for a cut close to the n-implants
(0.2µm from the sensor surface) are shown in Figure 8.7. Position 0µm corresponds to the position of
the first pixel. The floating guard-ring (23-FGR-50) results in a smoother potential transition between the
edge of the sensor and the first pixel.

Figure 8.8 shows the leakage current obtained from the TCAD simulations for the simulated pixel
cell. In TCAD simulations, only the sensor is simulated and the effect of the readout chip and the bump
bonding are not included. The readout chip can increase the temperature and the leakage current.

In simulations, the assemblies with grounded guard ring (including all sensor thicknesses) and without

83



Chapter 8 Active edge sensors

(a) 20-NGR-50 (b) 23-FGR-50

(c) 28-GNDGR-50 (d) 55-GNDGR-50

(e) 55-GNDGR-100 (f) 55-GNDGR-150

Figure 8.6: Electric field distribution in TCAD simulations for the assemblies listed in Table 8.1. The depletion
region is shown with the white line.
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Figure 8.7: (a) The electric field and (b) the electrostatic potential for nominal bias voltage at a distance of 0.2µm
below the sensor surface. Position 0µm corresponds to the position of the first pixel.

guard ring show a breakdown of the junction at around 150 V. In these sensors, the distance between the
edge implant (with high voltage) and the ground implant (either the pixel or the guard ring) is similar
which leads to a similar potential gradient and breakdown voltage. As expected, the floating guard ring
shows a higher breakdown voltage of 240 V.
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Figure 8.8: Leakage current in TCAD simulations for the pixel cell as a function of bias voltage for (a) 50µm thick
sensors and for (b) assemblies with a grounded guard ring (refer to Table 8.1 for the details on the assemblies).
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8.3 Edge performance in data and simulations

The active-edge assemblies are tested at the CERN SPS with 120 GeV pions (see Section 6.1), making
use of the CLICdp Timepix3 beam reference telescope as described in Chapter 6. The collected charge at
the edge is also simulated (as described in Section 8.3.1) and compared to the data. The edge performance
is investigated in terms of the efficiency of detecting a track and the amount of collected charge as a
function of the track position at the edge.

8.3.1 TCAD simulation of the detector response

TCAD simulations are used to study the charge collection at the edge region. The process flow as
described in Section 8.1.3 is used to simulate two pixels and the edge region in a 2D configuration. The
transient simulation of the active edge devices is done by a constant charge deposition corresponding to
the peak of the straggling function along the particle track (see Section 3.2.2). Figure 8.9 illustrates an
example of a MIP traversing the sensor at a distance of 10µm from the left edge. The electron density
1 ns after the particle hits the sensor is shown.

Figure 8.9: Transient simulation of a particle track traversing the sensor with a floating guard ring at a distance of
10µm from the edge (illustrated as an arrow). The electron density 1 ns after the particle hit is shown. The region
shown with a white line is the depletion region.

In simulation, hits are generated at different positions along the edge. The electrodes collect the signal
pulse and integrate it over 15 ns. The peaking time of the signal is usually less than 5 ns therefore the
integration time is enough to collect most of the signal.

8.3.2 Conventions used for the presentation of the results

The convention as illustrated in Figure 8.3(a) is used to show the performance of the different assemblies
in Sections 8.3.3 and 8.3.4. The border of the last pixel (at 0 mm) is indicated with a dashed line and the
physical sensor edge is shown as a continuous line. The detection efficiency is calculated by counting the
number of tracks matched to hits on the DUT (with a distance criterion of 100µm) divided by the total
number of tracks projected on the DUT. The efficiency within the pixels is then mapped into a grid of
2 × 2 pixels. The x-axis shows the track position relative to the last pixel. The y-axis combines the tracks
for the even rows (in the coordinates between 0 mm and 0.055 mm) and the odd rows (in the coordinates
between 0.055 mm and 0.11 mm). The z-axis shows the efficiency. To increase the number of tracks
close to the sensor edge, the beam was focused on only one of the edges during the data taking. An
example of the track impact points for the assembly 20-NGR-50 is shown in Figure 8.10.
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Figure 8.10: The track impact points on the assembly 20-NGR-50: the beam is focused on the edge of the assembly
in order to increase the statistics for the edge performance studies.

The collected charge as a function of the track position is compared in data and TCAD simulations.
In data, the deposited charge is plotted versus the track position given by the Timepix3 telescope (with
a resolution of ∼ 2µm). The deposited charge is obtained by applying the test-pulse calibrations to
the TOT values measured in data (see Section 4.6.2). The most-probable-value (MPV) of the charge
deposition in data is compared to the TCAD simulations.

To obtain the MPV of the energy deposition in data, only tracks within the central 40% of the pixel cell
area are considered for all assemblies except for 28-GNDGR-50 where only the central 7% of the pixel is
considered. This reduces the influence of the regions between the pixel implants in the row direction,
which are not modeled in the 2D simulation. In these regions a larger loss of charge to the guard ring is
expected. To calculate the MPV in data, the distribution of the deposited charge for each position is fitted
with a Landau function convoluted with a Gaussian. The most probable value (MPV) of the Landau fit is
then compared to the collected charge obtained in the TCAD simulations. In the TCAD simulations, a
fixed amount of charge is deposited and the fluctuations of the deposited charge are not considered.

The tracking resolution of ∼ 2µm is applied to the hit position in TCAD simulations. This is done by
convoluting a Gaussian function with a standard deviation of 2µm with the simulated hit position. The
border of the last pixel (at 0 mm) is indicated with a dashed line and the physical sensor edge is shown as
a continuous line with the convention as illustrated in Figure 8.3(a).

8.3.3 The performance of 50 µm thick sensors

Exploiting the excellent tracking capabilities of the Timepix3 telescope, the efficiency at the edge of
the assemblies with 50µm thick sensors is shown in two dimensions in Figure 8.11. The results are
presented using the conventions as described in Section 8.3.2.
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(c) 28-GNDGR-50
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Figure 8.11: The efficiency at the edge as a function of the track positions for the assemblies having a sensor
thickness of 50µm.

The assemblies without (20-NGR-50) and with floating guard ring (23-FGR-50) are efficient up to
the physical edge of the sensor as shown in Figures 8.11(a) and 8.11(b). Figure 8.12 shows the charge
collected at the edge as a function of the track position in data and TCAD simulations for 20-NGR-50
and 23-FGR-50. The charge is fully collected by the last pixel for 20-NGR-50. For 23-FGR-50, a loss of
the charge near the edge is observed.

For 20-NGR-50, the TCAD simulation agrees well with the data observation as shown in Figure 8.12(a).
To simulate a floating guard ring for 23-FGR-50 in TCAD, the current on the electrode of the guard

ring is set to zero. The charge drop in the edge is explained by the capacitive coupling between the
guard ring and the surrounding implants. Data shows a higher charge drop in the edge than the TCAD
simulations. This is expected, as the 2D simulation does not include the capacitive coupling over the full
length of the guard ring.
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Figure 8.12: Charge collected as a function of the track position at the edge for the assemblies (a) 20-NGR-50 and
(b) 23-FGR-50 in data and TCAD simulations. In data, only tracks within the central 40% of the pixel cell area are
considered.

The grounded guard ring degrades significantly the detection efficiency at the edge for thin sensors
of 50µm. For 28-GNDGR-50, the efficiency drops in-between pixels as shown in Figure 8.11(c). A
large part of the charge is collected by the guard ring. For the assembly with larger edge distance
(55-GNDGR-50), as shown in Figure 8.11(d), the edge is not efficient anymore.

For 28-GNDGR-50 and 55-GNDGR-50, both data and TCAD simulations show a drop in the collected
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charge at the edge as shown in Figure 8.13. Most of the charge created in the edge is collected by the
guard ring.
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Figure 8.13: Charge collected as a function of the track position at the edge for the assemblies (a) 28-GNDGR-50
and (b) 55-GNDGR-50 in data and TCAD simulations. In data, only tracks within the central 7% for 28-GNDGR-50
and 40% for 55-GNDGR-50 of the pixel cell area are considered.

Electric field streamlines define a family of curves tangent to the velocity vector of the charge carrier
flow. Figure 8.14 compares the distribution of the streamlines in the edge for different configurations of
guard rings in TCAD simulations. The generated charge follows the streamlines and gets collected by
the implants. In the case where there is no guard ring, all streamlines reach the first pixel. As confirmed
by the data, all the charge in the edge is collected without loss. In the case of a floating guard ring, some
streamlines reach the guard ring. This means that some charge is lost in the guard ring instead of being
collected by the first pixel. Finally, in the case of a grounded guard ring, more streamlines end up in the
guard ring. This explains also the larger drop in the collected charge and efficiency in the edge region.

For thin sensors, a floating guard ring appears to be the most suitable solution, as it shows a high
detection efficiency at the edge and an acceptable breakdown behaviour.
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(a) 20-NGR-50 (b) 23-FGR-50

(c) 28-GNDGR-50 (d) 55-GNDGR-50

Figure 8.14: The electric field and the streamlines distributions for different configurations of guard ring for 50µm
thick sensors. The generated charges follow the streamlines. The depletion region is indicated by solid white lines.

8.3.4 The performance of 100 µm and 150 µm thick sensors

The assemblies 55-GNDGR-100 and 55-GNDGR-150 are efficient up to the edge as shown in Figure 8.15.
A slight loss of the charge near the edge in data and simulations can be observed for these assemblies as
shown in Figure 8.16. However, due to the large amount of the ionisation charge, the signal does not
drop below the detection threshold and therefore the assembly remains efficient up to the physical edge
of the sensors.

For further investigation, Figure 8.17 shows the electric field and the streamline distributions for the
100µm and 150µm thick sensors. For thicker devices, some streamlines are reaching the guard ring
but most of the charge is collected by the pixels due to the thicker silicon bulk. The devices remain still
efficient up to 100% even very close to the physical edge. Therefore, for the thicker sensors of 100µm
and 150µm, the grounded guard ring is a suitable solution.
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Figure 8.15: The efficiency at the edge as a function of the positions for the assemblies having sensors with
thicknesses of (a) 100µm and (b) 150µm.
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Figure 8.16: Charge collected as a function of the track position at the edge for the assemblies (a) 55-GNDGR-100
and (b) 55-GNDGR-150 in data and TCAD simulations. In data, only tracks within the central 40% of the pixel
cell area are considered.
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(a) 55-GNDGR-100 (b) 55-GNDGR-150

Figure 8.17: The electric field and the streamlines distributions for different configurations of guard ring for 100µm
and 150µm thick sensors. The generated charges follow the streamlines. The depletion region is indicated by solid
white lines.

8.4 Summary

Figure 8.18 summarises the edge efficiency as a function of the track position relative to the last pixel
projected in one direction for the different assemblies.

For thin sensors (50µm thick), the grounded guard ring is not a suitable solution since the guard ring
collects most of the charge in the edge and therefore lowers the efficiency. A floating guard ring appears
to be the most suitable solution, as it shows a high detection efficiency at the edge and an acceptable
breakdown behaviour.

For thicker sensors (100µm and 150µm), the grounded guard ring is a suitable solution as a larger
amount of charge is deposited by the passage of MIP particles. Some of the deposited charge is collected
by the guard ring but these assemblies remain efficient up to the physical edge.

The TCAD simulation model developed in this thesis for active edge sensors is a powerful tool which
allows to understand better the functionality of these sensors. The simulations fulfill the expectations for
the operation of these devices: the floating guard ring has the highest breakdown voltage since the guard
ring smoothens the potential drop between the physical edge and the first pixel. However, for reproducing
a simulation which would exactly describe the loss of charge at the edge for a floating guard ring, the
capacitive coupling of the guard ring to all ∼ 1000 edge pixels has to be taken into account.

In general, a good agreement between data and TCAD simulations is observed. The discrepancies
observed can be explained by the effects not modeled in the simulations. The doping profiles used
by the manufacturer are not known for the TCAD simulations. This might affect the electric field
distribution inside the sensors. The depletion region in simulations can therefore be slightly different
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Figure 8.18: The edge efficiency in data as a function of the track position relative to the edge projected in one
direction.

than in reality and therefore affecting the collected charge at the edge. The energy loss fluctuations are
also not considered in the simulations. In addition, the Timepix3 chip has a non-linear behaviour for
low energy depositions. Therefore the quality of the calibration also has an impact on the agreement
between data and simulations especially for low-energy depositions. Finally, the TCAD model is only
implemented in 2D and the coupling to other pixels and the sensor edge is not fully simulated. A 3D
simulation could help with a more precise modeling of the capacitive coupling between the guard ring
and the neighbouring pixels.
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CHAPTER 9

Conclusions

The vertex detector plays a key role to fully exploit the physics potential at CLIC. To meet the challenging
demands on the precision physics, pixel detectors with high spatial resolution of ∼ 3µm and low material
content of ∼ 0.2% X0 per vertex layer are required. Full detector simulations have shown that the material
budget of the detector must be as low as possible to achieve a high flavour-tagging performance. To attain
both requirements on the resolution and the material content, hybrid pixel-detector solutions with 50µm
thick sensors coupled to 50µm thick readout ASICs and 25µm pixel pitch are foreseen.

In the scope of this thesis, the prospects of planar silicon pixel sensors to meet the challenging
requirements in the vertex detector in terms of spatial resolution and material budget have been assessed.
Thin active-edge sensors with thicknesses varying between 50µm and 150µm have been studied in
test-beam and laboratory measurements. All studies were accompanied by simulations.

The high-performance Timepix3 pixel readout ASIC, with 55µm pitch, was chosen as a test vehicle
for the characterisation of the sensors. With its low noise at the front-end of ∼ 80 electrons, it allowed
for operating the chip at low thresholds of ∼ 500 electrons. It provided an accurate test-pulse injection
functionality that was used for the energy calibration of the chip and thereby for an absolute measurement
of the energy deposited in the thin sensors.

First, the spatial resolution achievable with thin sensors was investigated. The devices under test
(DUTs) were measured in a Timepix3-based beam telescope during test-beam campaigns at the CERN
SPS. All of the assemblies have shown an excellent detection efficiency. In general, a more precise
reconstruction of the track’s passing point was possible for multi-pixel clusters by weighting the energy
deposits in the involved pixels. The η-algorithm has given better results by taking into account the
non-linearities in to the charge sharing. The results however have shown that the amount of charge
sharing in such thin sensors is very low, limiting the achievable resolution.

For a deeper understanding of the test-beam results, the telescope setup with the DUTs has been
implemented in the Geant4-based simulation framework, AllPix. A digitiser, describing the charge
transport in planar silicon sensors, has been developed. The tracking resolution of the telescope on
the DUT of ∼ 2µm has been extracted from the simulation and validated by comparing the observed
residuals on the telescope planes with the corresponding simulation results. The validated simulation
framework has then been used to simulate the different assemblies with different thicknesses. A good
agreement between data and simulation was seen for cluster-size distribution, the position resolution and
the energy deposition spectrum. The charge sharing model as described in the digitiser of the simulations
has been validated with data. The Geant4 PAI physics list to simulate the energy deposition in thin
sensors, which provides a similar spectrum as the Bichsel model, was in agreement with the data. From
the agreement between the energy deposition in data and simulation it was concluded that the test-pulse
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calibration provided enough precision for tracking purposes.
For the CLIC vertex detector, a hit resolution of ∼ 3µm is wished to be achieved with pixels of

25µm pitch and a sensor thickness of 50µm. Since data were not available for such a configuration, the
simulations were extrapolated to small pixels. In the future, these results could be used as input for the
digitiser in full detector simulations. The results have shown that achieving high resolution with such
thin sensors is very challenging. New detector concepts with enhanced charge sharing or even smaller
pixel pitch will therefore be required.

Finally, the efficiency of active-edge sensors was studied. Assemblies with different edge widths and
guard ring configurations were investigated in test-beam. A two-dimensional TCAD simulation of the
edge was implemented, which allowed for a better understanding of the fabrication process and the
operation of such devices.

At the nominal operating conditions, none of the assemblies were operated beyond the breakdown
voltage. Most of the assemblies were found to be efficient up to the physical edge of the sensor. For thin
sensors of 50µm, the configurations without guard ring or with floating guard ring were the most suitable
designs. A grounded guard ring was disfavoured due to the loss of efficiency close to the edge for thin
sensors. However, for thicker sensors of 100µm and 150µm, the grounded guard ring was showing high
efficiencies up to the sensor trench due to the thicker silicon bulk.

The two-dimensional TCAD simulations have shown a good description of the trends and were in
agreement with data. The remaining discrepancies in terms of breakdown behaviour and the charge
collected at the edge between simulations and data are attributed to the simplifications due to the
two-dimensional simulations.
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APPENDIX A

Pixel readout ASICs and assembly calibration

The threshold DAC value can be translated into an effective energy as described in Chapter 4. Figure A.1
shows the calibration for the assemblies listed in Table 4.2.
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Appendix A Pixel readout ASICs and assembly calibration
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Figure A.1: Threshold calibration for the assemblies listed in Table 4.2. Each point corresponds to the maximum
gradient of the S-curve for each pulse height. A linear function as described in Equation (4.3) was used to fit the
data points and obtain the parameters p and q.
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APPENDIX B

Telescope

Biased residual distributions for the different telescope planes are shown here. The biased residual on
each telescope plane is defined as the difference between the measured hit and the fitted track position. A
cut is applied to discard the tracks with χ2/NDF higher than 100.
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Figure B.1: Biased residual distribution in x-direction obtained in data for each telescope plane. The RMS of the
residual is also shown.
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Appendix B Telescope
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Figure B.2: Biased residual distribution in y-direction obtained in data for each telescope plane. The RMS of the
residual is also shown.
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Figure B.3: Biased residual distribution in x-direction obtained in AllPix simulations for each telescope plane. The
RMS of the residual is also shown.
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Figure B.4: Biased residual distribution in y-direction obtained in AllPix simulations for each telescope plane. The
RMS of the residual is also shown.
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APPENDIX C

Thin Sensors

C.1 Depletion voltage

The measured depletion voltage for all assemblies listed in Table 7.1. Section 7.2.2 describes the method
used for calculating the depletion.
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Figure C.1: The most probable value of the measured energy deposition as a function of the bias voltage for the
assemblies listed in Table 7.1. Straight lines are used to fit the slope and the plateau regions. The depletion voltage
corresponds to the intersection of these two regions and shown in a red dashed line. The continuous red line shows
the nominal operating bias voltage.
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Appendix C Thin Sensors

C.2 Cluster size distribution

The dependence of the cluster-size distribution on the bias voltage and the operating threshold is shown
for the assemblies listed in Table 7.1.

C.2.1 Cluster size distribution as a function of the bias voltage

For higher bias voltages, the average cluster size decreases as shown in Figure C.2.
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Figure C.2: Cluster size distribution as a function of the applied voltage for assemblies listed in Table 7.1.
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C.2 Cluster size distribution

C.2.2 Cluster size distribution as a function of the operating threshold

Lowering the threshold leads to an increase in the average cluster size fraction distribution as shown in
Figure C.3.
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Figure C.3: Cluster sizes distribution as a function of the operating threshold for assemblies listed in Table 7.1.
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Appendix C Thin Sensors

C.3 Charge sharing as a function of the track position

Figures C.4 to C.6 illustrate the track position within the pixel for 1 to 4-pixel cluster sizes for a
50 − 150µm sensors.
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Figure C.4: Extrapolated track position within the pixel for 1 to 4-hit cluster sizes for a 50µm sensor (assembly
W19_G7). The assembly is operated at the nominal conditions.
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Figure C.5: Extrapolated track position within the pixel for 1 to 4-hit cluster sizes for a 100µm sensor (assembly
W5_E2). The assembly is operated at the nominal conditions.
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Figure C.6: Extrapolated track position within the pixel for 1 to 4-hit cluster sizes for a 150µm sensor (assembly
W5_F1). The assembly is operated at the nominal conditions.
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APPENDIX D

Active edge sensors

TCAD simulation of active edge sensors using the process flow as described in Section 8.1.1. Figure D.1
shows the concentration of the dopants. The nominal bias voltage is also applied to the sensors and the
region shown with a white line corresponds to the depletion region.
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Appendix D Active edge sensors

(a) 20-NGR-50 (b) 23-FGR-50

(c) 28-GNDGR-50 (d) 55-GNDGR-50

(e) 55-GNDGR-100 (f) 55-GNDGR-150

Figure D.1: Doping concentration in TCAD simulations for the assemblies listed in Table 8.1. The region shown
with a white line is the depletion region.
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