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Abstract

The main purpose of the LHCf experiment is to test phenomenological
hadronic interaction models used to simulate cosmic rays induced air-showers
in the Earth's atmosphere. The experiment is composed of two independent
detectors (Arm1 and Arm2) located at 140 m from the ATLAS's interaction
point (IP1) on opposite sides. The detectors are placed on the beam axis
between the two beam pipes containing the colliding beams of LHC. This par-
ticular position allows LHCf to measure neutral secondary particles (mainly
photons, π0s and neutrons) produced at zero degrees. This work describes
how the energy spectrum of photons produced in proton-proton collisions at√
s = 13 TeV was obtained using the data measured by the Arm2 detector.
The relation between the total energy deposit in the calorimeters and

the energy of the primary particle was studied with detailed Monte Carlo
simulations of the detector. The correction for the non-uniformity of the
detector response due to the shower leakage and due to the light collection
e�ciency of the scintillators was also studied with simulations.

The calibration of the detector was performed with a beam test at the
CERN Super Proton Synchrotron using both electron and muon beams. An
energy resolution of ∼ 2% was found with electromagnetic showers and the
linearity of the calorimeters was better than 0.5%. The correction for the
leakage and light collection e�ciency was also tested, resulting in a non-
uniformity suppressed to the ∼ 1% level.

The data acquired by the Arm2 detector in proton-proton collisions at√
s = 13 TeV were reconstructed, corrected for the particle identi�cation

cut and unfolded to correct for the detector response. The energy spectrum
of photons was compared with the predicted spectra from several hadronic
interaction models in the pseudorapidity (η) regions η > 10.94 and 8.81 <
η < 8.99. There is not a single model well reproducing the data in the whole
energy range, but the measured energy spectrum is enclosed between the
predictions of the tested hadronic interaction models.
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Chapter 1

Introduction

1.1 Cosmic rays physics

Cosmic rays are high-energy particles coming from the outer space that hit
the Earth atmosphere. These high energy particles are produced and accel-
erated in astrophysical sources or by their interaction with the interstellar
medium. When a cosmic ray interacts with a nucleus of the Earth atmosphere
a shower of secondary particles (the so called �air-shower�) is produced. In
this context the particle hitting the atmosphere is called �primary cosmic
ray�, while the particles produced in the air-shower are called �secondary
cosmic rays�.

Charged primary cosmic rays are composed of 86 % by protons, 11 % by
helium nuclei, 1 % by heavier nuclei and 2 % by electrons [1]. Also positrons
and antiprotons are present in small percentage, which are supposed to be
produced in the interaction of cosmic rays with the interstellar medium.
Neutral primary cosmic ray are composed instead of gamma rays, neutrinos
and antineutrinos. When comparing the relative abundance of elements of
the Solar System with elements composing cosmic rays, it can be noted that
there is an excess of Li, Be, B and elements with atomic number Z = 21
÷ 25 in cosmic rays with respect to the Solar System abundance, as can
be seen in �gure 1.1 [2]. The excess of Li, Be and B can be understood as
the contribution of spallation reactions between light nuclei (like C and O)
produced in the stellar nucleosynthesis and the interstellar hydrogen. Sc, Ti,
V and Mn are produced instead by spallation of Fe and Ni nuclei.

Because of the galactic magnetic �eld, which is of the order of 1÷ 4 µG [3],
charged cosmic rays propagating in the interstellar space are deviated from
their original direction. Since the typical distance travelled by a galactic
cosmic ray is of the order of 106 parsec [4] and the radius of curvature of a
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Figure 1.1: Relative abundance of elements in cosmic rays (solid line) com-
pared with abundance in the Solar System (dashed line).

particle in the galactic magnetic �eld is much smaller than it (for example,
10−4 parsec for a proton with ∼1 TeV/c momentum), the information on the
initial direction of the cosmic ray is lost. For this reason, the cosmic rays
arrival direction appears to be uniform.

The energy spectrum of charged cosmic rays with energy above 108 eV is
shown in �gure 1.2 [1]. The spectrum of particles with an energy below 109

eV is in�uenced by the solar activity due to their interaction with the solar
wind; during the periods with an higher solar activity the �ux of cosmic rays
is reduced [5]. The �ux of cosmic rays can be described as a broken power
law for energies above 109 eV:

dN

dE
∝


E−2.7 for 109 eV < E < 1016 eV

E−3.0 for 1016 eV < E < 1018.5 eV

E−2.7 for E > 1018.5 eV

(1.1)

The two turning points around ∼ 1016 eV and ∼ 1018.5 eV are called �knee�
and �ankle�, respectively. The existence of the knee is attributed to the fact
that the main mechanism which is though to be responsible for acceleration of
galactic cosmic rays, the Fermi mechanism in supernovae [6,7], can accelerate
particles up to ∼ 1015 eV. Furthermore, cosmic rays with energy above 1015

can not be con�ned in the galaxy by its magnetic �eld. Since the con�nement
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Figure 1.2: Flux of charged cosmic rays as a function of the energy. �Knee�
and �ankle� point are indicated together with the �ux of particles at energies
above that points.

depends on the rigidity1 of the particle, in addition to the energy dependence
there is also a charge dependence. This implies that the element composition
of cosmic rays is expected to change around the region of the knee. The
ankle is interpreted as the energy where the contribution from extragalactic
cosmic rays become dominant with respect to the galactic one. The principal

1The rigidity is de�ned as R ≡ p/q, where p is the momentum and q is the charge of
the particle. The gyroradius rL of a charged particle with rigidity R in a magnetic �eld
B is rL = R/B
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candidates for accelerating such high energy particles are though to be Active
Galactic Nuclei (AGN) and Gamma Ray Bursts (GRB).

An hypothesis proposed by Greisen, Zatsepin and Kuzmin in 1966 pre-
dicts a cuto� of the cosmic rays spectrum at energies around 1020 eV, the
so called �GZK cuto�� [8, 9]: protons with energy above ∼ 4 × 1019 eV can
interact with photons of the Cosmic Microwave Background Radiation and
undergo the reactions:

p+ γ → p+ π0

p+ γ → n+ π+ (1.2)

The mean free path of this reaction is of the order of 3 Mpc, much less
than typical intergalactic distances (∼ 10÷ 100 Mpc). So, if particles above
the ankle are originated from extragalactic sources, the GZK cuto� must be
observed. Latest experimental observations [10, 11] indicate the presence of
the GZK cuto� in measured data, as shown in �gure 1.3.

1.2 Indirect measurements of cosmic rays

Since the �ux of cosmic rays rapidly decreases increasing the energy, direct
measurements in the very high energy region using experiments placed on
satellites are limited by the acceptance of the detectors, which must respect
the mechanical constraints on weight and size of the satellites. In order to
measure particles with energy above ∼ 1015 eV indirect measurements are
performed observing the secondary particles produced by the interaction of
the primary cosmic ray with a nucleus of the atmosphere.

The interaction of a primary cosmic ray with an atmospheric nucleus pro-
duces secondary particles which in turn decay or interact again with the at-
mosphere giving rise to the formation of an air-shower. The average hadronic
interaction length is 102 g cm−2, to be compared with the total thickness of
the atmosphere which is 103 g cm−2 [1]; therefore, the �rst interaction hap-
pens generally in the Earth stratosphere. Most of the secondary particles
produced in the �rst interaction are charged and neutral pions (π±, π0). π0s
quickly decays into two gammas which generate an electromagnetic shower,
composed of gammas, electrons and positrons. The dominant processes in
electromagnetic showers are pair production for photons and bremsstrahlung
for electrons and positrons [12]. Since the typical interaction length of these
processes (the �radiation lenght�) is much smaller than the typical hadronic
interaction length, electromagnetic showers are usually absorbed in the upper
layers of the atmosphere. The electromagnetic component of the shower is
called the �soft component� because of its rapid development. Charged pions

4
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Figure 1.3: Cosmic rays �ux multiplied by E3 measured by several ex-
periments. All experiments (except AGASA) measured a cuto� around
1019.5 ÷ 1020 eV [11].

can interact with the atmospheric nuclei or decay into muons and neutrinos
(π− → µ−+ν̄µ, π

+ → µ++νµ). The probability for these processes to happen
depends on the energy of the pion because of the relativistic time dilation
which increases the mean lifetime of the particle in the reference frame of
the atmosphere. Most of the pions with an energy ∼ 1 GeV decay without
interacting, while nuclear reactions with nuclei of the atmosphere became
important with energies above ∼ 100 GeV [1]. Muons produced from π±

decays can in turn decay into electrons and neutrinos (µ− → e− + ν̄e + νµ,
µ+ → e+ + νe + ν̄µ). Most of the muons with energy up to ∼ 1 GeV decay
in the atmosphere, while muons with an higher energy can reach the Earth
surface. The muon component of the shower is called �hard component� be-
cause of its deep penetrating capability. A schematic representation of an
air-shower is represented in �gure 1.4.
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Figure 1.4: Schematic representation of an air-shower indicating the di�erent
components of the shower.

The techniques used to detect secondary cosmic rays with ground-based
experiments are mainly two:

� Measure charged particles hitting the Earth surface using an array of
detectors distributed over a large area and operating in coincidence. By
measuring the di�erence between the arrival time of particles detected
in di�erent surface detectors it is possible to reconstruct the arrival
direction of the primary cosmic ray which generated the shower. The
Pierre Auger Observatory, for example, uses 1600 stations of detectors
distributed over a 3000 km2 area [13]. Each station contains a water
Cherenkov detector readout by photomultipliers. The Telescope Array
experiment uses instead 507 detector units distributed over an area of
700 km2 [14]. Each unit is composed of two layers of plastic scintillators.

� Detect the �uorescence and Cherenkov light emitted by the interaction
of the secondary cosmic rays with the atmosphere using telescopes and
photomultipliers. Cherenkov light is emitted in a narrow angle with
respect to the trajectory of the particle and typically arrives to the
ground around ∼ 100 m from the barycentre of the shower. Fluores-
cence light is instead emitted isotropically, so it is possible to detect

6



air-showers several kilometres far from the detector and thus increasing
the detector acceptance. Both Auger and Telescope Array experiments
are provided with �uorescence light detectors.

Due to the big acceptance of these experiments it is possible to detect the
most energetic cosmic rays despite their very low �ux. The drawback of this
approach is that to derive the energy and type of the primary cosmic ray
from the measured parameters of the secondary particles shower, detailed
Monte Carlo simulations of the development of the air-shower with accurate
hadronic interaction models are needed.

1.3 Hadronic interaction models

In order to obtain cosmic rays astrophysical parameters like energy spectrum
and mass composition, Monte Carlo simulations must be performed to es-
timate the relation from the observable parameters of air-showers and the
characteristics of the primary particle. Since most of the energy �ow in an
air-shower is concentrated in the very forward region, hadronic interaction
models implemented in simulations must give a precise estimation of the very
forward particles production in a high energy collision between a cosmic ray
and the atmosphere.

Most of the particles produced in the forward region are generated in
soft QCD processes, which are processes with a low momentum transfer (<
1 GeV/c). Since a perturbative approach cannot be used in soft processes,
several phenomenological models based on the Gribov-Regge theory [15, 16]
have been proposed. Experimental data are fundamental for the tuning of
these models because they can give information about the forward secondary
particles produced in high energy collisions. Since particle colliders cannot
reach the energies of the most energetic cosmic rays, the models have to be
extrapolated at very high energies, leading to a big systematic uncertainty
when estimating astrophysical parameters of the primary particle. The Large
Hadron Collider (LHC) provides the highest energy proton-proton collisions
with a centre of mass energy of 13 TeV, which corresponds to a 0.9 × 1017

eV cosmic ray incident on a �xed target. Even if there are not models tuned
using LHC data at

√
s = 13 TeV, LHC data obtained in collisions at

√
s = 7

TeV, corresponding to a 2.6× 1016 eV cosmic ray incident on a �xed target,
were used for the tuning of some models.

In case of the energy measurement the model dependence is not critical
because most of the visible energy deposit of the air-shower comes from the
electromagnetic component, whose development is well understood. About
80% of the total energy of the shower is transferred to the electromagnetic

7



component in less than �ve nuclear interactions [17]. The mean depth of
the air-shower where the maximum number of particles is present (Xmax)
is a parameter sensitive to the the mass composition of cosmic rays. The
relation between the energy of the primary cosmic ray and Xmax measured
by several experiments compared with prediction of Monte Carlo simulations
before the tuning with LHC data at

√
s = 7 TeV is shown in �gure 1.5. The
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Figure 1.5: Relation between Xmax and the primary energy measured by
several experiments compared with the predictions of di�erent hadronic in-
teraction models before the tuning using LHC data at

√
s = 7 TeV [17, 18].

The predicted relations for proton primaries are shown with solid lines, while
they are represented as dashed lines for iron primaries. Black points indicate
measured data.

di�erent predictions of models lead to a big systematic uncertainty in the
interpretation of the data about the relative abundance of proton and iron
nuclei in the primary cosmic rays. Moreover, also the slope of the Xmax

function is not consistent between di�erent models making very di�cult to
interpret changes of the slope (i.e., changes of the composition) in data.

Figure 1.6 shows the prediction of Xmax as a function of energy of models
tuned with LHC data at

√
s = 7 TeV. After tuning, the discrepancy between

the models was decreased, in particular at very high energies, and also the
slope of the Xmax function is consistent between the tuned models. Also the
number of muons observed at ground level can be used to derive information
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Figure 1.6: Relation between Xmax and the primary energy measured by sev-
eral experiments compared with the predictions of two hadronic interaction
models tuned with LHC data at

√
s = 7 TeV [17,18]. The predicted relations

for proton primaries are shown with solid lines, while they are represented
as dashed lines for iron primaries. Black points indicate measured data.

about the mass composition of primaries. Figure 1.7 shows the relation
between the �ux of muons at ground and the energy of the primary cosmic
ray predicted by hadronic interaction models before and after the tuning with
LHC data, respectively. Before the tuning it was nearly impossible to derive
an information about the mass composition due to the overlap of the proton
and iron functions of di�erent models, while after the tuning the situation is
really improved.

The improvement of the models after the tuning demonstrates the impor-
tance of accelerator experiments for the development of hadronic interaction
models used to simulate cosmic rays induced air-showers. The LHCf exper-
iment �ts in this context since its purpose is to measure the very forward
spectrum of neutral particles produced at LHC for the tuning of hadronic
interaction models. The particular position of the experiment (as described
in the next chapter) allows LHCf measuring forward particles produced up
to zero-degree: it is the only experiment so far which can do precise measure-
ments in the very forward region at the high energies that can be reached
at the LHC accelerator. LHCf already collected data with proton-proton
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Figure 1.7: Prediction of the muon �ux (divided by E0.9) at ground level
as a function of the primary energy from hadronic interaction models before
and after the tuning with LHC data at

√
s = 7 TeV. The predicted relations

for proton primaries are shown with solid lines, while they are represented
as dashed lines for iron primaries.

10



collisions at
√
s = 0.9, 2.76, 7, 13 TeV and with proton-lead collisions at√

sNN = 5.02, 8.16 TeV. The photon energy spectrum in proton-proton colli-
sions at

√
s = 0.9 and 7 TeV, the neutron energy spectrum in proton proton

collisions at
√
s = 7 TeV, and the π0 transverse and longitudinal momen-

tum spectra in proton proton collisions at
√
s = 2.76, 7 and in proton-lead

collisions at
√
sNN = 5.02 TeV have already been published [19�24].

The purpose of this work is to derive the energy spectrum of photons
produced in proton-proton collisions at

√
s = 13 TeV using the Arm2 detector

of the LHCf experiment and to compare it with the predictions of Monte
Carlo generators commonly used for the simulation of air-showers. The LHCf
measurements at

√
s = 7 TeV indicate that none of the models lies within the

errors of data over the entire energy range [19]. However, data lie between
the predictions of all models. The upgrade of the centre of mass energy from
7 TeV to 13 TeV extends the equivalent cosmic ray energy from 2.6×1016 eV
to 9× 1016 eV, which is the maximum available energy that can be reached
with an accelerator experiment nowadays. Furthermore, the coverage in the
transverse momentum (PT ) phase space of secondary particles produced in
collisions was extended: in the acceptance region of the LHCf experiment
used in this analysis the maximum detectable PT was increased from ∼ 1.0
GeV/c to ∼ 1.9 GeV/c.

In the 7 TeV analysis the measured photon energy spectrum was com-
pared with the spectra predicted by Monte Carlo simulations which also
implemented the e�ect of the detector response. In order to obtain a mea-
sured energy spectrum which can be directly compared with the prediction of
hadronic interaction models, in the 13 TeV analysis described in this work the
data were corrected for the detector response using the unfolding technique,
as will be explained in section 5.5.

The LHCf experiment and the necessary upgrade of the detectors to op-
erate at

√
s = 13 TeV will be described in chapter 2. In chapter 3 the

study of the detector performance with Monte Carlo simulations will be pre-
sented. The beam test performed at the CERN Super Proton Synchrotron
for the calibration of the detectors will be discussed in chapter 4. The anal-
ysis procedure to derive the photon energy spectrum measured at LHC in
proton-proton collisions at

√
s = 13 TeV will be explained in section 5. The

photon spectrum measured by the Arm2 detector will be then compared with
the predictions of several hadronic interaction models.
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Chapter 2

The LHCf experiment at the LHC

2.1 The Large Hadron Collider

The Large Hadron Collider (LHC) [25] is the largest particle accelerator in
the world. LHC is located at CERN and it uses the 27 km long tunnel
that previously contained the Large Electron Positron collider (LEP). The
27 km long tunnel houses a collider composed of two parallel circular beam
pipes. LHC can provide proton-proton, proton-lead and lead-lead collisions.
The possibility to provide collisions with lighter ions in the future is under
consideration. 1232 superconductive dipole magnets are installed to guide
each beam along the ring and 392 quadrupoles are used to focus it. The
design luminosity1 was 1034 cm−2 s−1 with a centre of mass energy of 14
TeV. In order to achieve this high collision energy, the magnetic dipoles must
operate at a temperature of 1.9 K in super�uid helium to provide a 8.33 T
magnetic �eld (for the maximum beam energy of 7 TeV). Four interaction
points (IP) are provided for four big experiments: IP1 for ATLAS, IP2 for
ALICE, IP5 for CMS and IP8 for LHCb. Also three smaller experiments
are installed at LHC: LHCf at IP1, TOTEM at IP5 and MoEDAL at IP8.
The position of the main four LHC experiments along the ring is shown in
�gure 2.1.

Following the incident of 2008, when an electrical connection fault be-
tween a dipole and a quadrupole caused a mechanical damage and a release
of the helium used to cool the magnets, the center of mass energy and lu-
minosity were decreased to 7 TeV and 7.7 × 1033 cm−2 s−1 (peak value),
respectively, during the so called Run 1 of LHC which was started at the end
of 2009 and was concluded at the beginning of 2013 [26]. During 2012 the

1The luminosity L is de�ned as L = 1
σ
dN
dt , where

dN
dt is the rate of observation of a

process and σ is its cross section.

12



Figure 2.1: Position of the main LHC experiments along the 27 km long
tunnel of the accelerator. LHCf experiment is located near the ATLAS ex-
periment.

centre of mass energy was increased to 8 TeV. LHC operation were stopped
for two years (Long Shutdown 1, or LS1) for the upgrade of magnet intercon-
nections to solve the problem that occurred in 2008 and to let each beam to
reach an energy of 6.5 TeV. The Run 2 of LHC started in 2015 and produced
for the �rst time proton-proton collisions at the record centre of mass energy
of 13 TeV on May 25, 2015.

2.2 The LHCf detector

The LHC-forward experiment (LHCf) is located near the interaction point 1
(IP1) of LHC. LHCf is composed of two independent detectors, called Arm1
and Arm2, located 140 meters away from the IP1 on opposite directions along
the beam line Each detector is located in the instrumentation slot of the Tar-
get Absorber Neutral (TAN) which is designed to absorb neutral particles
emitted in the very forward direction, not bended by the dipole magnets.
The TAN is located where the beam pipe coming from the interaction point
is splitted into the two separate pipes of the colliding beams, as shown in

13



�gure 2.2. This particular position allows LHCf measuring particles emitted

1 radiation length

Experimental slot
IP

Figure 2.2: Schematic view of the TAN area where the LHCf experiment is
located. The detector is placed into the experimental slot.

at zero-degree with respect to the beam axis. The energy �ow of secondary
particles peaks in the very forward region around pseudorapidity2 η ∼ 9
(corresponding to a ∼ 0.25 mrad angle with respect to the beam) in case of
a
√
s = 14 TeV collision, as shown in �gure 2.3. Since the energy �ux of

secondary particles is very important for the study of air showers, measure-
ments in the very forward region are very useful for the understanding of
shower development.

A dipole magnet (called D1) is placed between IP1 and the TAN region
to deviate the proton beam coming from the interaction point into the ap-
propriate beam pipe of the ring and vice-versa for the other colliding beam.
Charged particles produced in the collision are de�ected by D1 magnet while
neutral particles, mostly neutrons and photons, are not a�ected from it and
can be detected by the LHCf detector.

Each LHCf detector is composed of two sampling and position sensitive
calorimeter, which will be called �towers� hereafter. During the Run 1 of LHC
each calorimeter used 17 tungsten layers as absorber material and 16 platic
scintillators (EJ-260) as active layers to sample particle-induced showers.
The depth of the calorimeters was 44 radiation lengths (X0) corresponding
to 1.6 hadronic interaction lengths (λI). The �rst 11 layers and the last one
had a thickness of 7 mm, while layers from the 12th to the 16th were 14

2The pseudorapidity is de�ned as η ≡ − ln
[
tan

(
θ
2

)]
, where θ is the angle between the

particle and the beam axis.
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Figure 2.3: Multiplicity (left picture) and energy �ow (right picture) of sec-
ondary particles produced in Monte Carlo simulations of proton-proton col-
lisions at

√
s = 14 TeV. Solid line refers to all particles while dashed line

refers to only neutral particles. The pseudorapidity coverages of some LHC
experiments are shown as coloured bands.

mm thick. The sampling step of the latter layers was greater than the �rst
layers because they were dedicated to the measurement of hadronic showers
whose interaction length is much greater than that of electromagnetic showers
(which are contained mostly in the �rst layers). The thickness of plastic
scintillators was 3 mm for all layers. The light signal from the scintillator
was transported through a quartz light guide and read with a photomultiplier
tube (PMT, HAMAMATSU R7400). The transverse size of calorimeters
was 20 mm × 20 mm and 40 mm × 40 mm for the two calorimeters of
Arm1 while it was 25 mm × 25 mm and 32 mm × 32 mm for Arm2. The
smaller calorimeter of each detector will be called �small tower� hereafter,
while the other one will be called �large tower�. Apart from transverse area,
the main di�erence between Arm1 and Arm2 was about the position sensitive
layers: Arm1 used 4 planes of plastic scintillating �bres (SciFi) with a 1 mm
pitch, while Arm2 used 4 planes of silicon microstrip detectors with a 160
µm pitch. More details about the silicon detectors can be found in [27].
Each position sentitive plane was composed of two position detectors, one
for the measurement of X coordinate and the other to measure Y coordinate.
The longitudinal structure of the towers is shown in �gure 2.4. Energy
resolution was 5% for photons and 40% for neutrons, while position resolution
for electromagnetic showers was 200 µm and 40 µm for Arm1 and Arm2,
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Figure 2.4: Longitudinal structure of Arm1 (upper picture) and Arm2 (lower
picture). Grey, cyan, yellow and red layers represent tungsten, scintillator,
SciFi and silicon layers, respectively. The upstream side of detectors is on
the left of the picture.

Figure 2.5: Schematic representation of Arm1 (left picture) and Arm2 (right
picture).

respectively. The detectors were upgraded before Run 2 operation but the
structure of the calorimeters is basically the same described above. Details
about the upgrade are described in section 2.3.

The pseudorapidity coverage of the small tower is η > 9.6, so it can detect
zero-degree particles, while the large tower covers the range 8.4 < η < 9.4.
The two-towers structure of both detectors gives the possibility to detect
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separately two photons from a π0 decay: in this way there is the possibility
to check the absolute energy scale by measuring the π0-mass peak in the two-
photon invariant mass distribution and to measure kinematic parameters of
π0s produced in collisions.

This work describes the analysis of Arm2 data recorded during the Run2
of LHC in proton-proton collisions. Therefore, everything in the next chap-
ters will refer to the Arm2 detector if not speci�ed otherwise.

2.3 Upgrade of the detector for 13 TeV opera-

tion

Before the data taking in Run 2 operation several part of the detectors were
upgraded:

1. The plastic scintillators were replaced by Gd2SiO5 (GSO) scintillators
with 1 mm thickness, because of their higher radiation hardness. The
estimated absorbed dose was of the order of 300 Gy for the expected
∼ 10 nb−1 of integrated luminosity at

√
s = 13 TeV. GSO can maintain

its light yield up to 106 Gy [28], while plastic scintillators start expe-
riencing a degradation at about ∼ 102 Gy. Also the scintillating �bres
of Arm1 were replaced by GSO bars with 1 mm × 1 mm cross section
and with the same lenght of the plastic ones [29].

2. The longitudinal position of silicon detectors in Arm2 was changed in
order to better sample the longitudinal pro�le of the showers inside the
calorimeter and to give the possibility in the future to reconstruct the
energy of the particle from the energy deposit in silicon, in addition
to the measurement with the scintillators [30]. In the last two planes
the X and Y views were separated one from each other as shown in
�gure 2.6.

3. All the silicon detectors in Arm2 were replaced by new ones. In the
new silicon detectors a di�erent bonding scheme for the microstrips
was used to reduce the collected signal charge to about 50% of the
signal in the old con�guration. The distance between two strips was
80 µm but only half of the strips were read while the others were left
unconnected (��oating�). However, the energy deposit in �oating strips
was shared between the two nearest read strips by capacitive coupling.
In the upgraded detector the �oating strings were bonded to ground
instead of being left �oating, so the energy deposit in these strips is
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lost. The new bonding scheme allows the silicon readout electronics to
saturate at higher energies with respect to the old con�guration.

4. The large tower of Arm2 was moved on the opposite side (toward the
inner part of the LHC ring) to reduce the background from high energy
protons in di�ractive interactions, which are not properly deviated by
the D1 dipole magnet.

The longitudinal con�guration of the upgraded Arm2 detector is shown in
�gure 2.6. Photos of the upgraded detectors are shown in �gures 2.7 and 2.8.

Figure 2.6: Longitudinal structure of Arm2 after the upgrade before Run 2
operation. Grey, cyan and red layers represent tungsten, GSO scintillator
and silicon layers, respectively. The upstream side of detector is on the left
of the picture.
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Figure 2.7: Photo of the upgraded Arm1 detector. The two calorimeters are
positioned in the bottom of the pictures.
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Figure 2.8: Photo of the upgraded Arm2 detector (lying sideways). The two
calorimeters are positioned on the right of the picture.
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Chapter 3

Performance study with

simulations

Results from Monte Carlo simulations were used to study the performance
of the system, estimate corrections for detector e�ects and to calibrate the
calorimeters (together with data, as will be described in chapter 4). Predic-
tions of several simulation models will be compared with measured data at
the end of section 5. The simulation of an event recorded by LHCf can be
divided in 3 steps:

1. Simulation of the collision between two protons (generator).

2. Propagation of secondary particles from the interaction point to the
TAN region. The decay probability of secondaries was also considered
and daughter particles were propagated as well.

3. Simulation of the interaction between collision products and the detec-
tor.

In the �rst step, one of several widely used models for air showers simulations
was chosen to simulate the interaction between two protons at

√
s = 13 TeV:

DPMJET 3.06 [31,32], QGSJET II-04 [33], SIBYLL 2.1 [34], EPOS-LHC [35]
and PYTHIA 8.212 [36, 37]. QGSJET II-04 and EPOS-LHC were the only
two model tuned using experimental results in the central rapidity region
obtained by LHC experiments during Run 1. In PYTHIA 8.212 only soft
inelastic processes were activated and the default parameters set was used.
In the second and third steps, COSMOS 7.645 and EPICS 9.165 Monte Carlo
simulation codes [38,39] were used to simulate the interaction of particles with
the beam pipe and with the detector. The models available in COSMOS and
EPICS for the interaction were DPMJET 3.04 and QGSJET II-04. DPMJET
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3.04 was used to simulate the interaction inside the detector because it gave
the best agreement with data using a 350 GeV proton beam [40]. However,
in case of electromagnetic showers there were no di�erence between models
because they only di�er in the treatment of hadronic interactions. Version
number of models will be omitted hereafter if not strictly necessary.

A sample of 108 inelastic collisions events were simulated with the QGSJET
generator and propagated to the detector. This sample has been used as a
template for the particle identi�cation correction and to generate the re-
sponse matrix of the detector for the unfolding, as will be explained in chap-
ter 5. Another sample of 5 × 107 inelastic collisions were generated using
EPOS model and collision products propagated in order to estimate the sys-
tematic uncertainties related to the choice of the generator model, as will be
described in section 5.6.5.

In this chapter some studies of the detector behaviour will be described:
the relation between the total energy deposit and the energy of the incident
particle will be described in section 3.1, while the study of the position de-
pendence of the signal in the calorimeters will be discussed in section 3.2.
Since these studies are related only to the detector, only the step 3 of the
simulation process was performed, generating particles directly in front of
the detector.

3.1 Energy conversion function

In order to measure the energy of the detected particle, the relation between
the total energy deposit measured in sampling scintillator layers and the
energy of the incident particle was determined. The total energy deposit
were de�ned as the sum of the energy deposit of layers from 2nd to 13th and
it will be called �Sum-dE� hereafter. The energy deposit of layers from 12th
to 16th was multiplied by a factor 2 because the sampling step is doubled with
respect to previous layers. The �rst layer was excluded from the sum to avoid
the contribution from low energy background particles. The contribution of
layers from 14th to 16th for electromagnetic showers was negligible, therefore
they were eliminated from the summation to avoid including a contribution
mainly from noise �uctuations.

To study the relation between the Sum-dE and the energy of the incident
particle, Monte Carlo simulations of photons incident at the centre of the
towers were performed. The photons were generated before the point where
the beam pipe splits into two separate pipes, about one meter upstream of the
detector. So, also the interaction with the wall of the beam pipe just before
the calorimeter was simulated. In each set of simulated events the photon
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energy was �xed. Seven simulation sets were generated for each tower with
seven di�erent energies: 100, 200, 500, 1000, 2000, 3000 and 6000 GeV. In
every set 104 events were generated. The mean of the Sum-dE were calculated
for each energy and it was plotted as a function of the primary energy. The
error associated to the mean was σ/

√
N , where σ is the standard deviation

of the Sum-dE distribution and N is the number of simulated events. The
relation between Sum-dE and energy was �tted with a 2nd order polynomial
function:

Sum-dE = po + p1 · E + p2 · E2 (3.1)

where E is the energy of the photon and p0, p1 and p2 are free parameters.
The 2nd order term was included to eventually consider deviations from
linearity. The Sum-dE vs energy plots and the �t functions are shown in
�gures 3.1 and 3.2 for small and large tower, respectively. From the 2nd
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Figure 3.1: Sum-dE as a function of energy for photons incident at the centre
of the small tower. The �t function is drawn as a red line.

order term there is only a very small contribution to the total Sum-dE (less
than 0.4% over all the energy range), so the relation can be considered almost
linear. The negative constant term (p0 ∼ −100 MeV) indicates that there
is a threshold for the energy E of about 2 ÷ 3 GeV before measuring a non
negligible Sum-dE. The 2nd scintillator layer (the �rst used in Sum-dE) is
placed after 4 X0 of tungsten and in addition there is 1 X0 of the beam
pipe wall to be considered, so the particle shower must have a depth of at
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Figure 3.2: Sum-dE as a function of energy for photons incident at the centre
of the small tower. The �t function is drawn as a red line.

least 5 X0 to be detected. Using the Rossi-Heitler model for electromagnetic
showers [41,42], the depth of the shower maximum is approximately 5.5÷ 6
X0 for a 2÷ 3 GeV photon. Even if not consistent, which is understandable
since the threshold was extrapolated from results at E > 100 GeV and the
Rossi-Heitler model is a basic approximation, this value is of the same order
of the predicted depth. Relative residuals of the �t are shown in �gures 3.3
and 3.4 for the small and large tower, respectively. Even if the value of the
reduced χ2 of the �t is much greater than 1 (∼ 9 and 4 for small and large
tower, respectively), the relative residuals are less than 0.1%. Since it is
negligible with respect to the other systematic uncertainties, equation 3.1
was considered an acceptable approximation of the relation between Sum-dE
and energy and it was used in the analysis that will be described in chapter 5.

3.2 Position dependence of signal

The energy deposit in the calorimeters strongly depends on the position of
the incident particle. There are two e�ects that are responsable for that de-
pendence: the leakage e�ect and the light collection e�ciency of scintillators.
The leakage e�ect will be described in section 3.2.1, while the light collection
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Figure 3.3: Relative residuals of the �t with equation 3.1 of the Sum-dE vs
energy plot for the small tower.
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Figure 3.4: Relative residuals of the �t with equation 3.1 of the Sum-dE vs
energy plot for the large tower.
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e�ciency will be discussed in section 3.2.2. The description of the correction
for these e�ects will be explained in section 3.2.3.

3.2.1 Leakage e�ect

When a photon hits one of the towers, a shower of secondary particles is
produced inside the detector. The typical width of the shower is given by the
Molière radius of the absorber material, which is de�ned as the radius of the
cylinder which contains 90% of the energy deposit of the shower generated
from an high energy photon or electron. In case of tungsten, the Molière
radius is 0.93 cm. Particles hitting the calorimeter near the edges lose part
of the shower outside the detector: as a consequence, the measured energy
deposit is less than the one observed with a particle of the same energy
hitting the centre of the calorimeter. A two-dimensional map of the mean
Sum-dE measured as a function of the transverse coordinates X and Y was
generated simulating mono-energetic 500 GeV photons incident uniformly
on the surface of each tower. Particles were generated ∼1 meter before
the detector, as previously described in section 3.1. The Sum-dE values in
each position bin were normalised to the Sum-dE at the centre of the tower.
Figures 3.5 and 3.6 show the Sum-dE map for the small and large tower,
respectively. Since the leakage e�ect mainly depends on the shape of the
shower developed in the calorimeter, the leakage map is almost independent
from the photon energy. Deviations of the map for 100 GeV, 200 Gev, 1 TeV,
2 TeV photon simulations relative to 500 GeV results were found to be of the
order of 0.5%.

3.2.2 Light collection e�ciency of scintillators

The light emitted in the scintillation process must reach the PMT through
the light guide to be detected. The light collection e�ciency of a scintillator is
de�ned as the fraction of generated scintillation light that reaches the PMT.
It depends on the geometry of scintillator and light guide, on the optical
coupling between scintillator, light guide and PMT, and on the re�ectiviy
of the scintillator coating material. The position dependence of the light
collection e�ciency was studied using the data of a beam test at the Heavy
Ion Medical Accelerator in Chiba (HIMAC) that was done in 2013 with a 290
MeV/n 12C ion beam. Details about the beam test setup can be found in [43].
For each scintillator, a map of the signal recorded by the PMT as a function
of the position of the energy deposit were measured with the carbon beam.
The light collection e�ciency maps measured at the HIMAC are shown in
�gures 3.7 and 3.8 for the 4th layer of the small tower and for the 5th layer
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Figure 3.5: Position dependence of the Sum-dE of the small tower, generated
with 500 GeV photon uniformly distributed along X and Y axis. Sum-dE
values were nomalised to the value at the centre of the calorimeter.

of the large tower, respectively. The maps for the other layers are shown in
�gures 1 and 2 of the appendix for the small and large tower, respectively.

The e�ciency measured at the HIMAC are related to a localised energy
deposit, so the associated position dependence for an electromagnetic shower
is the convolution of the e�ciency map and the transverse pro�le of the
shower. In order to get the position dependence map for an electromagnetic
shower, the e�ciency map was directly implemented in the simulation: the
energy deposit of each particle of the shower in a scintillator was multiplied
by the value of the light collection e�ciency in that point. The e�ciency
value was obtained by a linear interpolation of the measurements grid using
equation 3.2, where ε(x, y) is the interpolated e�ciency at the coordinates
(x, y), (xi, yj), with i, j = 1 or 2, are the coordinates of the four nearest
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Figure 3.6: Position dependence of the Sum-dE of the large tower, generated
with 500 GeV photon uniformly distributed along X and Y axis. Sum-dE
values were nomalised to the value at the centre of the calorimeter.

measured points and εij are the measured e�ciencies in (xi, yj):

ε(x, y) = [(x2 − x1)(y2 − y1)]
−1 · [ ε11(x2 − x)(y2 − y) +

ε21(x− x1)(y2 − y) +

ε12(x2 − x)(y − y1) +

ε22(x− x1)(y − y1) ]

(3.2)

3.2.3 Correction of the position dependence

When analysing data, the energy deposit in each scintillator must be cor-
rected for the above-mentioned leakage and light collection e�ciency e�ects
in order to properly reconstruct the energy using equation 3.1, which was
obtained with particles incident at the center of the calorimeter. The cor-
rection was based on Monte Carlo simulations which implemented also light
collection e�ciency as described in the previous sections, so it was possible to
correct for the non-uniformity of detector response simultaneously for both
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Figure 3.7: Light collection e�ciency maps for the 4th scintillator layer of the
small tower as a function of transverse position. The color map represents
the intensity of the signal recorded by the PMT in that position, normalised
to the signal recorded at the center of the scintillator. Since the grid of
measurements was rotated by 45 degrees with respect to the scintillator, the
map was rotated in the same way. The light guide is located in the upper-left
side of the picture.

e�ects.
A sample of 106 and 1.6 × 106 events was simulated for the small and

large tower respectively. 500 GeV mono-energetic photons were generated
uniformly distributed on the surface of the detector. A two-dimensional map
were created for each scintillator layer showing the mean energy deposit as
a function of the position of the incident photon, normalised to the energy
deposit at the centre. The map was composed of 50 × 50 and 64 × 64 bins
for the small and large tower, respectively, so the bin size was 0.5 mm for
both calorimeters. The correction map for the 4th layer of the small tower
and for the 5th layer of the large tower are shown in �gures 3.9 and 3.10,
respectively. The maps for the other layers are shown in �gures 3 and 4 of
the appendix for the small and large tower, respectively.
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Figure 3.8: Light collection e�ciency maps for the 5th scintillator layer of
the large tower as a function of transverse position. The color map represents
the intensity of the signal recorded by the PMT in that position, normalised
to the signal recorded at the center of the scintillator. Since the grid of
measurements was rotated by 45 degrees with respect to the scintillator, the
map was rotated in the same way. The light guide is located in the upper-left
side of the picture.

The correction was applied dividing the energy deposit of each event in
the scintillators by the value of the correction map corresponding to the re-
constructed position of the incident particle (the method used to reconstruct
the position with the silicon detectors will be explained in section 5.2.1). The
value of the correction was computed by a linear interpolation of the map,
with a formula analogous to equation 3.2. This method for the correction
of the non-uniformity of the detector response was used in the analysis de-
scribed in chapter 5. A test of the correction with beam test data will be
discussed in section 4.5.2.
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Figure 3.9: Position dependence correction map for the 4th scintillator layer
of the small tower generated with a 500 GeV photon Monte Carlo simulation.
Both leakage and light collection e�ciency e�ects are implemented in the
simulation.
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Figure 3.10: Position dependence correction map for the 5th scintillator layer
of the large tower generated with a 500 GeV photon Monte Carlo simulation.
Both leakage and light collection e�ciency e�ects are implemented in the
simulation.
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Chapter 4

Beam test at the Super Proton

Synchrotron

In order to calibrate the detector response two beam tests at the CERN Super
Proton Synchrotron (SPS) were performed on October 2014 and August 2015.
The aim of the �rst test was to check the detector performance after the
upgrade in 2014 and to calibrate the calorimeter response for the operation
at the LHC. The second test was useful to post-calibrate the detector and
verify its performance after the data taking at the LHC. In both the beam
tests electron, proton and muon beams were available.

This work is concentrated on the beam test of 2015 for two reasons: the
test was done just after the data taking at the LHC (which was on June
2015) and the data sample used for 13 TeV photon analysis is at the end
of the LHCf run. Therefore detector state at LHC was more similar to the
state at test of 2015 than the one in 2014. Another reason is that the test
beams of 2015 were far more stable than that on 2014, so the results from the
second test are more reliable than the �rst ones since they are all taken in
the same experimental situation. All the following results refer to the beam
test of August 2015.

The energies available were 100, 150, 180, 200, 230 and 250 GeV for the
electron beam, 300 and 350 GeV for the proton beam and 150 GeV for the
muon beam. Electron beam data were used for the calibration of detector
response with electromagnetic showers. Muon beam data were used for the
calibration of deep layers of the calorimeters where electromagnetic showers
from electrons are not well developed. Proton data were not used in this
work.

The experimental setup will be described in section 4.1. In section 4.2 the
event sample of both data and Monte Carlo simulations used in this analysis
will be shown. The procedure to determine the conversion factors for the
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conversion of the collected charge signal to the real energy deposit will be
explained in section 4.3. The obtained energy resolution of the calorimeters
and the linearity of the detector response will be discussed in section 4.4.
Finally, an estimation of systematic uncertainties related to the calibration
and to the position dependence of the signal will be discussed in section 4.5.

4.1 Experimental setup

The beam test was performed in the T2H4 beam line of the SPS. The de-
tector was installed in an aluminum box and the temperature inside the box
was controlled by a chiller. All operations were carried out under a stable
temperature: the temperature variation was less than 0.1 degree per hour.
To minimise materials along the beam axis before the detector, a small win-
dow on the upstream-side of the box was made and it was covered with
a thin paper. Detectors and electronics were placed on a movable stage
which could move along the perpendicular plane to the beam axis in order to
scan all the calorimeter surface. On the stage, a micro-strip silicon detector
(ADAMO [44]) was placed in front of the detector to measure the position of
incident particles. Two 20 mm and 30 mm square plastic scintillators were
installed between the detector and the beam pipe to generate the trigger sig-
nal. Typical beam transverse size was less than 20 mm, so the scintillators
covered all the beam area. The coincidence of these scintillator signals was
used as the trigger of data acquisition. Figure 4.1 shows a schematic view of
the beam test setup.

The ADCmodule used to digitise the analogue signal of the PMTs (CAEN
V965) is provided with two digital output channels for each analogue input:
in the �rst channel the analogue signal is directly digitised (low-gain mode),
while in the second channel the analogue signal is ampli�ed by a factor 8
(high-gain mode). During electron beam operation a voltage of 600 V was
applied to the PMTs and the low-gain output of ADC were used. When
acquiring data with muon beam, PMTs voltage was set to 1000 V and high-
gain output of ADC were used because of the much lower signal expected
compared to electrons.

4.2 Data sample

A sample of ∼200k of triggered events at the center of each tower were
selected for each energy for both electron and muon beams. All the events
in each sample were acquired in consecutive runs. More than 1 million of
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Figure 4.1: The experimental setup of the beam test at the SPS North Area.
Provided beams were injected to the detector from the left side.

triggered events were collected at 150 and 200 GeV scanning all the area of
the calorimeter acceptance to check the position dependence of the signal.

Since a comparison between data and simulations was necessary for the
calibration (as it will be explained in section 4.3), also a set of Monte Carlo
simulations was generated. The con�guration of the experimental setup,
including the last 12 meters of the beam pipe, was implemented in the ge-
ometry of simulations. Almost the same amount of events as the data was
simulated: 200k events for each energy and for each tower. Incident particles
were mono-energetic and uniformly distributed in a 5×5 mm and 10×10 mm
square around the tower center for the small and large tower, respectively.
For the position scan, more than 2 millions of events were simulated at 150
and 200 GeV for electrons and only 150 GeV for muons.

4.3 Detector calibration

In order to estimate the energy deposited in each layer from the measured
charge (expressed in ADC units), charge distributions of each sampling GSO
layer with mono-energetic electron and muon beams were compared with the
prediction of Monte Carlo simulations. The �rst 10 scintillator layers were
calibrated using electron beam, while muon beam was used for the calibra-
tion of layers from 11th to 16th since the energy deposit of electromagnetic
showers was very low in the latter layers.
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4.3.1 Calibration with electron beam

In order to compare data and simulations, the energy deposit of each Monte
Carlo event was scaled with a conversion factor di�erent for each scintillator
layer. The energy deposit Ei

j (measured in GeV) of th ith event in the jth
layer was multiplied by a conversion factor Cj (in ADC/GeV units), di�erent
for each layer. After the conversion, a �uctuation σij to this value was added
to simulate pedestal �uctuations. The equation used for conversion is shown
in equation 4.1, where Si in the �nal converted energy deposit in ADC units.

Sij = Cj · Ei
j + σij (4.1)

Fluctuations σij are randomly sampled from a set of real pedestal events (i.e,
events randomly triggered without any incident particle). A simpler approach
would have been to randomly generate Gaussian �uctuation independently
for each layer with a standard deviation based on measured pedestal, but in
that case layer by layer correlation of the noise would not be cosidered. The
energy deposit histogram was then built with the scaled energy deposit Sij
for each layer. In case of data, the energy deposit is left as it is without any
scaling. Agreement between data and simulation distributions was measured
using a χ2 test as shown in equation 4.2, where Dk

j and Mk
j are the kth bin

content of the jth layer for data and Monte Carlo, respectively, while σDk
j
and

σSk
j
are the statistical errors associated to bin contents.

χ2
j(Cj) =

∑
k

(Dk
j −Mk

j )2

σ2
Dk

j
+ σ2

Mk
j

(4.2)

The sum
∑

k ranges only over histogram bins with a content above 30% of the
maximum of the distribution to avoid tail components, where there can be
a contribution from the hadron contamination of the beam. All the process
was repeated for several values of Cj in order to obtain the con�guration
which minimises the χ2

j . After plotting χ2
j as a function of Cj, a �t with

a 2nd order polynomial (f(x) = a · x2 + b · x + c) was done around the
minimum, as shown in �gure 4.2. The �ts for layers from the 2nd to the 10th
are shown in �gures 5 and 6 of the appendix for the small and large tower,
respectively. The minimum value of the �t function (χ2

j,min) was chosen as
the best value for the conversion factor Cj. The error on the conversion factor
(∆Cj) was de�ned as the interval of Cj around the minimum where the χ2

j

increased less than �1� above the minimum value (i.e., it satis�ed the relation
∆χ2

j ≡ |χ2
j − χ2

j,min| < 1). Since there is only one free parameter (Cj), the
condition ∆χ2

j < 1 gives a con�dence interval of 1-σ for the estimation of
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Figure 4.2: χ2
j as a function of Cj for the 6th layer of small tower with 200

GeV electron beam (blue histogram). The �t function is represented as a red
line.

the conversion factor [45]. An example of the comparison between data and
Monte Carlo distributions after the �t is shown in �gure 4.3.

Events selected for the calibration had to satisfy the following conditions:

1. Incident position of particles inside a square of 5 mm × 5 mm and 10
mm × 10 mm around the calorimeter center for small and large tower,
respectively, to limit e�ects of shower leakage and non uniformity of
light collection e�ciency of scintillators.

2. Only one particle incident in the same tower. Events with more than
one particle (�multi-hit� events) were recognized from the transverse
distribution of the shower inside the calorimeter measured by the silicon
detector and from the number of tracks in the ADAMO silicon tracker.

3. More than 90% of the total energy deposit released within 20 radiation
lengths to avoid contamination from hadrons (whose showers develop
in deeper layers of the calorimeter compared to electrons).

4. Sum-dE within 3 σ of the mean of Sum-dE distribution. At �rst the
Sum-dE distribution was obtained for the events that sati�ed the previ-
ous conditions, then the mean and σ of the distribution was measured
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Figure 4.3: Energy deposit distribution of data (blue points) and simula-
tion (red histogram) obtained with 200 GeV electrons for the 6th layer of
small tower. The Monte Carlo distribution with best agreement with data is
plotted.

with a Gaussian �t. Finally, events that satis�ed this condition were
selected.

Since the last two conditions needed an estimation of the Cj for all layers to
equalise scintillator gains, all the procedure for the estimation of the conver-
sion factors was iterated several times.

Best-�t distributions of energy deposit for layers from the 2nd to the 10th
are shown instead in �gures 4.4 and 4.5 for the small and large tower, respec-
tively. Scaled Monte Carlo distributions well reproduce data distributions.
Final results for the conversion factors with 200 GeV electron beam are pre-
sented in table 4.1. Values of the reduced χ2

j con�rm the good agreement
between data and simulations.

4.3.2 Calibration with muon beam

Since muons could penetrate through all the length of calorimeters, data ob-
tained with muon beam were used to calculate conversion factors for all lay-
ers. The calibration procedure with muon beam was similar to the one used
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Figure 4.4: Energy deposit distribution of data (blue points) and simulation
(red histogram) obtained with 200 GeV electrons for layers from the 2nd
to the 10th of the small tower. The Monte Carlo distribution with best
agreement with data is plotted.
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Figure 4.5: Energy deposit distribution of data (blue points) and simulation
(red histogram) obtained with 200 GeV electrons for layers from the 2nd
to the 10th of the large tower. The Monte Carlo distribution with best
agreement with data is plotted.
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Small tower Large tower

Layer Cj ∆Cj χ2
j/ndf Cj ∆Cj χ2

j/ndf

1 820 ±6 0.90 995 ±4 0.51
2 828 ±5 0.80 757.4 ±1.9 0.52
3 576.2 ±1.5 0.98 643.7 ±0.9 0.81
4 802.3 ±1.0 0.38 1118.0 ±0.7 0.77
5 742.9 ±0.8 0.75 723.1 ±0.4 0.65
6 380.6 ±0.8 1.00 555.1 ±0.5 0.91
7 781 ±2 0.31 963.1 ±1.6 0.35
8 729 ±3 0.25 580.9 ±1.3 1.22
9 820 ±4 0.80 1037 ±3 0.68
10 1335 ±9 0.86 1303 ±4 0.25

Table 4.1: Fit results for conversion factors with 200 GeV electron beam. Cj
together with its uncertainty ∆Cj and the reduced χ2

j are shown for each
tower and layer. Units for Cj and ∆Cj are ADC/GeV.

with electrons but with an important di�erence: there was not only one free
parameter considered but also a Poissonian smearing with mean νj (consid-
ered as a free parameter) was applied to simulation in addition to the scaling
with the conversion factor Cj. The Poissonian smearing represents �uctua-
tions of the number of generated photo-electrons in PMT photo-cathode that
read the GSO scintillators. So, νj is the mean number of photo-electrons
generated with a signal induced by the energy deposit of a muon in the
scintillator. This smearing was negligible in case of electrons because of the
very high energy deposit and, as a consequence, the high number of photo-
electrons generated in each event. In addition, a Gaussian smearing (�xed to
30%) was implemented to simulate the resolution of the PMT itself. Finally,
the pedestal �uctuations were implemented as was done for electrons. The
implementation of these e�ects in simulations is shown in equation 4.3, where
Ei
j is the energy deposit of the jth layer in the ith event, Cj is the conversion

factor, P i(νj) is a random number generated from a Poisson distribution with
mean νj, G

i
30% is a random number generated from a Gaussian distribution

with mean = 1 and σ = 0.3, and σij is the pedestal �uctuation. P
i(νj) was

divided by its mean νj to generate a smearing distribution with mean = 1.

Sij = Ei
j · Cj ·

P i(νj)

νj
·Gi

30% + σij (4.3)

Data distributions were left unchanged. The comparison between data and
simulation distributions was done in the same way as in case of electrons,
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using equation 4.2 to calculate the χ2
j . Since there are two free parameters,

a two-dimensional grid of χ2
j values as a function of Cj and νj was created.

That two-dimensional distribution was �tted with a two-dimensional 2nd
order polynomial (f(x, y) = a(x−x0)

2 + b(x−x0)(y−y0) + c(y−y0)
2 +d) to

estimate the minimum value of the χ2
j . The error on parameters was de�ned

as the region of (Cj, νj) that satis�ed the relation ∆χ2
j = |χ2

j − χ2
j,min| < 2.3

which gives a 1-σ con�dence interval for the estimation of parameters Cj and
νj [45]. The �t for the 14th layer of the large tower is shown in �gure 4.6. The
�ts for the other layers are shown in �gures 7 and 8 of the appendix for the
small and large tower, respectively. An example of the comparison between
data and Monte Carlo distributions after the �t is shown in �gure 4.7.
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Figure 4.6: χ2
j as a function of Cj and νj for the 14th layer of large tower with

150 GeV muon beam (black points). The 1-σ con�dence interval is plotted
as a red line.

Events that satis�ed the following conditions were selected for the mea-
surement of the conversion factors:

1. Incident position of particles inside a square of 5 mm × 5 mm and
10 mm × 10 mm around the calorimeter center for small and large
tower, respectively, to limit the e�ect of light collection e�ciency of
scintillators (leakage was not a problem since muons don't generate
showers). The same acceptance area of electrons was chosen to give
the possibility of a direct comparison of conversion factors.
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Figure 4.7: Energy deposit distribution of data (blue points) and simula-
tion (red histogram) obtained with 150 GeV muons for the 14th layer of
large tower. The Monte Carlo distribution with best agreement with data is
plotted.

2. Only one particle incident in the same tower (same as electron case).

3. Alignment of the position reconstructed by the silicon microstrip layers
with a tolerance of 3.2 mm (corresponding to 20 microstrips) to select
non-interacting muons which passed through all the calorimeter. The
tolerance could not be set smaller because of the unavoidable multiple
elastic scattering of muons inside the calorimeter.

Since these conditions do not depends on Cj, an iterative method was not
necessary. However, an iterative method was used to gradually decrease the
intervals of Cj and νj where the χ

2
j was calculated and to �nd the optimal

intervals for the �nal �t.
Best-�t energy deposit distributions are shown in �gures 4.8 and 4.9 for

layers from the 2nd to the 13th of the small and large tower, respectively. Also
in this case there is a good agreement between data and simulations. Final
results for Cj estimation are shown in table 4.2. It should be noted that the
PMTs voltage and gain mode of ADC used were di�erent between electron
and muon operations, so results are not directly comparable. The comparison
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between electron and muon beam results will be done in section 4.5 after
correcting for these e�ects.
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Figure 4.8: Energy deposit distribution of data (blue points) and simulation
(red histogram) obtained with 150 GeV muon beam for layers from the 2nd
to the 13th of the small tower. The Monte Carlo distribution with best
agreement with data is plotted.
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Figure 4.9: Energy deposit distribution of data (blue points) and simulation
(red histogram) obtained with 150 GeV muon beam for layers from the 2nd
to the 13th of the large tower. The Monte Carlo distribution with best
agreement with data is plotted.
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Small tower Large tower

Layer Cj ∆Cj χ2/ ndf Cj ∆Cj χ2/ ndf
1 96×103 3×103 0.57 123×103 3×103 0.17
2 101×103 3×103 0.33 100×103 3×103 0.36
3 85×103 3×103 0.30 97×103 3×103 0.35
4 110×103 3×103 0.88 152×103 4×103 0.83
5 117×103 4×103 0.45 96×103 3×103 0.30
6 67×103 4×103 3.51 83×103 3×103 0.10
7 124×103 5×103 0.41 138×103 4×103 0.27
8 113×103 4×103 0.36 76×103 3×103 0.55
9 122×103 5×103 0.72 124×103 3×103 0.77
10 216×103 6×103 0.35 195×103 6×103 0.37
11 122×103 5×103 0.63 136×103 4×103 0.55
12 128×103 4×103 0.20 118×103 4×103 1.27
13 123×103 4×103 0.64 116×103 4×103 0.27
14 145×103 4×103 0.28 132×103 4×103 0.49
15 129×103 6×103 0.80 117×103 3×103 0.13
16 139×103 5×103 0.42 148×103 4×103 0.18

Table 4.2: Fit results for conversion factors with 150 GeV muon beam. Cj
together with its uncertainty ∆Cj and the reduced χ2

j are shown for each
tower and layer. Units for Cj and ∆Cj are ADC/GeV.
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4.4 Energy resolution and linearity

In order to determine the energy resolution for electromagnetic showers, the
total energy deposit of electrons in the scintillator layers from the 2nd to
the 13th were integrated to obtain the Sum-dE, as was done in section 3.1
for simulations. Only particles incident in the center of the calorimeters
were considered in order to limit the light collection e�ciency and leakage
e�ects. The chosen acceptance area was the same used for electron and
muon calibration described in sections 4.3.1 and 4.3.2. Figure 4.10 shows the
distribution of the Sum-dE for small tower with 200 GeV electron beam for
both data and simulations. The resolution was de�ned as the σ divided by
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Figure 4.10: The distribution of the total energy deposit of the small tower
for data (blue points) and simulation (red line) with 200 GeV electron beam.

the mean of the Sum-dE distribution. The mean and σ were measured with
a Gaussian �t on the distribution. The energy dependence of the resolution
was parametrised as

σ

E
=

p0√
E/(100 GeV)

⊕ p1 (4.4)

where σ/E is the resolution, E is the energy of the incident particle, p0 and
p1 are free parameters, and '⊕' represents a quadratic sum. Resolution vs
energy relation measured for data and predicted by Monte Carlo together
with the �t results using equation 4.4 are shown in �gures 4.11 and 4.12 for
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Figure 4.11: Energy dependence of the energy resolution of the small tower
for data (�lled circles) and simulation (open circles). The �t function is
drawn as a red and blue line for data and simulation, respectively.
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drawn as a red and blue line for data and simulation, respectively.
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small and large tower, respectively. A resolution better than 2% above
150 GeV was achieved in both data and simulations. The �t function well
represents simulations results but it does not agree with data within the
errors. The parameter p0 (correspondent to the stochastic contribution to
the resolution) is between 2.2% and 2.4% for both data and simulations. The
constant term p1 is compatible with 0 for the small tower and 0.38% for the
large tower in case of simulations, while it gives a contribution of 0.96% and
0.83% for the small and large tower, respectively, in case of data.

The linearity of the calorimeter response was checked by �tting with
a linear function the relation between the Sum-dE and the energy of the
incident particle (Sum-dE = a ·E + b, where E is the incident energy and a,
b are free parameters) for all the electron beam energies. The energy vs Sum-
dE relation and the �t function for data are shown in �gures 4.13 and 4.14
for small and large tower, respectively. The deviations from linearity were
smaller than 0.5% in the whole energy range between 100 GeV and 250 GeV
for both towers, as shown in �gures 4.15 and 4.16.
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Figure 4.13: The relation between the total energy deposit and the energy of
the incident particle of the small tower for measured data. The �t function
is drawn as a dashed line
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Figure 4.14: The relation between the total energy deposit and the energy of
the incident particle of the large tower for measured data. The �t function
is drawn as a dashed line
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Figure 4.15: Relative residuals of the linear �t of the relation between the
Sum-dE and the incident particle energy of the small tower for measured
data.
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Figure 4.16: Relative residuals of the linear �t of the relation between the
Sum-dE and the incident particle energy of the large tower for measured
data.

4.5 Systematic errors estimation

Using SPS data there was the possibility to estimate two contribution to
the systematic uncertainty of the energy scale. The uncertainty on the mea-
surement of conversion factors will be discussed in section 4.5.1, while the
error associated to the position dependence of the signal will be examined in
section 4.5.2. Other contributions to the energy scale systematic error will
be discussed later in section 5.6.1.

4.5.1 Conversion factors

The conversion factors determined with di�erent electron beam energies and
with muon beam were compared to estimate the systematic uncertainties
associated to the measurement of factors Cj. Since the applied high voltages
for the PMTs were 600 V and 1000 V for the electron and muon operations
respectively, the muon conversion factors were re-scaled by the ratio of the
PMT gain between the two con�gurations (ranging between 14 and 21).
The temperature dependence of the PMT gain was also measured with a
calibration laser and corrected before comparing muon factors and electron
factors. Figures 4.17 and 4.18 show the conversion factors of layers from the
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2nd to the 10th (called �electromagnetic layers�, or �EM layers�, hereafter)
for muon beam and all electron beams for small and large tower, respectively.
Factors are normalised to the ones measured with the 200 GeV electron beam.
Systematic error associated to the conversion factors was de�ned as the
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Figure 4.17: Conversion factor of the small tower measured with di�erent
electron energies (coloured points) and with muons (black points) normalised
to factors obtained with 200 GeV electrons. Only electromagnetic layers are
shown.

relative deviation of factors from the ones measured at 200 GeV. The error
was estimated using only EM layers, where electromagnetic shower are well
developed. The contribution from other layers to the Sum-dE is estimated
from simulations as 1.4 % for a 200 GeV photon and 6 % for a 6 TeV photon,
so their contribution to the energy reconstruction (and its uncertainty) is
small compared to EM layers. The root mean square of deviation for electron-
based factors was 0.8 %, while deviations of muon-based factors were of the
order of 5-10 %. Since muon factor are used only in latter layer where the
energy deposit is small, the contribution of the systematic uncertainty on
muon-based factor is negligible. For this reason, the systematic uncertainty
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Figure 4.18: Conversion factor of the large tower measured with di�erent
electron energies (coloured points) and with muons (black points) normalised
to factors obtained with 200 GeV electrons. Only electromagnetic layers are
shown.
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associated to the conversion factors measurement was estimated as 0.8 %. In
the following analysis, coversion factors obtained with the 200 GeV electron
beam were used for EM layers, while muon-based factors were used for latter
layers.

4.5.2 Non-uniformity correction

Using the data sample from the scan of the whole surface of the towers, the
performance of the correction for the position dependence of calorimeters
response described in section 3.2.3 could be checked. The transverse surface
of each tower was divided in a grid of 1 mm bins and the mean Sum-dE
was computed for each position bin before and after the non-uniformity cor-
rection. The region within 2 mm from the calorimeter border was removed
because the gradient of the position dependence of the signal was too large
and it could not be properly corrected using this method. The map of the
position dependence of the Sum-dE is shown in �gures 4.19 and 4.20 for
the small and large tower, respectively. The leakage and e�ciency correction
greatly improved the uniformity of the detector response, since the deviations
from the Sum-dE at the center of the calorimeter were 1.1 % and 1.0 % for
small and large tower respectively. The systematic error due to the position
dependence of the detector response was set to 1.1 %.
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Figure 4.19: The position dependence of the Sum-dE. X and Y represent
the transverse coordinates of the small tower. An uniformity at the level of
∼ 1 % is realized after the correction.
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Figure 4.20: The position dependence of the Sum-dE. X and Y represent
the transverse coordinates of the large tower. An uniformity at the level of
∼ 1 % is realized after the correction.
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Chapter 5

Data analysis for proton-proton

collisions at
√

s = 13 TeV

In this chapter the details of data analysis will be described. The data
taking conditions and the data sample used for this analysis will be described
in section 5.1. The reconstruction procedure of each acquired event will
be explained in section 5.2 while criteria for the selection of events will be
discussed in section 5.3. The correction to be applied to the spectrum due to
the particle identi�cation (PID) selection will be discussed in section 5.4 while
the correction for the response of the detector (unfolding) will be explained in
section 5.5. The contribution from systematic errors to the energy spectrum
of photons will be discussed in section 5.6 and �nally the spectrum will be
compared with Monte Carlo predictions in section 5.7.

5.1 The LHCf run

The LHCf data taking for proton-proton collisions at
√
s = 13 TeV was

performed from 10th to 13th of June 2015 at the Large Hadron Collider.
Since the detectors were not suitable for high luminosity operations because
of radiation damage, a dedicated run with low luminosity was provided for
LHCf. During all operation the trigger was exchanged with the ATLAS
experiment to give the possibility of a common analysis which can provide
useful information about the type of collision from which events recorded
by LHCf were originated. The instantaneous luminosity was ∼ 1029cm−2s−1

with a pile-up 1 µ = 0.01 or 0.03. The total crossing angle between colliding
beams was 290 µrad, while β∗ was 19 m. The total data acquisition time was
26.6 hours, during which 4×107 shower events in calorimeters were recorded

1Mean number of collisions in a single bunch crossing.

56



and 5× 105 π0 decays were observed. The integrated number of events as a
function of time is shown in �gure 5.1. An example of π0 event is shown in
�gure 5.2.
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Figure 5.1: Number of integrated events recorded by LHCF as a function of
time. Solid lines represent the number of showers observed in each detector,
while dashed lines show the number of observed π0 events (multiplied by
20 for convenience). Red lines show Arm1 data while blue ones show Arm2
data.

Fill #3855 was selected for the data analysis in this work. This decision
was based on the fact that it was the LHCf-dedicated �ll which lasted longer
(14 hours) and its luminosity was more stable than the previous long �ll
(#3851, about 11 hours). For the �rst 3 hours beams were colliding with
µ = 0.01 and a luminosity of ∼ 0.4 × 1029, then µ was increased to 0.03
(and the luminosity to ∼ 1.4× 1029). Only the data acquired with µ = 0.01
were used in this analysis to minimise the probability of pile-up events. The
statistics was enough for the purpose of this analysis anyway.

The integrated luminosity of the selected sample of data was calculated
from the instantaneous luminosity derived by ATLAS from a calibration of
the luminosity scale using x-y beam-separation scans performed in August
2015, following a methodology similar to that detailed in [46]. The instan-
taneous luminosity was multiplied by the DAQ e�ciency of LHCf (between
40% and 50%) and integrated over all the run time. The resulting integrated
luminosity recorded by LHCf was 0.191 nb−1 with a precision of 1.9%. Since
the energy spectrum will be normalised to the number of inelastic collisions,
also the inelastic cross section of proton-proton collisions (σinel) was neces-
sary. The cross section was extrapolated from TOTEM data at

√
s = 8
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Figure 5.2: A π0 event detected by the Arm2 detector. Each tower was hit
by a ∼ 1 TeV photon from a π0 decay. Longitudinal pro�le of shower inside
the calorimeters is shown in the upper plots, while the transverse pro�le
measured by the silicon layers is shown in the bottom plots for both the
horizontal (X) and vertical (Y) axis.

TeV using the best �t of σinel vs
√
s relation done by the COMPLETE col-

laboration [45, 47]. The extrapolated value of the inelastic cross section at√
s = 13 TeV was 78.53 mb, so the estimated number of inelastic collision

was 1.50× 107.

5.2 Reconstruction procedure

There were several steps to be performed in order to convert the measured
energy deposit in scintillators into the energy of the photon. The silicon
detectors were used instead to measure the position of the incident particle,
which will be used to determine the angle of the particle with respect to the
beam axis and to calculate the position dependence correction described in
section 3.2.3. In case of Monte Carlo simulations, the same method used for
data was utilised for reconstructing the events; in addition, pedestal �uctu-
ations were implemented for both position and energy reconstruction.
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5.2.1 Position reconstruction

A single silicon detector covers both small and large tower, so when measuring
the position of a particle incident in a calorimeter only the range of strips that
cover the tower was considered. The TSpectrum [48�50] method was used
to identify position and number of the peaks observed in silicon. Then, a �t
with a 3-component Lorentzian function was done on the measured transverse
distribution of the shower. The �t function is expressed in equation 5.1 [51]:

f(x) = p0

[
p2

(x−p1)2

p3
+ p3

+
p4

(x−p1)2

p5
+ p5

+
1− p2 − p4

(x−p1)2

p6
+ p6

]
(5.1)

where x is the X or Y coordinate depending on the orientation of the strips
and p0 ... p6 are free parameters. Initial values of parameters were set using
the information from TSpectrum. The reconstructed position was de�ned
as the parameter p1 after the �t in the couple of X-Y detectors with the
maximum energy deposit. In events where there were two (or more) peaks
found by TSpectrum in the same tower, the �t function was constructed as
the sum of two functions de�ned with equation 5.1: so, the number of free
parameters was 14 instead of 7.

5.2.2 Energy reconstruction

The reconstruction of the energy of a particle from the energy deposit in
scintillators was composed of the following steps:

1. Energy deposit conversion: the measured energy deposit in ADC units
was converted to the real energy deposit according to the following
equation:

dEi
j = Sij ·

Gj(HVj)

Cj
· 1

Pj(xi, yi)
· 1

Aj
(5.2)

where

� Sij is the measured energy deposit in ADC units for the j-th scin-
tillator in the i-th event, after the subtraction of the pedestal.

� Cj is the conversion factor measured at the beam test at SPS, as
described in section 4.3.

� Gj(HVj) is the factor between the gain of the PMT at 600 V
(which was used at SPS) and the gain at the voltage HVj used at
LHC, ranging from 375 V to 450 V for di�erent layers.
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� Pj(xi, yi) is the correction factor for the non-unifomity of the de-
tector response calculated for the reconstructed position (xi, yi),
as described in section 3.2.3.

� Aj is the attenuation factor of the analog signal along the ∼ 200
meters long cable that connects the detector to the readout elec-
tronics. It was measured at the SPS using a replica of the 200
meters long cable.

� dEi
j is the energy deposit measured for the j-th scintillator in the

i-th event converted to GeV units and corrected for the position
dependence of the signal.

Obviously, this step was not performed when analysing Monte Carlo
simulations,

2. Total energy release: the total energy deposit in the calorimeter was
obtained computing the Sum-dE as de�ned in section 3.1:

Sum-dE =
13∑
j=2

dEj · wj (5.3)

where dEj is the energy deposit in the j-th layer, while wj = 1 for
j ≤ 11 and wj = 2 for j ≥ 12 to deal with the di�erent sampling step
of scintillator layers.

3. Energy estimation: �nally, the Sum-dE was converted to the energy of
the primary particle using equation 3.1, which was previously discussed
in section 3.1. In order to check the validity of the absolute energy scale
for data, the invariant mass of the two photons in π0 events was re-
constructed. The π0 mass peak was not found at the expected value
of 134.98 MeV, even in Monte Carlo simulations: since events with a
photon in each tower were considered, part of the shower developed in
a calorimeter enters in the other tower and increases its reconstructed
energy (the so called �leakage-in� e�ect). Since there was not a correc-
tion applied for this e�ect, the energy scale was checked by comparing
the π0 mass peak of data with the one predicted by simulation. The
peak of the invariant mass distribution was found with a Gaussian �t
restricted around the maximum as shown in �gure 5.3 for both data
and Monte Carlo. The peak in data was found 1.6% below the one
predicted by simulation. A re-scaling factor of 1.016 was applied to
the energy of each photon event to account for this energy scale shift.
As will be discussed in section 5.6.1, this shift was consistent with the
estimated systematic error.
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Figure 5.3: Invariant mass distribution of events with a photon incident on
each tower (blue histogram). The π0 mass peak of both data and simulation
was shifted because of the leakage-in e�ect. A systematic shift of 1.6% of
data peak with respect to Monte Carlo prediction can be seen from the result
of the Gaussian �t around the peak (red line).
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5.3 Event selection

In order to select the desired sample of photon events, the following cuts were
applied:

� Particle identi�cation cut (PID): hadron events was rejected to select
only photon-induced showers. The discrimination was based on the
longitudinal pro�le of the shower development in the calorimeter. The
PID cut is a function of one parameter, L90%, which was de�ned as the
longitudinal depth in the tower where 90% of the total energy deposit is
contained. A lower value of L90% is expected for electromagnetic show-
ers with respect to hadronic ones because of the signi�cantly lower value
of the radiation length compared to the hadronic interaction length in
tungsten. The L90% distribution of all shower developing in the small
tower is shown in �gure 5.4. An energy dependent threshold, Lthr,
was de�ned: particles with L90% < Lthr were identi�ed as photons,
while other particles were identi�ed as hadrons and discarded from the
analysis. Details about the choice of the threshold and the study of
the correction for e�ciency and purity of this cut will be explained in
section 5.4.

� Energy cut: only events with an energy > 200 GeV were selected to
have a ∼ 100% trigger e�ciency and to avoid background from low
energy particles produced in the interaction of collision products with
the beam pipe.

� Multi-hit cut: events with more than one particle in the same tower
(multi-hit events) were rejected due to the di�culty to determine the
sharing of the energy deposit in scintillators between the two (or more)
particles. The correction for the e�ect of this cut on the energy spec-
trum will be discussed in section 5.5.

� Position cut: as already explained in section 4.5.2, the region within 2
mm from the tower edge was excluded from the analysis because the
position dependence of the signal was not properly corrected. However,
the pseudorapidity cut described below automatically excluded this
region.

� Pseudorapidity cut: using the reconstructed position from the silicon
detectors, only events falling in a limited range of pseudorapidity η and
azimuthal angle φ were selected: η > 10.94 and −90◦ < φ < 90◦ for the
small tower, 8.81 < η < 8.99 and 45◦ < φ < 65◦ for the large tower.
The same ranges were also chosen for Arm1 detector to allow combining
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later the data of both Arms. In order to calculate η and φ, also the
position of the centre of the beam was necessary. The beam centre
was measured by taking advantage of the fact that hadron distribution
hitmap presents a peak in the very forward region as shown in �gure 5.5.
A �t with a two-dimensional exponential function was done on the
hitmap of hadrons to get the beam centre [40]. The hitmap of photons
with energy > 200 GeV inside the selected pseudorapidity regions is
shown in �gure 5.6.
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Figure 5.4: L90% distribution of all events recorded in the small tower with
reconstructed energy > 200 GeV. The peak around 16X0 is related to electro-
magnetic showers, while the other big peak corresponds to hadronic showers.
Small structures at 26, 30 and 34 X0 are caused by the discrete sampling of
the shower.

5.4 PID correction

As described in the prevoius section, the parameter L90% was used to dis-
criminate photons from hadrons. E�ciency and purity of this particle identi-
�cation method must be calculated in order to correct for the bias of this cut.
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Figure 5.5: Hitmap of hadrons with energy > 1 TeV. Black boxes represent
the tower boundaries. The hadron distribution features a peak in the very
forward region around the centre of the beam.

The PID e�ciency was de�ned as the fraction of photons properly identi�ed
with respect of the total number of photons:

ε =
ngg

ngg + ngh
(5.4)

where ngg is the number of photons properly identi�ed and ngh is the number
of photons identi�ed as hadrons (i.e., gammas with L90% > Lthr). The PID
purity was de�ned as the fraction of real photon events in the sample of
events passing the PID cut:

P =
ngg

ngg + nhg
(5.5)
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Figure 5.6: Hitmap of photons with energy > 200 GeV in the selected pseu-
dorapidity regions. Black boxes represent the tower boundaries.

where ngg is the number of photons identi�ed as gammas and nhg is the
number of hadrons identi�ed as photons (i.e., hadrons with L90% < Lthr). In
order to obtain the real number of photon events, the measured number has
to be multiplied by a factor P · ε−1. Since the distribution of L90% depends
on the energy of the particles, ε and P also depend on the energy region
considered. So, e�ciency and purity were estimated in each energy bin of
the �nal energy spectrum histogram.

The sample of 108 events simulated with QGSJET described at the be-
ginning of chapter 3 was used to estimate the PID e�ciency as a function of
Lthr and of energy. Lthr was �xed in each energy bin to obtain ε = 90%. In
order to obtain a continuous Lthr as a function of the energy, the obtained
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Lthr vs energy plot was �tted with the function

Lthr(E) = p0 · ln(p1 · E + p2) (5.6)

where E is the energy and p0, p1 and p2 are free parameters. The value
of Lthr for each analysed event was calculated with equation 5.6 using the
reconstructed energy of the particle. The results of the �t for small and large
tower are listed in table 5.1. The plot of Lthr vs E, including the best �t
function, is shown in �gure 5.7.

Tower p0 [X0] p1 [GeV
−1] p2

Small 2.16 3.01 3.05 ×103

Large 1.66 69.3 3.50 ×104

Table 5.1:
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Figure 5.7: Lthr as a function of the energy for the small tower. The �t
function is drawn in red.

While the PID e�ciency only depends on the shape of the photon L90%

distribution, PID purity depends also on the ratio between the number of
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hadron events and the photon yield. The last quantity strongly depends
on the model used as generator, so it was not possible to rely on results
of a single model. In order to obtain a more accurate estimation of the
purity, the so called �template �t� was used. In each energy bin the L90%

distribution of the QGSJET sample (the �template�) was compared with the
one obtained from measured data. The contributions of photons and hadrons
to the template L90% distribution were separated using the Monte Carlo truth
and independently normalised to better �t the experimental distribution.
Normalisation factors, indicated with α and β for the photon and hadron
distribution, respectively, were treated as free parameters. The comparison
of L90% distribution between data and normalised simulation was done for
each energy bin with a χ2 test:

χ2(α, β) =
∑
k

(Dk −Mk(α, β))2

σ2
Dk

+ σ2
Mk(α,β)

(5.7)

where Dk andMk(α, β) are the counts in the k-th bin of the L90% distribution
histogram for data and template, respectively, while σDk

and σMk(α,β) are the
associated errors to the bin contents. The simulation normalised with the
best-�t α and β factors was �nally used to estimate the purity:

P =
αngg

αngg + βnhg
(5.8)

Some examples of best-�t template distributions are shown in �gures 5.8
and 5.9. Normalised template distributions well reproduce data distributions.

The corrected energy spectrum and the con�dence interval were estimated
with a log-likelihood approach. The number of observed photon events Nobs

follows the Poisson distribution with mean Ncorr · ε · P−1, where Ncorr is the
estimated real number of photons. The probability to observe Nobs is given
by

Prob(Nobs|Ncorr, ε, P ) =
µNobse−µ

Nobs!

µ = Ncorr · ε · P−1

(5.9)

PID e�ciency and purity follow instead the binomial distribution:

Prob(k|m, p) =
m!

k!(m− k)!
pk(1− p)(m−k) (5.10)

with m = ngg +ngh, k = ngg, p = ε for e�ciency and m = ngg +nhg, k = ngg,
p = P for purity. Since k and m were measured from the simulation and
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Figure 5.9: Comparison between best-�t template L90% distribution and data
of large tower in two di�erent energy bins. Red and blue �lled histograms rep-
resent photon and hadron distribution, respectively, green histogram shows
the sum of the two above components and black points represent data.
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the true value of p was unknown, the Bayes theorem was used to obtain the
probability density of the real value of p once k and m are known. Assuming
a prior probability of p uniform in the range 0 < p < 1, the probability
density of p was calculated:

Prob(p|m, k) = Z(m, k) pk(1− p)(m−k) (5.11)

where Z(m, k) is a normalisation constant only dependent on k and m [52].
The likelihood function was de�ned as

L(Nobs|Ncorr, ε, P ) =

Prob(Nobs|Ncorr, ε, P ) · Prob(ε|ngg, ngh) · Prob(P |ngg, nhg)
(5.12)

Substituting the results from equations 5.9 and 5.11 into equation 5.12, the
log-likelihood ratio was constructed:

χ2 =− 2 log(
L

L0

)

= 2

[
(Ncorr · ε · P−1 −Nobs)−Nobs log

(
Ncorr · ε · P−1

Nobs

)]
− 2

[
ngg log

(
ε

ε0

)
+ ngh log

(
1− ε
1− ε0

)]
− 2

[
αngg log

(
P

P0

)
+ βnhg log

(
1− P
1− P0

)]
ngg + nhg
αngg + βnhg

(5.13)

where ε0 and P0 are the e�ciency and purity estimated from equations 5.4
and 5.8, respectively, L0 is the likelihood function calculated substituting ε
and P for ε0 and P0 in equation 5.12, and in the last term the normalisation of
the template histogram was taken into account. Then, a �t with Ncorr, ε and
P treated as free parameters was done to minimise the χ2 of equation 5.13
and to get the best estimation of Ncorr and its con�dence interval. Finally,
the PID-corrected energy spectrum was constructed using the best-�t Ncorr

value found in each energy bin and the 1-σ con�dence interval was assigned as
the statistical error of each point. The best-�t values of e�ciency and purity
are shown in �gure 5.10. The comparison between the spectrum before and
after the PID correction is shown in �gures 5.11 and 5.12.

5.5 Unfolding of the measured spectrum

The true energy spectrum of photons incident on the calorimeters is distorted
because of the �nite energy resolution of the detector and by the e�ects of
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Figure 5.10: E�ciency (red points) and purity (blue point) resulting from
the template �t in each energy bin.
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Figure 5.11: Comparison between the photon energy spectrum of both towers
before and after the PID correction drawn as blue and red points, respec-
tively. Only statistical error are displayed.
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Figure 5.12: Ratio between the spectrum after and before the PID correction
for both towers.
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event selection criteria. The correction for the PID selection was already
described in section 5.4. Energy resolution and the distortion coming from
the multi-hit cut were corrected using the unfolding technique described in
this section. When considering a binned distribution, the response of the
detector can be modelled by a �response matrix� which acts on the vector of
the bin contents of the true distribution and transform it into the measured
spectrum:

n(Mj) =
∑
j

Rji · n(Ti) (5.14)

where n(Mj) is the content of the j-th bin of the measured spectrum, n(Ti)
is the content of the i-th bin of the true spectrum and Rji is the response
matrix. So, Rji can be seen as the probability for an event falling in the
i-th bin of the true spectrum to be observed in the j-th bin of the measured
spectrum. Inverting Rji is not a realistic option since it is not guaranteed
that the inverse matrix exists and, even in case of a non-singular matrix,
the obtained inverse matrix cannot distinguish statistical �uctuations from
real �ne structures of the spectrum. Other approaches are commonly used
in order to overcome these problems.

The method used in this analysis was an iterative unfolding algorithm
based on Bayes' theorem proposed by G. D'Agostini [53]. The conditional
probability for a cause Ti to be true when the e�ect Mj is measured is, from
Bayes' theorem,

P (Ti|Mj) =
P (Mj|Ti) P0(Ti)∑
k P (Mj|Tk) P0(Tk)

(5.15)

where the conditional probability P (Mj|Ti) can be identi�ed as the response
function Rji and P0(Ti) is the prior probability for the cause Ti to happen.
The expected number of events assigned to the cause Ti can be obtained as

n(Ti) =
1

εi

∑
j

P (Ti|Mj) n(Mj) (5.16)

where n(Mj) is the number of measured events for the e�ect Mj and εi ≡∑
k P (Mk|Ti) is the e�ciency to detect the cause Ti in at least one of the

measured e�ects. This calculation was iterated substituting the prior P0(Ti)
with the probability P (Ti) = n(Ti)/

∑
k n(Tk) resulting from the previous

step of the iteration. The response function P (Mj|Ti) can be estimated with a
Monte Carlo simulation of the detector response. The choice of the �rst prior
P0(Ti) depends on the information available on the true distribution; in case
there are no hypothesis about the true distribution an uniform distribution
can be used. In principle, the agreement will increase with the number of
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iteration and the unfolding matrix P (Ti|Mj) will approach the inverse matrix.
A �nite number of iterations is then �xed in order to avoid the problems
mentioned above when using directly the inverse matrix.

The unfolding of the LHCf photon energy spectrum was performed using
the RooUnfold framework [54]. The response function was generated using
the sample of QGSJET 108 events (�training� sample) that was used in sec-
tion 5.4 for the template �t. The �rst prior was set as the QGSJET spectrum
in order to have a prior closer to the real data distribution than an uniform
distribution. The response function was built as a two-dimensional histogram
with the measured energy and true energy as X and Y axes. For each event
of the training sample, the histogram was �lled with the appropriate mea-
sured and Monte Carlo truth energies in order to account for the resolution
of the detector. Photons in a multi-hit event that had to be included in
the spectrum (i.e., that satis�ed all the other event cuts) were considered as
�missed� events due to the limited e�ciency of the detector (the εi present
in equation 5.16). Also single-hit events misidenti�ed as multi-hit events
were included in missed events. Multi-hit events misidenti�ed as a single
photon were considered as background (�fake� events), to be subtracted from
the measured spectrum. The calculated response function for both towers is
shown in �gure 5.13. The contributions of missed and fake events are shown
instead in �gures 5.14 and 5.15.

The criterion used to choose the number of iterations was based on the
comparison between the unfolded spectrum after each step with the one from
the previous step. Iteration was stopped when the χ2 value of the comparison
between the two spectra was of the order of ∼1. Further iterations would not
improve signi�cantly the unfolded spectrum, but statistics �uctuations would
be emphasised. Unfolded spectra for both small and large tower compared
with measured ones are shown in �gures 5.16 and 5.17. The estimation of
the systematic uncertainties associated to the spectrum resulting after the
unfolding will be discussed in section 5.6. Finally, the spectrum will be
compared with the predictions of Monte Carlo generators in section 5.7.

5.6 Systematic uncertainties

The main contributions to the systematic uncertainty of the energy spectrum
are discussed in this section. The description of each source which contributes
to the systematic error of the measured spectrum is given in sections 5.6.1-
5.6.5. The calculation of the total systematic uncertainty is described in
section 5.6.6.
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Figure 5.13: Response function of small tower and large tower generated with
108 events of the QGSJET training sample.

76



Energy [GeV]
1000 2000 3000 4000 5000 6000 7000

E
ve

nt
s/

G
eV

3−10

2−10

1−10

1

10

210

(a) Small tower

Energy [GeV]
1000 2000 3000 4000 5000 6000 7000

E
ve

nt
s/

G
eV

3−10

2−10

1−10

1

10

210

310

(b) Large tower

Figure 5.14: Contribution of missed events compared with the true spectrum
(black): photon-photon multi-hit (blue), photon-hadron multi-hit (green)
and single photon misidenti�ed as multi-hit (red). The dominant contribu-
tion comes from photon-photon event for both tower, except the very low
energy region of small tower where photon-hadron events give the main con-
tribution. Misidenti�ed single-hit photons give a negligible contribution.
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Figure 5.15: Contribution of fake events compared with the measured
spectrum (black): photon-photon multi-hit (blue), photon-hadron multi-hit
(green). The dominant contribution comes from gamma-gamma event for
both tower, except the low energy region of small tower where gamma-hadron
events give the main contribution.
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Figure 5.16: Comparison between the measured spectrum (black points) and
the unfolded spectrum (red points) for both the small and large tower. Spec-
tra are normalised to the number of inelastic collisions.
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Figure 5.17: Ratio between the spectrum after (red points) and before (black
points) the unfolding for both the small and large tower.
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5.6.1 Energy scale

The contribution to the error from the measurement of conversion factors and
of the position dependence of signal in the calorimeter were already studied
in section 4.5. A summary of other contributions to the energy scale are
listed below. The determination of the magnitude of these errors was not a
part of this work, so only a brief description of the source of the uncertainty
is given [55].

� PMT gain table: error on the measurement of the relation between the
high voltage and the gain of the PMTs. The measurement was done
using a calibration laser, whose pulse was brought to each PMT inside
the detector through several optical �bres.

� Non-uniformity: error from the position dependence of the signal de-
scribed in section 4.5.2.

� Conversion factors: error on the conversion factors measurements de-
scribed in section 4.5.1.

� LPM e�ect (calibration): the e�ect of the Landau�Pomeranchuk�Migdal
(LPM) e�ect, which reduces the pair production cross section of high
energy photons [56,57], on the determination of conversion factors. The
error were estimated comparing the energy deposit in each layer of sim-
ulations with and without including the LPM e�ect. The simulations
used in calibration previously described in section 4.3.1 included the
LPM e�ect.

� LPM e�ect (Sum-dE): how the LPM e�ect modi�es the relation be-
tween Sum-dE and energy. Since the Sum-dE was obtained summing
the energy deposit until enough deep layers, this contribution is rather
small. The relation described in equation 3.1 was obtained including
the LPM e�ect in simulations.

� H.V. table: error on the calculated PMT gain due to the uncertainty
on the measured high voltage.

� Cable attenuation: error on the measurement of the attenuation factor
of the 200 meters long cable that bring the analog signal of PMTs to
the ADCs. This factor was measured at the SPS beam test using a
replica of the 200 meters long cable used at LHC.

� ADC linearity: error due to the deviation from linearity of the ADCs
that digitize PMTs analog signal.
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� Temperature correction: error associated to the estimation of the tem-
perature correction of PMTs gain. The relative variation of the gain
∆G/G is related to the variation of temperature ∆T by the relation
∆G/G = AT · ∆T , where AT is a constant coe�cient di�erent for
each PMT. The conversion factors obtained at the beam test at SPS
were corrected for the mean di�erence of temperature with respect to
the LHC tunnel. AT was measured analysing the temperature depen-
dence of the calibration laser signal. Typical values of AT are around
−0.5%/◦C. This error includes both the error on AT itself and the error
on the measurement of the temperature.

All the contributions from the above errors are listed in table 5.2. The total
energy scale error was estimated as the quadratic sum of all the contributions,
resulting as 2.7%. The π0 mass shift described in section 5.2.2 was found to
be 1.6%, so it is consistent with the absolute energy scale systematic error.

Source Error

PMT gain table 1.8%
Non-uniformity 1.1%

LPM e�ect (calibration) 1.0%
Conversion factors 0.8%

LPM e�ect (Sum-dE) 0.7%
H.V. table 0.7%

Cable attenuation 0.5%
ADC linearity 0.1%

Temperature correction 0.1%

Total energy scale error 2.7%

Table 5.2: Summary of all the contributions to the systematic error of the
energy scale. The total error is calculated as the quadratic sum of all the
errors.

The systematic uncertainty associated to the spectrum was obtained scal-
ing the energy of each event by ±2.7% and comparing the scaled spectra to
the original one. The ratio between the scaled spectra and the original spec-
trum is shown in �gure 5.18. Instead of assigning the systematic error as
the deviation obtained in each energy bin, which is subject to statistical
�uctuations, the systematic error was assigned as a broken linear function
with di�erent slopes reproducing the trend of the deviations from the original
spectrum (dashed green line in �gure 5.18). This approach was used also for
the other sources of systematic errors described in the next sections.
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Figure 5.18: Ratio between the spectra obtained scaling the energy of each
event by -2.7% and +2.7% (blue and red histogram, respectively) and the
nominal spectrum (black points). The green dashed line represents the as-
signed systematic error. Statistical errors of the spectrum with the nominal
energy scale are shown for reference.
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5.6.2 Beam centre stability

The position of the beam centre a�ected the selection of the pseudorapidity
region, so any uncertainty on the measurement of the beam centre induced
a systematic error to the spectrum. Figure 5.19 shows the change of the
measured beam centre position during �ll #3855. Fluctuations were found
to be of the order of ∼0.3 mm, greater than the precision of the mean beam
centre measurement using all the data of the �ll.

Figure 5.19: Fluctuation of the position of the beam centre along X and
Y axis (in the upper and lower picture, respectively) as a function of time.
Acquired data were divided in samples of ∼125000 triggered events and the
�t on the beam centre was done for each sample. X or Y coordinate is
reported in the vertical axis, while the horizontal axis reports the progressive
number of the beam centre measurements. The red line represents the value
measured using the all sample of data and dashed lines show the uncertainty
of the �t.

The systematic error was estimated by arti�cially moving the position of
the beam centre when calculating the pseudorapidity. Beam position was
moved by ±0.3 mm on the X and Y axis and the spectra measured with
the shifted position were compared to the original one. The ratio of the
shifted spectra relative to nominal spectrum are shown in �gure 5.20. The
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Figure 5.20: Ratio between the spectra obtained shifting arti�cially the beam
centre (coloured points) and the nominal spectrum for both small and large
tower (black points). Bigger bins were used to reduce statistical �uctuations.
The green dashed line represents the assigned systematic error. Statistical
errors of the spectrum in the nominal position are shown for reference.
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shift toward the positive X axis for the small tower gave a more signi�cant
contribution compared to other directions, because it shifted the beam centre
very near to the border of the calorimeter. The relative variation from the
nominal spectrum was assigned as the systematic error associated to the
beam centre determination.

5.6.3 PID correction

The systematic uncertainty associated to the PID correction was estimated
changing the criterion for the choice of the threshold Lthr discussed in sec-
tion 5.4. Instead of choosing Lthr to get a 90% photon selection e�ciency, the
PID selection and correction was also performed using the threshold values
that gave 85% and 95% photon selection e�ciency. The spectra after the
correction were compared to obtain the uncertainty associated to the choice
of the threshold Lthr in the PID correction method. The comparison between
the spectra with di�erent threshold is shown in �gure 5.21. The systematic
error was de�ned as the relative deviation from the standard spectrum.

5.6.4 Multi-hit detection e�ciency

The unfolding process described in section 5.5 was used to correct the en-
ergy spectrum for the e�ect of the multi-hit cut, in addition to the energy
resolution. If the e�ciency of the detection of multi-hit events predicted by
simulation is not consistent with the one obtained for experimental data a
systematic error will arise since the number of fake events (i.e., multi-hit
events misidenti�ed as a single photon) will not be estimated correctly.

In order to estimate the multi-hit e�ciency when analysing real data
events, an �arti�cial� sample of multi-hit events was created merging two
di�erent single-hit measured events. In order to create a realistic sample
of multi-hit, the two-dimensional distribution of the ratio between the two
photon energies (R21 ≡ E2/E1, where E1 and E2 are the energies of the
more and less energetic photon in a multi-hit, respectively) and the distance
between the two peaks (d21 ≡

√
(x2 − x1)2 + (y2 − y1)2, where x1,2, y1,2 are

the coordinates of the two photons) in a multi-hit event was derived from
the QGSJET training sample. The arti�cial sample was created coupling
single-hit events according to the predicted R21-d21 distribution. An arti�cial
sample of multi-hit events was created with the same method also for a
sample of QGSJET simulations in order to compare it with data without a
bias due to the construction algorithm used to create the arti�cial sample.

The multi-hit detection e�ciency was measured as the fraction of events
properly recognised as multi-hit in the arti�cial sample. The comparison
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Figure 5.21: Ratio between the spectra obtained using 85% and 95% (blue
and red histograms, respectively) photon selection e�ciency for the choice
of Lthr relative to the spectrum obtained using the standard value of 90%
PID e�ciency (black points). The green dashed line represents the assigned
systematic error. Statistical errors of standard spectrum are shown for ref-
erence.
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of the multi-hit detection e�ciency between data and simulations is shown
in �gure 5.22. The systematic error on the multi-hit detection e�ciency
was estimated as the relative di�erence between the e�ciency of data and
simulation. The ratio of the e�ciency between data and Monte Carlo is
shown in �gure 5.23.

SinceMi = εi M
true
i , whereMi andM

true
i are the number of detected and

true multi-hit, respectively, and εi is the multi-hit detection e�ciency in the
i-th energy bin, the relative systematic uncertainty of Mi is equal to the one
of εi:

(∆Mi)
sys

Mi

=
(∆εi)

sys

εi
(5.17)

The number of single-hit event is, trivially, Si = Ni −Mi where Ni is the
total number of event in the i-th energy bin, so the absolute systematic error
on Si is the same of Mi:

(∆Si)
sys = (∆Mi)

sys (5.18)

The relative error on Si is therefore

(∆Si)
sys

Si
=
Mi

Si
· (∆Mi)

sys

Mi

=
Mi

Si
· (∆εi)

sys

εi
(5.19)

The relative systematic error in each bin content of the measured energy
spectrum was therefore assigned as the relative error on the multi-hit detec-
tion e�ciency multiplied by the ratio of multi-hit and single-hit events. The
fraction of multi-hit events relative to the total (≡Mi/(Si +Mi)) as a func-
tion of the energy is shown in �gure 5.24. The systematic error calculated
with equation 5.19 as a function of the energy is shown in �gure 5.25.

5.6.5 Unfolding

The choice of the model for the construction of the response matrix of the
unfolding gave two main sources of uncertainty:

� Choosing a di�erent model, the prior probability used in the �rst step
of the unfolding iteration changed.

� Di�erent models predicted a di�erent number of multi-hit events hitting
the towers. Since the multi-hit cut was treated as an ine�ciency of the
detector, di�erent models predicted a di�erent number of missed event
in the unfolding.
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Figure 5.22: Comparison of multi-hit detection e�ciency between data (black
points) and simulation (blue points) as a function of the energy. The energy
reported on the horizontal axis is the reconstructed energy of the event if it
is misidenti�ed as a single-hit.
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Figure 5.23: Ratio between the multi-hit detection e�ciency found for data
relative to simulation as a function of the energy. The energy reported on the
horizontal X axis is the reconstructed energy of the event if it is misidenti�ed
as a single-hit.
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Figure 5.24: Fraction of detected multi-hit events with respect to the total
number of events in each energy bin of data spectrum for both towers.
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Figure 5.25: Systematic error associated to the energy spectrum form the
multi-hit e�ciency contribution calculated with equation 5.19. The green
dashed line represents the assigned systematic error.
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Two response matrices were generated with QGSJET and EPOS models in
order to estimate the model dependence of the unfolding result. In �gure 5.26
the comparison between the unfolded spectra obtained using the response
matrix calculated with QGSJET and EPOS is shown. The ratio between the
two spectra is shown instead in �gure 5.27. The relative di�erence between
QGSJET and EPOS results was chosen as the systematic error associated to
the unfolding.

In order to check which is the main contribution to this uncertainty, the
contribution of the multi-hit cut to the spectrum was studied. Figure 5.28
shows the ratio between the true spectrum predicted by QGSJET and EPOS
simulations and the same spectrum after applying the multi-hit cut with the
same reconstruction algorithm used for data. This ratio can be seen as
a �multi-hit correction� to convert the reconstructed spectrum to the true
one. Since the aim of unfolding was to estimate the true spectrum from the
reconstructed one, the ratio between the spectrum before and after unfolding
was expected to be similar to the multi-hit correction. The above statement
is valid within the statistical uncertainties, as can be con�rmed by comparing
the multi-hit correction of QGSJET with the ratio shown in �gure 5.17. The
model dependence of the multi-hit correction is shown in �gure 5.29, where
the ratio between the QGSJET and EPOS-based corrections is presented.
Comparing it with the ratio shown in �gure 5.27, the two ratios are consistent
until an energy of 4 TeV, so the uncertainty in this energy range is dominated
by the multi-hit uncertainty. For higher energies the ratios are not consistent,
so the uncertainty can not be explained as coming only from the multi-hit
contribution. The discrepancies can be both due to the statistical �uctuations
and because of the di�erent prior probability of the two models used in the
unfolding process.

5.6.6 Total systematic uncertainty

The total systematic uncertainty was evaluated considering all the contribu-
tions described in sections 5.6.1-5.6.5. In each energy bin all the contributions
to the systematic uncertainty were quadratically summed. The individual
contribution of each source of systematic error as a function of the energy is
shown in �gure 5.30.

5.7 Analysis results and comparison with MC

The spectrum before the unfolding, but after the PID correction, was com-
pared with the prediction of simulations which include the propagation from
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Figure 5.26: Unfolded spectra using QGSJET and EPOS response matrices
represented as blue and magenta points, respectively.
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Figure 5.27: Ratio between the unfolded spectra using QGSJET (blue) and
EPOS (magenta) response matrices. The green dashed line represents the
assigned systematic error.
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Figure 5.28: Ratio between the true spectrum (from Monte Carlo truth) and
the measured spectrum after applying the multi-hit cut. The ratio predicted
by QGSJET simulations is shown as blue points, while EPOS results are
shown as magenta points.
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Figure 5.29: Ratio between the multi-hit e�ciency calculated with QGSJET
(blue) and EPOS (magenta) models.
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Figure 5.30: Individual contributions to the systematic errors as a function
of the energy are shown as coloured lines: energy scale (red), beam centre
(yellow), PID correction (green), multi-hit e�ciency (magenta) and unfolding
(blue). The total systematic error is plotted as a black line.
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the interaction point to the TAN region and the interaction with the detector.
The measured Arm2 spectrum compared with the predictions of DPMJET,
EPOS and QGSJET is shown in �gures 5.31 and 5.32 for the small and large
tower, respectively.

In the pseudorapidity range η > 10.94, QGSJET presents a good overall
agreement with experimental data, while EPOS predict a lower yield. DP-
MJET has a good agreement with data below 2.5 TeV, while it is harder
than data at higher energies. In the pseudorapidity range 8.81 < η < 8.99,
DPMJET and EPOS spectra agree with data until ∼3 TeV, while they be-
come harder at higher energies; QGSJET presents generally a lower yield of
photons.

Since the spectrum after the unfolding is corrected for the detector re-
sponse and the multi-hit cut, it was possible to directly compare the unfolded
spectrum with the prediction of Monte Carlo generators, without propagating
the secondary particles through the beam pipe and the detector. 108 proton-
proton collisions at

√
s = 13 TeV were simulated with DPMJET, QGSJET,

SIBYLL, EPOS and PYTHIA models using the Cosmic Ray Monte Carlo
(CRMC [58]) package. The �nal Arm2 spectrum compared with generators
predictions is shown in �gures 5.33 and 5.34 for the small and large tower,
respectively.

In the pseudorapidity range η > 10.94, QGSJET and EPOS presents a
good overall agreement with experimental data; PYTHIA spectrum agrees
with data until ∼3.5 TeV but become harder at higher energies; DPMJET is
generally harder than data while SIBYLL predicts a lower yield of photons
over all the energy range. In the pseudorapidity range 8.81 < η < 8.99,
EPOS and PYTHIA spectra agree with data until∼3 TeV, while they become
harder at higher energies; QGSJET presents a lower yield of photons, while
the other models generally predict an harder spectrum than experimental
data. Even if there is not an unique model that well reproduces experimental
data over all the energy range, measured data lie between the predictions of
all the models.
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Figure 5.31: In the top picture, spectrum measured by the Arm2 small tower
of LHCf before the unfolding (black points) compared with simulations prop-
agated into the detector: DPMJET (red), QGSJET (blue) and EPOS (ma-
genta). Grey shaded area represents the total error (statistical and systemat-
ical) of measured spectrum. In the bottom picture the ratio relative to data
is shown.
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Figure 5.32: In the top picture, spectrum measured by the Arm2 large tower
of LHCf before the unfolding (black points) compared with simulations prop-
agated into the detector: DPMJET (red), QGSJET (blue) and EPOS (ma-
genta). Grey shaded area represents the total error (statistical and systemat-
ical) of measured spectrum. In the bottom picture the ratio relative to data
is shown.
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Figure 5.33: In the top picture, unfolded spectrum of the Arm2 small tower
(black points) compared with the prediction of several Monte Carlo gener-
ators: DPMJET (red), QGSJET (blue), SIBYLL (green), EPOS (magenta)
and PYTHIA (brown). Grey shaded area represents the total error (statisti-
cal and systematical) of measured spectrum. In the bottom picture the ratio
relative to data is shown.
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Figure 5.34: In the top picture, unfolded spectrum of the Arm2 large tower
(black points) compared with the prediction of several Monte Carlo gener-
ators: DPMJET (red), QGSJET (blue), SIBYLL (green), EPOS (magenta)
and PYTHIA (brown). Grey shaded area represents the total error (statisti-
cal and systematical) of measured spectrum. In the bottom picture the ratio
relative to data is shown.
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Chapter 6

Conclusions

The only way to measure cosmic rays at energies above ∼ 1015 eV is with in-
direct measurements from ground-based experiments. Accurate Monte Carlo
simulations of the cosmic rays induced air-shower development in the atmo-
sphere are required to extract astrophysical parameters of the cosmic rays,
like their energy spectrum and mass composition. Simulations of air-showers
use phenomenological hadronic interaction models, so they rely on experi-
mental data for the tuning of their parameters. EPOS and QGSJET models
were tuned using the data from the Run I of LHC, reducing the systematic
uncertainty related to the discrepancy between the predictions of di�erent
models.

The LHCf experiment studies the very forward neutral particles produced
in proton-proton and proton-lead collisions at LHC. This work described the
analysis procedure to derive the energy spectrum of photons produced in
proton-proton collisions at

√
s = 13 TeV with the Arm2 detector.

Before analysing the data, a study with Monte Carlo simulations was
performed to deduce the relation between the total energy deposit in the
calorimeters and the energy of the primary particle. The e�ect of the shower
leakage and of the light collection e�ciency of the scintillators was also es-
timated and a method to correct for the resulting non-uniformity of the
detector response was found.

A beam test at SPS was performed to calibrate the detectors using both
electron and muon beams. An energy resolution of ∼ 2% was found with
electromagnetic showers and the linearity of the calorimeters was better than
0.5%. The correction for the leakage and light collection e�ciency was also
tested, resulting in a non-uniformity suppressed to the ∼ 1% level. The
systematic error on the measurement of the calibration factors was estimated
as 0.8%.

The data from collisions at
√
s = 13 TeV were reconstructed, corrected for
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the PID cut and unfolded to correct for the detector response. The sources
of systematic errors were investigated. The �nal energy spectrum of photons
was compared with the predicted spectra from several hadronic interaction
models. In the pseudorapidity range η > 10.94, QGSJET and EPOS presents
a good overall agreement with experimental data; PYTHIA spectrum agrees
with data until ∼3.5 TeV but become harder at higher energies; DPMJET
spectrum is generally harder than data while SIBYLL predicts a lower photon
yield. In the pseudorapidity range 8.81 < η < 8.99, EPOS spectrum agrees
with data until ∼3 TeV, while it become harder at higher energies; QGSJET
presents a lower yield of photons, while DPMJET, PYTHIA and SIBYLL
spectra are generally harder than experimental data. Even if there is not a
single model well reproducing data in the whole energy range, the measured
spectrum lie between the predictions of the models.
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Light collection e�ciency at HIMAC
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Figure 1: Light collection e�ciency maps for all scintillator layers of small
tower as a function of transverse position. The colour map represents the sig-
nal recorded by the PMT in that position, normalised to the signal recorded
at the center of the scintillator. Since the grid of measurements was rotated
by 45 degrees with respect to the scintillator, the map was rotated in the
same way. The light guide is located in the upper-left side of the picture.
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Figure 2: Light collection e�ciency maps for all scintillator layers of large
tower as a function of transverse position. The colour map represents the sig-
nal recorded by the PMT in that position, normalised to the signal recorded
at the center of the scintillator. Since the grid of measurements was rotated
by 45 degrees with respect to the scintillator, the map was rotated in the
same way. The light guide is located in the upper-left side of the picture.
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Position dependence correction

Figure 3: Position dependence correction map for all layers of the small
tower generated with a 500 GeV photon Monte Carlo. Both leakage and
light collection e�ciency e�ects are implemented in the simulation.
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Figure 4: Position dependence correction map for all layers of the large
tower generated with a 500 GeV photon Monte Carlo. Both leakage and
light collection e�ciency e�ects are implemented in the simulation.
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Fits for electron-based conversion factors
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Figure 5: χ2
j as a function of Cj for the �rst 12 layers of small tower with

200 GeV electron beam (blue histogram). The �t function is represented as
a red line.
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Figure 6: χ2
j as a function of Cj for the �rst 12 layers of small tower with

200 GeV electron beam (blue histogram). The �t function is represented as
a red line.
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Fits for muon-based conversion factors
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Figure 7: χ2
j as a function of Cj (on X axis) and νj (on Y axis) for all the

layers of small tower with 150 GeV muon beam. The colour map represents
the value of the χ2

j . The 1-σ con�dence interval is plotted as a red line.
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Figure 8: χ2
j as a function of Cj (on X axis) and νj (on Y axis) for layers from

the 2nd to the 13th of the large tower with 150 GeV muon beam. The colour
map represents the value of the χ2

j . The 1-σ con�dence interval is plotted as
a red line
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