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Abstract

The Compact Linear Collider (CLIC) is a proposal for a future linear electron–positron

collider that could achieve collision energies of up to 3 TeV. In the CLIC concept the main

high energy beam is accelerated using RF power extracted from a high intensity drive beam,

achieving an accelerating gradient of 100 MV/m. This scheme places strict tolerances on

the drive beam phase stability, which must be better than 0.2◦ at 12 GHz. To achieve the

required phase stability CLIC proposes a high bandwidth (>17.5 MHz), low latency drive

beam “phase feedforward” (PFF) system. In this system electromagnetic kickers, powered

by 500 kW amplifiers, are installed in a chicane and used to correct the phase by deflecting

the beam on to longer or shorter trajectories. A prototype PFF system has been installed

at the CLIC Test Facility, CTF3; the design, operation and commissioning of which is the

focus of this work.

Two kickers have been installed in the pre-existing chicane in the TL2 transfer line at

CTF3 for the prototype. New optics have been created for the line to take these changes in to

account, incorporating new constraints to obtain the desired phase shifting behaviour. Three

new phase monitors have also been installed, one for the PFF input and two to verify the

system performance. The resolution of these monitors must be significantly better than 0.2◦

to achieve CLIC-level phase stability. A point by point resolution as low as 0.13◦ has been

achieved after a series of measurements and improvements to the phase monitor electronics.

The performance of the PFF system depends on the correlation between the beam phase

as measured at the input to the PFF system, and the downstream phase, measured after

the correction chicane. Preliminary measurements found only 40% correlation. The source

of the low correlation was determined to be energy dependent phase jitter, which has been

mitigated after extensive efforts to measure, model and adjust the machine optics. A final

correlation of 93% was achieved, improving the theoretical reduction in jitter using the PFF

system from a factor 1.1 to a factor 2.7.

The performance and commissioning of the kicker amplifiers and PFF controller are

also discussed. Beam based measurements are used to determine the optimal correction

timing. With a maximum output of around 650 V the amplifiers provide a correction range

of ±5.5 ± 0.3◦. Finally, results from operation of the complete system are presented. A

mean phase jitter of 0.28± 0.02◦ is achieved, in agreement with the theoretical prediction of

0.27± 0.02◦ for an optimal system with the given beam conditions. The current limitations

of the PFF system, and possible future improvements to the setup, are also discussed.
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Glossary

ADC Analogue to Digital Converter.

Beam Pulse Bunch train. Usually referring to the 1.2 µs, 3 GHz bunch train at CTF3.

BPM Beam Position Monitor.

CLEX CLIC Experimental Area at CTF3.

CLIC Compact Linear Collider.

BDS Beam Delivery System.

CR Combiner Ring.

Diode The power dependent output signal from the phase monitor electronics.

DAC Digital to Analogue Converter.

DAQ Data Acquisition system, usually referring to the LabVIEW application used to con-

trol the FONT5a board.

DL Delay Loop.

Downstream Phase Phase measured by Mon 3 in the TBL line, after the correction chi-

cane.

Energy or Energy Spread Unless otherwise stated, the fractional momentum error or

offset, ∆p/p0, of the beam from the nominal design momentum, p0.

FONT5a Board Digital PFF controller, provided by Oxford University.

CT Line Beam line connecting the linac and TL1 at CTF3. Where the upstream phase

monitors are installed.

CTF3 CLIC Test Facility 3.

Jitter RMS variation about the mean.

LO Local Oscillator. The 12 GHz reference phase used by the phase monitor electronics.

Mean Pulse Phase Mean phase of one beam pulse, usually restricted to a several hundred

nanosecond central part of the pulse.
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Mean Phase Jitter The standard deviation of the mean pulse phases, across all the beam

pulses in a dataset.

Mixer The phase dependent output signal from the phase monitor electronics.

Phase Time of arrival with respect to the reference particle, expressed in terms of a phase

at 12 GHz (for the purposes of this thesis). 360 degrees at 12 GHz is around 80 ps.

Phase Along the Pulse The variation in phase across one beam pulse.

Phase Jitter Along the Pulse The standard deviation of the phase values at one specific

point in the beam pulse, taken across all the pulses in a dataset.

PFF Phase Feedforward.

Resolution When referring to the phase monitors, the instrumental uncertainty of the

measurement.

RF Radio Frequency. Usually referring to the RF power used to accelerate the CLIC beams,

or beam induced signal from the phase monitors used as the “RF” input to the phase

monitor electronics.

RMS Root-mean-square.

TBL Test Beam Line at CTF3 in CLEX. Where the downstream phase monitor is installed.

TL1 Transfer line between the delay loop exit and the combiner ring entrance at CTF3.

TL2 Transfer line between the combiner ring exit and CLEX at CTF3. Contains the PFF

correction chicane.

Upstream Phase Phase measured by either Mon 1 or Mon 2 in the CT line. Used as the

PFF input.

φu, φ1 or φ2 Upstream phase (measured in either Mon 1 or Mon 2).

φd or φ3 Downstream phase.

σu Upstream phase jitter.

σd Downstream phase jitter.

ρud Correlation between the upstream and downstream phase.

ρup Correlation between the upstream phase and the beam energy.

ρdp Correlation between the downstream phase and the beam energy.

R56 First order transfer matrix coefficient describing the dependence of the phase on the

beam energy.

T566 Transfer matrix coefficient describing the second order dependence of the phase on the

beam energy.
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Chapter 1

Introduction

1.1 Particle Physics

Particle physics is the study of the building blocks of the universe. At its heart is the standard

model [1], which defines a small number of fundamental particles of two different types –

fermions and bosons. The spin half fermions form the constituents of all visible matter

in the universe, whereas the integer spin bosons mediate the forces between the particles.

Tables 1.1 and 1.2 list all the standard model fermions and bosons, respectively.

There are two types of fermions – “leptons”, with an integer charge of -1 (charged leptons)

or 0 (neutrinos), and “quarks” with fractional charges of +2/3 or -1/3. The fermions are also

grouped in to three generations, each with a charged lepton, neutrino, positively charged

quark and negatively charged quark. The mass of the particles increases with the generation,

and all stable matter is comprised of the first generation particles. Every particle in the

standard model has an associated anti-particle, with the same mass but opposite charge.

The fermions in the standard model interact via three fundamental forces – the electro-

magnetic force, mediated by the photon, the weak force, mediated by the W and Z bosons,

and the strong force, mediated by the gluon. The strong force binds quarks together to

form hadrons, which are either a quark—anti-quark pair (mesons), or a bound state of three

quarks (baryons). Protons are baryons comprising of two up quarks and one down quark.

Quarks also interact via the electromagnetic and weak forces. Leptons do not interact with

the strong force – neutrinos only interact via the weak force, and the charged leptons interact

via the weak and electromagnetic forces. The final component of the standard model is the

Higgs field, which is responsible for giving particles their masses, and its associated Higgs

boson [2].

The standard model has been the subject of extensive theoretical and experimental re-

search over the last 50 years. This culminated in 2012 with the discovery of the final standard

model particle yet to be observed experimentally, the Higgs Boson, at the Large Hadron Col-

lider (LHC), CERN, Switzerland [3, 4]. Despite the incredible success of the standard model

there are several known phenomena it cannot explain. For example, it does not include the

gravitational force nor have viable particles or mechanisms to describe dark matter and dark

1



1.2 Colliders 2

Generation Leptons Quarks
1 Electron (e−) Electron neutrino (νe) Up (u) Down (d)
2 Muon (µ−) Muon neutrino (νµ) Charm (c) Strange (s)
3 Tau (τ−) Tau neutrino (ντ ) Top (t) Bottom (b)

Charge -1 0 +2/3 -1/3

Table 1.1: Standard model fermions.

Force Bosons
Electromagnetic Photon (γ)

Weak W± and Z0 Bosons
Strong Gluon (g)

Higgs Field Higgs Boson (H0)

Table 1.2: Standard model bosons.

energy, which are required to explain observations in cosmology such as the increasing rate

of expansion of the universe [5]. The LHC and other experiments around the world aim to

discover new particles or find discrepancies in the standard model to explain these effects.

1.2 Colliders

The driving force behind recent discoveries in particle physics has been colliders, in which

two beams of particles are accelerated to high energy and then brought in to collision with

one another. Longitudinal electric fields are used to accelerate the two beams, with the fields

created by injecting RF (radio frequency) power in to cavities placed along the beam line.

The source of the RF power is usually klystrons, devices in which a low power RF input is

amplified using a low energy electron beam [6]. Due to the use of RF accelerating fields,

the colliding beams are bunched with a frequency related to the RF frequency, rather than

being continuous. Each bunch of particles can then experience the same accelerating field.

The interaction of the two beams when they are brought in to collision produces new

particles that are observed in large detectors surrounding the interaction point (IP). The

types of interaction that can take place and the particles that can be produced depends on

the centre of mass energy of the collision. Colliding a single beam in to a fixed target reduces

the available energy for the interaction as the final state must have high kinetic energy to

conserve momentum. Colliding two opposing beams head on with zero net momentum

therefore maximises the centre of mass energy available to produce new particles.

The rate at which a given interaction X occurs when the beams collide can be defined

as:

R(X) = L σ(X) (1.1)

where σ(X) is the cross-section for the interaction, defined by the standard model and

including dependences on the collision energy. The luminosity L is a property of the beam
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and can be defined as:

L = H
fN2

4πσxσy
(1.2)

where f is the frequency at which bunches collide, N is the number of particles in each bunch,

σx and σy are the horizontal and vertical beam sizes respectively and H is a factor dependent

on the electromagnetic interaction of the two beams close to the collision point. Small, dense

beams and a high bunch crossing frequency are desirable to maximise the interaction rate.

1.3 Motivation for Future Linear Colliders

Colliders can be circular (synchrotrons) or linear (linacs) and most commonly use either

electron or proton beams (and their associated anti-particles). The choice of collider shape

and particle has many consequences for the properties of the resulting experiment.

In circular colliders the two beams are bent around a path of fixed radius using magnetic

fields (dipole magnets). The beams circulate the collider many times, being brought in to

collision at one or several interaction points around the ring where detectors are placed.

A large fraction of the ring can be filled with bunches, and synchrotrons therefore benefit

from high luminosities due to their high bunch crossing frequency. For proton machines the

highest achievable energy in a synchrotron is predominantly defined by the radius of the ring

and the maximum sustainable field in the dipoles. Electron beams have other limitations, as

described below. The LHC is a 27 km proton synchrotron with 8.3 T dipoles and a bunch

crossing frequency of around 30 MHz that has reached a world record collision energy of

13 TeV [7].

Proton collisions present a number of challenges for the particle detectors and data anal-

ysis, however. Protons are not fundamental particles, but rather consist of quarks and

gluons. Therefore the interactions that occur in proton colliders are in reality between the

constituents of the protons, rather than the protons themselves. The precise energy of each

quark or gluon is not known, which leads to increased uncertainties in the analysis of the

collision products. In addition, strong interactions between the quarks and gluons lead to

high background in the collision events, making particle identification and tracking in the

detectors more difficult. As electrons are (to our current knowledge) fundamental and do not

partake in the strong interaction the resulting collisions in a electron (or electron–positron)

collider are much cleaner and the uncertainties smaller. This motivates research in to a fu-

ture high energy electron collider, where the properties of recently discovered heavy particles

such as the Higgs boson and top quark, or any new particles discovered by the LHC in the

coming years, could be studied with high precision.

Electron machines present a different challenge to protons due to their approximately

2000 times lower mass. Charged particles bent in a magnetic field emit radiation, known as

synchrotron radiation. The power radiated due to synchrotron radiation, P , depends on the

bending radius, r, the particle’s energy, E, and the particle’s rest mass, m0, as follows [8]:

P ∝ 1

r2

E4

m4
0

(1.3)
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For electrons the ratio 1/m4
0, and therefore the power radiated, is roughly thirteen orders of

magnitude larger than for protons. This limits the beam energies achievable in electron syn-

chrotrons. For example, LEP (the Large Electron–Positron Collider), an electron–positron

collider previously installed in the 27 km tunnel currently used by the LHC [9], achieved

energies up to around 200 GeV, almost two orders of magnitude lower than is now achievable

with protons in the LHC.

The only feasible way to achieve an electron collider with centre of mass energies signifi-

cantly larger than what was achieved at LEP, for example at the TeV scale, is to use a linear

collider (linac). In a linac particles are injected at one end of the beam line, accelerated in

cavities placed along its whole length and then brought in to collision with an opposing beam

from a second linac. The maximum achievable energy in a linac is defined by the length

of the facility and the rate of acceleration in the cavities. As the particles only traverse

the linac once the collision frequency is normally much lower than for synchrotrons, and

thus very small, nanometre scale, beam sizes are required to provide adequate luminosity.

The requirements for the accelerating cavities are also much more challenging compared to

a synchrotron where the particles circulate through the cavities many times and a lower

accelerating field can be accepted.

Currently there are two separate proposals for the design of a future linear electron–

positron collider that addresses these challenges and could achieve centre of mass energies at

the TeV scale – the International Linear Collider (ILC) [10] and the Compact Linear Collider

(CLIC) [11]. The ILC uses superconducting RF cavities with an accelerating gradient up to

35 MV/m to achieve a 500 GeV collision energy for a collider approximately 30 km in length,

with a possible future upgrade to 1 TeV with a longer facility. CLIC uses normal conducting

cavities and a novel two beam acceleration concept to achieve an accelerating gradient of

100 MV/m and collision energies up to 3 TeV for a 50 km facility, similar in length to the

ILC 1 TeV upgrade. Both the ILC and CLIC have large international collaborations and

test facilities, with the ILC design currently at a more advanced stage having published its

technical design report in 2013 [10]. This thesis presents a contribution towards proving the

feasibility of the CLIC concept.

1.4 The Compact Linear Collider (CLIC)

The parameters of CLIC, summarised in Table 1.3, are chosen to optimise the cost of an

electron–positron collider with a centre of mass energy of 3 TeV whilst providing similar

or higher luminosity than the LHC. Superconducting RF cavities are more limited in terms

of the peak fields they can achieve, and so room temperature normal conducting cavities

are used to achieve an accelerating gradient of 100 MV/m. This reduces the site length,

and associated civil engineering costs, by roughly a factor 3 compared to what would be

necessary with a superconducting 3 TeV machine. Studies and cost optimisations of the

cavities necessary to support the high peak fields, taking in to account the RF field breakdown

rate for example, lead to the choice of a 12 GHz RF frequency with a beam pulse length of

156 ns [11]. Each accelerating cavity requires a peak RF input power of around 65 MW [11].
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Parameter CLIC 3 TeV
Peak Luminosity [cm−2s−1] 5.9× 1034

Site Length [km] 48.4
Accelerating Gradient [MV/m] 100

RF Frequency [GHz] 12
Number of Bunches 312

Number of Particles per Bunch 3.72× 109

Bunch Separation [ns] 0.5
Bunch Length [µm] 44

Beam Pulse Length [ns] 156
Repetition Rate [Hz] 50

Horizontal Beam Size at IP [nm] 40
Vertical Beam Size at IP [nm] 1

Average AC Power Consumption [MW] 582

Table 1.3: Parameters of the CLIC main beam for a collision energy of 3 TeV [11].

Conventional klystrons cannot efficiently produce the short pulse lengths and high peak

powers required for CLIC. To achieve the necessary specifications with klystrons RF pulse

compressors would have to be used to increase their output power and decrease their pulse

length by roughly a factor 5 [11]. This would require a prohibitively large number of

klystrons, approximately 35000, and yield a low RF power efficiency of about 40% [11].

To solve this problem CLIC proposes to use a novel two beam acceleration concept, in which

the high energy main beam is accelerated using RF power extracted from a secondary, high

intensity but low energy, drive beam.

Figure 1.1 shows the layout of the CLIC complex. The bottom half of the figure shows

the generation of the main colliding beams. The electron and positron beams are generated

in dedicated injectors at the bottom of the figure, where they are accelerated to an energy

of 2.86 GeV. They are then transported to a series of damping rings, in which the effects

of synchrotron radiation are used to decrease the beam emittance (the size of the beam

in position-angle phase space) [12]. After leaving the damping rings they are accelerated

further to 9 GeV before being transported to each end of the main linac. Here both beams

are accelerated in 21 km linacs containing the 100 MV/m accelerating structures, reaching

an energy of 1.5 TeV. Finally, the beam size is focused further in the beam delivery system

(BDS), down to the nanometre sizes necessary to achieve high peak luminosity, before being

brought in to collision at the interaction point (IP).

The top half of the figure shows the beam lines involved in the generation of the high

intensity drive beams. The drive beam accelerators are conventional linacs with an RF

frequency of 1 GHz, a beam pulse length of 142 µs, a beam current of 4.2 A and a final

energy of 2.4 GeV. The longer beam pulse length and lower power requirements means

klystrons can be used with high efficiencies, unlike the main beams. Following the linac the

drive beams enter a series of “delay loops” and “combiner rings” in which the drive beam is
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Figure 1.1: Layout of the CLIC complex [11].
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interleaved with itself to increase its intensity by a factor 24 (to 100 A) in a series of shorter

240 ns beam pulses. This drive beam recombination process is described in Section 1.4.1.

The 100 A drive beam is then directed in to 24 decelerator sections. Here a series of

specially designed cavities, Power Extraction and Transfer Structures (PETS), are installed

which decelerate, and extract power from, the drive beam. The PETS extract 90% of the

energy of the drive beam [11], creating an RF pulse with the necessary properties to accelerate

the main beam at 100 MV/m. The extracted RF power from the PETS is transferred to the

main beam accelerating cavities via short waveguides.

1.4.1 Drive Beam Recombination

The combination process used to produce the high intensity drive beam pulses is a unique

feature of CLIC. The intensity is increased by a factor 2 in the delay loop, a factor three in

the first combiner ring (CR1) and a factor 4 in the second combiner ring (CR2) to give the

overall increase of 2× 3× 4 = 24 in beam current.

Figure 1.2 shows the recombination process in the delay loop. Although the drive beam

acceleration frequency is 1 GHz it is bunched at 0.5 GHz. At 240 ns intervals along the

142 µs drive beam pulse the phase of the bunching is switched by 180◦ at 0.5 GHz. This

phase switching is performed by sub-harmonic bunchers (SHBs) powered by high bandwidth

amplifiers, such as travelling wave tubes (TWTs). As 180◦ at 0.5 GHz is a full 360◦ at the

acceleration frequency of 1 GHz the phase switching has no effect on the acceleration of the

drive beam.

At the entrance of the delay loop a 0.5 GHz RF deflector is used. The 240 ns sub-trains

alternate between having bunches that arrive when the field in the RF deflector is positive

or negative. Sub-trains arriving when the field is positive are deflected in to the delay loop,

whereas the remaining sub-trains bypass it. The length of the delay loop is also precisely

tuned to be 240 ns, so that the sub-trains leaving the delay loop merge with the following

sub-train bypassing the delay loop. The bunch frequency and beam current following the

delay loop are therefore doubled to 1 GHz and 8.4 A respectively. The resulting beam

structure consists of 240 ns pulses separated by 240 ns gaps.

A similar process takes place in the two combiner rings to give the final 12 GHz bunch

frequency and 100 A beam current. Figure 1.3 shows the recombination of a factor 4 in

CR2. RF deflectors are again used to inject the beam in to the ring, this time with a higher

frequency 3 GHz deflecting field to match the bunch frequency of the drive beam following

CR1. The first drive beam sub-train entering CR2 circulates the ring for four turns. The

length of the ring is chosen so that the second sub-train arrives just as the first sub-train

has completed one turn in the ring, with a delay of one quarter of the 3 GHz wave length.

Repeating this for a further two turns, interleaving a new sub-train with the beam in the ring

after each turn, yields the factor 4 increase in bunch frequency and therefore beam current.

CR1 operates in the same way, but the beam circulates for three turns and the required

length is such that the delay between the circulating and arriving sub-trains is one third of

the 1 GHz wavelength.
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Figure 1.2: Drive beam recombination in the delay loop [11].

.

Figure 1.3: Drive beam recombination in the second combiner ring [11].
.
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1.5 Phase Feedforward for CLIC

In the CLIC BDS, at the end of the main linacs, the beam size is reduced to the nanometre

sizes needed to achieve high peak luminosity. The beam is focused using magnets (mostly

quadrupoles) whose focal length depends on the beam energy. Variations in beam energy

therefore lead to imperfections in the focusing, which subsequently causes a growth in the

beam size and a reduction in luminosity at the collision point. To keep this luminosity loss

below 1% CLIC can tolerate a main beam energy spread (standard deviation or “jitter”) of

0.3% [11]. The term jitter is used to describe the root-mean-square (rms) variation about

the mean in the remainder of the thesis.

As the CLIC main beams are accelerated using RF power extracted from the drive beams,

this energy stability requirement also places strict tolerances on the parameters of the drive

beams. To limit the luminosity loss to below 1% requires a drive beam phase jitter of 0.2◦

at 12 GHz, a bunch charge jitter of 0.08% and a bunch length jitter of 1% or below [13], for

example. To achieve this level of stability a number of correction systems will be required

in the drive beam complex. This thesis presents work on the correction system required

to achieve the necessary 0.2◦ at 12 GHz (∼ 45 fs) drive beam phase stability — the Phase

Feedforward (PFF) system.

The drive beam linac klystrons are expected to provide an RF power stability of 0.2%

and an RF phase stability of 0.05◦ at 1 GHz [11]. After being accelerated in the linac and

recombined in the delay loop and combiner rings this leads to an expected final beam phase

stability of around 2◦ at 12 GHz [11]. The PFF system must therefore reduce the drive beam

phase jitter by an order of magnitude prior to the power extraction and transfer to the main

beam in the decelerator sections. Each drive beam complex has 24 decelerator sectors (see

Figure 1.1), and CLIC proposes to install a PFF system in each sector, for a total of 48 PFF

systems across both drive beams [11]. Placing the PFF systems in the decelerator sectors

minimises the possibility of additional phase errors being introduced between the correction

and the power extraction.

Figure 1.4 shows a schematic of the layout of the decelerator sectors and the implemen-

tation of the PFF system inside them. At the entrance to each decelerator sector the beam

is bent and redirected through a turnaround. Following the turnaround each decelerator

contains a chicane in which the beam is directed on to a “C-shaped” trajectory using four

dipole magnets. Finally, the drive beam is transported to the PETS, where its power is

extracted and transferred to the main beam.

For the purposes of the PFF system sixteen electromagnetic kickers will be installed in

the chicane, with two before and two after each dipole magnet. A voltage is applied to

conducting strips inside the kickers in order to produce transversely deflecting electric and

magnetic fields. The combination of four kickers around each dipole can horizontally deflect

the beam by up to ±375 µrad. This assumes the use of one 500 kW amplifier to power

each metre long, 50 mm aperture kicker [11]. The length of the beam’s trajectory through

the chicane depends on the voltage applied to the kickers — if the polarity of the applied

voltage is chosen to deflect the beam towards the outside of the chicane the trajectory is
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longer (blue), whereas the trajectory is shorter with the opposite polarity voltage applied

and the beam directed towards the inside of the chicane (red).

This dependence of path length on the kicker voltage is used to correct the phase (with

the phase being analogous to the arrival time or longitudinal position of the drive beam

bunches with respect to a reference particle). The drive beam phase is measured prior to the

turnaround using a high precision phase monitor with a resolution of around 0.1◦ at 12 GHz

(∼ 23 fs). The measured phase is compared to a reference phase derived from the main

beam, and the voltage to the kickers is varied depending on the relative phase offset between

the two. If the drive beam arrives early it is directed on to a longer path and vice versa so

that after the chicane the corrected phase is on reference.

Measuring the phase upstream of the correction location (feedforward rather than feed-

back) combined with the use of the turnaround gives the benefit of being able to apply the

correction to the same drive beam bunches that were initially measured. This is possible

despite the beam travelling at close to the speed of light as the path length of the signals

between the phase monitors and the kickers is shorter than the trajectory of the beam. In

other words the correction signals bypass the turnaround, with minimal separation between

the phase monitor and the chicane to minimise the system latency. The difference between

the beam path length and the correction signal path length defines the available latency for

the PFF hardware (signal processing, correction calculation and voltage generation).

The 0.2◦ phase stability must be maintained along the full combined beam pulse length,

and thus the PFF correction will also be high bandwidth, able to correct variations along the

pulse as well as any overall offsets in the mean pulse phase. The drive beam recombination

scheme and the properties of the main beam accelerating structures result in the damping of

high frequency components that may be present in the initial drive beam phase [14]. Given

the expected frequency spectrum of the drive beam phase jitter, the PFF system must have

a bandwidth in excess of 17.5 MHz in order to achieve the required RF phase stability after

the correction. The measurement from the phase monitors and the output of the kicker

amplifiers must have bandwidths above 17.5 MHz to be able to achieve this.

1.6 The CLIC Test Facility CTF3

The CLIC design requires the use of many new concepts and technologies. Therefore, to prove

the feasibility of CLIC the test facility CTF3 at CERN has been in operation since 2001

[15]. It aims to demonstrate the generation of a high intensity drive beam using the bunch

recombination process, as well as the extraction of power from this drive beam and the use

of the extracted power to accelerate another beam. CTF3 also hosts many related activities

in areas such as the development of 12 GHz accelerating cavities and beam instrumentation

[16]. The main goals of CTF3 have been achieved and 2016 will be its last year of operation

[17].

A diagram of the CTF3 facility is found in Figure 1.5. The source of the CTF3 beam, at

the top left of the figure in the linac, is a thermionic electron gun [18] that produces a 1.4 µs
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beam pulse with an intensity of 4 A and a repetition rate of 0.8 Hz. The first 200 ns of the

pulse contains a sharp energy transient and is eventually lost in the first bending sections

of the facility, creating a usable pulse length of around 1.2 µs. The continuous beam pulse

from the gun is bunched at either 1.5 GHz or 3 GHz depending on the mode of operation.

The beam is accelerated along the linac in 3 GHz RF cavities powered by conventional

klystrons combined with RF pulse compressors which double their output power [19]. The

accelerating cavities are operated in the fully loaded mode, in which almost all the RF power

sent to the cavity is absorbed by the beam for high power efficiency [20]. At the end of the

linac the beam reaches an energy of approximately 135 MeV.

Following the linac the beam intensity can be increased by up to a factor 8 using the

delay loop and combiner ring, which both function in the same way as described for CLIC in

Section 1.4. Experiments at CTF3 are usually performed with either a 3 GHz factor 1 (4 A)

or factor 4 (16 A) beam, or a 1.5 GHz factor 8 (28 A) beam. For the setups with 3 GHz

bunching the delay loop is bypassed. The number of times the beam circulates around the

combiner ring can be varied between 0.5 and 3.5 turns to give an increase in beam intensity

by a factor 1, 2, 3 or 4. With 1.5 GHz beam a 1.5 GHz RF deflector [21] is used at the delay

loop entrance to inject alternating 140 ns sub-trains in to the loop. The sub-trains exiting

the loop merge with the 140 ns trains bypassing the loop to give a factor 2 increase in beam

intensity. The intensity of this factor 2 beam can then also be increased by additional factor

4 in the combiner ring, to give the total increase of a factor 8.

Following the combiner ring the beam enters the transfer line TL2, which transports

the beam to the CLIC experimental area (CLEX). In CLEX the CTF3 drive beam can be

directed to two different beam lines - TBL (Test Beam Line) and TBM (Two Beam Module).

In TBL a series of PETS are installed to test the extraction of power from the drive beam

and to measure the properties of the produced RF power [22]. In TBM a prototype CLIC

accelerating module is installed, in which RF power is extracted from the drive beam and

used to accelerate a second beam, known as the CALIFES probe beam. The CALIFES beam

also hosts many experiments independent from the CTF3 drive beam [23].

1.7 The PFF Prototype at CTF3

The phase feedforward system proposed for CLIC (Section 1.5) presents many challenges in

terms of the required hardware latencies, resolutions, power and bandwidth. As a result,

one of the key activities at CTF3 since 2013 has been the design, installation and operation

of a prototype PFF system. The primary goal of the PFF prototype is to demonstrate the

feasibility of the PFF concept, with the ultimate aim of reducing the CTF3 phase jitter

to close to the CLIC requirement of 0.2◦ at 12 GHz, with a correction bandwidth above

17.5 MHz. The pursuit of this goal has required the development and installation of new

hardware, as well as modifications and improvements to the setup and stability of the whole

CTF3 drive beam complex.

The layout of the PFF prototype is shown in Figure 1.6. The overall concept is the same
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as the CLIC proposal – the beam phase is measured prior to a turnaround and then corrected

by changing the path length through a chicane using kickers. At CTF3 the PFF input is

the phase measured in the CT line (φ1 in the figure). The phase is then corrected using

two kickers installed in the “dog-leg” shaped chicane in the TL2 transfer line. A 3 GHz,

uncombined beam is used, bypassing the delay loop (DL) and completing only half a turn

in the combiner ring (CR). With this setup the time of flight between the phase monitor

(φ1) and the first kicker (K1) is approximately 380 ns. Like the proposed CLIC system, the

PFF prototype aims to apply the correction downstream (in TL2) to exactly the same part

of the pulse that was initially measured upstream (in the CT line), which is possible as the

correction signals travel a shorter distance than the beam. The latency of the whole system,

including the signal transit times in cables and hardware latencies, must therefore be less

than 380 ns.

1.7.1 Hardware

The major hardware components of the PFF prototype are three phase monitors, two kick-

ers, three sets of electronics for the phase monitors, a digitiser/feedforward controller and

amplifiers to drive the kickers (referred to as the kicker amplifiers). All the hardware com-

ponents were designed, built and newly installed at CTF3 for the PFF prototype. The same

components could be used at CLIC, with some important differences as described in Sec-

tion 1.7.2. Each piece of hardware and its role is briefly introduced here, with more detail

provided for each component in later chapters of the thesis.

The kickers and phase monitors are installed in the beam line at the locations shown in

Figure 1.6, whereas the phase monitor electronics, feedforward controller and kicker ampli-

fiers are installed in the CTF3 “klystron gallery”, on the floor above the accelerator hall,

for easier access. The cable lengths between the phase monitors and their electronics, and

between the amplifiers and the kickers, are therefore longer than they appear in Figure 1.6.

As already described, the first phase monitor (φ1), in the CT line, provides the PFF input.

The neighbouring second phase monitor (φ2), also in the CT line, is used to cross-check and

verify the performance of the phase monitors. The final phase monitor (φ3), in the TBL

line, measures the corrected phase jitter following the chicane in TL2. The phase monitors

are designed by INFN, Frascati, Italy [24] to give a resolution below 0.2◦ at 12 GHz with a

bandwidth above 30MHz, taking in to account the design of the phase monitor electronics,

developed and built at CERN [24].

The processed signals from the first phase monitor are sent to the “FONT5a board”, the

low latency feedforward controller designed and built at the John Adams Institute (JAI) at

Oxford University [25]. The FONT5a board digitises the phase monitor signals, calculates

the appropriate correction to apply and provides the drive signal for the kicker amplifiers.

The kicker amplifiers have also been designed and built by Oxford University/JAI, and

provide the voltage that produces the electric and magnetic fields that deflect the beam

when applied to the kickers. Each amplifier module provides a power of around 20 kW with

a bandwidth close to 50 MHz for small variations [26].
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Finally, the two kickers that provide the correction were designed and built by INFN,

Italy. The are installed prior to the first and last dipoles in the TL2 dog-leg chicane, and

deflect the CTF3 beam through an angle of 1 mrad for an applied voltage of around 1.3 kV

[27].

1.7.2 Differences Between PFF at CTF3 and CLIC

The goal of the prototype is to prove the general PFF concept and the feasibility of using

it to achieve 0.2◦ drive beam phase stability. It is neither necessary nor possible for the

proposed CLIC and CTF3 systems to be identical, and there are a number of differences

between the two that are summarised here.

The most obvious difference between the applications at CTF3 and CLIC are the different

beam energies and scale of the two complexes. CLIC will have a drive beam energy of

2.4 GeV, compared to the 135 MeV CTF3 drive beam. The CLIC PFF system therefore

requires much higher power from the kicker amplifiers to deflect the beam by the same

amount as the CTF3 prototype. CLIC requires up to 500 kW peak power from the amplifiers,

compared to 20 kW at CTF3. Multiple amplifier modules with similar design to the CTF3

amplifiers could be combined to meet the CLIC power requirements [26].

The CLIC proposal requires 48 separate PFF systems, with one in each of the 24 de-

celerator sections for each of the two drive beams. Aside from the vast difference in the

quantity of required hardware components, the CLIC application also presents the challenge

of synchronising the reference timing of the 48 systems along the 50 km facility with fem-

tosecond stability. This is not addressed in the CTF3 prototype but feasible solutions have

been proposed [11].

Although both the CTF3 and CLIC schemes use chicanes to vary the beam trajectory the

design of the chicanes used are different – with a four bend C–shaped chicane with sixteen

PFF kickers proposed in the CLIC CDR, compared to the four bend dog leg chicane at

CTF3 with two PFF kickers installed for the correction. The freedom to design a purpose

built chicane with additional kickers in the CLIC design avoids the challenges of obtaining a

suitable layout for the prototype chicane at CTF3 using pre-existing beam lines (Chapter 2).

Another key difference is that at CTF3 the PFF prototype is operated on uncombined

beam, bypassing the delay loop and completing only half a turn in the combiner ring. At

CLIC the complete PFF system (including the PFF input) is placed after the drive beam

recombination, and therefore would operate on combined beam. At CTF3 as the PFF input

is placed prior to the delay loop any attempt to operate the PFF prototype with combined

beam would be complicated by having to use the measured uncombined beam pulse to correct

the combined pulse following the combiner ring. Nevertheless, operation of the prototype

with combined beam could be possible and may be attempted in future tests. If operation

on combined beam was shown to work at an acceptable level, it may allow for global PFF

systems in the CLIC delay loop or combiner rings, potentially relaxing the tolerances and

reducing the power requirements of the individual decelerator sector systems. However, this

has not been explored in this thesis.
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Figure 1.7: Phase sag along the 1.2 µs CTF3 beam pulse. The dashed black lines mark show
the 240 ns combined CLIC pulse length centred around the region where the phase sag is
flattest.

.

The main effect of using the uncombined pulse at CTF3 rather than the combined pulse

as foreseen for CLIC is that the beam pulse lengths are different. At CLIC 0.2◦ phase

stability is needed across the 240 ns combined beam pulse. At CTF3 the uncombined pulse

is much longer, up to 1.2 µs. It is therefore not necessary to demonstrate 0.2◦ phase stability

across the full CTF3 pulse length to fulfil the CLIC requirements.

In fact, it is in any case impossible to demonstrate 0.2◦ phase stability across the full

CTF3 pulse length with the PFF prototype due to the large phase sag that is present along

the beam pulse. The RF pulse compression system at CTF3 [19] results in an approximately

parabolic variation of roughly 40◦ along the pulse which would not be present at CLIC. The

phase sag is much larger than the correction range of the PFF prototype, which is designed

to remove smaller, fast offsets. The PFF correction is therefore focused on the flatter, central

part of the pulse around the minimum in the phase sag, where the phase variations across the

pulse length relevant for CLIC are within the correction range. This is shown in Figure 1.7.

1.8 Definitions of Different Phase Statistics

Throughout the thesis several terms will be used to describe different ways of measuring the

phase, as well as other parameters. These terms are briefly summarised here for reference.

All quoted phase values throughout the thesis are in degrees at 12 GHz.

CTF3 provides an uncombined beam pulse length of up to 1.2 µs. It is useful to compare
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results both along the pulse and for the mean of the pulse. To calculate “mean” statistics,

the average of each beam pulse is taken. Usually this is not taken across the full pulse

length, but rather across a a region of several hundred nanoseconds near the mid-portion of

the pulse where the beam is most stable and the phase sag is flattest (see Figure 1.7). Mean

statistics are usually plotted against time in units of the pulse number, with CTF3 operating

at a repetition rate of 0.8333(3) Hz, or one beam pulse every 1.2 s. The mean phase jitter

represents the standard deviation, σ, of these mean values across the duration of a dataset.

Any statistic instead described as being “along the pulse” represents the varitation in

the measured values point-by-point along the beam pulse, typically sampled at a rate of a

few hundred MHz. The time axes for plots of statistics along the pulse are either in units of

nanoseconds, or simply the point number along the pulse (sample number). The phase jitter

along the pulse represents the standard deviation of the measured phases at each individual

sample point taken across the duration of a dataset.

All quoted correlation coefficients, ρ, are Pearson product-moment correlation coefficients

[28]. Standard errors on the jitters, δσ, and correlation coefficients, δρ are calculated using

δσ = σ/
√

2N , and
√

(1− ρ2)/(N − 2) respectively, where N is the number of data points.

1.9 Thesis Overview

This thesis documents the design, commissioning, operation and results of the PFF prototype

at CTF3. In Chapter 2 the design of the TL2 chicane and the modifications to it that were

necessary to achieve the desired phase shifting behaviour are described in more detail.

The performance of the PFF correction depends on the ability to precisely measure the

beam phase, and so Chapter 3 presents the extensive work that has been completed to

understand and maximise the precision of the new purpose built phase monitors that were

installed at CTF3 for the PFF system.

As well as excellent precision in the measured phase, it is crucial to have high correlation

between the phase at the end of the linac (the PFF input) and the phase at the correction

location (TL2). With no correlation between the phases at these two points no improvement

in phase jitter would be possible with the PFF system. Chapter 4 describes the process of

understanding and improving this correlation.

Chapter 5 focuses on the setup of the remaining PFF hardware components and the

commissioning of the complete PFF system. This includes the implementation of the PFF

correction on the feedforward controller (the FONT5a board), the design and performance

of the kicker amplifiers, as well as verifying the correction timing and correction range.

Chapter 6 then presents the best results that have been achieved with the PFF prototype

to date following all the optimisations described in the rest of the thesis. An analysis of the

current limitations of the system and possible future improvements to the PFF setup are

also discussed. Finally, the conclusions from each chapter and suggestions for future work

are summarised in Chapter 7.



Chapter 2

Design of the PFF Chicane

A basic beam line consists of bending magnets (dipoles) connected by straight sections with

focusing magnets (quadrupoles). Quadrupole magnets focus the beam in one transverse

plane but defocus the beam in the other plane [8]. To give a net focusing effect in both

planes they are usually installed in doublets or triplets, alternating between focusing and

defocusing magnets in each plane. A practical “real world” beam line must also include many

diagnostic devices (such as beam position monitors, or BPMs) and additional elements (such

as magnetic correctors) to be able to measure and remove the effects of small misalignments

and imperfections in the beam line. The arrangement of devices along the line is referred

to as the lattice. The collective settings (strengths) of each focusing element and the beam

conditions they produce are referred to as the machine optics.

The performance of the PFF system depends heavily on the lattice and optics of the

correction chicane in the TL2 line at CTF3. This chapter describes the design of TL2, the

modifications that have been made to its lattice for the PFF system and the derivation of

suitable optics for the line taking in to account new constraints for the PFF system.

2.1 Definitions of Optics Nomenclature

Each element of a beam line can be expressed as a transfer matrix R that defines how it

transforms the initial coordinates of a particle in the beam [8]:

~xf = R~xi (2.1)

where ~xi and ~xf are six dimensional vectors describing the initial and final state of the

particle. In the transverse plane the vectors ~x contain the horizontal and vertical offsets

(x, y) and divergences (x′ = dx/ds, y′ = dy/ds), where s is the longitudinal position

along the beam line. The parameters (x, y, s) define a curvilinear set of coordinates that

measure the position of the particle with respect to the nominal or reference orbit, for

example following the trajectory of the beam through bending magnets [8]. The final two

longitudinal coordinates are the time offset (t) and momentum offset (∆p/pref ) of the particle

with respect to the reference or ideal particle. The time t is analogous to the phase of interest

for the PFF system.

19
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Equation 2.1 can be expanded to become:
xf
x′f
yf
y′f
tf

∆pf/pref

 =


R11 R12 R13 R14 R15 R16

R21 R22 R23 R24 R25 R26

R31 R32 R33 R34 R35 R36

R41 R42 R43 R44 R45 R46

R51 R52 R53 R54 R55 R56

R61 R62 R63 R64 R65 R66




xi
x′i
yi
y′i
ti

∆pi/pref

 (2.2)

where each coefficient Rij of the 6 × 6 transfer matrix R defines how the final value of the

ith coordinate after passing through the element is influenced by the initial value of the jth

coordinate prior to the element.

The effect of any complete beam line on the coordinates of a particle can be determined

by multiplying the transfer matrices of each individual element along the line. At CTF3,

optics and transfer matrices are calculated using a MADX model of the machine. MADX

is the de facto tool available for the design and simulation of particle accelerators [29]. All

the optics terms presented in this thesis use MADX coordinates and units [29]. In some

cases these are slightly modified from the coordinates defined above, and these differences

are explained later when relevant.

The values of the transfer matrix coefficients define the properties of a beam as it traverses

a lattice. To give an example, the coefficients R16 and R36 are critically important, and are

more commonly referred to as the horizontal dispersion, Dx = R16, and vertical dispersion

Dy = R36. The dispersions Dx(s) and Dy(s) vary along the lattice and describe how the

position offset, ∆x(s) or ∆y(s), of a particle depends on its energy:

∆x(s) = Dx(s)

(
∆p

p

)
; ∆y(s) = Dy(s)

(
∆p

p

)
(2.3)

The source of non-zero dispersion values are dipoles, within which lower (higher) energy par-

ticles are bent through larger (smaller) angles than the reference particle. A dipole therefore

creates energy dependent particle orbits that propagate through the following elements. To

reduce energy dependent orbit excursions, and the associated growth in beam size, optics

are usually designed to give minimal dispersion, or zero where possible.

Several other transfer matrix coefficients are also of specific interest for the PFF system

both in the TL2 and TL1 transfer lines at CTF3. These will be explained in more detail

later in this chapter but include mostly the coefficients related to horizontally deflecting (or

“kicking”) the beam, so the R2j and Ri2 terms including the horizontal divergence, and the

coefficients related to the final beam phase, so the R5j terms.

The previous discussion shows how the propagation of a single particle through a beam

line can be modelled. The matrix formalism above can be adjusted to describe the trajec-

tories of many particles by replacing the column vectors ~x with matrices of many column

vectors describing each particle. However, to understand the properties of a complete beam

it is also useful to introduce the general solution to the transverse equations of motion (Hill’s

Equation) [30]:

xi(s) =
√
βx(s)εx cos[µx(s) + δxi] (2.4)
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where the subscript i refers to the ith particle. Replacing x with y gives the equivalent

solution in the vertical plane. The transverse motion follows a modified harmonic oscillation

with amplitude
√
βx(s)εx. The betatron (or beta) function βx(s) varies along the beam line

and depends on the lattice and optics, whilst the beam emittance εx is a preserved quantity

[31]. The phase advance µx(s) defines the phase of the oscillation at each point along the

lattice, with each particle having an initial phase offset δxi.

The solution has a constant of motion known as the Courant-Snyder invariant [32]:

γxx
2 + 2αxxx

′ + βxx
′2 = εx (2.5)

where the explicit dependence on s of all the parameters apart from the emittance has been

dropped for readability. βx, αx and γx are collectively known as the Twiss parameters, where

the αx and γx functions relate to the beta function as follows [8]:

αx = −1

2

dβx
ds

; γx =
1 + α2

x

βx
(2.6)

The Courant-Snyder invariant defines an ellipse with area πεx in (x, x′) phase space. At any

point along the lattice 68% of particles (±1σ) in a Gaussian beam are contained within an

envelope of x(s) ≤
√
βx(s)εx. The beta function defines the beam size at any point in the

lattice, assuming a beam in which all particles have the reference energy. The dispersion

previously introduced can then be used to independently determine the increase in beam

size resulting from the beam’s energy spread.

2.2 Kicker Design

The two electromagnetic kickers provide the phase correction in the PFF system by deflecting

the beam on to longer or shorter paths in the TL2 chicane (see Figure 1.6). They have been

designed and built by INFN, Italy [33], based on a similar design used at the DAΦNE

collider [34]. A schematic of the kicker design is shown in Figure 2.1. It consists of two

parallel conducting strips placed along the left and right side of the beam pipe. Each strip

is approximately one metre in length and the horizontal separation between the strips is

40 mm. The strips are tapered at their ends to reduce coupling impedance (to reduce the

voltage induced on the strips by the beam) [27].

At each end of each strip there is a feedthrough to a 50 Ω HN-type connector. A voltage

is applied to the downstream end of each kicker strip, with opposite polarity on each side,

for example +V to the left strip and −V to the right strip. The voltage is supplied by

the amplifier, as discussed in Section 5.2, and the the upstream ends of the kicker strips

are also terminated back at the amplifier. The applied voltage V (t) creates a horizontal,

position independent, electric field and vertical magnetic field between the strips with related

amplitudes as follows [35]:

Ex ∼ V (t) (2.7)

By ∼
V (t)

c
(2.8)
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Lstrip=960 mm

dstrip=40 mm

Figure 2.1: Technical drawing of the kicker design. The kicker is shown in a vertical orien-
tation with the strips on the top and bottom. When installed in the beam line the kicker
is oriented with the strips on the left and right, in order to create a horizontal electric field
between the strips.

where c is the speed of light. By the Lorentz force an electron in the beam propagating

with speed v from the upstream end of the kicker to the downstream end (in the opposite

direction to the voltage applied to the strips) experiences the following horizontal force [35]:

Fx = e(Ex + vBy) ∼ e(1 + β)V (t) ∼ 2eV (t) (2.9)

where e is the charge of an electron and β = v/c. The final expression holds for an ultra-

relativistic particle where β ' 1, which is true for the CTF3 beam. In this case the forces

resulting from the electric and magnetic fields have the same magnitude and direction. If

the voltage were applied to the upstream end of the strip rather than the downstream end,

the magnetic field would be in the opposite direction and the resulting electric and magnetic

forces would cancel.

With the voltage correctly applied to the downstream end of the strips the force is as

above and the kicker imparts a horizontal deflection to the beam. The kicker design gives

a horizontal deflection of 1 mrad for an applied voltage of ±1.26 kV to each strip [27],

assuming the CTF3 beam energy of around 135 MeV. This value together with the peak

voltage output from the amplifier and the optics of the TL2 chicane (as described below)

defines the maximum phase offset that can be corrected by the PFF system (Section 5.3.1).

2.3 TL2

The transfer line TL2 at CTF3 transports the beam from the exit of the combiner ring to

the experimental area CLEX (see Figure 1.5). The whole line is approximately 45 m long

and contains both vertical and horizontal chicanes to align the outgoing combiner ring beam

line to the CLEX entrance. The PFF system attempts to correct the beam phase using the

horizontal chicane at the end of TL2, where the two kickers are installed. Further details of

the design of TL2 can be found in [36].
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Figure 2.2: Lattice of the TL2 transfer line. The beam enters TL2 from the right hand side of the figure. The main changes made to
accommodate the PFF hardware are highlighted in yellow. Dipoles (BH or BV) and quadrupoles (QF or QD) are labelled below the line
at their approximate positions. BPMs (BPI or BPM), correctors (DH or DV) and the PFF kickers (KH) are labelled above the line at
their approximate positions. Adapted from [37].
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The diagram in Figure 2.2 shows a plan view of the TL2 line and the lattice of the line.

To interpret the diagram it is useful to introduce the device naming convention at CTF3.

Devices have names of the form: [CC].[QF][D][0840]. The first two letters refer to the

section of the machine, with the prefix CC used for TL2. These are not included in the

diagram to improve readability. In Chapters 3 and 4 the prefix CT is used to refer to the

CT-line after the linac and the transfer line TL1 prior to the combiner ring. The second

group of letters refer to the type of device, the main ones being QF and QD for horizontally

focusing and defocusing quadrupoles, BH and BV for horizontal and vertical dipoles, BP for

beam position monitors (BPMs) and DH and DV for horizontal and vertical orbit correctors.

The last letter indicates the type of that device, with four different designs of quadrupole

used along the TL2 line (G-type, H-type, L-type and D-type), for example. The four final

numbers indicate the position of that device along the line, in ascending order from the

beginning to the end of the line.

The horizontal chicane of interest for the PFF system starts at the dipole CC.BHG0500

and ends at the dipole CC.BHG0800. The first (500) and last (800) dipoles bend the beam

through +31◦ and −31◦ respectively. Inside the chicane there are two further dipoles of

a different type – CC.BHH0600 and CC.BHH0700, which deflect the beam through +17◦

and −17◦ respectively. The resulting overall chicane has a “dog leg” shape around 12 m in

length, with three straight sections around 4 m in length between the bending magnets. Each

straight section contains a triplet of quadrupoles and either one (in the first and last sections)

or two (in the middle section) BPMs (of the BPI type [38]). Although the quadrupoles are

labelled as horizontally focusing or defocusing the polarity of the current sent to each can

be reversed so that it focuses in the opposite plane. The F or D labels refer to whether the

magnet is horizontally focusing or defocusing when a positive power supply current is used.

Other features along the TL2 line that are important for the derivation of optics seen

later in this chapter include the vertical chicane and two long drift spaces without focusing

elements. The vertical chicane starts and ends at CC.BVA0300 and CC.BVB0400 respec-

tively, and contains a triplet of quadrupoles. Between the quadrupole CC.QFD0840 (the

last shown in the diagram) and CC.QFL0910, there is a long drift space of around 4 m with

no focusing elements as the beam pipe passes through in to the neighbouring building where

the CLEX area is located. Between the quadrupole CC.QFH0230 and CC.QFL0270 there

is another long drift space, around 7 m. The Twiss beta and alpha functions entering these

long drifts must be carefully chosen to avoid unrecoverable growth in the beam size.

2.3.1 Integration of PFF Hardware

Due to building and cost constraints the PFF prototype had to make use of the pre-existing

layout of the TL2 horizontal chicane. However, many modifications to the line were necessary,

mostly involving the rearrangement of elements on girders 4 and 7 in TL2 (CC.xxx04xx and

CC.xxx07xx devices), where the new PFF kickers are installed. The largest changes are

highlighted in Figure 2.2.

As the chicane was already densely packed with quadrupoles and other devices the inte-

gration of the two kickers was not straightforward. To maintain the functionality of the lattice
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Figure 2.3: Schematic of the installation of the first kicker inside the quadrupole
CC.QDH0490 (blue) before the first dipole in the chicane CC.BHG0500 (red). The kicker
also passes through the aperture of the corrector CC.DHF0465, the small square device on
the right side of the quadrupole in the figure. Adapted from [39].

quadrupoles could not be removed, and thus instead the kickers have been installed inside

wide aperture ‘H-type’ quadrupoles [40]. Two ‘L-type’ quadrupoles [40] (now CC.QDL0330

and CC.QDL0370) from the horizontal chicane were swapped with two ‘H-type’ quadrupoles

(now CC.QDH0490 and CC.QDH0790) from the vertical chicane. The two PFF kickers,

CC.KHD0480 and CC.KHD0780, are then installed inside the aperture of these quadrupoles,

prior to the first and last dipole of the horizontal chicane. In addition, two magnetic cor-

rectors (now CC.DHF0465 and CC.DHF0765) were installed around the PFF kickers to

facilitate a complementary, large range but low bandwidth, slow phase correction [41]. A

schematic of the installation of the first kicker inside the quadrupole and corrector is shown

in Figure 2.3. The kicker CC.KHD0480 will also be referred to as the first kicker (or K1),

and CC.KHD0780 as the second kicker (or K2). Apart from the quadrupoles and correctors,

two BPMs (now CC.BPI0435 and CC.BPI0735) also had to be moved slightly to vacate the

area now occupied by the kickers.

2.4 TL2 Optics Constraints

To take in to account the changes made to the TL2 lattice new optics were needed. This

section summarises the various optics constraints that must be met in TL2. These can

be split in to two types – the nominal optics constraints, required to recover the same (or

similar) beam conditions as before the changes, and the new optics constraints for operation

of the PFF system, required to be able to manipulate the beam phase using the chicane.

2.4.1 Nominal Optics Constraints

The nominal optics constraints are mostly put in place to minimise the transverse beam size

along the line by restricting the magnitude of the dispersion and Twiss functions. The final
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constraints, on the R56 transfer matrix coefficient, relate to the longitudinal stability of the

beam. This is necessary to preserve the bunch length, which is crucial for the RF power

production, the principal purpose of the drive beam.

Dispersion

The dispersion describes the energy dependent component of the beam size (Section 2.1).

Optics are usually created so that there is no dispersion (Dx = Dy = 0) in straight sections.

However, inside chicanes and rings the dispersion can never be zero everywhere. To give

zero dispersion in the straight sections the dispersion must therefore be closed at the exit of

all bending sections. Dispersion closure means that both the dispersion and its derivative

(D′x = dDx/ds, and D′y = dDy/ds) are zero at the exit from the chicane or ring. In TL2

this condition applies after the bend CC.BHH0200 at the start of the line and at the exit of

the horizontal chicane (CC.BHG0800) for the horizontal dispersion, and at the exit of the

vertical chicane (CC.BVB0400) for the vertical dispersion.

Within the bending sections the magnitude of the dispersion should be kept as small as

possible whilst meeting the other optics constraints. At CTF3 the rms energy spread of the

beam is typically at the level of 0.8% – 1.0% [15]. Dispersion is then usually the largest

contribution to the beam size, with a dispersion of 1 m giving one sigma (∆p/p = 0.01)

excursions of ±1 cm in individual particle orbits, for example. The diameter of the beam

pipe in bending sections at CTF3 is 10 cm in most cases, as opposed to 4 cm in straight

sections, in order to minimise the effects of dispersion dependent beam size growth on the

beam transport [15]. However, the second kicker installed in the chicane for the PFF system

(CC.KHD0780) only has the normal 4 cm aperture (2 cm radius). Dispersion around the

second kicker should ideally be kept below 0.66 m so that off-energy particles up to three

sigma (∆p/p = 0.03) are not lost on the kicker strips.

Twiss Functions

The Twiss beta functions define the energy independent component of the transverse beam

size and the alpha functions define the rate of change of the beta function along the line

(Equations 2.4–2.6).

The optics constraints on the Twiss functions are a compromise between small beta and

small alpha values. The beta value must be kept small enough to avoid the transverse beam

size becoming similar to the aperture of the beam pipe, which would result in beam losses.

At CTF3 the geometric beam emittance is usually around 0.5 µm rad, but may be up to a

factor two larger than this in the horizontal plane depending on the beam setup [42]. With

an emittance of 0.5 µm rad a beta value of 50 m at one point in the lattice corresponds to a

one sigma transverse beam size of 0.5 cm at that location, compared to the 4 cm beam pipe

aperture in straight sections at CTF3, for example. Beta is usually kept below 50 m when

possible, but values up to 100 m can be accepted [43].

However, at the same time small beta values correspond to a smaller beam size and
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Parameter Value
βx 7.26 m
βy 5.90 m
αx -4.84
αy -1.27

Table 2.1: Initial Twiss parameters for the TL2 line, taken at the entrance to CC.QFH0210.

therefore stronger focusing along the line. Increasing the strength of quadrupoles also in-

creases the sensitivity of the optics to variations in initial conditions, errors in the model,

or non-linear field errors in the magnets, for example, which can lead to aberrations in the

beam. As a result it is desirable to have weak optics, with the quadrupole strengths as low

as possible whilst keeping beta at a tolerable level. This can be constrained in the optics by

attempting to keep alpha as small as possible, typically below 30 at CTF3. As mentioned

in Section 2.3 there are long drift spaces with no focusing elements at the start and end of

TL2, and it is most difficult to maintain low beta and alpha values following these regions.

At the start of TL2 the initial values of the Twiss parameters are also constrained by the

optics of the combiner ring. In other words, the beta and alpha values at the start of TL2

are defined by the closed solution of the combiner ring. The optics at the beginning of TL2

are fixed by these constraints, as well as additional dispersion constraints, and cannot be

further adjusted. As a result, the new TL2 optics (Section 2.6) are usually matched starting

from CC.QFH0210, and the required initial conditions at this location are summarised in

Table 2.1.

R56

The dispersion describes how the transverse orbit of a particle is changed by its energy. These

differences also change the longitudinal path length of the particle’s trajectory, thereby

shifting the particle’s phase (described by the time t, the fifth coordinate in the matrix

formalism). This effect is described by the transfer matrix coefficient R56:

tf = ti +R56

(
∆p

p

)
(2.10)

The R56 value between the entrance and exit of all bending sections at CTF3 is nominally

zero so that that the bunch length is not increased along the facility, and there is then no

transformation of energy jitter in to phase jitter. In TL2 this places the constraints for

R56 to be zero between the entrance and exit of the horizontal chicane (CC.BHG0500 to

CC.BHG0800).

2.4.2 PFF Optics Constraints

All the additional PFF optics constraints place requirements on the transfer matrix coeffi-

cients between the two kickers, from the exit of the first kicker to the entrance of the second
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kicker. There are two sets of constraints, one to maximise the correction range of the PFF

system and the other to ensure the PFF system does not degrade the beam quality after the

chicane.

Correction Range

The PFF system clearly requires the path length between the two kickers to depend on the

applied kick. The voltage applied to the kickers is used to correct the beam phase by varying

the path length, and hence time-of-flight, between the kickers. R52 is the transfer matrix

coefficient that relates the time, or phase, variable to the deflection induced by the kickers:

tK2 = tK1 +R52x
′
K1 (2.11)

where tK1 and tK2 are the time offset of the particle at the exit of the first kicker and at the

entrance to the second kicker respectively, and x′K1 is the divergence at the exit of the first

kicker resulting from the applied kick. MADX uses metres as the units for its ‘time’ variable

[29], as this is equivalent to the longitudinal offset of a particle with respect to the reference

particle. To convert these distances in to degrees at 12 GHz they must be multiplied by the

constant factor 360/λ12GHz, where λ12GHz = 2.5 cm is the 12 GHz wavelength. Directly in

terms of phase (in degrees) the equation above therefore becomes:

φK2 = φK1 +R52

(
360

λ12GHz

)
x′K1 (2.12)

where φK2 is the phase at the entrance to the second kicker (the corrected phase) and φK1

is the initial uncorrected phase at the exit of the first kicker. The maximum value of x′K1

is fixed by the peak voltage output from the kicker amplifiers and the design of the kickers

themselves. To obtain the largest possible correction range for the PFF system given the

parameters of the hardware, the R52 transfer matrix coefficient should be as large as possible.

For example, with R52 = 1 m and a maximal kick of x′K1 = ±1 mrad, the correction range

of the PFF system would be ±14.4 degrees.

The path length difference in the chicane largely results from differing trajectories in the

dipoles. In this way it is somewhat analogous to the dispersion, which describes the energy

dependent difference in beam orbit after dipoles. This has the unfortunate consequence of

leading to optics with high R52 values also tending to have high peak dispersion values in

the chicane. The PFF optics must therefore be a compromise that achieves a reasonable

correction range whilst keeping the dispersion small enough to avoid beam losses in the

chicane.

Orbit Closure

The PFF system should not change the beam orbit after the chicane, which means the beam

position and divergence after the second kicker must be independent of the applied kicks.

In other words, the second kicker must close the horizontal orbit bump created by the first
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kicker. To derive the constraints this places on the optics, the offset in the position xK2 and

divergence x′K2 of the beam at the entrance to the second kicker can be expressed as follows:

xK2 = R11xK1 +R12x
′
K1 (2.13)

x′K2 = R21xK1 +R22x
′
K1 (2.14)

where xK1 and x′K1 are the position and divergence offset at the exit of the first kicker, and

R11, R12, R21 and R22 are transfer matrix coefficients for the optics between the exit of the

first kicker and the entrance to the second kicker. The beam position offset at the exit of

the first kicker is proportional to the applied kick:

xK1 = mx′K1 (2.15)

where m is a constant that depends on the properties of the kicker and also on the strength

of the quadrupole CC.QDH0490 within which the kicker is installed (Section 2.3.1). Substi-

tuting this expression in to the equations for xK2 and x′K2 gives:

xK2 =

(
R11 +

R12

m

)
xK1 (2.16)

x′K2 = (mR21 +R22)x′K1 (2.17)

As stated xK2 and x′K2 are defined above at the entrance to the second kicker. The require-

ment for the PFF chicane optics is that there is no change in position nor divergence at the

exit of the second kicker for all applied kicks. However, a derivation of the exact expression

for the optics requirements between the kickers in order to close the orbit at the exit of

the second kicker is complicated by the fact that the quadrupole around the second kicker,

CC.QDH0790, can have a different strength to the quadrupole around the first kicker.

For the purpose of the discussion here the simplified case where CC.QDH0790 has the

same strength but opposite polarity (focuses in the opposite plane) as CC.QDH0490 will

be considered. The ideal case where the two kickers can be powered with the same mag-

nitude voltage but opposite polarity is also assumed. With these conditions, the second

quadrupole/kicker effectively have precisely the opposite effect on the beam as the first

quadrupole/kicker. To close the orbit after the second kicker the position and divergence at

the entrance to the second kicker must therefore meet the following criteria:

xK2 = −xK1 (2.18)

x′K2 = x′K1 (2.19)

Comparing these two expressions to the previously derived equations for xK2 and x′K2 then

yields the following optics constraints:

R11 +
R12

m
= −1 (2.20)

mR21 +R22 = +1 (2.21)

The simplest solution to these equations is R11 = −1, R12 = 0, R21 = 0 and R22 = 1.

However, other solutions exist and the optics matching (Section 2.6) allows the quadrupoles
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CC.QDH0490 and CC.QDH0790 to have different strengths, which is not taken in to ac-

count here. MADX is used to model the actual beam orbit in the chicane and the figure

of merit is for the simulated orbit to be closed after the second kicker, rather than for the

above constraints to be met. Nevertheless, the optics eventually created do satisfy Equa-

tions 2.20 and 2.21 within several percent (Section 2.6.2).

2.5 TL2 Optics Measurements

As seen above there are many optics constraints in TL2 that must be met both to ensure

that the beam can be transported efficiently into the CLEX area as well as to obtain the

desired behaviour in the horizontal chicane for the PFF system. MADX was used to create

optics that meet these criteria (Section 2.6), but they will be of no use if the model of

TL2 does not accurately describe the actual characteristics of the line. As such, a series of

measurements has been taken to determine and improve the accuracy of the TL2 MADX

model. Measurements of this type had not previously been completed for the TL2 line at

CTF3, thus any errors identified in the model are not limited to only the hardware changes

made for the PFF system.

2.5.1 Method

The TL2 line includes 12 magnetic orbit correctors, as shown in Figure 2.2 (plus one at the

end of TL2 in the CLEX area, which is not shown in the figure). The primary purpose of

the correctors is to compensate differences in beam orbit resulting from small misalignments

of devices along the line. However, they can also be used to probe the accuracy of the TL2

model.

By changing the strength (power supply current) of one of the correctors the beam is

deflected onto a new trajectory along the line. The new orbit is observed in the BPMs

downstream of the corrector, with a total of 12 BPMs in TL2 (also shown in Figure 2.2).

The position offset in each BPM depends on the transfer matrix between the corrector and

that BPM, and therefore on the focusing properties of all the magnetic elements between

the corrector and the BPM. By deflecting the beam with each corrector along the line, and

in both planes, the response of the whole line as well as individual parts of the line was

determined.

The same process was repeated in the MADX model, applying a current to one of the

correctors and creating a simulated deflected orbit. All the BPMs are included in the model,

allowing the real measured position in each BPM to be compared to the simulated position

from the MADX model. Any difference between the two highlights inaccuracies in the

modelled properties of the TL2 lattice.
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2.5.2 Results with Original MADX Model

Figures 2.4 and 2.5 show an example of the results obtained with the unmodified version of

the TL2 MADX model, in the horizontal and vertical planes respectively. One of the first

correctors in TL2, CC.DHF0175 (or the equivalent CC.DVF0175 in the vertical plane), is

used, so the results are sensitive to errors in the model along the full length of the line. Three

lines are shown in each figure – the red line labelled “Measurement” corresponds to the actual

measured position in the BPMs, the dashed blue line “Model” shows the simulated position

in the BPMs from MADX, and the final black line “Full” shows the simulated MADX orbit

propagated through all elements along the line (not restricted to only the BPM positions).

In a perfect model of the line the blue “Model” and red “Measurement” lines would be

identical.

In the horizontal plane there is good agreement between the model and the measurement

in the three BPMs following the corrector (up until CC.BPM0275). After this point the

response in the model is clearly completely different to the measurement. For example,

the measured position shifts by 10 mm between CC.BPM0275 and CC.BPM0365 in the

measurement, but only 6 mm in the model. Towards the end of the line the model is close to

being the inverse of the measurement. There is also poor agreement between the model and

the measurement in the vertical plane, with a large difference already visible at CC.BPM0275

in this case. The peak-to-peak vertical orbit offset in the model is roughly a factor two larger

than the measurement.

2.5.3 Sources of Errors in MADX Model

The results described above immediately demonstrate large discrepancies between the model

and the actual response of TL2. Based on previous experience from corrections made to the

MADX model for other sections of CTF3 [44] two key areas were identified to investigate

to try to improve the model — the properties of the “L-type” quadrupoles in TL2, and the

focusing effects from the dipoles in TL2.

Quadrupole Strengths

16 out of the 27 quadrupoles in TL2 are of the “L-type”, with labels of the form CC.QDLxxxx

or CC.QFLxxxx1. This includes all the quadrupoles in the horizontal chicane apart from the

two wide aperture “H-type” quadrupoles within which the PFF kickers are installed. In the

MADX model of TL2 the focusing strength of these magnets, k, is defined by the following

parameters2:

k =
FQL× I

E
(2.22)

where FQL = 31.78 is a constant defined by the properties of the quadrupole, I is the current

delivered to the quadrupole from its power supply and E is the beam energy. Multiplying

1These quadrupoles were reclaimed from the CELSIUS project in Uppsala, Sweden [45]
2k is referred to as K1 in MADX. k is used here to avoid confusion with the first kicker K1.
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Figure 2.4: Measured horizontal orbit due to a kick from the corrector CC.DHF0175 (red)
compared to the expected orbit in the original MADX model of TL2. The black line shows
the MADX orbit propagated through all elements along the line, and the dashed blue line
the orbit restricted to only the BPM positions.
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Figure 2.5: Measured vertical orbit due to a kick from the corrector CC.DHF0175 (red)
compared to the expected orbit in the original MADX model of TL2. The black line shows
the MADX orbit propagated through all elements along the line, and the dashed blue line
the orbit restricted to only the BPM positions.



2.5 TL2 Optics Measurements 33

SBEND RBEND

Figure 2.6: Geometry of SBEND and RBEND dipoles.

the k value above by the 30 cm active magnetic length of the L-type quadrupoles gives their

equivalent focal length.

As the properties of the “L-type” quadrupoles were not measured in place at CERN

prior to their use in CTF3 there was a large uncertainty on the correct value of FQL to use.

Therefore, changing the FQL value in the MADX model was potentially a good candidate

to try to improve the agreement between the model and the measurements.

Dipole Focusing

Although the primary purpose of dipole magnets is to bend the beam they also give focusing

effects that depend on the design of the magnet, and in particular the orientation of the

pole faces. The seven dipoles in TL2 can be roughly split in to two types in terms of the

focusing effects they are expected to produce — sector magnets (SBENDs) and rectangular

magnets (RBENDs). Figure 2.6 compares the geometry of the pole faces for SBEND and

RBEND dipoles. In SBEND magnets the ends of the pole faces are oriented such that the

reference trajectory of the beam (black) enters and leaves the magnet perpendicular to the

pole face. Alternatively, in RBEND dipoles the reference trajectory forms an angle θ/2 with

the pole faces, where θ is the angle through which the beam is deflected by the magnet [46].

In TL2 the CC.BHH0200, CC.BHG0500, CC.BHH0600, CC.BHH0700 and CC.BHG0800

dipoles are RBENDs, and the CC.BVA0300 and CC.BVB0400 dipoles are SBENDs [40].

The first focusing effect from dipoles relates to the path length of the beam through the

magnet. In SBEND magnets this length depends on the position offset in the (horizontal

or vertical) bending plane. Particles entering the magnet experience the dipole field for a

longer length on one side of the reference trajectory, and a shorter length on the other side

of the reference trajectory, producing a focusing effect in the bending plane. This is also

shown in Figure 2.6. In RBEND magnets the length of the trajectory is the same for all

incoming position offsets, so this focusing effect is not present.

Another way in which dipoles produce focusing effects is via their fringe fields. The

fringe fields describe the increase in magnetic field from zero to the peak bending field as

the beam approaches the entrance to the dipole, and from the peak field back to zero as the

beam leaves the dipole. The extent and rate of increase of the fringe fields depends on the

design of the dipole, in particular the pole separation. In MADX the nature of the fringe

fields is defined by the variables HGAP, the pole separation, and FINT, which describes the
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Figure 2.7: Measured horizontal orbit due to a kick from the corrector CC.DHF0175 (red)
compared to the orbit in the MADX model of TL2 with the L-type quadrupole strengths
increased by 7%. The black line shows the MADX orbit propagated through all elements
along the line, and the dashed blue line the orbit restricted to only the BPM positions.

shape of the increase up to the peak field (e.g. linear) [29]. However, the MADX model is

very simplified and often does not accurately describe the shape of the fringe fields, which

strongly depend on the precise shape and design of the magnet’s end poles.

For SBEND magnets the reference trajectory of the beam is also perpendicular to the edge

fields and there are no additional focusing effects apart from those already described. For

RBEND magnets the θ/2 angle between the reference trajectory and the edge fields results

in a magnetic field component in the bending plane. This creates a position dependent

focusing effect in the non-bending transverse plane, with no effect in the bending plane [47].

Therefore, both SBEND and RBEND dipoles have focusing effects in one plane – the bending

plane in the case of SBEND magnets, and the non-bending plane in the case of RBEND

magnets.

Finally, higher order field errors in the dipole can lead to further focusing terms. MADX

allows a quadrupole field coefficient (k) to be added to a dipole to model this effect. In

other sections of CTF3 it was found that the default MADX parameters did not give a good

approximation of the dipole focusing terms [44]. The FINT, HGAP and k parameters for

each of the 7 dipoles in TL2 are therefore also good candidates to try to correct the MADX

model of TL2.

2.5.4 Corrections to MADX Model

By varying the parameters of the dipole focusing and the L-type quadrupole strengths de-

scribed above it has been possible to find a solution that gives much better agreement between

the measured response matrix and the expected response in the MADX model. The new
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values for the parameters do not necessarily represent their true characteristics (for example

the dipole pole separation), but are rather a set of values that adjusts the simulated MADX

focusing in a way that matches the actual behaviour. An iterative process was used, with

a mixture of automatic optimisations via algorithms in MATLAB and MADX and manual

interventions to drive the calculated adjustments towards a reasonable solution and away

from any local minima.

The first adjustment made was to the modelled strength of the L-type quadrupoles. As

the majority of quadrupoles along TL2 are of this type the focusing and calculated transfer

matrices in the MADX model are very sensitive to any change in their strength. It was quickly

determined that the focusing strength of the L-type quadrupoles needed to be increased

to improve the agreement between the measurement and the model. Figure 2.7 shows an

example of a horizontal kick from the corrector CC.DHF0175 with an optimal increase of 7%

in the L-type quadrupole strength. This can be directly compared to the original model in

Figure 2.4. By increasing the focusing from the L-type quadrupoles the largest discrepancies

between the MADX model and the measurement are removed. In particular the region from

inside the vertical chicane (CC.BPM0365) to inside the horizontal chicane (CC.BPI0735)

originally showed large differences including sign flips in the horizontal plane. With the

adjusted L-type strength these are removed and the agreement is excellent.

Figures 2.8 and 2.9 show an example of adjusting the focusing of the four dipoles in

the horizontal chicane (the outer 500/800 pair and inner 600/700 pair) to remove remaining

differences between the measurement and the model. In this case the beam is kicked from

the CC.DVF0525 corrector just after the first dipole in the horizontal chicane, making the

measurement insensitive to any optics errors upstream of CC.DVF0525 in the line. In both

figures the 7% increase in the L-type quadrupole strength has been applied in the MADX

model. With the quadrupole correction in place but no adjustment to the dipole focusing, in

Figure 2.8, the simulated orbit has the same overall shape as the measured orbit inside the

chicane (up until CC.BPI0735). However, there are still offsets between the two and these

eventually lead to a large discrepancy between the model and the measurement still being

present in the two BPMs following the chicane (CC.BPIM0845 and CC.BPM0930), which is

also seen in Figure 2.7.

By adjusting the HGAP, FINT and quadrupole (k) component of the dipoles in the

horizontal chicane a solution is found that reduces the difference between the model and the

measurement in the chicane, and then also gives much better agreement between the two

after the chicane. This is shown in Figure 2.9. Repeating this process with correctors prior

to the vertical chicane, and prior to the CC.BHH0200 bend at the start of TL2, yields the

focusing parameters for the seven dipoles in the line summarised in Table 2.2. The largest

quadrupolar component of k = 0.425 m−2 for the CC.BHH0600 and CC.BHH0700 dipoles

corresponds to a focusing strength of roughly 2% of a typical quadrupole magnet in TL2.

Figures 2.10 and 2.11 compare the measured horizontal and vertical orbit to the new

MADX model of TL2 with all the corrections from Table 2.2 in place. The same cor-

rector, CC.DHF0175, and data are used as for the examples from the original model in

Figures 2.4 and 2.5. The new version of the model is a clear improvement. In both the

horizontal and vertical planes the measured and modelled beam orbit now agree along the
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Figure 2.8: Measured vertical orbit due to a kick from the corrector CC.DVF0525 (red) with
the default MADX model of the dipole focusing. The black line shows the MADX orbit
propagated through all elements along the line, and the dashed blue line the orbit restricted
to only the BPM positions.
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Figure 2.9: Measured vertical orbit due to a kick from the corrector CC.DVF0525 (red) with
the corrected MADX model of the dipole focusing. The black line shows the MADX orbit
propagated through all elements along the line, and the dashed blue line the orbit restricted
to only the BPM positions.
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Figure 2.10: Measured horizontal orbit due to a kick from the corrector CC.DHF0175 (red)
compared to the corrected MADX model of TL2. The black line shows the MADX orbit
propagated through all elements along the line, and the dashed blue line the orbit restricted
to only the BPM positions.

0 5 10 15 20 25 30 35 40 45

s [m]

-10

-8

-6

-4

-2

0

2

4

6

y 
[m

m
]

C
C

.B
P

I0
13

5

C
C

.B
P

I0
18

5

C
C

.B
P

M
02

35

C
C

.B
P

M
02

75

C
C

.B
P

M
03

65

C
C

.B
P

M
04

35

C
C

.B
P

I0
53

5

C
C

.B
P

I0
64

5

C
C

.B
P

I0
68

5
C

C
.B

P
I0

73
5

C
C

.B
P

M
08

45

C
C

.B
P

M
09

30

Figure 2.11: Measured vertical orbit due to a kick from the corrector CC.DVF0175 (red)
compared to the corrected MADX model of TL2. The black line shows the MADX orbit
propagated through all elements along the line, and the dashed blue line the orbit restricted
to only the BPM positions.
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Device Parameter Original Value Corrected Value
CC.BHH0200 HGAP 0 m 0.084 m

FINT 0 0.79
k 0 m−2 0 m−2

CC.BVA0300 HGAP 0 m 0 m
& FINT 0 0

CC.BVB0400 k 0 m−2 -0.125 m−2

CC.BHG0500 HGAP 0 m 0.06 m
& FINT 0 0.4

CC.BHG0800 k 0 m−2 0.15 m−2

CC.BHH0600 HGAP 0 m 0.06 m
& FINT 0 0.2

CC.BHH0700 k 0 m−2 0.425 m−2

L-type Quadrupoles FQL 31.78 34.03

Table 2.2: Changes made to the dipole focusing and quadrupole strength parameters in the
TL2 MADX model in order to improve the agreement with the kick measurements.

full length of the line within a small margin of error. With the original MADX model the

mean absolute difference between the measured and simulated positions in the ten BPMs

following CC.DHF0175 was 3.9 ± 1.0 mm in the horizontal plane and 3.1 ± 0.8 mm in the

vertical plane. The corrected model reduces these differences by an order of magnitude, to

0.2± 0.1 mm in the horizontal plane and 0.3± 0.1 mm in the vertical plane. Optics calcu-

lated with the corrected model immediately gave good transmission in to CLEX, with the

measured Twiss parameters also close to the expected values from the model. This was not

the case for the original MADX model.

2.6 Matched TL2 Optics

With the corrected MADX model of TL2 in place the new optics for the PFF system were

created. The optics were obtained using MADX matching libraries [29], in which many

desired constraints can be defined for the line (each with its own weight) and then one of

several optimisation algorithms can be used to change the quadrupole strengths and derive

an optics solution that meets those constraints. Two sets of optics were created for TL2 –

a nominal set of optics containing only the constraints from Section 2.4.1, and a set of PFF

optics containing the additional R52 and orbit closure related constraints for the PFF system

from Section 2.4.2. Without the additional PFF constraints roughly a factor two smaller

maximum dispersion and beta values can be achieved in the nominal optics. However, the

beam quality achieved with the PFF optics exceeded expectations, and the benefit gained

from the nominal optics in terms of dispersion and beta functions did not outweigh the time

taken to change optics regularly. Therefore, only the PFF optics is routinely used. The

nominal optics is not documented in detail here, but the optics parameters are provided in

Tables 2.3 and 2.4 for a point of comparison with the PFF optics.
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2.6.1 Matching Process

For the purposes of the matching, TL2 was split in to three parts – from the beginning of the

line to the exit of the vertical chicane (CC.BHH0210 to CC.BVB0400), from the exit of the

vertical chicane to the exit of the horizontal chicane (CC.BVB0400 to CC.BHG0800) and

the end of the line (from CC.BHG0800 and in to CLEX). The middle section, containing

the PFF kickers and horizontal chicane, is the most critical for the PFF system.

At the beginning of each matching section the initial Twiss parameters for that part of

the lattice must be defined in MADX. At the start of the first section this is fixed by the

properties of the beam leaving the combiner ring (Table 2.1). The initial and final Twiss

functions of the middle section containing the horizontal chicane were left as free parameters

to allow the greatest degree of flexibility for meeting the constraints in the chicane. The

optics for the middle section is therefore created first, with the resulting initial and final

Twiss parameters forming additional matching constraints that must be met at the end of

the first section and the start of the final section.

Suitable initial values for the quadrupole strengths (defined by the current sent to each

quadrupole from its power supply) must also be chosen to ensure the matching algorithms

can converge to a good solution in a reasonable amount of time. For this purpose the currents

from the original optics for TL2 (before the modifications for the PFF system and the model

corrections) were used.

To accurately simulate the effect of a kick applied at the PFF kickers they must be

modelled together with the quadrupoles within which they are installed, but this can not be

directly defined in MADX. Instead, the quadrupole definition in MADX has been split in

to quarters, with zero length kicker elements inserted between each quadrupole quarter [43].

This allows the focusing effect of the quadrupole on the applied kick to be approximated.

All the constraints for each section (taken from Section 2.4) are implemented in the

matching scripts. The largest weight is given to achieving a non-zero R52 value between

the kickers, as without this the optics would be of no use for the PFF system. The next

strongest constraints are placed on the dispersion, both ensuring the dispersion is closed and

keeping the dispersion below 0.66 m around the second kicker if possible. The remaining

constraints, for example on the orbit closure, R56 and maximum Twiss functions, are also

included but with lower weights as a useful PFF demonstration could still be achieved if

they are not precisely met.

As there are relatively few variables (quadrupoles) compared to the number of constraints

it is not straightforward to match optics that meet most of the constraints. The final

derivation of the optics in the following section required many matching iterations, with the

weights altered between each step to drive the optics closer to the desired solution. The

matched quadrupole currents and Twiss parameters for each matching section are used as

the initial conditions for the following matching iteration. Ultimately a compromise had to

be accepted that met most, but not all, of the constraints as described below.
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2.6.2 PFF Optics

The PFF optics for TL2 that has been used for all the tests presented in this thesis is

presented here. Table 2.3 lists the matched quadrupole currents to apply and Table 2.4

summarises the optics constraints and their matched values. Figures 2.12 to 2.17 plot various

optical parameters of interest along the line from CC.QFH0210 to CC.QDL0920. In these

plots the position of the two chicanes (vertical and horizontal) are marked by dotted red

lines, and the position of the two PFF kickers are marked by dotted green lines. In addition,

underneath each figure the position of all quadrupoles, dipoles and the PFF kickers along the

line are indicated. Blue convex lenses indicate focusing quadrupoles and blue concave lenses

defocusing quadrupoles. Red rectangles mark the position of dipoles, and green squares the

position of the two PFF kickers.

Figures 2.12 and 2.13 show the Twiss alpha and beta functions along TL2. The largest

beta and alpha functions in both the horizontal and vertical planes are found in the region

around the beginning of the vertical chicane, as a result of the long drift space between

CC.QFH0230 and CC.QFL0270 (2 m to 9 m on the horizontal axis) preceding it. In this

area the maximum beta value is 72.1 m, and the maximum alpha is 75.9. The alpha value

is above the desired target of keeping alpha below a magnitude of 30 everywhere along the

line. This constraint is primarily placed to minimise the strength of focusing in the line,

which normally yields more stable optics that are less susceptible to errors, in particular to

any remaining optics errors in the model. The vertical chicane therefore becomes a sensitive

area for achieving good beam transport through TL2. However, in the rest of the line the

beta (up to 32 m) and alpha functions (up to 18) are much smaller than their constrained

maximum values.

Figure 2.14 shows the horizontal and vertical dispersion along the line. The dispersions

and their derivatives are closed at the 10−5 level in the vertical chicane, and the 10−6 level

in the horizontal chicane. This leaves no residual dispersion in the straight sections, as

desired. In the vertical chicane the dispersion reaches a peak magnitude of 0.11 m, whilst

in the horizontal chicane the peak is 1.16 m. Both are much smaller than the constrained

maximum values. However, the dispersion in the region of the second kicker (K2), which is

an aperture restriction as described previously, is 0.98 m and larger than the ideal value of

below 0.66 m to avoid losses on the kicker strips for energy offsets up to ∆p/p = 0.03. The

region around the second kicker is therefore another sensitive area for beam transport in this

optics.

The key constraint that is not met in the matched PFF optics is R56, where a non-zero

value had to be accepted in order to meet the remaining constraints. As seen in Figure 2.15

the R56 transfer matrix coefficient across the horizontal chicane is -0.18 m. This leads to

additional energy dependent phase jitter following the chicane that is not present prior to

the chicane, which has severe consequences for the performance of the PFF system. The

extent and mitigation of this effect is the focus of Chapter 4.

The last two figures, 2.16 and 2.17, show the effect of kicking the beam with the PFF

kickers. A deflection of +1 mrad is applied from the first kicker, and -1 mrad from the

second kicker. This leads to a peak horizontal orbit offset of 3.5 mm inside the horizontal
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Quadrupole PFF Optics Nominal Optics
CC.IQFH0210 47.00 A 44.97 A
CC.IQDH0220 48.83 A 43.27 A
CC.IQFH0230 31.75 A 16.50 A
CC.IQFL0270 14.44 A 14.20 A
CC.IQDL0280 24.96 A 22.84 A
CC.IQDL0330 24.57 A 24.57 A
CC.IQFH0350 40.07 A 42.90 A
CC.IQDL0370 24.57 A 24.57 A
CC.IQDL0430 0.16 A 16.22 A
CC.IQFL0450 0.17 A 18.86 A
CC.IQDH0490 -6.05 A 23.98 A
CC.IQFL0530 21.94 A 19.29 A
CC.IQDL0550 27.57 A 3.47 A
CC.IQFL0570 30.19 A -4.90 A
CC.IQFL0620 -1.16 A 7.63 A
CC.IQDL0650 -10.46 A 2.06 A
CC.IQFL0680 -5.96 A -0.46 A
CC.IQFL0730 -7.77 A 10.36 A
CC.IQDL0750 -14.81 A 17.18 A
CC.IQDH0790 6.32 A -66.63 A
CC.IQDD0820 63.49 A 19.75 A
CC.IQFD0840 76.53 A 39.03 A
CC.IQFL0910 -11.97 A -7.29 A
CC.IQDL0920 -12.84 A -5.01 A

Table 2.3: Quadrupole power supply currents to set in the new PFF TL2 optics for a beam
energy of 135 MeV, with the currents in the nominal optics not including the PFF constraints
also provided for comparison.

Parameter Constraint PFF Optics Nominal Optics
|R52| � 0 m (K1 to K2) 0.74 m N/A
x 0 m after K2 3× 10−7 m (1 mrad kick) N/A
x′ 0 after K2 −5× 10−7 (1 mrad kick) N/A
|Dx| Max < 2.5 m 1.16 m at QDL0650 0.62 m at QDH0790
|Dy| Max < 1 m 0.11 m at QDL0330 0.11 m at QDL0330
|Dx| < 0.66 m at K2 0.98 m 0.62 m
Dx 0 m at BHG0800 9× 10−7 m 2× 10−11 m
D′x 0 at BHG0800 −6× 10−6 −1× 10−10

Dy 0 m at BVB0400 4× 10−5 m 4× 10−11

D′y 0 at BVB0400 −6× 10−5 6× 10−11

βx Max < 100 m 55.3 m at QFL0270 22.2 m at QFD0840
βy Max < 100 m 72.1 m at QDL0330 29.6 m at QDH0490
|αx| Max < 30 43.3 at QFL0270 18.2 at QFD0840
|αy| Max < 30 75.9 at QFL0330 20.7 at QDH0220
R56 0 m -0.18 m −1× 10−3 m

Table 2.4: Summary of constraints and their matched values in the new TL2 PFF optics,
with the nominal optics not including the PFF constraints provided for comparison.
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Figure 2.12: Horizontal (blue) and vertical (red) beta functions in the new TL2 optics. Blue convex lenses indicate focusing quadrupoles
and blue concave lenses defocusing quadrupoles. Red rectangles mark the position of dipoles, and green squares the position of the two
PFF kickers.
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Figure 2.13: Horizontal (blue) and vertical (red) alpha functions in the new TL2 optics. Blue convex lenses indicate focusing quadrupoles
and blue concave lenses defocusing quadrupoles. Red rectangles mark the position of dipoles, and green squares the position of the two
PFF kickers.
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Figure 2.14: Horizontal (blue) and vertical (red) dispersion in the new TL2 optics. Blue convex lenses indicate focusing quadrupoles and
blue concave lenses defocusing quadrupoles. Red rectangles mark the position of dipoles, and green squares the position of the two PFF
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Figure 2.16: Horizontal orbit in the TL2 chicane with a 1 mrad kick from the PFF kickers. Blue convex lenses indicate focusing
quadrupoles and blue concave lenses defocusing quadrupoles. Red rectangles mark the position of dipoles, and green squares the position
of the two PFF kickers.
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kickers.
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chicane. The orbit is closed at the 10−7 level following the chicane, so that the beam’s

trajectory following the PFF system is independent of the applied kick. The values from

the approximated orbit closure expressions in Equations 2.20 and 2.21 are -1.03 and 1.04

respectively (with R11 = 1.2, R12 = −0.9, R21 = −0.7, R22 = 1.3 and m = 0.4). The 3–4%

difference from the expected values of -1 and +1 is explained by the 4% increased strength

of CC.IQDH0790 compared to CC.IQDH0490, which was not taken in to account in the

derivation of the simplified equations.

Finally, the R52 value between the two kickers is 0.74 m. This defines the phase shift

resulting from kicking the beam in the chicane, which is the key figure of merit for the PFF

system. As shown in Figure 2.17 a kick of 1 mrad provides a phase shift of −10.6◦ in this

optics. This is converted in to the actual range of the PFF system taking in to account the

specifications of the kicker amplifiers in Chapter 5. Verifications of the performance of the

optics are presented in Chapters 4 and 5.

2.7 Summary

Two new kickers have been installed in the TL2 line for the PFF system, one (K1) prior

to the first dipole of the horizontal chicane and another (K2) prior to the last dipole of the

chicane. In order to maintain the functionality of the lattice, quadrupoles previously installed

at the locations of the new kickers could not be removed completely. Instead, wide aperture

quadrupoles, previously in the vertical chicane, were swapped with the quadrupoles originally

at the kicker locations. The kickers are installed inside these wide aperture magnets.

New optics for TL2 were then required, both to take these changes in to account and

to accommodate new constraints placed by the PFF system. In particular, the PFF system

requires a large value of the transfer matrix coefficient R52 between the kickers, as this defines

the phase shift resulting from a given kicker voltage (and therefore the correction range of

the PFF system). Additional constraints are also placed to ensure the second kicker closes

the orbit bump created by the first kicker, so that the PFF system does not degrade the

transverse stability of the beam downstream of the chicane.

Optics at CTF3 are created using a MADX model of the machine. By comparing the

measured and simulated beam orbit resulting from changing magnetic correctors along the

line it was apparent that there were large errors in the model. Increasing the modelled

strength of L-type quadrupoles in the line by 7% and adjusting the focusing parameters of

the dipoles improved the agreement between the MADX model and the measurements by

an order of magnitude.

New TL2 optics for the PFF system were then matched using the corrected MADX

model. Optics yielding an R52 value of 0.74 m was found whilst limiting the Twiss, beta and

alpha, functions and dispersion to an acceptable level. However, it was not possible to match

optics that fulfilled all constraints and a non-zero R56 value of -0.18 m had to be accepted

in the horizontal chicane. This leads to an expected dependence of the downstream phase

on the beam energy, which is the main focus of Chapter 4.



Chapter 3

Phase Monitor Characterisation and
Performance

In order to successfully correct the phase with the PFF system it is clearly necessary to be

able to accurately measure the phase, whilst meeting the low latency and high bandwidth

requirements of the correction. Purpose-built phase monitors for the PFF system have been

designed and constructed by INFN, Italy [24]. Three of these monitors are currently installed

at CTF3 — two in the CT line at the end of the linac and one after the TL2 chicane in the

TBL line. The approximate positions of the monitors are shown on the layout of the PFF

system in Figure 1.6. The two “upstream” phase monitors in the CT line will be referred

to as Mon 1 and Mon 2 (Mon 1 being upstream of Mon 2 in the beam line) in this chapter.

The “downstream” phase monitor in TBL will be referred to as Mon 3. Mon 1 is normally

used as the PFF correction input, with the neighbouring Mon 2 used for performance cross-

checks. Mon 3 is then used to measure the effect of the PFF correction. In the rest of the

thesis the phase measurements are generally simply referred to as being from either one of

the upstream phase monitors, or the downstream monitor.

The chapter begins with an overview of the design and installation of the phase monitors

themselves as well as the associated electronics. For the purposes of the PFF prototype the

design of the electronics is fixed, with no possibility to make major modifications after the

initial construction. This chapter describes the process of maximising the performance of

these electronics, focusing on operational procedures, performance measurements and nec-

essary setup and hardware changes. A resolution, or sensitivity to phase, of below 0.14◦ was

achieved (Section 3.9), as derived to be necessary to be able to measure 0.2◦ corrected phase

jitter with the PFF system in Section 3.3. Several effects have also been identified that can

still degrade the accuracy of the phase measurement, such as the position dependence seen

in Section 3.13, and suggestions for further investigations are given, should an improvement

in phase monitor performance be needed in the future.

46
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19 cm

23 mm

Figure 3.1: Technical drawing of the phase monitor cavity design [50]. The length and
internal diameter of the monitor are shown. Around the centre of the monitor are the four
evenly spaced RF feedthroughs.

3.1 Phase Monitor Design

The phase monitors are cylindrical cavities with an external device length of approximately

19 cm and an internal diameter of 23 mm, as shown in Figure 3.1. When a charged beam

traverses a cavity the interaction of the beam with the cavity walls creates electromagnetic

fields inside the cavity. The amplitude of the induced fields depends both on the bunch charge

and the bunch length [48]. Small ridges (called notch filters) in the cavity, see Figure 3.2,

create a volume resonating at 12 GHz (the CLIC drive beam frequency) that contains the

beam induced fields and reflects any stray 12 GHz fields, preventing them from disturbing

the signal. Four rectangular slots, arranged in horizontal and vertical pairs, around the

mid-point of the cavity are then used to extract the beam induced resonant fields. The fields

leaving the cavity are transported in short rectangular waveguides before a transition to a

50 Ω coaxial cable via an RF feedthrough [49]. The output of the phase monitor cavities is

therefore four 12 GHz signals whose time structure depends on the arrival time, or phase, of

the drive beam bunches.

The solutions to Maxwell’s equations in cavities such as this give a discrete set of trans-

verse electric (TE) and transverse magnetic (TM) modes dependent on the geometry of the

cavity [51]. TE modes are characterised by having only transverse electric field components,

and no longitudinal electric field component, whereas TM modes have only transverse mag-
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Figure 3.2: Schematic of phase monitor design [24].

netic field components and no longitudinal magnetic field component. Each TM and TE

mode has an associated cutoff frequency dependent on the number of half-period variations,

n and m, in the field horizontally and vertically across the cavity respectively. The amplitude

of the 12 GHz signals output from the cavity will contain components of each TM and TE

mode with a cutoff frequency below 12 GHz. For cylindrical cavities the cutoff frequency of

the TM modes are defined as [51]:

fnm =
c

2π

pnm
a

(3.1)

And for the TE modes as:

fnm =
c

2π

p′nm
a

(3.2)

where a is the radius of the cavity, pnm is the mth zero of the Bessel function Jn(x), and p′nm
is the mth zero of the derivative of the Bessel function J ′n(x) [52]. The beam pipe around the

location of the phase monitors at CTF3 is usually 4 cm in diameter, and a cavity of this size

would support six separate TM or TE modes with a cutoff frequency below 12 GHz [49]. It

is for this reason that the phase monitor diameter was reduced to 23 mm, where only two

modes are present: TM01 at 4.98 GHz (n = 0, m = 1, p01 = 2.4) and TE11 at 3.74 GHz

(n = 1, m = 1, p′11 = 1.8).

TM01 is referred to as the monopole mode and TE11 as the dipole mode. The induced

field distribution resulting from a bunch entering the cavity for both modes is shown in

Figure 3.3. The precise expressions for each field distribution can be found in [53]. When

the beam has been correctly setup it should enter the phase monitor cavity close to its centre.

For small (horizontal or vertical) offsets between the beam position and the cavity centre

there is no dependence of the monopole mode amplitude on the incoming beam position.

However, the amplitude of the dipole mode does depend on the beam position, even for

small offsets from the cavity centre. This means the amplitude of any of the four individual

RF outputs from the monitor will have a position dependence. This property is used in

cavity beam position monitors (BPMs) [53], but is undesirable for a phase monitor where

the measurement should be position independent. For a 1 mm beam position offset the

dipole mode is expected to have around 10% the amplitude of the monopole mode [54].
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Figure 3.3: Field distribution of Monopole (TM01) and dipole (TE11) modes in the phase
monitor cavities. The dipole mode has both horizontal and vertical components - only the
horizontal component is shown.
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Monitor Power
Mon 1 27.6 dBm
Mon 2 29.8 dBm
Mon 3 24.5 dBm

Table 3.1: Power of the phase monitor signals (hybrid sum outputs) measured in the klystron
gallery prior to being processed by the phase monitor electronics.

To remove the unwanted dipole mode the horizontal and vertical pairs of outputs from the

cavities are combined, as the mode is symmetric and has equal magnitude but opposite sign

on each side of the cavity. The CTF3 beam is generally more stable in the vertical plane (the

majority of bends in the beam line are horizontal, so energy related orbit jitter resulting from

dispersion is larger in the horizontal plane), thus the vertical pair of RF feedthroughs from

the monitors are normally used. The two outputs are summed using 180 degree hybrids [54]

installed next to the phase monitor cavities in the machine hall. The horizontal pair is also

instrumented in the same way but the outputs are typically not used. For an ideal (perfectly

symmetric) cavity and hybrid this would create an output with only the position independent

monopole mode present. In reality small misalignments, for example in the waveguides and

RF feedthroughs, cause slight asymmetries in the cavity and signal combination which leaves

a small residual dipole component. The signal combination in the hybrids is expected to

reduce the dipole amplitude by a further 20 dB at a 1 mm offset, giving a final amplitude

around 1% of the monopole mode [54]. The remaining position dependence of the phase

measurement is discussed in Section 3.13.

Figure 3.4 shows the installation of the upstream phase monitors in the CT line. The

installation allows up to three phase monitors to be installed neighbouring each other, with

the current two monitors installed in the first and third slots leaving approximately a 20 cm

gap between the two. The connections between the four RF feedthroughs on the monitors

and the hybrids fixed underneath the monitors can be seen in the figure, with the hybrids

combining the horizontal pairs visible and two further hybrids placed on the other side of the

beam line for the vertical pairs. The outputs from the hybrids are routed up to the klystron

gallery on the floor above the accelerator hall, where they are processed and used for the

PFF inputs. The complete phase monitor setup including the cables and electronics adds

around 50 ns to the overall PFF latency [55]. For reference the power level of the three phase

monitor signals as measured once they reach the klystron gallery are quoted in Table 3.1.

These are useful to interpret the results of Section 3.6, for example.

3.2 Phase Monitor Electronics

The output of the phase monitor cavities (or more precisely the combined output from the

hybrids) is a sinusoidal signal with a frequency of ωRF = 11.994 GHz (the precise CLIC

combined drive beam bunch frequency is 11.994 GHz rather than 12 GHz). This can be

expressed as follows:

RF (t) = ARF (t) cos[ωRF t+ φ(t)] (3.3)
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where ARF (t) is the time dependent amplitude (voltage) of the phase monitor signal and

φ(t) is the time dependent beam phase of interest for the PFF system. The beam based

signals from the phase monitors are referred to as the RF signals.

This high frequency signal cannot be digitised directly, so it is multiplied by a similar

reference signal to create a lower frequency output that can be digitised, whilst preserving

the beam phase information. Mixers are the devices that perform this multiplication. The

reference signal is referred to as the local oscillator or LO, and it is usually a continuous

sinusoidal signal with constant amplitude ALO and frequency ωLO:

LO(t) = ALO cos[ωLOt] (3.4)

The multiplication of the RF and LO signals on the mixer creates an output with the

following dependence on each input:

Mixer(t) = RF (t)× LO(t) (3.5)

Mixer(t) = ARF (t)ALO cos[ωRF t+ φ(t)] cos[ωLOt] (3.6)

Using trigonometric identities this can be expressed in terms of a high frequency component,

with a frequency of (ωLO + ωRF ), and a low frequency component, with a frequency of

(ωLO − ωRF ):

Mixer(t) =
ARF (t)ALO

2
{cos[(ωLO + ωRF )t+ φ(t)] + cos[(ωLO − ωRF )t+ φ(t)]} (3.7)

The high frequency component can then easily be removed using a low pass filter, so that

the mixer output becomes:

Mixer(t) =
ARF (t)ALO

2
cos[(ωLO − ωRF )t+ φ(t)] (3.8)

Finally, by using a reference LO signal with the same frequency as the RF signal, which is

the case for the phase monitor electronics presented here, this simplifies to:

Mixer(t) =
ARF (t)ALO

2
cos[φ(t)] (3.9)

The resulting mixer output is therefore a low frequency signal that depends only on the

amplitude of the RF signal and the phase (as well as the constant LO amplitude).

To use the mixer output to calculate the phase, the voltage of the RF signal, ARF , must

be known. This can be determined by splitting the RF signal between the mixer and a diode

detector, whose output is dependent on the power of the signal (the square of the voltage):

Diode(t) = ARF (t)2 (3.10)

The phase can then be reconstructed from the mixer and diode outputs as follows:

Mixer(t)√
Diode(t)

= A cos[φ(t)] (3.11)

φ(t) = arccos

[
Mixer(t)

A
√

Diode(t)

]
(3.12)
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Figure 3.5: Front panel of the phase monitor electronics boxes containing the mixers and
diodes. The connectors labelled LO and RF take the signals from the LO source and the
phase monitors respectively. The connectors labelled A2 and A sin(phi) are the diode and
mixer outputs respectively.
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LO Power
LO 1 22.6 dBm
LO 2 23.6 dBm
LO 3 25.5 dBm

Table 3.2: Power of the LO inputs to the phase monitor electronics.

where A is a calibration constant dependent on the amplitude of the LO. The electronics for

the three PFF phase monitors use mixers and diodes as described above to produce signals

that are dependent on the phase and amplitude of the output from the phase monitor cavities.

Figure 3.5 shows the front panel of one of the sets of the electronics, showing the RF and LO

inputs and mixer and diode outputs. The mixer and diode outputs are digitised, with the

phase calculation above performed after the digitisation rather than by the phase monitor

electronics themselves.

In order to avoid non-linearities and achieve the target resolution (Section 3.3), multiple

mixers and diodes are used within each set of electronics. Non-linearities in the response of

mixers and diodes are typically worse at higher input powers [56], but higher input powers

are desirable to improve the signal to noise ratio of the output. With a single mixer and

diode a compromise must therefore be made between the accuracy (linearity) and resolution

(noise) of the electronics. To be able to operate the mixers at low power whilst maintaining a

good signal to noise ratio eight separate mixers and diodes are used in each set of electronics

[56]. The RF and LO inputs are split between the eight mixers and diodes, and then the

eight outputs of each type are added together to create the final mixer and diode outputs

from the electronics. Figure 3.6 shows a simplified example of this with two mixers and

diodes.

Figure 3.6 also shows all the elements present in the generation of the LO reference

signal for the electronics. The LO signal for all three sets of electronics is generated from

a common 3 GHz source that is locked to the timing of the CTF3 drive beam (which has

a 3 GHz acceleration frequency). The 3 GHz signal is split into three to provide the LO

input for each set of electronics. After the split each LO chain includes a phase shifter,

bandpass filter, frequency multiplier and an amplifier. The phase shifters are required for

the calibration process as discussed in Section 3.7. Initially these were 3 GHz digital phase

shifters of type [57], but these were later replaced with passive mechanical phase shifters to

reduce noise on the LO (Section 3.8). The mechanical shifters are of type [58], and can be

changed in units of 0.02 degrees at 4 GHz. After the shifters, a bandpass filter [59] removes

any unwanted out of frequency noise in the LO signal, the frequency multiplier [60] increases

the frequency of the LO to 11.994 GHz and finally the amplifier [61] is used to boost the

power of the LO signals to the level seen in Table 3.2. The LO is designed to have a stability

of 5 fs, or 0.02 degrees at 12 GHz [56].

Figure 3.7 shows the complete phase monitor electronics installation in the racks in the

klystron gallery.
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Figure 3.6: Simplified schematic of the phase monitor electronics setup. The components involved in the generation of the LO are shown
in blue, the phase monitor beam signal in green and the outputs in red. For the purposes of the diagram only two individual mixers and
diodes are shown. In the actual design the input signals are split between eight mixers and diodes, and then combined in the same way
to create the two outputs. The outputs are digitised on either the FONT5a board or the SiS digitisers.
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Figure 3.7: Annotated picture of the phase monitor electronics rack in the klystron gallery.
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3.3 Resolution Definition and Requirements

The performance of the PFF system clearly depends on the resolution with which the phase

can be measured. Many of the measurements in this chapter are therefore focused on the

phase monitor resolution, or more precisely on the resolution of the combined phase monitor

and electronics setup. The resolution is defined as the noise between the measured phase

and the true beam phase, and is a measure of the uncertainty of the instrument. It can be

calculated by comparing the difference between the measured phase of two monitors. This

is why two phase monitors, Mon 1 and Mon 2, are installed neighbouring each other in the

upstream system in the CT line. The beam phase should be identical in these two monitors

thus their measurements can always be compared to derive the resolution.

The precise derivation of the resolution dependent on the measurement of two monitors

is as follows. First, the measured phase, φx(t) and φy(t), in two monitors at time t can be

defined as:

φx(t) = φb(t) + nx(t) (3.13)

φy(t) = φb(t) + ny(t) (3.14)

where φb(t) is the true beam phase and nx(t) and ny(t) is the noise on the measurement

at that time. The time dependence will not be written explicitly from this point. These

equations assume the beam phase is identical in each monitor, as should be the case for Mon 1

and Mon 2. The variance of each phase monitor measurement can then be derived from the

equations above by adding the variance of the beam phase and the noise in quadrature:

σ2
x = σ2

b + σ2
nx (3.15)

σ2
y = σ2

b + σ2
ny (3.16)

where σx and σy are the phase jitters measured by each phase monitor, σb is the true beam

phase jitter and σnx and σny are the phase monitor resolutions. The covariance terms are

not considered as it is assumed the beam phase and the noise are uncorrelated. Assuming

the magnitude (standard deviation) of the noise, σn, is the same for each phase monitor,

this can be simplified to σ2
x = σ2

y = σ2
b + σ2

n.

The quantity of interest for calculating the phase monitor resolution is the jitter in the

difference between the two measured phases, σx−y. The variance of the difference between

two correlated variables is defined as:

σ2
x−y = σ2

x + σ2
y − 2σxσyρxy (3.17)

(3.18)

where ρxy is the correlation between the phase measurement of x and y. Substituting in the

previously derived expressions for σx and σy this becomes:

σ2
x−y = 2(σ2

b + σ2
n)(1− ρxy) (3.19)
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The correlation coefficient ρxy depends on the covariance between x and y, cov[x, y], as

follows:

ρxy =
cov[x, y]

σxσy
=

cov[x, y]

σ2
b + σ2

n

(3.20)

(3.21)

where the covariance is defined as:

cov[x, y] =
1

N

N∑
i=1

φxiφyi (3.22)

(3.23)

Substituting in the expressions for φx and φy above and separating the terms in the sum

then gives the following expression for the covariance of x and y:

cov[x, y] =
1

N

N∑
i=1

(φbi + nxi)(φbi + nyi)

cov[x, y] =
1

N

N∑
i=1

φ2
bi +

1

N

N∑
i=1

φbinxi +
1

N

N∑
i=1

φbinyi +
1

N

N∑
i=1

nxinyi

(3.24)

The first term is the definition of the variance of the beam phase, σ2
b . The remaining terms are

the covariance between the beam phase and the monitor noises, and the covariance between

the two monitor noises. Assuming the noise is uncorrelated all these terms are zero. The

remaining equation for the covariance between x and y is therefore simply: cov[x, y] = σ2
b .

Finally, the correlation between the phase measurement of x and y becomes:

ρxy =
σ2
b

σ2
b + σ2

n

(3.25)

Substituting this expression for the correlation in to the derived equation for the variance

between the two phase measurements gives the following simple dependence on the phase

monitor resolution:

σ2
x−y = 2(σ2

b + σ2
n)

(
1− σ2

b

σ2
b + σ2

n

)
σ2
x−y = 2σ2

n

(3.26)

Finally, the resolution is defined as:

σn =
σx−y√

2
(3.27)

In terms of a resolution calculation these equations only apply to the two upstream phase

monitors, for which the assumption that the beam phase is identical in each monitor (made

in Equations 3.13 and 3.14) is valid. All the resolution values quoted in this chapter use this

equation and the difference between the measurement of Mon 1 and Mon 2.

However, as the PFF system can also be thought of as subtracting two phases (removing

the upstream phase from the downstream phase) the same equations can be directly applied
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to determine the limitations that the phase monitor resolution places on the PFF perfor-

mance. Equation 3.26 shows that the lowest possible measured corrected downstream phase

jitter is a factor
√

2 times larger than the phase monitor resolution. In order to reduce the

measured downstream phase jitter to the CLIC target of 0.2◦ the phase monitor resolution

must therefore be better than 0.14◦. Equation 3.25 shows that with this 0.14◦ resolution

and a typical beam phase jitter of 0.8◦ (Section 4.2) the measured correlation between two

phase monitor measurements would be 97%.

It is important to make the distinction here between the measured downstream phase

jitter, and the actual beam phase jitter. The theoretical limit on the corrected beam phase

jitter is in fact the resolution of the upstream phase monitor (the PFF input). Adding the

downstream monitor resolution to this beam jitter in quadrature gives the theoretical limit

of
√

2 times the resolution in the measured corrected phase jitter (assuming both monitors

have the same resolution). Therefore, a resolution of 0.2◦ is theoretically sufficient to be

able to achieve CLIC level phase stability. Nevertheless, in practice the theoretical limit will

always be difficult to achieve in a real world system. Ideally it should be possible to measure

0.2◦ corrected downstream jitter, with noise from the phase monitor only making a small

contribution to this value. For this reason a phase monitor resolution of closer to 0.1◦ would

be preferable for the CLIC PFF system.

3.4 Digitisation of Phase Monitor Signals

The mixer and diode outputs from the phase monitor electronics are digitised for the signals

to be processed and used for the PFF correction and offline data analysis. Two different

types of analogue to digital converters (ADCs) have been used to digitise the phase monitor

signals — the Texas Instruments ADS5474 ADCs [62] on the purpose-built FONT5a board

used as the PFF controller, and a commercially available SiS 3320 digitiser [63]. The design

and use of the FONT5a board is discussed in more detail in Section 5.1. Table 3.3 summarises

the specifications of each type of ADC.

The SiS digitisers are used in addition to the FONT5a board as the PFF correction

(running on the FONT5a board) is operated as a standalone system independent from other

acquisition systems at CTF3. The PFF algorithm requires only the signals from one of the

upstream phase monitors to be connected to the FONT5a board, with the convention being

to use Mon 1. Mon 2 and Mon 3 are then normally connected to the SiS digitisers instead.

The SiS digitisers are setup with the same trigger and sampling frequency (192 MHz) used

for other signals at CTF3, and data from them can be acquired together with other devices

using the standard systems in place at CTF3. This allows the Mon 2 and Mon 3 signals

to be easily compared to other measurements, such as beam position signals, which has

been indispensable for optimising the setup of the PFF system and in particular the phase

propagation (Chapter 4). The FONT5a board is usually used with an independently sourced

357 MHz clock.

Digitising the phase monitor signals contributes additional noise to the overall phase

monitor electronics setup. The purpose of this section is to show that the digitiser noise
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Digitiser No. ADCs Resolution Input Range Sampling Rate
SiS 3320 8 12-bit ±2.5 V up to 250 MHz
FONT5a 9 14-bit (13-bit used) ±0.5 V up to 400 MHz

Table 3.3: Specifications of the ADCs on the FONT5a board and SiS digitisers.
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Figure 3.8: Comparison of noise on the output of the SiS (blue) and FONT5a (red) ADCs.

makes only a negligible contribution to the resolution on the phase measurement. The main

parameters of interest needed to determine this are the input range and resolution of the

ADCs, with the SiS ADCs being 12-bit with a range of ±2.5 V and the FONT5a ADCs being

13-bit with an input range of ±0.5 V. The full 5 V peak-to-peak input range of the SiS ADCs

is therefore split across 212 = 4096 values, or ADC ‘counts’, with each count corresponding

to roughly 1.2 mV. The equivalent 1 V peak-to-peak range and 213 = 8192 counts of the

FONT5a board corresponds to a factor 10 lower interval of 0.12 mV per ADC count. This

already indicates that the FONT5a board should give a much smaller contribution to the

phase resolution than the SiS digitisers.

Figure 3.8 shows the ADC noise, converted from counts in to an equivalent voltage, for

both the SiS and FONT5a ADCs. As expected the noise on the FONT5a board is much

lower than on the SiS digitisers. The actual ADC jitter values are 1.47 ± 0.04 counts or

0.179± 0.005 mV on the FONT5a board, and 1.11± 0.03 counts or 1.36± 0.03 mV on the

SiS digitisers. These values can be converted in to an equivalent phase jitter using the phase

reconstruction method described later in Section 3.6.5 and the monitor calibration constants

determined in Section 3.7. For reference the peak output of the three phase monitor mixers

varies between approximately 400 mV and 500 mV, which is well matched to the input

range of the FONT5a ADCs. Taking the worst case scenario of Mon 3, which gives the

lowest output voltage, the ADC jitter corresponds to 0.025± 0.001◦ on the FONT5a board

but 0.198± 0.005◦ on the SiS digitisers. These values are summarised in Table 3.4.

As derived in the Section 3.3 the phase resolution must be better than 0.14◦, or ideally

close to 0.10◦, in order to achieve a measured corrected downstream phase jitter of 0.20◦

with the PFF system. The 0.03◦ contribution of ADC noise on the FONT5a board is
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Digitiser Jitter [counts] Jitter [mV] Phase Jitter [degrees]
FONT5a 1.47± 0.04 0.179± 0.005 0.0245± 0.0007
SiS 3320 1.11± 0.03 1.36± 0.03 0.198± 0.005

SiS 3320 Amplified 1.11± 0.03 1.36± 0.03 0.078± 0.002

Table 3.4: ADC jitter on the FONT5a board, SiS digitisers and with the mixer outputs am-
plified prior to the SiS digitisers expressed in terms of ADC counts, volts and and equivalent
phase jitter. Measured in-situ at CTF3 but in the absence of a beam signal.

therefore insignificant compared to the resolution requirements. However, although it does

not directly impact the PFF performance the 0.20◦ ADC jitter on the SiS digitisers would

greatly degrade the resolution of the measurements of Mon 2 and Mon 3 usually connected

to the SiS digitisers and used for offline data analysis of the PFF results.

The high phase jitter contribution from the SiS digitisers originates from the roughly

500 mV maximum mixer output being much lower than the SiS ADC range of ±2.5 V. In

order to rectify this the mixer outputs are boosted by roughly a factor 2.5 in voltage using an

amplifier prior to the SiS digitisers. The specifications of the amplifier used are documented

in [64]. With the amplifier in place the peak signal level sent to the SiS digitisers is around

1 V, and the equivalent phase jitter is reduced to 0.078 ± 0.002◦. This no longer prevents

0.14◦ resolution from being achieved on measurements using the SiS digitisers, as proven

later in Section 3.9. A small further improvement in measured resolution could be achieved

using a different amplifier and boosting the peak output voltage closer to 2 V.

3.5 Fitting Method

Due to the dependence of the mixer output on cos(φ) as seen in Section 3.2, many of the

measurements in this chapter require a sinusoidal fit of the form:

y = A sin(bx+ c) + d (3.28)

The use of sine rather than cosine makes no difference to the fitted amplitude, A, and offset,

d which are usually the only parameters of interest in this chapter. It is also convenient to

consider a mixer output of zero to correspond to zero phase (rather than 90◦ as in Equa-

tion 3.11). All the fits of this type have been performed using a weighted nonlinear least

squares fit implemented in MatLab fitting libraries [65]. Each data point is weighted by the

inverse of its standard error squared.

Care must be taken to select suitable initial values for the four parameters in the fit in

order to avoid local minima and ensure a reasonable fit. This is particularly important for

a sinusoidal fit as there are many solutions with different frequencies and phase offsets that

can match the data. The frequency, b, is the most critical parameter but usually this is

already known, being defined by the properties of the phase monitors and electronics, for
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Figure 3.9: Example sine fit (red) to generated data with added random noise (blue markers).
The dashed green line shows the initial conditions used for the fit with estimated values for
the four fit parameters. x and y are defined as in Equation 3.28

example. Initial values for the three remaining parameters are estimated as follows:

A =
max(y)−min(y)

2
(3.29)

d =
max(y) + min(y)

2
(3.30)

c = arcsin

(
y − d
A

)
− bx (3.31)

The amplitude, A, and offset, d, of the sine curve are simply estimated by comparing the

minimum and maximum output. These initial values are therefore highly biased by any

large outliers around the minimum and maximum output, but this is rarely the case for the

application here and these simple estimators are sufficient. Rearranging Equation 3.28 gives

the expression for c above. Due to its use of arcsin the equation is only valid in the first and

fourth quadrants, between −π/2 and +π/2 where the gradient of the sine curve is positive.

The y value at each data point is compared to its neighbours to determine whether it is

on the rising slope, in order to meet this criterion. The initial value of c is the mean value

calculated across all the data points that meet this criterion.

Figure 3.9 and Table 3.5 show the results of an example fit using this approach. An initial

distribution of points with y = sin(x + 1) + 1 is used (A = b = c = d = 1), with random

noise added. An approximate value for b is assumed to be known (from the phase monitor

electronics specifications, as described), thus b = 1 is directly used as its initial estimated

value. The initial estimates for A and d are within a few percent of their true value. The

initial estimate for c is within 20% of the correct value. After fitting all four parameters are

in agreement with the expected values.
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Parameter Value Initial Fit
A 1 1.03 0.99± 0.02
b 1 1 1.00± 0.02
c 1 0.81 1.00± 0.06
d 1 0.99 0.99± 0.02

Table 3.5: Initial estimates and final fitted values for the four sinusoidal fit parameters for a
distribution generated with A = b = c = d = 1 (plus random noise).

3.6 Characterisation of Phase Monitor Electronics

Measurements have been made using a 12 GHz signal generator to determine the perfor-

mance of the three sets of phase monitor electronics independently from the phase monitors

themselves. In particular, these tests were focused on identifying the saturation and cross-

talk characteristics of the output mixer and diode signals in order to determine a suitable

input power range to use during normal operation.

3.6.1 Experimental Setup

Two changes were made to the setup shown in Figure 3.6 for these tests. Firstly, a 12 GHz

sinusoidal output from an RF signal generator is used as the RF input for the mixers,

replacing the beam induced phase monitor signals. The signal generator output is amplified,

allowing the input power to the mixers to be varied in a wide range between 0 and 33dBm,

or between 0.2 and 10.0 V in terms of voltage. This range encompasses the input power

usually provided by the phase monitor signals (Table 3.1). The precise power output to the

mixer is verified between each measurement using a power meter.

Secondly, the diode outputs were amplified during these tests (using the same amplifier

introduced in Section 3.4) by a factor 10 in voltage to reduce digitiser noise in the measure-

ment. The non-amplified peak diode output corresponds to 170 mV, rather than the 1.7 V

seen in the plots in this section. The ±500 mV mixer outputs have not been amplified.

Usually the mixer output is amplified and the diode not amplified, as in Figure 3.6.

There are some differences between the properties of the generated signal and the beam

signal that would be used in normal operation. Firstly, unlike the pulsed beam signal the

generated signal is continuous. It has been verified that the response of the mixers is equiv-

alent for both the continuous and pulsed signals, at least in terms of output power and

saturation levels [66]. The cross-talk properties are difficult to characterise with beam based

measurements alone, but assumed to be similar.

Secondly, the phase of the generated signal does not vary with time, compared to the

beam signal which has a large phase sag of around 40◦ along the pulse and much larger

phase jitter. If the signal generator was used at the same frequency as the beam and LO

signals, 11.994 GHz, the mixer output would therefore be constant as it depends only on

the static phase of the signal generator as per Equation 3.9. Instead, a generated signal
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Figure 3.10: Response of Mixer 1 to signal generator input. Sampled at 192 MHz (5.2 ns
per sample).
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Figure 3.11: Response of Diode 1 to signal generator input. Sampled at 192 MHz (5.2 ns
per sample).
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Figure 3.12: Response of Mixer 2 to signal generator input. Sampled at 192 MHz (5.2 ns
per sample).
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Figure 3.13: Response of Diode 2 to signal generator input. Sampled at 192 MHz (5.2 ns
per sample).
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Figure 3.14: Response of Mixer 3 to signal generator input. Sampled at 192 MHz (5.2 ns
per sample).
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Figure 3.15: Response of Diode 3 to signal generator input. Sampled at 192 MHz (5.2 ns
per sample).
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with a slightly lower frequency of 11.991 GHz has been used. From Equation 3.8 it can be

seen that in this case the mixer output voltage is sinusoidal, with a frequency equal to the

frequency difference between the LO and RF inputs, or 11.994− 11.991 GHz = 3 MHz, with

the setup used here. This has the benefit of being able to see the response of the electronics

to all input phases in one measurement, rather than having to take multiple measurements

varying the LO phase shifter between each one.

3.6.2 Results

Figures 3.10–3.15 show the mixer and diode outputs for all three sets of electronics at each

of the input power levels from the signal generator. All mixer outputs show a sinusoidal

oscillation with a frequency of 3 MHz, or around 60 samples at the sampling frequency of

192 MHz, as expected. An oscillation with the same frequency is also visible on the diode

outputs, with the largest amplitude for the 2nd set of electronics. This is the first hint of

the non-ideal characteristics of the electronics. Finally, the output of the mixer and diode

increases with the input power, as expected. At high input powers the outputs begin to

saturate. The characteristics of the mixers are discussed in Section 3.6.3 and the diodes in

Section 3.6.4.

3.6.3 Mixer Performance

Sinusoidal Characteristics

Figure 3.16 shows fits to the response of all mixer outputs at an input power of 27 dBm, close

to the typical input power from the beam signals. The phase offset (displacement in peaks)

between the output of each mixer holds no significance for the electronics performance.

This is set only by the relative phase between the signal generator and the LO at the time

the measurement was started. For normal operation with beam the LO phase shifters are

changed to match the phasing of each set of electronics (Section 3.7).

The reconstruction of the phase from the mixer output depends on the mixer output

being sinusoidal. In particular the maximum mixer output is critical due to the dependence

on the amplitude in Equation 3.12. Each set of electronics has a different output amplitude

due to slight differences in the LO power for each set of electronics and between the individual

components used. At an input power of 27 dBm Mixer 1 has a higher peak output of 510 mV,

compared to 410 mV and 380 mV for Mixer 2 and Mixer 3 respectively.

Overall, the agreement between the actual mixer output and the sinusoidal fits at this

input power is good. However, there is some distortion away from the ideal sine curve

that is most visible around the maximum and minimum mixer output. Figure 3.17 shows

the residuals between the mixer outputs and the sine fits for the full mixer output range

(from minimum to maximum, or equivalently phase offsets between ±90◦). In the figure,

the plotted residual is the difference between the fit and the data expressed in terms of an
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Figure 3.16: Sinusoidal fit to mixer responses at 27 dBm input power. Blue: Mixer 1, Red:
Mixer 2 and Green: Mixer 3. Markers show the data points and the lines are sinusoidal fits
to the data. Sampled at 192 MHz (5.2 ns per sample).
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Figure 3.17: Residuals to sinusoidal fit at 27dBm. Blue: Mixer 1, Red: Mixer 2 and Green:
Mixer 3.
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equivalent phase offset, ∆φ, using:

∆φ(t) = arcsin

(
VMIXER(t)− VFIT (t)

A

)
(3.32)

where VMIXER(t) and VFIT (t) are the mixer voltage and fitted voltage at sample t respec-

tively, and A is the fitted mixer amplitude. On the falling slope between the peaks there is

only a slight deviation about the ideal sinusoidal behaviour. The deviation from ideal is at

the level of 0.25± 0.03◦ and 0.30± 0.04◦ for the first and third mixers, with a slightly larger

effect of 0.45± 0.04◦ for the second mixer. This applies within ±80◦ of the zero crossing in

the mixer output. Outside this range, close to the maximum or minimum mixer output, the

deviation from the sine fit rapidly increases, reaching several degrees for each mixer. For

operation with the beam this means that the accuracy of the phase measurement cannot be

guaranteed when the LO phase is set so that the mixer is giving close to its maximum or

minimum output. This is also true for other reasons, as seen in Section 3.9. The PFF system

can only correct small offsets at the level of around ±5◦ (Section 5.3.1), so the non-ideal

response close to peak output is not an issue for the PFF performance.

However, for input powers in the range from 15–21 dBm the non-ideal characteristics of

the mixers are larger. One example of this is shown in Figure 3.18, at an input power of

18 dBm. If input powers in this range are used calibrations of the mixer response should

normally be restricted to around the zero crossing so that the fitted amplitude gives the best

approximation to the true behaviour for small phase offsets.

Dependence on Input Power

The mixer output is expected to depend linearly on the input voltage, and the diode on the

square of the input voltage. Both these dependences must hold in order to use Equation 3.12

and obtain a phase measurement that does not depend on the input voltage to the electronics

(therefore making the calculated phase insensitive to any possible variations in power along

the pulse from the beam signal, for example). For these measurements the input voltage can

be calculated using the known input power and 50 Ω impedance of the electronics.

Figure 3.19 shows the dependence of the mixer output amplitudes on the input voltage.

As seen previously the first mixer gives a larger output than the other two mixers. The 2nd

and 3rd mixers give a similar response up to an input voltage of 3.5 V (24 dBm). Linear fits

to the mixer outputs restricted to the range between 0.45 V and 1.75 V (6 dBm to 18 dBm)

are also shown in the figure. All three mixers give a linear response up to an input voltage

of around 3 V (23 dBm), after which the effects of saturation begin to appear. At an input

voltage of 5 V (27 dBm) the first and third mixers are almost fully saturated with almost

no remaining power dependence in the output. The second mixer begins to enter saturation

at the same voltage as the other two mixers but retains a strong power dependence up to a

higher input voltage of 7 V (30 dBm).
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Figure 3.18: Sinusoidal fit to mixer responses at 18 dBm input power. Blue: Mixer 1, Red:
Mixer 2 and Green: Mixer 3. Sampled at 192 MHz (5.2 ns per sample).
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Figure 3.19: Linear fit (dashed lines) to the mixer output voltage vs. the input voltage (solid
lines with markers). Blue: Mixer 1, Red: Mixer 2 and Green: Mixer 3. The linear fit is
restricted to the region marked by vertical black lines. Error bars (not shown) are smaller
than the markers.
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Figure 3.20: Mixer maximum output voltage (dashed lines with upward triangle markers)
and minimum output voltage (dashed lines with downward triangle markers) vs. the input
voltage. Solid lines with circular markers show the average of the minimum and maximum.
Blue: Mixer 1, Red: Mixer 2 and Green: Mixer 3.
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Figure 3.21: Relative amplitude of cross-talk on the mixer from the diode vs. the input
voltage. Blue: Mixer 1, Red: Mixer 2 and Green: Mixer 3. Lines with circular markers are
the measured data, and dashed lines quadratic fits to the data. Error bars (not shown) are
smaller than the markers.
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Asymmetry in Output

One final interesting property of the mixers is that the output is not symmetric about zero,

in other words the maximum output voltage is different to the absolute value of the minimum

output voltage. This is perhaps most visible looking back to the Mixer 1 output at all power

levels in Figure 3.10, where the maximum output is around +0.45 V but the minimum

output is around −0.55 V .

Figure 3.20 shows how the mixer amplitude at maximum and minimum output varies

with the input voltage. The asymmetry is largest for Mixer 1 and smallest for Mixer 3.

The effect appears to increase in magnitude with the input voltage, with approximately a

100 mV asymmetry on Mixer 1 at an input of 10 V, but only several mV at low input powers.

For each mixer the amplitude at maximum output is larger for input voltages up to 2.5 V

(21 dBm). Above 2.5 V input voltage this flips, with the minimum mixer amplitude being

larger than the maximum amplitude.

For input voltages between 0.45 V and 1.25 V (6 dBm to 15 dBm) the mixer asymmetry

has an approximate quadratic dependence on the input voltage, as shown in Figure 3.21.

Outside this range there is no simple relationship that can explain the dependence of the

asymmetry on the input voltage. One explanation for the asymmetry in the mixer outputs

is cross-talk coming from the diode signals. Above 15 dBm the diodes enter saturation, as

discussed in Section 3.6.4, which may explain why the quadratic fit to the mixer asymmetry

is only valid at power levels up to this value.

Taking the power dependent asymmetry in to account the actual mixer response can be

modified from Equation 3.9 to become:

Mixer(t) = m1A(t) sin[φ(t)] +m2A(t)2 +m3A(t) +m4 (3.33)

where A(t) is the input voltage at time t, and m1, m2, m3, and m4 are calibration constants

needed to describe the power dependence.

3.6.4 Diode Performance

Dependence on Input Power

The dependence of the three diode outputs on the input power is shown in Figure 3.22. The

square root of the diode output is plotted, as the output voltage is expected to vary linearly

with input power. It is immediately apparent that the diode signals saturate at much lower

input voltages than the mixer signals. All three diodes are almost fully saturated at an input

of 2 V (20 dBm), with the effects of saturation already beginning to appear above 1.25 V

(15 dBm). Figure 3.23 shows a linear fit to the square root of the diode, using the range of

input voltages between 0.45 V and 1.25 V (6–15 dBm). Even below saturation the response

of sqrt(Diode) is not well approximated by a linear dependence as desired. However, in the

range from 0.30 V to 1.25 V (3 dBm to 15 dBm) a quadratic fit to the diode output directly

(not sqrt(Diode)) does give a good approximation to the true dependence of the diodes on

the input voltage. This is shown in Figure 3.24.
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Figure 3.22: Square root of the diode output vs. the input voltage. Blue: Diode 1, Red:
Diode 2 and Green: Diode 3.
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Figure 3.23: Linear fits (dashed lines) to the square root of the diode output (solid lines
with circular markers) vs. the input voltage. The fits are restricted to the region marked
by vertical black lines. Blue: Diode 1, Red: Diode 2 and Green: Diode 3. Error bars (not
shown) are smaller than the markers.
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Figure 3.24: Quadratic fits (dashed lines) to the diode output (solid lines with markers) vs.
the input voltage. The fits are restricted to the region marked by vertical black lines. Blue:
Diode 1, Red: Diode 2 and Green: Diode 3. Error bars are smaller than the markers.

Cross-Talk

As seen previously in Figures 3.11, 3.13 and 3.15 the diode outputs show a sinusoidal oscilla-

tion. In the same way that there is cross-talk from the diode on the mixer outputs, there will

also be cross-talk from the mixers on the diode outputs. Figure 3.25 shows a sinusoidal fit to

the cross-talk on Diode 1 at an input power of 6 dBm. It has the same characteristics as the

mixer output, including the slight distortion away from ideal sinusoidal behaviour around

the peaks. However, as the diodes enter saturation the oscillation is initially distorted, and

then has a much smaller amplitude when the diode output is fully saturated. One example

of this is shown for the Diode 1 output at 18 dBm in Figure 3.26. The peaks around the

maximum output are clearly non-sinusoidal in this case.

Figure 3.27 shows the dependence of the relative amplitude of the cross-talk on the input

power. The relative amplitude of the cross-talk is the fitted amplitude of the sinusoidal

oscillation on the diode divided by the mean diode output. Up until the diode outputs are

fully saturated the relative amplitude of the cross-talk is around a factor two larger for the

second diode. For example, at an input power of 12 dBm the relative cross-talk is at around

the level of 30% for the second diode, or 15% for the first and third diode outputs. Up to

input powers of 15 dBm the relative cross-talk is always above 10%.

Finally, Figure 3.28 compares the oscillation on the diode to the oscillation on the mixer.

It can be seen that there is a phase shift between the two, which adds a further complication



3.6 Characterisation of Phase Monitor Electronics 75

0 50 100 150 200 250 300 350 400

Sample No.

0.39

0.4

0.41

0.42

0.43

0.44

0.45
O

ut
pu

t [
V

]

Figure 3.25: Sinusoidal fit (black line) to cross-talk on Diode 1 at 6 dBm input power (blue
markers). Sampled at 192 MHz (5.2 ns per sample).
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Figure 3.26: Sinusoidal fit (black line) to cross-talk on Diode 1 at 18 dBm input power (blue
markers). Sampled at 192 MHz (5.2 ns per sample).
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Figure 3.27: Dependence of the relative amplitude of cross-talk on the diode versus the input
power. Blue: Diode 1, Red: Diode 2 and Green: Diode 3.
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Figure 3.28: Comparison of the oscillation on Mixer 1 (red) and Diode 1 (blue), showing a
relative phase offset between the two. Sampled at 192 MHz (5.2 ns per sample).
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to the necessary phase reconstruction method. Taking in to account the actual characteristics

of the diodes, including the cross-talk and quadratic dependence on the input power, the

expected expression for the diode output from Equation 3.10 can be modified to:

Diode(t) = d1A(t)2 + d2A(t) + d3 + d4A(t) sin[φ(t) + δ] (3.34)

where d1, d2, d3 are calibration constants describing the actual power dependence of the diode

output, and d4 and δ are calibration constants describing the cross-talk from the mixer.

3.6.5 Consequences for Routine Operation

The results of the signal generator tests have several consequences for the setup of the

electronics and phase reconstruction during normal operation with the beam induced signals

from the phase monitors. Firstly, in order to maximise the signal to noise ratio and yield the

best possible resolution on the phase measurement the highest possible input power below

saturation should normally be used. The degradation of the phase resolution with the input

power is seen for beam based measurements in Section 3.9.3. However, the diodes begin

to enter saturation much earlier than the mixers, at around 15 dBm rather than 23 dBm.

This means that in order to be able to use the diode measurement as part of the phase

reconstruction the input power would have to be limited to below 15 dBm, 8 dBm lower

than would be ideal for the mixer performance. There is no way to use different input powers

for the mixers and diodes without a complete redesign of the electronics.

Secondly, the ideal phase reconstruction method using Mixer/
√

Diode (Equation 3.12)

does not take in to account cross-talk on the mixer and diode outputs. To include the effects

of cross-talk the more complex Equations 3.33 and 3.34 would have to be used. However,

the dependence of the diode output on sin(φ + δ), for example, means there is no simple

expression that can be derived to create an input power independent phase measurement

from these equations. An iterative process would have to be used to estimate the phase

instead, converging towards the true diode output without cross-talk after each iteration

using the estimated phase value. This may be possible in offline data analysis but would be

difficult to implement in the PFF algorithm whilst still meeting latency requirements.

Due to these reasons, and with no possibility to make modifications to the electronics,

the decision was eventually taken to not include the diode measurement in the phase re-

construction process. For operation with the beam this means making the assumption that

the output power from the phase monitors is constant along the pulse, and that the jitter

in the output power is small. This is a good approximation, as seen later in Section 3.7.3.

To reduce the sensitivity to any slow drifts in the output power due to changes in the beam

conditions calibrations are taken at regular intervals between measurements, as discussed in

Section 3.7.

With this treatment of the electronics, the phase is reconstructed as follows:

Mixer(t) = A sin[φ(t)] + d (3.35)

φ(t) = arcsin

(
Mixer(t)− d

A

)
(3.36)
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Two calibration constants are needed – A and d. A is the fitted amplitude of the sinusoidal

mixer output, and d is the asymmetry or offset between the maximum and minimum mixer

output. This is a simplified form of Equation 3.33 given the assumption that the power is

constant. In reality both A and d have a power dependence.

The remainder of this chapter presents the performance of the complete phase monitor

and electronics system for normal operation with the beam. All the beam based measure-

ments in the remainder of this chapter and the rest of the thesis use the phase reconstruction

approach described here. Although the diodes are no longer directly used as part of the phase

measurement they are still useful for the purposes of the time alignment of signals and for

monitoring whether there have been any large changes in input power. The PFF firmware on

the FONT5a feedforward controller has also been changed to add the option to not include

the diode in the correction calculation (Section 5.1.1).

3.7 Calibrations

The first step in using the phase monitor measurements is to calibrate the mixer outputs.

Calibrations of the phase monitor signals are typically taken on a daily basis during data

taking periods, as well as additional calibrations when there have been any changes in beam

conditions or to the setup of the electronics. These are needed to determine the calibration

constants, amplitude and offset, required to calculate the phase from the mixer output

(Equation 3.36). This section presents typical calibration results for all three phase monitors

and discusses aspects such as the stability of the calibration along the pulse and determining

the optimal set point for the LO phase shifters.

Calibrations are performed by varying the LO phase shifter, so that the phase between

the LO and the beam signal is changed. During a calibration the phase shifters are moved

through 360◦ at 12 GHz so that the response of the mixer to all phase offsets between the

beam and LO can be determined. Normally calibrations are taken at 12 shifter settings

across the full 360◦ range, with 10 pulses acquired at each setting and the whole scan taking

approximately 10 minutes. These choices are a compromise between having enough points

for a good quality fit whilst reducing the possibility of large drifts in beam phase during the

scan which would degrade the fit results. All the calibrations presented use the electronics

setup with the mechanical LO phase shifters in place (see Section 3.8). The settings on these

phase shifters approximately correspond to degrees at 4 GHz, thus a phase shifter change of

120 units corresponds to 360◦ at 12 GHz.

A calibration using both the SiS digitiser and FONT5a setup will be shown. During

operation of the PFF system Mon 1 is usually connected to the FONT5a board as the

correction input, whilst Mon 2 and Mon 3 are connected to the SiS digitisers where they

can be acquired together with other signals at CTF3. The difference in measured output

voltage between the two systems results from the use of an amplifier before the SiS digitisers

to reduce noise in that setup (Section 3.4). Also, when using the FONT5a board the mixer

outputs are attenuated by 1 dB to avoid saturating the FONT ADCs. The calibration

constants from Mon 1 on the FONT5a board are needed for the PFF gain calculation in



3.7 Calibrations 79

Monitor A (amplitude) d (offset)
Mon 1 1167± 10 mV 86± 9 mV
Mon 2 1064± 6 mV 69± 7 mV
Mon 3 990± 12 mV 150± 10 mV

Table 3.6: Fit parameters from the calibration at sample 605 on the SiS digitisers for each
monitor.

Section 5.1.1. Measurements of the upstream and downstream phase following this chapter

use Mon 2 and Mon 3 on the SiS digitisers and their respective calibration constants, unless

indicated otherwise.

3.7.1 Calibration on SiS Digitisers

Figures 3.29–3.31 show the mixer output as a function of time for all phase shifter settings

in an LO scan, for each phase monitor respectively. Away from the minimum and maximum

output each mixer shows the expected phase sag along the beam pulse resulting from the

RF pulse compression used at CTF3 [19]. The shape of the phase sag as seen on the mixer

changes sign depending on whether the LO phase places the mixer on the rising or falling

slope of its sinusoidal output. Usually the mixers are operated on the falling slope where

the measured phase sag is ‘u’-shaped, rather than ‘n’-shaped, as this is also the convention

for other phase dependent signals at CTF3 [43].

Near the minimum or maximum mixer amplitude the beam phase sag causes a much

smaller variation in the mixer output voltage along the pulse. The phase resolution close

to the peaks in the mixer output is therefore greatly reduced, as seen in Section 3.9.3. LO

phase scans are used to not only calculate the calibration constants but also to determine

the phase shifter settings that zero the mixer output, where the resolution and linearity are

maximal. This process is documented in Section 3.7.4.

The noisier appearance of the output on Mon 3 is not an effect of the phase monitors or

phase monitor electronics but is rather caused by real differences between the beam phase

upstream (Mon 1, Mon 2) and downstream (Mon 3) during the scan. Reducing the differences

between the upstream and downstream phase is the focus of Chapter 4.

Figure 3.32 shows the result of fitting the mixer output versus the phase shifter setting

at sample 605 (see Figures 3.29–3.31). The mixer response is sinusoidal as expected and as

seen previously in the signal generator tests. In the signal generator tests there was some

visible distortion away from the sinusoidal fit around the peaks at some input power levels

(Section 3.6.3). There is no visible effect for the input power of the phase monitor signals

(Table 3.1). Differences in the peak output of each monitor are expected due to differences in

the input power from each phase monitor as well as differences between the sets of electronics.

Small offsets between the data and the fit at some shifter settings are caused by drifts in the

beam phase during the scan (particularly for Mon 3 where the beam is less stable), as well

as human error in setting the shifter values.
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Figure 3.29: Mon 1 mixer output along the pulse for each LO phase shifter setting during
the calibration. Sampled at 192 MHz (5.2 ns per sample).
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Figure 3.30: Mon 2 mixer output along the pulse for each LO phase shifter setting during
the calibration. Sampled at 192 MHz (5.2 ns per sample).
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Figure 3.31: Mon 3 mixer output along the pulse for each LO phase shifter setting during
the calibration. Sampled at 192 MHz (5.2 ns per sample).
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Figure 3.32: Fits (solid lines) to the mixer output for each phase monitor (markers) vs. the
LO phase shifter setting. The data shown is for sample 605 on the SiS digitisers. Blue:
Mon 1, Red: Mon 2 and Green: Mon 3.



3.7 Calibrations 82

0 20 40 60 80 100 120
Phase Shifter Setting

-4000

-3000

-2000

-1000

0

1000

2000

3000

4000

M
ix

er
 O

ut
pu

t [
co

un
ts

]

Figure 3.33: Results of a calibration performed on the FONT5a board. Solid lines are
sinusoidal fits to the data (markers). Blue: Mon 1, Red: Mon 2 and Green: Mon 3.

The fitted values of the mixer amplitude, A, and offset, d, are found in Table 3.6. These

values are used to calculate the beam phase as per Equation 3.36.

3.7.2 Calibration on FONT5a Board

Figure 3.33 and Table 3.7 show the results of a calibration performed in exactly the same

way but on the FONT5a board. The FONT5a board ADCs flip the sign of the input [67],

so a positive ADC output in counts corresponds to a negative input voltage and vice-versa.

This explains the inverted polarity of the resulting sine curves on the FONT5a board in

Figure 3.33, compared to the SiS digitisers in Figure 3.32. For operation of the PFF system

this difference must be taken in to account either by operating the mixer on the rising

slope as seen on the FONT5a board (which in reality is the falling slope, as desired), or

alternatively by using negative gain values for the correction output. The fitted values for

d in Table 3.7 are also negative rather than positive as a result of this sign flip. Apart from

these differences the overall shape of the mixer output follows the sinusoidal dependence as

expected.

The FONT5a ADC outputs are 13-bit, or ±4096 counts, with an input range of ±500 mV

(Section 5.1). The fitted Mon 1 output, with 1 dB attenuation added after the mixer, of

between -3712 counts and +3156 counts therefore corresponds to an input voltage range

of between +453 mV and -385 mV. Without the attenuator, which reduces the voltage

by roughly 10%, the Mon 1 mixer would saturate the ADC at its peak output. As the

contribution of digitiser noise is small on the FONT5a board (Section 3.4) a 1 dB attenuator

is also added to the Mon 2 and Mon 3 outputs so that the overall setup for each monitor is
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Monitor A (amplitude) d (offset)
Mon 1 3434± 41 counts −278± 34 counts
Mon 2 3144± 16 counts −138± 17 counts
Mon 3 2870± 43 counts −44± 44 counts

Table 3.7: Fit parameters from the calibration for each monitor on the FONT5a board.

the same in this measurement. However, during normal operation of the PFF system Mon 2

and Mon 3 are connected to the SiS digitisers, with their mixer outputs then being amplified

rather than attenuated.

3.7.3 Variations in Calibration Constants Along the Pulse

The calibration results on both the SiS digitisers and FONT5a board have been presented

at one sample number around the middle of the pulse close to where the phase sag along

the pulse is flattest. In this section the variation in the fitted calibration constants along

the pulse is discussed. This is particularly important after taking the decision to not use

the diodes, as the intended purpose of using the diodes was to normalise the mixer response

to give an output independent of the input power. Without using the diodes any variations

in input power along the pulse will also create differences in the calibration constants along

the pulse.

The current implementation of the PFF algorithm on the FONT5a board uses the mixer

multiplied by a single gain value that is constant along the full pulse length to create the

correction output (Section 5.1.1). It therefore cannot take in to account any variations

in calibration constants along the pulse. Offline data analysis is usually performed in the

same way so that the quoted resolutions are representative of the values that apply to the

implementation of the PFF correction. The effect of taking in to account the variations in

calibration parameters along the pulse seen here is shown in Section 3.12.

Figures 3.34 and 3.35 show the variation in the fitted calibration amplitude and offset

across the full pulse length, using the same calibration on the SiS digitisers presented in

Section 3.7.1. Differences in both the amplitude and offset along the pulse are visible. These

are summarised in Table 3.8 in terms of the standard deviation of the fitted parameter values

along the pulse.

The stability of the fitted amplitude along the pulse is similar for the upstream monitors

(Mon 1 and Mon 2), with a variation of around 8 mV in both cases. As the downstream

beam is less stable than the upstream beam the variations in fitted amplitude along the

pulse are larger for Mon 3, at the 15 mV level. In terms of a relative difference these values

correspond to roughly a 0.7% variation in fitted amplitude for Mon 1 and Mon 2, or 1.5% for

Mon 3. With further optimisation of the downstream beam, as documented in Chapter 4, it

should be possible to achieve similar Mon 3 amplitude stability to that seen for Mon 1 and

Mon 2.

Absolute stability in the fitted offset along the pulse is similar to that of the amplitude
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Figure 3.34: Variation in fitted amplitude along the pulse for each phase monitor. Blue:
Mon 1, Red: Mon 2 and Green: Mon 3. Bands around the central lines show the standard
error in the fitted parameter values. Sampled at 192 MHz (5.2 ns per sample).
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Figure 3.35: Variation in fitted offset along the pulse for each phase monitor. Blue: Mon 1,
Red: Mon 2 and Green: Mon 3. Bands around the central lines show the standard error in
the fitted parameter values. Sampled at 192 MHz (5.2 ns per sample).
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Monitor A (amplitude) d (offset)
Mon 1 8.3± 0.4 mV 6.7± 0.3 mV
Mon 2 7.7± 0.4 mV 3.0± 0.3 mV
Mon 3 14.7± 0.7 mV 6.1± 0.3 mV

Table 3.8: Standard deviation in calibration fit parameters along the pulse.

but therefore much larger as a relative difference at the level of several percent. The variation

in fitted offset along the pulse is smallest for Mon 2 at around 3 mV. For both Mon 1 and

Mon 3 the variation is around a factor two larger, at 6 mV.

3.7.4 Zero Crossing

The full fit to the calibration result that is performed is:

Mixer = A sin(bx+ c) + d (3.37)

where x is the phase shifter setting. A and d are the calibration constants used to reconstruct

the phase, with their values already quoted in Table 3.6. The remaining fit parameters b

and c convert the phase shifter setting in to the phase offset between the LO and the beam.

As the shifter readings are approximately in 4 GHz degrees, the expected value for b that

converts the shifter value in to 12 GHz radians is (12/4) ∗ (π/180) ' 50 mrad/unit.

To obtain the best resolution for the measurement the mixers should be operated where

the dependence of the output voltage on the phase is maximal. This means maximising the

partial derivative of the mixer output with respect to the phase shifter setting:

∂Mixer

∂x
= Ab cos(bx+ c) (3.38)

This is maximised when bx + c = nπ, where n is any positive or negative integer. The

optimal phase shifter settings therefore meet this criterion:

x =
nπ − c
b

(3.39)

And with this phase shifter set point the mixer output is Mixer = A sin(nπ) + d = d. In the

case where there is no offset between the minimum and maximum mixer output (d = 0) the

optimal point to operate the mixers is at zero output. Because of this the optimal shifter

setting will be referred to as the zero crossing. In reality the small asymmetry in the mixer

output means the optimal shifter setting is where mixer output is d. The effect of operating

the mixers away from the zero crossing on the resolution is shown in Section 3.9.3.

In addition, as previously mentioned the convention is to operate the mixers on the falling

slope where the partial derivative in Equation 3.38 is negative. The phase shifter settings

are obtained using the smallest positive integer n that leads to this criterion being met.

Table 3.9 shows an example of values for the fit parameters b and c and the calculated phase

shifter settings to be on the zero crossing for each monitor. These values are taken from the
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Monitor b c Zero Crossing
Mon 1 50.8± 0.5 mrad/unit 2.29± 0.04 rad 16.7± 0.9 units
Mon 2 47.4± 0.5 mrad/unit 1.36± 0.04 rad 37.5± 0.8 units
Mon 3 51.3± 0.6 mrad/unit 4.02± 0.04 rad 105.5± 1.5 units

Table 3.9: Phase shifter setting to obtain the zero crossing for each mixer output and the fit
parameters needed to calculate them.

same calibration and sample number presented in Section 3.7.1 (on the SiS digitisers). In

Figure 3.32 it can be seen that the calculated phase shifter settings for the zero crossing are

close to zero mixer output for each phase monitor.

Due to the large phase sag along the beam pulse it is clearly not possible to be at the zero

crossing of the mixer for the full pulse length. For the PFF system the region of interest is

the central portion of the pulse where the phase sag is flattest. The shifters are therefore set

to zero the mixer output in this region, giving best resolution in the central part of the pulse

but slightly degraded resolution near the start and end of the pulse. In addition to this, slow

drifts in the beam phase, particularly downstream, mean that the shifter set points must

routinely be changed to stay at the zero crossing. With the current setup using mechanical

phase shifters this must be done by hand, with no possibility to implement an automatic

feedback on the shifter settings, for example. For any future application at CLIC, mechanical

phase shifters with remotely controllable stepping motors could be used to resolve this issue.

3.8 Phase Shifter Noise

In the first tests with all three phase monitors in their final positions at CTF3 the phase

resolution was far in excess of the 0.14◦ derived to be necessary to achieve 0.2◦ measured

corrected downstream phase jitter in Section 3.3. Typically the measured resolution was

initially 0.4◦, three times larger than required. The lowest downstream phase jitter that

could be achieved with the PFF system in these conditions is above 0.55◦, only about 30%

smaller than the initial upstream phase jitter at CTF3 (Chapter 4). To be able to achieve a

large reduction in downstream phase jitter with the PFF prototype the source of the poor

phase monitor resolution had to be identified and removed.

The first hint towards identifying the cause of the degraded resolution came by comparing

the measured phase jitter from Mon 1 and Mon 2, with one example shown in Figure 3.36.

Note that for all the results in this section it is not the absolute value of the phase jitter

(which depends mostly on the beam conditions in that dataset) that is important but rather

the difference between the measured phase jitter in each monitor. The measured phase jitter

along the pulse in Mon 2 with a mean of 1.38±0.01◦ is 1.7 times larger than the 0.83±0.01◦

phase jitter in Mon 1. Jitter values from this and all the other datasets presented in this

section are shown in Table 3.10. As Mon 1 and Mon 2 are neighbouring each other in the

beam line the actual phase jitter in the two should be close to identical.

The overall phase monitor and electronics setup can be roughly split into three parts – the
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Figure 3.36: Phase jitter along the pulse with the nominal electronics setup – Mon 1 con-
nected to the first mixer, and Mon 2 connected to the second mixer. Blue: Mon 1, Mixer 1
and LO 1. Red: Mon 2, Mixer 2 and LO 2. Bands around the central lines show the standard
error on the jitter values.
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Figure 3.37: Phase jitter along the pulse with Mon 2 connected to the first mixer, and Mon 1
connected to the second mixer. Blue: Mon 2, Mixer 1 and LO 1. Red: Mon 1, Mixer 2 and
LO 2. Bands around the central lines show the standard error on the jitter values.
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Mon 1 Mon 2
Mixer LO Jitter Mixer LO Jitter

1 1 0.83± 0.01◦ 2 2 1.38± 0.01◦

2 2 1.48± 0.02◦ 1 1 0.89± 0.01◦

1 1 1.15± 0.01◦ 3 3 1.91± 0.01◦

1 2 1.68± 0.01◦ 2 1 1.10± 0.01◦

1 3 2.07± 0.01◦ 3 1 1.20± 0.01◦

Table 3.10: Comparison of phase jitter along the pulse for each measurement with different
setups of the electronics. Each row corresponds to the results of one dataset. The left hand
side of the table shows the results from Mon 1 in that dataset, and the right hand side of
the table the results from Mon 2. Bold text indicates the lower jitter value in that dataset,
all of which use LO 1.

RF signal from the beam (dependent on the phase monitors themselves and the hybrids), the

LO reference signal and the mixers. An issue with any one of these parts could explain the

larger phase jitter measured from Mon 2 (usually connected to Mixer 2 and LO 2) compared

to the phase jitter from Mon 1 (usually connected to Mixer 1 and LO 1). To determine

whether the issue was with the RF signal of one of the monitors measurements were taken

with Mon 1 and Mon 2 swapped between the three mixers.

Figure 3.37 shows the measured phase jitter along the pulse when Mon 2 is moved on to

Mixer 1 (and LO 1) and with Mon 1 moved on to Mixer 2 (and LO 2). The colours in all the

plots in this section correspond to the mixer used in the measurement – blue for Mixer 1, red

for Mixer 2 and green for Mixer 3. With the phase monitors swapped the higher measured

phase jitter stays with Mixer 2 with the same ratio of 1.7, in this case 1.48±0.01◦ on Mixer 2

(connected to Mon 1) and 0.89±0.01◦ on Mixer 1 (connected to Mon 2). This rules out that

the difference in phase jitter is coming from the phase monitors themselves, and suggests

the problem is with either Mixer 2 or the reference signal LO 2 for that mixer. The same

exercise can then be repeated with Mon 2 moved on to Mixer 3 (and LO 3) and the nominal

setup used for Mon 1. Mixer 3 gives similar results to Mixer 2, with 1.7 times larger phase

jitter than Mixer 1. This is seen in Figure 3.38. The remaining task is therefore to identify

whether the additional source of noise is from Mixer 2 or LO 2, and from Mixer 3 or LO 3.

This was determined by swapping the LO reference signals between the mixers. Fig-

ure 3.39 shows the measured phase jitter with LO 2 connected to Mixer 1, and LO 1 con-

nected to Mixer 2. In this case the lower measured phase jitter stays with LO 1, with

1.10 ± 0.01◦ jitter on Mixer 2 (with LO 1) and 1.68 ± 0.01◦ on Mixer 1 (with LO 2). In

Figure 3.40 the same is seen with LO 3 connected to Mixer 1, and LO 1 connected to Mixer 3,

with the lower phase jitter coming from Mixer 3 (LO 1) in this case. In Table 3.10 it can also

be seen that the lowest phase jitter in every dataset always comes from the phase monitor

for which LO 1 was used.

In this way an issue with LO 2 and LO 3 was identified. The generation of the LO

reference signals (Section 3.2) consists of a 3 GHz source that is common to all three signals,

in addition to separate phase shifters, frequency multipliers (to create the 12 GHz reference)
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Figure 3.38: Phase jitter along pulse with Mon 1 connected to the first mixer and Mon 2
connected to the third mixer. Blue: Mon 1, Mixer 1 and LO 1. Green: Mon 2, Mixer 3 and
LO 3. Bands around the central lines show the standard error on the jitter values.
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Figure 3.39: Phase jitter along pulse with the LO swapped between the first mixer and the
second mixer. Blue: Mon 1, Mixer 1 and LO 2. Red: Mon 1, Mixer 2 and LO 1. Bands
around the central lines show the standard error on the jitter values.



3.8 Phase Shifter Noise 90

50 100 150 200
Time [ns]

0.5

1

1.5

2

2.5

Ji
tte

r 
[d

eg
re

es
]

Figure 3.40: Phase jitter along pulse with the LO swapped between the third mixer and the
first mixer. Blue: Mon 1, Mixer 1 and LO 3. Green: Mon 2, Mixer 3 and LO 1. Bands
around the central line show the standard error in the fitted parameter values.
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Figure 3.41: Phase jitter along pulse after installation of the mechanical phase shifters. Blue:
Mon 1, Mixer 1 and LO 1. Red: Mon 2, Mixer 2 and LO 2. Bands around the central line
show the standard error in the fitted parameter values.
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and amplifiers for each LO signal. The digital phase shifters were thought to be the most

likely culprit to be adding noise in to the system, and preliminary tests replacing one of the

digital phase shifters with a mechanical alternative provided an immediate improvement in

resolution. Finally, all three digital shifters were replaced with mechanical phase shifters (the

specifications of the shifters were introduced in Section 3.2). With this setup the measured

phase jitter for Mon 1 and Mon 2 is the same irrespective of which mixer or LO the signal

is connected to, as shown in Figure 3.41. The final achieved resolution is presented in

Section 3.9.

3.9 Resolution Measurements

This section presents resolution measurements with the mechanical phase shifters in place

and the same overall electronics setup that was used to achieve the best PFF results in

Chapter 6. All measurements use the upstream phase monitors Mon 1 and Mon 2. Although

there is no way to directly verify the resolution of the downstream phase monitor Mon 3 in-

situ, an upper limit can be placed based on the achieved correlations between the measured

upstream and downstream phase. The achieved phase propagation in Chapter 4 with 0.74◦

measured downstream phase jitter and 93% upstream-downstream phase correlation suggest

the Mon 3 resolution must be better than 0.2◦ using Equation 3.25.

3.9.1 Achieved Point-by-Point Resolution

Figure 3.42 shows the phase resolution that has been achieved sample by sample along

the pulse. Each point corresponds to the standard deviation of the difference between the

measured Mon 1 and Mon 2 phase divided by the square-root of two, as per Equation 3.27.

The resolution is quite stable along the pulse, with a mean value of 0.126◦ and a standard

deviation of 0.007◦. This is below the 0.14◦ needed to be able to theoretically measure 0.2◦

corrected phase jitter with the PFF prototype, as derived in Section 3.3. The achieved

resolution corresponds to a theoretical limit of around 0.18◦ on the measured corrected

downstream phase jitter.

The presented value corresponds to the lowest measured resolution to date. However, it

must be noted that this value fluctuates over time as the performance of the monitors, and

in particular the electronics, is very sensitive to small changes to the environment in the

klystron gallery and to the beam setup. A representative value of the routinely achievable

point-by-point resolution is 0.2◦, such as the example shown in Figure 3.43 in Section 3.9.2.

Several sources of additional noise in the measured phase are discussed in Sections 3.11–3.13.

In particular, a sensitivity of the LO signals in the electronics to the power and phase of

nearby klystrons has recently been identified (Section 3.11).
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Figure 3.42: Best achieved point-by-point phase monitor resolution (sampled at 192 MHz
on the SiS digitisers). Bands show the standard error on the measured resolution.

3.9.2 With Sample Averaging

The phase monitor signals are digitised with a much higher sampling rate, 357 MHz on

the FONT5a board or 192 MHz on the SiS digitisers, than the targeted PFF correction

bandwidth of 30 MHz. This means the results from several samples could be averaged to

reduce noise on the measurement whilst maintaining the same correction bandwidth. For

example, for a measurement on the SiS digitisers, such as those shown here, 5 samples can

be averaged to effectively create a signal with a 38 MHz sampling rate, reduced from the

initial 192 MHz.

The effect of doing this is shown in Figure 3.43, using a resolution measurement with

0.199◦ point-by-point resolution (with a standard deviation of 0.011◦ in that value along

the pulse). By averaging five samples the resolution is improved to 0.174◦ (with a standard

deviation of 0.009◦), with the main improvement from the averaging coming from the re-

duction in digitiser noise (on the SiS digitisers). In addition, many of the measurements

in Chapters 4–6 use the mean, rather than point-by-point, pulse phase. For these mea-

surements (averaging around 100 samples) there is a further small improvement in phase

monitor resolution, to 0.165±0.008◦, for the measurement used here. For reference, the best

achieved point-by-point resolution of 0.126◦ (Section 3.9.1), can also be reduced by averaging

5 samples, to 0.108◦.

Currently the phase propagation (Chapter 4) is believed to be the main limiting factor

for the PFF performance rather than the phase monitor resolution. However, it would

be possible to implement sample averaging in the PFF firmware on the FONT5a board if
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Figure 3.43: Phase monitor resolution with (red) and without (blue) averaging 5 samples.
Bands show the standard error on the resolution.

deemed necessary for future tests [67].

3.9.3 Dependence of Resolution on LO Phase

The process of setting the mixers at their zero crossing after calibrations was documented

in Section 3.7.4. This is necessary to operate the mixers where the output voltage is most

sensitive to variations in the phase. The dependence of the phase resolution on the beam

phase across the full ±180◦ range is shown in Figure 3.44. The plotted phase is the offset

between the LO phase shifter setting and the calculated optimal setting. More than 50◦ away

from the zero crossing there is a large degradation in resolution, reaching above 1 degree at

the +90◦ peak.

However, for the PFF system the phase resolution only needs to be guaranteed within its

correction range, which is calculated to be ±5.5◦ in Section 5.3.1. In Figure 3.45 it is seen

that there is no noticeable degradation in resolution in the range between ±15◦. Therefore,

providing the mixers have been correctly set at their zero crossings, this is not an issue for

the PFF system.
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Figure 3.44: Dependence of the phase monitor resolution on the phase offset between the
beam and the LO, for the full 360◦ range. Error bars show the standard error on the measured
resolution at each phase offset.
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Figure 3.45: Dependence of the phase monitor resolution on the phase offset between the
beam and the LO, for offsets between ±20◦. Error bars show the standard error on the
measured resolution at each phase offset.
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Figure 3.46: Response of Mixer 3 to a jump in phase in the middle of the pulse.

3.10 Bandwidth

The overall targeted bandwidth for the prototype PFF correction is 30 MHz, which means

each individual hardware component must have a bandwidth in excess of 30 MHz. To

estimate the bandwidth of the phase measurement the delay loop has been used to create a

sharp jump in the phase mid-way along the pulse. Normally the delay loop (whose length

is 140 ns) is used with 1.5 GHz beam at CTF3, with seven 180 degree phase switches in the

bunching at 140 ns intervals. Alternating 140 ns sub-trains are deflected in to the delay loop

with a 1.5 GHz RF deflector, and then recombine with the 140 ns sub-trains bypassing the

delay loop to double the drive beam current (Section 1.6). If the delay loop is instead used

with 3 GHz beam alternating bunches, rather than sub-trains, enter the delay loop. The

first 140 ns of the pulse after the delay loop contains only bunches that bypassed the loop,

so is a 1.5 GHz beam with half the initial beam current. After the first 140 ns there is a

fast transition back to 3 GHz beam with the same initial current as delayed bunches merge

with the bypassing bunches. By varying the length of the delay loop (using a wiggler [68])

the phase of the bunches leaving the delay loop can be changed, also creating a fast phase

jump at the transition to 3 GHz beam.

Figure 3.46 shows the response of the Mon 3 mixer to a beam pulse with a phase step

setup in this way. In this case an initial 140 ns, 3 GHz, 4 A beam pulse is used, and

is converted in to a 280 ns, 1.5 GHz, 2 A pulse following the delay loop by the process

described above. With this pulse length the resulting downstream beam pulse has a phase

jump but constant beam current and bunch frequency. The time taken for the mixer output

to respond to the fast phase change can be related to the bandwidth by this approximate
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relationship [69]:

BW =
350

t
(3.40)

where BW is the bandwidth in MHz and t is the rise time of the signal in ns. The transition

between the two phase states as seen on the mixer output occurs between 156.6 ns and

167.0 ns, a rise time of 10.4 ns corresponding to a bandwidth of approximately 34 MHz. In

addition, the falling edge of the mixer output at the end of the pulse also takes around a

10 ns, also leading to a bandwidth estimate in the region of 35 MHz.

3.11 Comparison of Measured Phase Along Pulse

It has been shown that the phase jitter is the same in Mon 1 and Mon 2 (Section 3.8),

and that the achieved resolution is better than the level required for the PFF correction

(Section 3.9.1). Nevertheless there are several remaining effects that have been identified

which may limit the PFF performance in a way not described by the resolution. These are

the focus of the remainder of this chapter, starting with differences between the measured

shape of the phase along the pulse, discussed here. Neither the phase jitter nor the resolution

are sensitive to any static differences in the measured phase in each monitor. For the PFF

system to remove not only phase jitter but also to flatten the phase sag along the pulse the

shape of the upstream and downstream phase must be the same. In other words, the PFF

system is sensitive to the accuracy of the phase measurement as well as the resolution.

Figure 3.47 shows an example of the measured phase along the pulse in all three monitors,

as well as a fourth phase measurement taken from one of the power extraction and transfer

structures (PETS) in the TBL line after Mon 3 [70]. The PETS measurement provides an

independent cross-check of the response and calibration of the three PFF monitors. All four

phase measurements show approximately the same overall phase sag of around 45◦ along the

full pulse length, as expected.

Nevertheless, there are differences between the measurements. As described later in

Chapter 4 there are many mechanisms by which the beam phase can change between the

upstream and downstream monitors. Small discrepancies between the Mon 1 and Mon 2

phase compared to the Mon 3 and PETS phase are therefore not unexpected. A detailed

comparison between the upstream and downstream phase is left to Chapter 4 rather than

being discussed here.

However, as Mon 1 and Mon 2 are neighbouring each other in the beam line their mea-

surements are expected to agree almost perfectly but this is not the case. Figure 3.48 shows

the difference between the Mon 1 and Mon 2 phase along the pulse. The offset between the

two has almost a linear dependence on the time along the pulse, varying by close to 10◦

across the full pulse length. Possible explanations could be an error in the fitted calibration

amplitude or a time offset between the two signals. The fact that the Mon 2 phase is lower

at one end of the pulse but higher at the other means that the difference is not simply a

scale factor between the two, and therefore cannot be described by an error in calibration

amplitude. Neither can it be explained by differences in the calibration constants along the
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Figure 3.47: Comparison of phase along the pulse in the three PFF phase monitors and
an alternative downstream phase measurement from a PETS. Blue: Mon 1, Red: Mon 2,
Green: Mon 3 and Dashed Black: PETS.
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Figure 3.48: Difference between the measured Mon 1 and Mon 2 phase along the pulse.
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pulse, as seen in Section 3.12. Similarly, by observing small variations along the pulse, for

example at the end of the pulse after a time of 1000 ns in Figure 3.47, it can be seen that

the two measurements are well aligned in time.

If there was a real difference in the phase sag between monitors (rather than it being a

measurement effect) or if there was an issue with Mon 1, used as the PFF correction input,

it would not be possible to completely flatten the phase sag along the pulse with the PFF

system. The excellent flattening of the pulse that has in reality been achieved with the PFF

system (Chapter 6) suggests this may be an issue affecting only Mon 2, as the correction

input is based solely on Mon 1. Although the effect is not fully yet understood, recent

measurements have suggested the source of the difference may be intermittent features on

the LO phase used by the second mixer, and not present or at least much weaker on the first

and third LO sources used for Mon 1 and Mon 3 [71]. The effect appears to be correlated

with the phase and power of the two klystrons nearest the phase monitor electronics in the

klystron gallery, suggesting a possible grounding issue in the electronics.

3.12 Effect of Variations in Calibration Constant

In Section 3.7.3 it was shown how the calibration parameters vary along the pulse. In the PFF

algorithm, and usually also in data analysis, single values for each calibration constant are

used across the full pulse length. This will lead to small discrepancies between the measured

and the true beam phase. Examples of the size of this effect are shown in Figures 3.49, for

Mon 2, and in Figure 3.50 for Mon 3, comparing the measured phase when using single value

and the actual point-by-point calibration constants. In the range between 650 ns and 900 ns

around the middle of the pulse where the phase sag is flattest (the part of interest for the

PFF system) using a varying calibration constant along the pulse makes almost no difference

to the measured upstream phase, with residuals of below 0.2◦ between the two calibration

methods. This is unsurprising as the calibration constants normally used are calculated from

one sample in this range.

For the downstream phase the differences are larger, including up to 1◦ offsets between

the two methods in the range of interest for the PFF system. However, the example shown is

without fully optimised downstream beam conditions achieved in Chapter 4 and so represents

a worst case scenario for normal PFF operation. The PFF correction quality also does not

directly depend on the downstream phase measurement (apart from for the gain calculation,

as derived in Section 4.1), so these differences can be removed in offline analysis if deemed

necessary.

3.13 Dependence on Position

As discussed in Section 3.1 the phase monitor output from the two vertical RF feedthroughs

are summed in hybrids, and it is this sum signal that is connected to the mixers. This

reduces, but does not remove completely, the dependence of the phase monitor signal power
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Figure 3.49: Effect of using a varying calibration constant on the upstream phase. Top:
Phase with a constant calibration constant (blue) and phase with a varying calibration
constant (red). Bottom: The difference between the two.
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Figure 3.50: Effect of using a varying calibration constant on the downstream phase. Top:
Phase with a constant calibration constant (blue) and phase with a varying calibration
constant (red). Bottom: The difference between the two.
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Device Distance From CT.0360 Label
Mon 1 104.5 cm sM1

Mon 2 144.5 cm sM2

CT.BPM0430 357.0 cm s430

Table 3.11: Distance of the upstream phase monitors and following BPM CT.0430 to the
corrector CT.0360 before the phase monitors.

on the beam position in the monitor. In this section the remaining position dependence of

the phase measurement is determined.

The magnetic corrector placed roughly 1 m prior to Mon 1 (labelled CT.DHD0360) has

been used to scan the beam position in the upstream phase monitors both horizontally and

vertically. The position of the corrector with respect to the phase monitors can be seen in

Figure 3.4. Around 1 m following Mon 2 there is a quadrupole (CT.QFF0420) followed by

a BPM (CT.BPM0430). Distances between the elements are shown in Table 3.11. For the

purposes of this measurement the quadrupole is turned off so that the whole 3.5 m length of

beam line between the corrector and the BPM is a drift space. It is then straightforward to

reconstruct the position offset in the two phase monitors based on the BPM measurement

without having to rely on the MADX model to take in to account the effect of the quadrupole

on the beam orbit.

In these conditions a position offset of x430 measured in the BPM (in horizontal or

vertical) corresponds to the following position offsets, xM1 and xM2, in each phase monitor:

xM1 = rM1x430 (3.41)

xM2 = rM2x430 (3.42)

where rM1 and rM2 are the position offsets in the phase monitors per unit position offset in

the BPM, given by:

rM1 =
sM1

s430

(3.43)

rM2 =
sM2

s430

(3.44)

and where sM1, sM2 and s430 are the distances between the corrector and the phase monitors

(sM1, sM2) or BPM (s430). Substituting in the values from Table 3.11 gives values of rM1 =

0.29 and rM2 = 0.41.

Figure 3.51 shows the results of a horizontal position scan in the upstream phase monitors,

with the phase plotted against the horizontal position in the BPM. Position scans of this type

require a long time to complete in order to be able to acquire enough statistics at multiple

corrector settings. The scan presented represents a data taking period of around one hour,

for example. This means real drifts in beam phase (aside from any position dependent effects

on the monitor signals) are unavoidable during the scan. The first impression of Figure 3.51

is that the only visible change in measured phase is due to actual drifts in beam phase rather

than being as a result of the changes in position. However, Figure 3.52 shows the response of
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Figure 3.51: Mon 1 (blue) and Mon 2 (red) phase dependence on the horizontal position
during the scan. Error bars show the standard error on the measured phase values at each
position (errors on the position are smaller than the markers).
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Figure 3.52: Mon 1 (blue) and Mon 2 (red) diode dependence on the horizontal position
during the scan. Error bars show the standard error on the measured phase values at each
position (errors on the position are smaller than the markers).
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the phase monitor diode signals to the horizontal position in the BPM during the scan. Even

though the diodes are heavily saturated a dependence of their output, and so a dependence

of power, on the position is visible.

To remove the effects of drifts in the beam phase the difference between the measured

Mon 1 and Mon 2 phase can be considered instead. The true beam phase, φb, should be

identical in Mon 1 and Mon 2, so any differences between their measurements φM1 and φM2

during the scan can be modelled as coming from the beam position in the monitor, as follows:

φM1 = φb + cM1xM1 (3.45)

φM2 = φb + cM2xM2 (3.46)

where cM1 and cM2 are constants expressing the phase shift per unit position offset in each

monitor. The difference between the measured phase in Mon 1 and Mon 2 is therefore given

by:

φM2 − φM1 = cM2xM2 − cM1xM1 (3.47)

cM1 and cM2 cannot be determined individually from the scan results alone using this ap-

proach, so instead it will be approximated that the strength of the position dependence is

the same in Mon 1 and Mon 2. Letting cM1 = cM2 = c finally gives:

φM2 − φM1 = c(xM2 − xM1) (3.48)

c =
φM2 − φM1

xM2 − xM1

(3.49)

The expressions for xM1 and xM2 in terms of the BPM position x430 derived earlier can then

be substituted in to give:

c =
φM2 − φM1

x430(rM2 − rM1)
(3.50)

The gradient of the phase difference versus the position offset in the BPM, (φM2 − φM1) / x430,

is the only remaining parameter left to calculate in order to estimate c.

Figure 3.53 shows how the difference between the Mon 1 and Mon 2 phase measurement

depends on the horizontal position in the BPM during the scan. By removing the actual

beam phase drifts the dependence of the phase measurements on the beam position becomes

clear. The fitted gradient is −0.22± 0.01◦ per mm offset in the BPM. Using Equation 3.50

this corresponds to a phase shift of −1.84 ± 0.07◦ per mm offset in the phase monitors

themselves.

Exactly the same process can be repeated in the vertical plane, and the results of doing

this are shown in Figure 3.54. Although the effect is smaller there is still a visible dependence

of the phase on the vertical position, in this case with a gradient of 0.06 ± 0.01◦ per mm

offset in the BPM corresponding to 0.53±0.07◦ per mm vertical offset in the phase monitors.

The position dependence of the measurement appears large when quoted like this but

it must be remembered that millimetre scale changes in beam orbit are rare during normal

operation. Orbit jitter at CTF3 around the location of the upstream phase monitors is

typically at the 0.02 mm level. Taking the calculated position dependence of Mon 1 and

Mon 2 this corresponds to only an additional measured phase jitter of roughly 0.04◦, using
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Figure 3.53: Fit (black line) to the measured difference between the Mon 1 and Mon 2 phase
(blue markers and standard error bars) versus the horizontal position.
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Figure 3.54: Fit (black line) to the measured difference between the Mon 1 and Mon 2 phase
(blue markers and standard error bars) versus the vertical position.
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the larger dependence in the horizontal plane. This is small compared to the phase monitor

resolution, which is typically 0.13◦ or above (Section 3.9). However, it is important to

consider that any change in beam setup that alters the trajectory through the monitors will

lead to a change in output power and therefore a change in calibration constants. Calibrations

are always repeated when the CTF3 setup is changed to take this in to account. Position

scans around the region of the downstream phase monitor Mon 3 would be much more

difficult to perform and have not yet been attempted. The effect should be of a similar

magnitude, although the downstream beam is less stable than upstream so the contribution

to measured phase jitter is likely to be slightly larger.

3.14 Summary

Three new phase monitors have been installed at CTF3 for the PFF system – two upstream

monitors (prior to TL2) in the CT-line and one downstream monitor in TBL (following the

TL2 chicane). The resolution of these monitors defines the theoretical limit on performance

of the PFF system: to achieve a measured downstream phase jitter of 0.2◦ the resolution

must be better than 0.14◦. This chapter has discussed the work carried out to characterise

and improve the performance of the phase monitors, and in particular the phase monitor

electronics.

The phase monitor electronics provide two outputs – a phase dependent “mixer” signal

and a power dependent “diode” signal. Measurements of the electronics using a signal

generator identified that the diode outputs were not performing as expected. The diodes

have therefore been excluded from the phase reconstruction process. Also, digital phase

shifters were found to be introducing noise to the reference LO phase used by the mixers,

and were replaced with passive mechanical devices.

To be able to calculate the phase from the mixer signal a calibration must first be

performed, in which the LO phase shifters are varied through 360◦ to determine the mixer

output for all input phases. Calibration results have been presented, both for a single sample

and point-by-point along the pulse. Following a calibration the LO phase shifters are set so

that the mixer is centred around zero, where the phase dependence of the output is maximal

and the resolution is optimal.

The best achieved point-by-point resolution (sampled at 192 MHz) is 0.126◦ (±0.007◦

rms), or 0.106 ± 0.006◦ on the mean pulse phase. This value is sensitive to changes in

beam conditions or the environment around the electronics in the klystron gallery, with the

routinely achievable point-by-point resolution closer to 0.2◦. A sensitivity of the electronics

to the phase and power of nearby klystrons may explain variations in the measured resolution,

and differences in the shape of the measured phase along the pulse in the two upstream phase

monitors, but this has not yet been fully characterised. Other effects, such as a dependence

of the measured phase on the beam position in the cavity, have been identified but appear

to be negligible.



Chapter 4

Phase Propagation

The PFF system uses the upstream phase measurement to correct the downstream phase.

In this scheme any differences between the initial upstream phase and the downstream phase

cannot be removed by the PFF system. The PFF system is therefore very sensitive to the

“phase propagation”, or the extent to which the upstream phase predicts the actual down-

stream phase. As, at CTF3, the upstream and downstream phase monitors are separated

by roughly 150 m of beam line there are many potential sources that may change the down-

stream phase with respect to the upstream phase. This chapter derives the requirements

that the PFF system places on the phase propagation before describing its original status

during the first PFF tests and the extensive work that has been needed to improve it.

4.1 Feedforward Algorithm

In the PFF system the voltage sent to the kickers in the TL2 chicane (see Figures 1.6 and 2.2)

is varied depending on the upstream phase. The corrected downstream phase, φPFF , can

therefore be simply modelled as subtracting the upstream phase, φu, from the initial down-

stream phase φd:

φPFF = φd − gφu (4.1)

where g is the applied correction gain. The corrected downstream phase jitter, σPFF , can

then be defined using the standard result of subtracting correlated variances [72]:

σ2
PFF = σ2

d + g2σ2
u − 2gρudσuσd (4.2)

where ρud is the correlation coefficient between the upstream phase and the downstream

phase. Setting the partial differential of Equation 4.2 with respect to the gain equal to zero

yields an expression for the theoretical optimal gain value to apply:

∂σ2
PFF

∂g
= 2gσ2

u − 2ρudσuσd = 0 (4.3)

g = ρud

(
σd
σu

)
(4.4)

105
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Figure 4.1: Dependence of the ratio between the theoretical corrected and initial downstream
phase jitter (σPFF/σd) on the initial upstream-downstream phase correlation (ρud).

In the case where the phase propagation is perfect and the downstream phase is identical to

the upstream phase the optimal gain factor is 1, as expected. Alternatively, if there is no

correlation between the upstream and downstream phase the PFF system could only act to

increase the downstream phase jitter, thus the optimal gain would be zero. If the downstream

phase jitter is amplified with respect to the upstream phase jitter (φd = const×φu), this can

be removed by the PFF system via the dependence of the optimal gain on the upstream–

downstream phase jitter ratio.

Substituting the optimal gain value back in to Equation 4.2 gives an expression for the

theoretical limit on the corrected downstream phase jitter using the PFF system:

σPFF = σd

√
1− ρ2

ud (4.5)

With the optimal PFF setup the achievable corrected downstream phase jitter has no de-

pendence on the upstream phase jitter. It depends only on the initial downstream phase

jitter and the upstream–downstream phase correlation. The dependence of the achievable

corrected downstream phase jitter on the phase monitor resolution (Section 3.3) is implicit,

as this contributes to the measured upstream–downstream phase correlation. If non-optimal

gains are used there is also a dependence on the upstream phase jitter and the gain as per

Equation 4.2. Figure 4.1 shows how the achievable corrected downstream phase jitter de-

pends on the upstream–downstream phase correlation. A factor 2 reduction in the initial

downstream phase jitter requires a correlation of 86.6%, for example.

Equations 4.2, 4.4 and 4.5 are used extensively in the remainder of this thesis to determine

the beam conditions needed to achieve a 0.2◦ correction at CTF3, as well as to calculate the

expected effect of the PFF system given the beam conditions and PFF setup.
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Figure 4.2: Typical initial mean phase jitter upstream (blue) and downstream (red) during
early PFF tests, across a dataset containing 213 pulses.
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Figure 4.3: Typical initial correlation between the downstream phase and the upstream
phase during early PFF tests.
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4.2 Characteristics of Uncorrected Phase Jitter

This section summarises the status of the phase propagation during the first PFF tests to

demonstrate why the work in this chapter was necessary and to provide a point of comparison

to the improved conditions later achieved in Section 4.7.

Mean Phase

Figure 4.2 compares the mean phase upstream and downstream across one dataset of 213

pulses, or roughly 5 minutes. The downstream phase jitter is more than double the upstream

rms phase jitter — at 1.86 ± 0.09◦ compared to 0.81 ± 0.04◦ upstream. Theoretically the

PFF system could still remove the amplified downstream phase jitter providing the jitter is

well correlated with the upstream phase, as derived in the previous section. Unfortunately,

as shown in Figure 4.3, there is almost no correlation between the upstream and downstream

phase, with a calculated coefficient of 0.34± 0.06 in this case.

Phase Along Pulse

In addition to the differences in the mean phase there are also large discrepancies between

the upstream and downstream phase along the pulse. Figure 4.4 shows one example of this.

The overall phase sag along the pulse is approximately equivalent for both the upstream and

downstream phase. However, there are many oscillations along the downstream phase, up

to 10◦ peak-to-peak, that are not present upstream.

As well as the static variations in the downstream phase along the pulse, there are also

large differences in the phase jitter along the pulse. An example is shown in Figure 4.5.

The point by point upstream phase jitter along the pulse is quite flat at around 1 degree,

slightly larger than the jitter on the mean. Conversely, the downstream phase jitter has

large variations along the pulse. In some regions the downstream jitter is a factor 4 higher

than the upstream phase jitter, whilst in others it is only 50% higher.

Consequences for the PFF System

The differences between the mean upstream and downstream phase, both on the mean and

along the pulse, need to be removed to enable phase jitters close to the CLIC target to be

achieved with the PFF prototype at CTF3. Using Equation 4.5, with the optimal PFF gain

and 0.34± 0.06 upstream–downstream phase correlation, an initial downstream phase jitter

of 1.86 ± 0.09◦ could be reduced to 1.51 ± 0.09◦. This is only a modest improvement of

around 20%, and far from the CLIC target of 0.2◦ phase stability.

Assuming the initial downstream phase jitter could be reduced to the same level as

the upstream phase jitter, to 0.8◦, the upstream–downstream phase correlation required

to theoretically achieve 0.2◦ corrected phase jitter is 97%. This chapter will describe the

procedures developed to achieve this level of downstream phase jitter and correlation. The
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Figure 4.4: Mean upstream (blue) and downstream (red) phase along the pulse during early
PFF tests, averaged across 213 pulses.
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Figure 4.5: Upstream (blue) and downstream (red) phase jitter along the pulse during early
PFF tests, across a dataset containing 213 pulses.
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first effect investigated was the energy dependence of the downstream phase, for the reasons

described in Section 4.3.

4.3 First Order Energy Dependences

The transfer matrix coefficient R56 defines the phase shift between two points in the lattice

resulting from a beam energy offset (Section 2.4). Due to issues with meeting all the optics

constraints for the PFF system a non-zero R56 value had to be tolerated in the TL2 chicane

(Section 2.6). Therefore, a dependence of the downstream phase on the beam energy is

expected, and this was the first place to look to try to understand and improve the poor

upstream–downstream phase correlation and high downstream phase jitter.

4.3.1 Beam Energy Variations

The best way to measure variations in the beam energy at CTF3 is via the beam position

in one of the chicanes or rings, where the position after a bending magnet depends on the

beam energy. The beam position offset, ∆x, in a BPM (beam position monitor) in these

regions is linked to the relative energy offset, ∆p/p, as follows:

∆p

p
=

∆x

Dx

(4.6)

where Dx is the dispersion at that location given by the machine optics. Regions where Dx

is non-zero are referred to as dispersive regions.

With the beam setup used for the PFF system operation (bypassing the Frascati chicane

and delay loop, see Figure 1.5) the first dispersive BPM after the CTF3 linac is the BPM

CT.0608 in the transfer line TL1. TL1 is introduced in more detail in Section 4.4.1. The

BPM CT.0608 is placed roughly 1 m after the first dipole magnet in TL1, with a horizontal

dispersion of Dx = −0.61 m at this point according to the CTF3 MADX model. There are no

quadrupoles or other elements between the dipole and CT.0608, which reduces the sensitivity

of this dispersion value to any inaccuracies in the model. All quoted energy measurements

in this chapter are obtained using the horizontal position in BPM CT.0608, converted in to

the energy using the Equation 4.6.

It should be noted that whilst this provides an accurate measurement of the relative

energy jitter and variations along the pulse, it cannot be used to determine the absolute

energy value. For example, the mean beam position in CT.0608 is non-zero due to device

misalignments, and can change depending on the setup of CTF3. The mean position offset is

subtracted in all cases so that the resulting energy values are centred around zero, although

the actual mean energy offset may be non-zero. In certain simulations in this chapter non-

zero mean energy offsets are used to improve the agreement with the data, as indicated.
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Figure 4.6: Example of variations in the mean beam energy (∆p/p) across 500 pulses, with
a relative jitter of 1.2× 10−3.

Mean Beam Energy

Figure 4.6 shows an example of variations in the mean beam energy on medium to long

timescales at CTF3, in this case 500 pulses or roughly 10 minutes. Relative energy jitter

on the mean is typically at the level of 1 × 10−3, and varies by roughly ±50% about this

value. For shorter timescales, in datasets up to a couple of hundred pulses or a few minutes

in length, the relative energy jitter is routinely closer to the 0.5×10−3 level (see Figure 4.23,

for example). The main sources of drifts in the mean energy at CTF3 are variations in beam

current and temperature dependent effects on the klystron phase and RF power feedback

loops [73]. Recent improvements have demonstrated an energy stability better than 1×10−3

on longer timescales (see Section 4.5.3), which will aid future PFF tests.

Energy Variations Along the Pulse

The energy stability point-by-point along the pulse is at the same level as the mean energy

stability, with relative jitter at, or slightly above, the 1 × 10−3 level, as seen in Figure 4.7.

Typically the energy stability is slightly worse at the start and end of the pulse (due to

transients, for example). In addition to the jitter there are also static variations in the

energy along the pulse. Figure 4.8 shows one example of this. Variations in the mean

energy along the pulse are normally several times larger than the energy jitter, at the level

of 2—5 × 10−3 (peak-to-peak). New feedbacks have also been recently developed at CTF3

to reduce variations in energy along the pulse (Section 4.5.3).
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Figure 4.7: Example of relative energy jitter (σp) along the pulse. Each point is the rms
energy variation at that point along the pulse across a dataset of 213 pulses.
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Figure 4.8: Example of variations in energy (∆p/p) along the pulse, showing the mean taken
across a dataset of 213 pulses.
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4.3.2 Correlation between Phase and Energy

Figure 4.9 shows one example of the typical dependence of the mean downstream phase on

the beam energy during the first PFF attempts. It’s immediately clear that there is a strong

relationship between the two, with a correlation in this case of 0.82± 0.03.

In contrast, in Figure 4.10 there is almost no dependence of the upstream phase on the

energy. However, the calculated correlation coefficient of 0.19±0.06 is statistically significant

and this has consequences for the discussions in the remainder of this chapter. Normally

the small upstream phase–energy correlation typically varies between 0 and 0.4 at CTF3

depending on the conditions, in particular the energy jitter, at that time. In certain setups

there can also be high correlations between the upstream phase and energy (Section 4.5.2).

By itself having a high correlation between the downstream phase and the energy is not an

issue for the PFF system. The problem is the difference between the upstream phase–energy

correlation and the downstream phase–energy correlation, which leads to low correlation

between the upstream and downstream phase. The high downstream phase jitter is also a

problem for the PFF system due to its limited correction range, as previously mentioned.

The goal of this section is to determine whether the non-zero optics R56 value between the

upstream and downstream phase monitors is sufficient to explain both the large amplification

in downstream phase jitter and the low upstream–downstream phase correlation seen here.

To start with, the effect of R56 on the downstream phase jitter and upstream–downstream

phase correlation will be more formally defined.

4.3.3 R56

Assuming energy is the only source of differences between the upstream and downstream

phase, the downstream phase, φd, can be expressed in terms of the optics transfer matrix

coefficient, R56 (Section 2.1), as follows:

φd = φu +R56
∆p

p
(4.7)

where φu is the upstream phase, ∆p/p is the relative energy offset and R56 is the matrix

coefficient between the upstream and downstream phase monitors, defined by the machine

optics. The units of R56 in the equation above are radians at 12 GHz per unit relative energy

offset (∆p/p = 1). MADX uses units of metres and this value is what will be referred to in

this chapter. To obtain the R56 value to use in the equation above the MADX value must

be multiplied by the conversion factor 2π/0.025, where 0.025 m is the 12 GHz wavelength.

In terms of jitters Equation 4.7 becomes:

σd =
√
σ2
u +R2

56σ
2
p + 2R56ρupσuσp (4.8)

where σd is the downstream phase jitter, σu is the upstream phase jitter, σp is the relative

energy jitter and ρup is the correlation between the upstream phase and the energy. This

follows from the result of adding correlated variances. Clearly, any non-zero R56 between
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Figure 4.9: Dependence of the mean downstream phase on the beam energy (∆p/p).
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Figure 4.10: Dependence of the mean upstream phase on the beam energy (∆p/p).
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the upstream and downstream phase monitors introduces an additional energy component

to the downstream phase that increases the downstream phase jitter.

The effect of R56 on the upstream-downstream phase correlation, ρud, can also be defined

starting from the definition of the Pearson product-moment correlation coefficient:

ρud =
cov [φu, φd]

σuσd
; cov [φu, φd] =

1

N

N∑
i=1

φuiφdi (4.9)

where cov [φu, φd] is the covariance between the upstream and downstream phase, and the

index i refers to the pulse number out of a dataset containing N beam pulses. By inserting

the definition of the downstream phase from Equation 4.7 and separating the terms in the

sum the covariance becomes:

cov [φu, φd] =
1

N

N∑
i=1

φ2
ui +R56

1

N

N∑
i=1

φui
∆pi
p

(4.10)

The first term is now the variance of the upstream phase, σ2
u, and the second term is R56

multiplied by the covariance between the upstream phase and the energy, cov
[
φu,

∆p
p

]
, which

can be expressed in terms of the correlation between the upstream phase and the energy,

ρup:

cov

[
φu,

∆p

p

]
= ρupσuσp (4.11)

Therefore, Equation 4.10 becomes:

cov [φu, φd] = σ2
u +R56ρupσuσp (4.12)

Finally, substituting Equations 4.8 and 4.12 into Equation 4.9 gives:

ρud =
σu +R56ρupσp√

σ2
u +R2

56σ
2
p + 2R56ρupσuσp

(4.13)

Considering that in this model the only difference between the upstream and downstream

phase results from the R56, it is perhaps obvious that the best conditions for the PFF

correction are obtained when the R56 coefficient between the upstream and downstream

phase monitors is zero. In these conditions σd = σu and ρud = 1. This can be more formally

defined by using the expression for the theoretical corrected downstream phase jitter when

using the optimal gain factor as derived in Section 4.1:

σPFF = σd

√
1− ρ2

ud (4.14)

The initial downstream phase jitter and upstream-downstream phase correlation have been

defined in terms of the R56 in Equations 4.8 and 4.13 above. Inserting them in to this

equation gives the following expression for the corrected downstream phase jitter in terms

of the R56:

σPFF = |R56|σp
√

1− ρ2
up (4.15)
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As expected the achievable corrected downstream phase jitter is minimised when R56 = 0.

Note that this equation does not take in to account that the minimum achievable downstream

phase jitter is limited by the phase monitor resolution (Section 3.3).

In principle, the beam conditions for the PFF correction can also be improved by reducing

the relative energy jitter (σp) or by increasing the upstream phase-energy correlation (ρup).

Reducing the relative energy jitter decreases the additional phase jitter created by non-zero

R56. Increasing the upstream phase-energy correlation (ρup) reduces the effect that non-

zero R56 has on the upstream-downstream phase correlation (ρud), as the additional energy

dependent downstream phase jitter is correlated with the upstream phase in this case. In

practice σp and ρup are defined by the CTF3 injector and can not be varied with a great

degree of flexibility, so having zero R56 is the only way to obtain ideal conditions for the

PFF correction. However, recent improvements at CTF3 have reduced the relative energy

jitter, as discussed later in Section 4.5.3. High upstream phase-energy correlations can also

be created at CTF3 but not without greatly amplifying the upstream phase jitter, which

causes issues for the PFF system due to its limited correction range (Section 5.3.1).

An interesting consequence of Equations 4.8 and 4.15 is that the best beam conditions

for the PFF correction are not given by minimising the initial downstream phase jitter in the

case where the upstream phase-energy correlation, ρup, is non-zero. As seen in Section 4.3.2

in normal conditions there is a small correlation between the upstream phase and the energy

at CTF3, typically around ρup = 0.2. In these conditions the downstream phase jitter can in

theory be reduced to below the level of the upstream phase jitter by using optics with negative

R56 between the upstream and downstream phase monitors. This then removes the energy

component present upstream from the downstream phase. Differentiating Equation 4.8 gives

the minimum downstream phase jitter to be obtained when R56 = −ρupσu/σp. However,

using this R56 value would degrade the upstream-downstream phase correlation and increase

the achievable corrected downstream jitter, which is always minimised when R56 = 0 as

in Equation 4.15. The phase propagation optimisations in this chapter must therefore be

focused on zeroing the R56 value between the upstream and downstream phase monitors,

rather than minimising the initial downstream phase jitter.

4.3.4 Effect of R56 in TL2

The PFF optics have an R56 value of close to −0.2 m between the entrance and exit of

the TL2 horizontal chicane (Section 2.6.2). All the other sections of CTF3 between the

upstream and downstream phase monitors (CT line, TL1, combiner ring and TBL, see

Figure 1.5) nominally have zero R56 [15]. Therefore they don’t introduce additional phase

jitter via energy, at least to first order and to within the accuracy of the CTF3 MADX model.

The overall R56 between the upstream phase monitors (in the CT line) and the downstream

phase monitors (in the TBL line, labelled CB, after the TL2 chicane) is therefore -0.2 m

also. Whether this can explain the low upstream-downstream phase correlation and high

downstream phase jitter seen in Section 4.2, as well as what residual R56 between the two

monitors can be tolerated to be able to achieve CLIC-level phase stability at CTF3, is

discussed in this section.
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Figure 4.11: Initial (blue) and corrected (red) downstream phase jitter (σd) vs. the R56

coefficient between the upstream and downstream phase monitors. The horizontal black line
shows the CLIC target of 0.2 degrees corrected downstream phase jitter.
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Figure 4.12: Upstream-downstream phase correlation (ρud) vs. the R56 coefficient between
the upstream and downstream phase monitors. The horizontal black line shows the 97%
correlation needed to achieve 0.2 degrees corrected phase jitter at CTF3.
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Parameter Value
R56 -0.2 m
σu 0.8◦

ρup 0.2
σp 0.001

Table 4.1: Typical beam and optics conditions at CTF3 relating to the energy and upstream
phase stability.

Equations 4.8 and 4.13 can be used to estimate the downstream phase jitter and upstream-

downstream phase correlation in the conditions at CTF3. Typical values for the various

parameters in the equations have already been presented in previous sections, and these

values are summarised in Table 4.1. The value R56 ' −0.2 m was obtained in Section 2.6.2

as previously mentioned, the value σu ' 0.8◦ in Section 4.2 and the values ρup ' 0.2 and

σp ' 0.001 in Section 4.3.2.

With these parameter values Equations 4.8 and 4.13 predict that a residual R56 of -

0.2 m between the upstream and downstream phase monitors will reduce the upstream-

downstream phase correlation to below 10%. The downstream phase jitter is amplified to

above 3 degrees. Therefore, the effects of R56 alone can explain the low upstream-downstream

phase correlation and high downstream phase jitter seen in Section 4.2. In order to increase

the upstream-downstream phase correlation to 97% and reduce the downstream jitter to

0.8 degrees (the conditions needed to achieve 0.2 degrees corrected downstream phase jitter

at CTF3) the R56 between the upstream and downstream phase monitors must be removed.

Figures 4.11 and 4.12 show the expected downstream phase jitter and upstream-downstream

phase correlation for residual R56 values from -0.2 to +0.2 m between the upstream and

downstream phase monitors, again using Equations 4.8 and 4.13. The theoretical corrected

downstream phase jitter using the PFF system across the range of R56 values is also shown.

In order to obtain CLIC level phase stability at CTF3 the residual R56 between the upstream

and downstream phase monitors must be reduced from the initial −0.2 m to 0 ± 1.3 cm.

Also note the slight asymmetry in the phase jitter and correlation curves, which is caused

by the non-zero correlation between the upstream phase and the beam energy.

To interpret the results of R56 optimisation attempts (Sections 4.4 and 4.5) it is useful

to understand how varying the correlation between the upstream phase and the energy

impacts the phase propagation. Figure 4.13 shows how the upstream-downstream phase

correlation varies with upstream phase-energy correlations of between 0% and 40% (the

range typical of normal operation), as well as with a higher correlation of 90%. With high

upstream phase-energy correlations there is no longer a well defined peak in the upstream-

downstream phase correlation versus the R56 value. Instead there is an almost constant

high upstream-downstream phase correlation with positive R56 values, and a large anti-

correlation for negative R56 values. In Figure 4.14 plotting the theoretical downstream jitter

with ρup = 0.9 gives a clear demonstration that the best conditions for the PFF correction

are always with R56 = 0, rather than with the lowest possible initial downstream jitter, as

mentioned in Section 4.3.3.
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Figure 4.13: Upstream-downstream phase correlation (ρud) vs. the R56 coefficient between
the upstream and downstream phase monitors for different upstream phase-energy correla-
tions: ρup = 0.0 (blue), ρup = 0.2 (black), ρup = 0.4 (green) and ρup = 0.9 (red).
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Figure 4.14: Initial (blue) and corrected (red) downstream phase jitter (σd) vs. the R56 coef-
ficient between the upstream and downstream phase monitors with 90% correlation between
the upstream phase and the beam energy.
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Figure 4.15: Layout of dipoles (labels starting with BH, red), quadrupoles (labels starting with QF or QD, black), BPMs (labels starting
with BPM or BPI, blue), correctors (labels starting with DH or DV, green) in the TL1 transfer line [74].
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Parameter TL1 Injection CR Injection
βx 8.81 m 4.08 m
βy 13.94 m 5.41 m
αx -0.74 -0.31
αy -0.45 -0.21
Dx 0 m -0.03 m
Dpx 0 0.02

Table 4.2: Initial and final conditions for optics matching in TL1.

4.4 Mitigation of First Order Energy Dependence

The discussion in Section 4.3.4 proves that with a residual R56 value of -0.2 m between the

upstream and downstream phase monitors it is impossible to achieve the goals of the PFF

prototype at CTF3. However, due to the highly constrained optics in TL2 it has already

been seen in Chapter 2 that it was not possible to find optics for the PFF chicane that yield

zero R56 whilst also meeting requirements for both the PFF system and transverse matching.

The only way to create a total R56 of zero between the upstream and downstream phase

monitors is therefore to add positive R56 to one of the other beam lines in-between the two

monitors in order to compensate for the negative R56 in the TL2 chicane.

New optics for the transfer line TL1 with positive R56 values have been created to achieve

this. TL1 transports the beam from the CT line (where the upstream phase monitors are

installed) to the combiner ring, as seen in Figure 1.5. The layout of the TL1 transfer

line is shown in Figure 4.15. It consists of: 4 dipoles (bending the beam horizontally) of

2 different types, 13 quadrupoles of 5 different types, 7 magnetic correctors, 1 sextupole

(usually not used) and 8 BPMs [75] (the dispersive BPM after the first dipole in TL1,

labelled CT.BPI0608, is the device that has been used to determine correlations between the

phase and energy in this chapter). The total length of TL1 is approximately 30 m.

4.4.1 Matched Optics for TL1

Although in theory only one set of optics withR56 = +0.2 m in TL1 is required to compensate

for the R56 = −0.2 m in TL2, in practice errors in the MADX model of CTF3 in addition

to the effect of higher order energy dependences (see Section 4.5) mean it is not possible to

know precisely what the optimal R56 in TL1 will be, and it is also possible that this value

will vary with time. To determine the optimal value it is also useful to scan the R56 value in

TL1 across a wide range of values.To allow this, MADX has been used to match optics for

TL1 with R56 values ranging from -0.3 m to +0.6 m in steps of 0.5 cm (a total of 181 sets

of optics). The optimal R56 value should always be guaranteed to be in this range, and the

step size of 0.5 cm allows the residual R56 to be zeroed to within one centimetre as derived

to be necessary in Section 4.3.4.

As well as the different R56 values, each set of optics must maintain the same initial and

final conditions, so that the injection of the beam in to the combiner ring is not affected.
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Figure 4.16: Matched R56 values in TL1 for the new sets of TL1 optics.

Values for the beta functions, alphas and dispersion at the start of TL1 and at the combiner

ring injection are summarised in Table 4.2. As well as the initial and final conditions, the

maximum beta functions and dispersion in TL1 are constrained to ensure a reasonable beam

size throughout the line — the horizontal and vertical beta function is limited to a maximum

of 35 m, and the horizontal dispersion to a maximum absolute value of 1.25 m. Around the

septum used for injection in to the combiner ring the horizontal beta function is further

limited to a maximum of 10 m. The strengths of the 13 quadrupoles in TL1 are varied to

meet all these constraints.

Figure 4.16 shows the matched R56 value in TL1 across the range of targeted values.

Each matched R56 value is within 10 microns of the desired result. Furthermore, Figure 4.17

shows an example of how the strength of one of the quadrupoles must be varied in order

to achieve each R56 value. If the dependence of each quadrupole strength on the R56 value

was continuous the relationship could be fitted to create a set of tuning knobs to allow

R56 to be set to any arbitrary value in TL1. However, as seen in Figure 4.17 there are

many discontinuities. The quadrupole strengths for each set of optics are therefore saved to

a lookup table, with a MatLab function created to read the table and set the quadrupole

currents in the machine appropriate for the specified R56 value. As already mentioned 0.5 cm

precision in R56 should be adequate for the PFF requirements, but the discontinuities mean

new optics would have to be matched if optics with an R56 value not included in the discrete

set used here were required.

For reference Figures 4.18, 4.19, and 4.20 show how the horizontal and vertical beta

functions and horizontal dispersion changes in TL1 for each set of optics. For all R56 values
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Figure 4.17: Strength (power supply current) of the CT.QFG0750 quadrupole in TL1 vs.
the R56 value in TL1 for each set of matched optics.
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Figure 4.18: Horizontal beta function in each set of optics for TL1, with the colour scale
indicating the R56 value in TL1 for that optics.
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Figure 4.19: Vertical beta function in each set of optics for TL1, with the colour scale
indicating the R56 value in TL1 for that optics.
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Figure 4.20: Horizontal dispersion in each set of optics for TL1, with the colour scale indi-
cating the R56 value in TL1 for that optics.
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each parameter converges to the same value at the start and end of TL1, as needed to ensure

that changing the optics does not impact injection in to the combiner ring. The maximum

horizontal and vertical beta functions in TL1 roughly increase with the set R56 value, but

in all cases are kept below the set limit of 35 m in the matching procedure. The dispersion

pattern in TL1 also changes with the set R56 value, though in most cases the maximum

absolute dispersion is around 1 m and only the location of the peak dispersion along the line

changes. Again, for each set of optics the maximum absolute dispersion is limited within the

set constraint of 1.25 m.

Commissioning of the new TL1 optics in CTF3 was straightforward and in general they

can be set with the quadrupole strengths at their nominal matched values without causing

issues for the beam quality [43]. At the extremities of the range of optics (close to R56 =

-0.1 m and R56 = +0.6 m) some slight beam losses do begin to occur, but this is not a

problem for PFF operation where the required R56 is only 0.2 m. However, for each set of

optics the magnetic correctors in TL1 may need to be changed to recover the nominal beam

orbit, thus taking in to account slight misalignments in elements along the line.

4.4.2 Scans of R56 in TL1

The sets of matched optics from Section 4.4.1 can be used to perform scans of the R56 value

in TL1 and then observe the effect on the downstream phase. Scans of this type must be

performed prior to all PFF data taking periods in order to optimise the beam conditions

(maximise the upstream-downstream phase correlation) for the correction. More recently

scans of R56 in TL1 have been performed whilst varying the beam energy, which produces

cleaner results and highlights additional factors that must be taken in to account during the

optimisation process, as will be shown in Section 4.5.

As a starting point the simplest case, where only the TL1 optics is changed during the

scan and all other parameters in the machine are left unchanged, is presented in this section.

This also highlights some of the difficulties in maintaining beam conditions at CTF3, which

is discussed further in Section 4.5 and in the context of the PFF correction in Section 6.2.

Figures 4.21 and 4.22 show one example of an R56 scan performed across a wide range – from

-0.1 m to +0.6 m in TL1. The R56 is incremented by 2.5 cm between datasets (29 R56 values

in the scan), with the whole scan taking approximately an hour and a half to complete.

With the knowledge gained from measurements of this type it is no longer necessary to scan

the R56 across the full range to determine the ideal value, thus the optimisation of the phase

propagation for PFF attempts can now be achieved on much shorter time scales.

Mean Phase

Only the mean phase jitters and correlation will be considered here, features along the pulse

are discussed in Section 4.5.2 for a different scan. Figure 4.21 shows the upstream and

downstream mean phase jitter during the scan. The downstream phase jitter is reduced

from above 2.5 degrees with zero R56 in TL1, to below 1 degree and close to the level

of the upstream phase jitter by adding positive R56 in TL1. The optimal R56 value is
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Figure 4.21: Phase jitter upstream (blue) and downstream (red) during a scan of R56 in
TL1. The dashed line shows a simulation of the expected downstream phase jitter given the
beam conditions in each dataset. Standard error bars on the measured jitters are shown.
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Figure 4.22: Upstream-downstream phase correlation (red) during a scan of R56 in TL1.
The dashed line shows a simulation of the expected correlation given the beam conditions
in each dataset. Error bars show the standard error on the correlation coefficients.
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Figure 4.23: Upstream and downstream beam conditions during the R56 scan. From top
to bottom: upstream phase-energy correlation (blue), relative energy jitter (red), upstream
phase jitter (green) and beam current jitter (black). Error bars show standard errors.

approximately 0.175 m, in close agreement with expectations considering the -0.2 m R56 in

TL2. The upstream-downstream phase correlation, in Figure 4.22, is also maximised at this

point, from an initial correlation of 20% with zero R56 to up to 80%. In terms of the PFF

system, increasing the upstream-downstream phase correlation from 20% to 80% improves

the theoretical correction from a 2% reduction in downstream phase jitter to a 40% decrease

(Equation 4.5).

As the upstream phase monitors are prior to TL1, changing the TL1 optics has no effect

on the upstream phase jitter. All differences in the upstream phase jitter between datasets

are caused by drifts in the CTF3 injector, typically changes in either klystron phases or beam

current. Although the overall stability of the upstream phase jitter during this scan is good,

it does vary between 0.5 degrees and 1.2 degrees. In addition to the upstream phase there

are also differences in the relative energy jitter and upstream phase-energy correlation during

the scan, as seen in Figure 4.23. The relative beam energy jitter varies between 0.4 × 10−3

and 1.0× 10−3 and the upstream phase-energy correlation between -0.5 and +0.5. All these

parameters influence the downstream phase, as per the equations in Section 4.3.3.
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Differences in the phase jitter and phase–energy correlation between datasets partially

explain the deviation of individual data points away from the pure dependence on R56 seen

in Figures 4.11 and 4.12 for stable conditions. The simulated lines in Figures 4.21 and 4.22

represent the expected downstream phase jitter and upstream-downstream phase correlation

taking in to account the upstream phase jitter, relative energy jitter and upstream phase-

energy correlation for each point in the scan (using Equations 4.8 and 4.13). The simulated

upstream-downstream phase correlation in Figure 4.22 has been scaled so that the peak

value is in agreement with the data, at 0.8. The majority of the data points follow the scaled

simulated distribution, with several remaining outliers. For the downstream phase jitter

(which uses the simulated result directly with no scaling) the agreement with the simulation

is generally good for R56 values below 0.3 m. However, above 0.3 m the actual phase jitter

seen in the scan is smaller than the simulation. One possible explanation for this is changes

in the downstream beam current stability between datasets, which varies by a factor 3 during

the scan (bottom plot in Figure 4.23). Small beam losses between measurements may change

the phase jitter in a way that is not characterised by the R56. Possible other sources are

discussed in Sections 4.5 and 4.6.

Results from Other Scans

Figures 4.24 and 4.25 show the results of two further scans of R56 in TL1, both taken a

few days after the scan previously shown (Figures 4.21–4.23). For both scans the mean

downstream phase jitter can again be decreased to the level of the upstream phase jitter

by varying the R56 in TL1, and the upstream-downstream correlation increased to 80%.

However, the optimal optics is different for each scan — the scan in Figure 4.24 has an

optimal R56 value of around 0.1 m, whereas for the scan in Figure 4.25 it is below 0.05 m.

Both values are also different to the scan previously shown, which had an optimal R56 setting

of 0.175 m.

With R56 alone and the model of the phase propagation used to derive the equations

in Section 4.3.3 there is no mechanism for the optimal R56 value to vary with time. The

best conditions for the phase propagation should always be provided with zero residual R56

between the upstream and downstream phase monitors. As the optics in all beam lines

between the upstream and downstream phase monitors (apart from TL1) were unchanged

between each scan, the optimal R56 value in TL1 should also be the same for each scan in

this model, under the assumption that R56 explains all differences between the upstream

and downstream phase. The most likely explanation is a sensitivity to higher order energy

dependences, as discussed in Section 4.5.

4.5 Higher Order Energy Dependences

In the same way the first order optics dependences are described by the 6× 6 R-matrix, the

second order effects are described using a three dimensional 6 × 6 × 6 T-matrix.

R56 is the relevant first order transfer matrix coefficient for the energy related effects on
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Figure 4.24: Upstream (blue) and downstream (red) phase jitter during an R56 scan, showing
an optimal set point of around R56 = 0.1 m in TL1. Standard error bars on the measured
jitter values are shown.
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Figure 4.25: Upstream (blue) and downstream (red) phase jitter during an R56 scan, showing
an optimal set point of R56 < 0.05 m in TL1. Standard error bars on the measured jitter
values are shown.
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the phase propagation, as already discussed, and the relevant T-matrix coefficient for second

order energy dependences is T566. By including the second order term the dependence of the

downstream phase on the energy from Equation 4.7 becomes:

φd = φu +R56

(
∆p

p

)
+ T566

(
∆p

p

)2

(4.16)

T566 introduces another source of energy dependent phase jitter which is independent from

the first order R56 value. The ideal case for the phase propagation would be to have both

zero R56 and zero T566 between the upstream and downstream phase monitors. However,

constraints are not placed on the T566 in the optics at CTF3 and it is therefore typically non-

zero. It may be possible to create optics with zero, or at least reduced, T566 for the TL1 and

TL2 lines at CTF3 in the future by using the available sextupoles, but this has not yet been

pursued, thus it will be treated as a fixed property of the optics here. Assuming constant,

non-zero, T566 an expression for the R56 value that minimises the downstream phase-energy

dependence can be derived:

R56 = −2T566

(
∆p

p

)
(4.17)

This is obtained by zeroing the derivative of Equation 4.16 with respect to ∆p/p.

The above dependence of the R56 value on the beam energy offset has many consequences.

Firstly, it provides a mechanism by which the apparent optimal R56 value in TL1 can appear

to vary with time (and be non-zero), as was seen comparing the results of different R56 scans

in the previous section. CTF3 does experience drifts in beam energy (see Section 6.2.2,

for example), creating small differences between the actual beam energy and the energy

that the optics have been set for (i.e. the strength of bending and focusing elements in the

accelerator). In other words, it is possible for the mean of ∆p/p to be non-zero. The optimal

R56 value to use in TL1 is then expected to drift with the beam energy when higher order

phase-energy dependences are included.

In addition, energy variations along the beam pulse and jitter in the beam energy mean

that the phase propagation cannot be perfectly optimised by varying the R56 alone. Due

to the energy dependence in Equation 4.17, any energy variations along the pulse cause the

optimal R56 value to set in TL1 to also vary along the beam pulse. There are static variations

in the mean energy along the pulse (e.g. as seen in Section 4.3.1) at CTF3, so this means

the phase propagation can never be completely optimised along the full pulse length when

T566 is non-zero.

4.5.1 Simulated Effect of T566 on the Downstream Phase

When only the first order effect of R56 is considered, the dependence of the downstream

phase on the energy is linear, with the gradient depending on the residual R56 value between

the upstream and downstream phase monitors. The downstream phase versus beam energy

offset with only the first order R56 term included is shown in Figure 4.26 for each set of TL1

optics, demonstrating this effect. With only the first order term the optimal R56 optics in

TL1 remove the downstream phase-energy dependence for all energy offsets.



4.5 Higher Order Energy Dependences 131

-0.02 -0.01 0 0.01 0.02
" p / p

-250

-200

-150

-100

-50

0

50

100

150
P

ha
se

 [d
eg

re
es

]

-0.3 
-0.25
-0.2 
-0.15
-0.1 
-0.05
0    
0.05 
0.1  
0.15 
0.2  
0.25 
0.3  
0.35 
0.4  
0.45 
0.5  
0.55 
0.6  

R
56

 in
 T

L1
 [m

]

Figure 4.26: Dependence of the downstream phase on the relative energy offset for all sets
of TL1 optics when only R56 is considered.
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Figure 4.27: Dependence of the downstream phase on the relative energy offset for all sets
of TL1 optics including higher order effects.
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Figure 4.28: Dependence of the optimal optics to use in TL1 on the relative energy offset.

By varying the initial energy offset in MADX the expected effect of the higher order

energy dependences on the downstream phase can be seen. Figure 4.27 shows the impact

of the higher orders. The optimal R56 to use in TL1, where the phase has the minimal

dependence on the energy, now depends on the energy offset. Figure 4.28 shows that the

dependence of the optimal R56 value on the relative energy offset is linear, as expected from

Equation 4.17. The plotted R56 value does not exceed +0.6 m or go below −0.3 m as only

the available sets of optics for TL1 are considered, which are restricted to this range.

MADX does not output the optics T566 coefficient directly but it can be approximated

using a quadratic fit to the downstream phase vs. energy curves seen in Figure 4.27. The

fit coefficients then give the T566 and R56 values, as per Equation 4.16. An example of this

is shown in Figure 4.29 for the nominal R56 = 0 m optics in TL1, with fitted coefficients of

R56 = −0.2 m and T566 = −13.7 m in this case. As the results from MADX also include

effects above second order there is a slight discrepancy between the quadratic fit and the

MADX output. However, including up to the second order energy dependence is enough to

characterise the true behaviour and the slight modifications induced by higher orders are

beyond the scope of the discussion here.

Figure 4.30 shows the fitted T566 coefficient for all the sets of matched optics in TL1.

The changes in T566 across the range of TL1 optics are much smaller than the (intentional)

differences in R56, varying between -13.1 m and -15.4 m. Optics around the usually optimal

R56 value of 0.2 m in TL1 are close to where the second order effects are minimal, with

T566 values around -13.4 m. The T566 coefficients are approximately two orders of magnitude

larger than the R56 but as (∆p/p)2 << (∆p/p) << 1 the effect on the phase is smaller

than for non-optimised R56. For example, for a typical relative energy offset of 1 × 10−3 a

residual R56 of 0.2 m between the upstream and downstream phase monitors leads to a phase
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Figure 4.29: Quadratic fit (red) to the simulated downstream phase from MADX (blue),
which includes effects above second order, for different energy offsets. The nominal R56 = 0 m
optics is used in TL1.
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Figure 4.30: T566 coefficient between the upstream and downstream phase monitors for all
sets of TL1 optics.
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Figure 4.31: Downstream phase jitter (σd) vs. R56 between the upstream and downstream
phase monitors. Blue lines include the effects of both R56 and T566, whereas red lines include
only the first order R56 term. Solid lines show the initial downstream jitter, and dashed lines
the achievable corrected downstream phase jitter. Beam conditions of σu = 0.8◦, ρup = 0.2
and σp = 1× 10−3 are used for the simulation.
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Figure 4.32: Upstream-downstream phase correlation (ρud) vs. R56 between the upstream
and downstream phase monitors. The blue line includes the effects of both R56 and T566,
whereas the red line includes only the first order R56 term. Beam conditions of σu = 0.8◦,
ρup = 0.2 and σp = 1× 10−3 are used for the simulation.
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shift of more than one degree. For the same energy offset the phase shift resulting from the

second order T566 term is approximately 0.1 degrees. However, the key point for the phase

propagation is that the first order dependence can be removed by zeroing R56 between the

upstream and downstream phase monitors, whereas for all the available sets of optics the

second order contribution will remain at roughly the same magnitude.

To determine the consequences of the T566 for the PFF system, the effect it has on the

upstream-downstream phase correlation and downstream phase jitter must be calculated.

This was done analytically using the equations in Section 4.3.3 for the first order R56, but for

the second order terms a simple Monte Carlo simulation approach has been used. Correlated

random distributions are created in MatLab to match the typical CTF3 upstream phase and

energy conditions — namely σp = 0.001, σu = 0.8◦ and ρup = 0.2. The simulated downstream

phase for each set of TL1 optics is then calculated using Equation 4.16 and the known R56

and T566 values. The jitter of this simulated downstream phase and its correlation with the

initial upstream phase distribution give the values shown in the following figures.

Figure 4.31 shows the downstream phase jitter versus the residual R56 between the up-

stream and downstream phase monitors in the case where only the first order R56 term

is included and when both the R56 and the second order T566 are included. The effect of

including T566 is very small, with the downstream phase jitter only increasing from 0.80◦

to 0.85◦ degrees at the optimal residual R56 of zero. The effect of including T566 on the

upstream-downstream phase correlation is much more significant for the PFF correction.

The maximum achievable correlation (excluding the effects of the phase monitor resolution)

is reduced from ρud = 1 with only the first order term to ρud = 0.95 when T566 is included.

This is shown in Figure 4.32. The achievable corrected downstream phase jitter with the

PFF system is increased from zero to 0.27◦ (again excluding the phase monitor resolution).

With the initial conditions and optics used here it would therefore be impossible to

achieve 0.2◦ phase stability at CTF3. However, the relative energy jitter of 1 × 10−3 is

in fact somewhat pessimistic for the conditions that can be achieved at CTF3, at least on

short time scales. Figure 4.33 shows how the maximum achievable upstream-downstream

phase correlation varies with the relative energy jitter when the effect of T566 is included.

An upstream-downstream phase correlation of 97% is required to make achieving 0.2◦ down-

stream phase jitter at CTF3 possible. This can be achieved with a relative energy jitter

of 0.85 × 10−3 if the R56 is perfectly optimised. In good conditions, especially with recent

developments (Section 4.5.3), the CTF3 energy jitter can be reduced to around 0.5×10−3 on

short timescales, in which case correlations up to 99.6% are theoretically achievable. With

further improvements to the energy stability of CTF3 it should therefore still be possible to

achieve the necessary conditions for the PFF system even after taking in to account T566.

One final consequence of the non-zero T566 between the upstream and downstream phase

monitors is the effect of energy variations along the pulse, or equivalently cases where the

mean value of ∆p/p is non-zero. All previous calculations have assumed the energy jitter

to be about a mean ∆p/p of zero, but this can not be true for all points along the CTF3

pulse due to the variations in mean beam energy along the pulse seen in Section 4.3.1. The

effect of mean energy offsets on the upstream-downstream phase correlation is shown in

Figure 4.34, in this case assuming a relative energy jitter of 0.5 × 10−3 about the offset
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Figure 4.33: Simulated upstream-downstream phase correlation (ρud) vs. relative beam
energy jitter (σp) including the second order T566 term.
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Figure 4.34: Simulated upstream-downstream phase correlation (ρud) vs. relative beam
energy offset (∆p/p) including the second order effects of T566.
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Figure 4.35: Measured downstream phase vs. beam energy (∆p/p) for three different sets of
R56 optics in TL1: R56 = −0.100 m (red), R56 = 0.075 m (blue), and R56 = 0.300 m (green).
Lines show quadratic fits to the data for each set of optics.

mean value and zero R56. Typically the energy variation along the CTF3 pulse is at the

±2× 10−3 level, and this by itself can cause the correlation to drop below 90%. As a result

the achievable corrected downstream phase jitter with the PFF system will also vary along

the pulse. Without reducing either the energy variations along the pulse, or changing the

optics to decrease the magnitude of T566, it is unlikely that 0.2◦ sample-by-sample jitter along

the pulse can be achieved for more than very short portions of the pulse where the energy

is optimal. Reducing energy variations along the pulse to below ±1 × 10−3 would allow

correlations above 96% to be achieved across the full pulse length, increasing the feasibility

of achieving the 0.2◦ target. New feedbacks have been developed at CTF3 to try to achieve

this (Section 4.5.3).

4.5.2 R56 Scans whilst Varying Beam Energy

By intentionally varying the CTF3 beam energy to artificially increase the energy jitter

during an R56 scan the energy dependent effects in both the upstream and the downstream

phase are amplified. This has the benefit of increasing the visibility of the higher order effects,

but it also improves the results of the scan in general by reducing the sensitivity to other

small drifts in beam conditions. In this section the results of an R56 scan in which the R56

value in TL1 was varied between -0.1 m and +0.3 m whilst the beam energy was varied by

approximately 1% peak-to-peak are discussed. The resulting relative energy jitter is 3×10−3,

or 3–6 times larger than the relative energy jitter in nominal conditions. Direct observations
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of the effect of higher order energy dependences during the scan will be presented first, before

discussing the overall results of the scan to expand upon the conclusions from the R56 scans

shown in Section 4.4.2.

Energy Dependence

Figure 4.35 shows the dependence of the mean downstream phase on the beam energy for

three of the R56 values set in TL1 during the scan – the lowest value of −0.1 m, the maximum

value of 0.3 m and a mid-range value of 0.075 m, which gives the lowest downstream phase

jitter during the scan as seen later in this section. This plot shows similar features to the

simulated result from MADX in Figure 4.27. With the increased energy jitter the non-linear

dependence of the downstream phase on the energy is clear. The first order effect means

that changing the R56 value changes the gradient of the phase-energy dependence about the

central energy. The effect of T566 means that there is an energy dependent R56 value that

minimises the phase-energy dependence. For example, for an R56 of -0.1 m in TL1, the

minimum energy dependence will be observed for an energy offset of around −7 × 10−3 in

Figure 4.35.

The coefficients of a quadratic fit to the curves in Figure 4.35 (plus their equivalents

for other points in the scan) give estimates for the residual R56 and T566 values between the

upstream and downstream phase monitors. The results of doing this are shown in Figure 4.36

for the fitted R56 values, and Figure 4.37 for the fitted T566 values.

The fitted R56 values roughly follow a linear dependence on the set R56 optics in TL1, as

expected. With an R56 value of -0.2 m in TL2, varying the R56 between -0.1 and +0.3 m in

TL1 would be expected to give a total residual R56 of between -0.3 m and +0.1 m. The fitted

range is between -0.20 m and +0.25 m, so is +0.1 m offset compared to expectations. The

fitted R56 values depend on the absolute mean energy offset, which is not easily verifiable

from the BPM measurement alone. Figure 4.36 assumes a mean energy offset of zero. Using

a mean relative energy offset of 2 × 10−3 instead would bring the fitted R56 values close to

the expected range.

For R56 values in TL1 up to 0.2 m the fitted T566 values in Figure 4.37 are close to the

simulated values (typically around -13.5 m in Figure 4.29). For R56 values larger than 0.2 m

in TL1 the fitted T566 value is smaller than expected. However, the measured first and second

order energy dependent effects are overall in good agreement with expectations given the

measurement constraints and accuracy of the MADX model.

Mean Phase

Figure 4.38 shows the mean phase jitter during this R56 scan both upstream and downstream.

Simulations of the expected phase jitter given the beam conditions and optics are also shown,

both for the case where only R56 is considered and when both R56 and T566 are taken in to

account. Varying the beam energy during the scan has the effect of increasing the upstream

phase jitter from its typical level of 0.8 degrees to 2.0 degrees. The correlation between the
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Figure 4.36: Fitted total R56 value between the upstream and downstream phase monitors
for each R56 value applied in TL1 during the scan. Error bars show the standard error in
the fitted R56 values, but are mostly smaller than the markers.
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Figure 4.37: Fitted T566 value between the upstream and downstream phase monitors for
each set of R56 optics applied in TL1 during the scan. Error bars show the standard error
in the fitted T566 values.
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Figure 4.38: Phase jitter downstream (red markers and standard error bars) and upstream
(blue markers) for each set of R56 optics used in TL1 during the scan whilst varying the
beam energy. The dashed green line shows a simulation of the expected downstream jitter
including only the first order R56 effects. The solid black line shows a simulation of the
expected downstream phase jitter including the effects of both R56 and T566.
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Figure 4.39: Upstream-downstream phase correlation (red markers and standard error bars)
for each set of R56 optics used in TL1 during the scan whilst varying the beam energy. The
dashed green line shows a simulation of the expected correlation including only the first order
R56 effects. The solid black line shows a simulation of the expected correlation including the
effects of both R56 and T566.
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Figure 4.40: Upstream phase vs. the beam energy, with the R56 = −0.1 m optics in TL1
and whilst intentionally varying the beam energy.

upstream phase and the beam energy is also increased from 20% in normal conditions to

above 90% whilst varying the beam energy. An example of this is shown in Figure 4.40 for

the dataset at R56 = −0.1 m in TL1.

The downstream phase jitter is reduced to close to the level of the upstream phase jitter

for R56 values between 0.05 m and 0.1 m in TL1. With knowledge that the T566 can cause a

dependence between the optimal R56 value in TL1 and the beam energy it is not completely

unexpected that the lowest downstream phase jitter is not at the 0.2 m expected due to the

optics in TL2. A mean relative energy offset of −2 × 10−3 can lead to the minimum jitter

being shifted to 0.075 m as seen in the scan. This offset has been used to create the simulated

lines in Figures 4.38 and 4.39. The simulation including this energy offset and the effects

of T566 follows the actual downstream phase jitter during the scan more closely than the

simulations including only R56, which are also shown. There are still differences between the

data and the T566 simulation, in particular in the range between R56 = 0.125 m and 0.175 m

in TL1. Some potential sources of additional downstream phase jitter are investigated in

Section 4.6, but these can not explain the differences seen in this scan so there are remaining

effects that have not yet been identified.

The upstream-downstream phase correlation during the scan is shown in Figure 4.39. As

the correlation between the upstream phase and the beam energy is greatly increased by

varying the beam energy during the scan as previously discussed, there is no longer a clear

singular peak in the upstream-downstream phase correlation. Instead, the correlation quickly

flips between a highly correlated state and a highly anti-correlated state. This effect was

previously seen in Figure 4.13 as a consequence of the R56 equations derived in Section 4.3.3.
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Figure 4.41: Typical example of variations in the mean energy (∆p/p) along the pulse during
the R56 scan. Sampled at 192 MHz (5.2 ns per sample).
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Figure 4.42: Typical energy jitter (σp) along the pulse during the R56 scan, amplified by
varying the mean beam energy during the scan. Sampled at 192 MHz (5.2 ns per sample).
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The actual upstream-downstream phase correlation during the scan is in good agreement

with the simulation including the effects of T566 (again with an assumed mean energy offset

of −2 × 10−3). The highest upstream-downstream phase correlations are obtained for R56

values above 0.175 m in TL1. However, for these values the downstream phase jitter is much

larger than the upstream phase jitter (see Figure 4.38) due to the effects of the upstream

phase-energy correlation and T566 in the high energy jitter conditions during the scan. This

makes it more difficult to precisely define the best R56 optics to use based on the results of

a scan of this type alone.

Phase Along the Pulse

As well as the mean phase it is interesting to look at the effect of varying R56 on the phase

along the pulse. To understand differences in the downstream phase along the pulse it is

important to know the properties of the beam energy along the pulse during the R56 scan.

Figures 4.41 and 4.42 show typical examples of the mean energy and the energy jitter along

the pulse. During this scan the mean beam energy was systematically varied about its initial

value, as noted previously. This has no effect on the shape of energy variations along the

pulse, but does increase the point-by-point energy jitter. The relative beam energy offset

along the pulse (Figure 4.41) varies by 3.5× 10−3 peak-to-peak. The energy jitter along the

pulse varies between 4 × 10−3 and 3 × 10−3, with better stability towards the end of the

pulse.

Figure 4.43 shows the mean phase along the pulse for each R56 setting in TL1 during

the scan. Any difference in the mean (rather than the jitter) along the pulse with the R56

value should originate from variations in the mean energy along the pulse. If there were no

variations in the energy along the pulse, changing the R56 would only affect the phase jitter

and would not change the mean pulse shape. The clear change in certain features along

the pulse in the downstream phase is therefore an indication of energy variations in these

regions. Perhaps the best example of this is the effect around a time of 800 ns, where the

phase swings upwards when a negative R56 in TL1 is used or downwards for R56 values above

0.15 m.

The difference between the phase along the pulse for two different settings of R56 in TL1

should be proportional to the beam energy along the pulse. Figure 4.44 plots the difference

between the R56 = +0.3 m optics and the roughly optimal R56 = +0.075 m optics, and

compares this to the beam energy along the pulse. Both lines are mean subtracted and

normalised to give equivalent amplitudes in arbitrary units. Overall, the differences in phase

along the pulse resulting from using non-optimal R56 in TL1 are very well matched with the

energy variation along the pulse, as expected.

Figure 4.45 shows the downstream phase jitter along the pulse for each R56 optics in TL1

used during the scan. Like the mean phase jitter, the jitter along the pulse is lowest for R56

values between 0.05 m and 0.1 m in TL1 (blue). Lower R56 values (green) and higher R56

values (purple, red and black) give higher jitter. Close to the optimal R56 value many of the

variations in jitter along the pulse are reduced, although in all cases some features remain.
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Figure 4.43: Mean downstream phase along the pulse for all sets of R56 optics used in TL1
during the scan whilst varying beam energy.
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Figure 4.44: Difference between the mean downstream phase along the pulse with R56 =
0.3 m and 0.075 m in TL1 (blue) compared to the mean beam energy along the pulse (red).
Sampled at 192 MHz (5.2 ns per sample).
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Figure 4.45: Downstream phase jitter along the pulse for each set of optics used in TL1
during the R56 scan whilst varying beam energy.

Differences in the phase jitter along the pulse between two different R56 optics in TL1

should also be related to the beam energy. One might expect the features in the downstream

phase jitter along the pulse to match the shape of the variations in energy jitter along the

pulse shown previously. Figure 4.46 compares the difference in phase jitter along the pulse

for the R56 = 0.075 m and R56 = −0.1 m optics to the energy jitter along the pulse.

There is no clear similarity between the two. In Figure 4.47 the phase jitter along the

pulse is compared to the mean energy along the pulse instead. In this case most of the

features in the downstream phase jitter are also present in the energy along the pulse. Static

variations in the mean energy along the pulse therefore appear to be more critical for the

phase propagation than differences in energy jitter along the pulse.

4.5.3 Mitigation of Higher Order Dependences

The first order energy dependent effects on the downstream phase due to the R56 in TL2

have largely been successfully removed by adding positive R56 to the TL1 line. If necessary,

further improvements could be made by creating further sets of TL1 optics in smaller R56

steps. Although the higher order energy dependent effects due to T566 have been identified

it has not yet been attempted to remove, or at least reduce, them in the optics. Optics

including sextupole magnets (usually left off at CTF3) in TL1, the combiner ring and TL2

could be created to achieve this. However, to be completely successful this depends on the

accuracy of the MADX model of CTF3 to second order, which is not guaranteed although

the result in Figure 4.37 is promising in this regard.
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Figure 4.46: Difference between the downstream phase jitter along the pulse with R56 =
0.3 m and 0.175 m in TL1 (blue) compared to the energy jitter along the pulse (red).
Sampled at 192 MHz (5.2 ns per sample).
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Figure 4.47: Difference between the downstream phase jitter along the pulse with R56 =
0.3 m and 0.175 m in TL1 compared to the mean beam energy along the pulse (red).
Sampled at 192 MHz (5.2 ns per sample).
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Alternatively, the second order effects can be reduced by decreasing the energy jitter

and variations along the pulse at CTF3. Many improvements have recently been made at

CTF3 to achieve this via the implementation of several new feedbacks [73]. New feedbacks

on the phases of each klystron in the CTF3 injector as well as on the beam energy are now

routinely in operation, and these have already improved the mean energy jitter to 0.5×10−3

on short time scales of several minutes, or 0.8×10−3 on longer time scales. Hardware changes

and further improvements to the implementation of these feedbacks should allow the mean

energy stability to be improved further.

In addition, although they are not yet run online in normal operation, new feedback

systems have also been implemented and commissioned that can smooth energy variations

along the pulse, or directly smooth the upstream phase along the pulse itself. The energy

flattening feedback [76] varies the waveform of the last klystron in the CTF3 linac based

on the measurement of the same dispersive BPM used to measure the beam energy in this

chapter — CT.0608 in TL1. This flattens the energy along the pulse by varying the energy

gain along the pulse in the last accelerating structure. In addition, prior to the best phase

propagation conditions currently achieved (presented in Section 4.7) a similar feedback was

used to smooth features in the upstream phase along the pulse by varying the waveform of

the first klystron in the CTF3 linac [42]. Feedbacks of this type will be critical to be able to

improve the PFF performance for future tests.

4.6 Possible Other Sources of Phase Jitter

The energy related effects on the downstream phase have been the main focus of attempts

to improve the phase propagation for the PFF system. As shown in Section 4.7 this by itself

has allowed upstream-downstream correlations in excess of 90% to be achieved at CTF3.

Further optimisations will be needed to achieve the CLIC target of 0.2 degrees phase jitter

with the PFF prototype, however. This can partly come from further improvements of the

CTF3 injector setup and stability, which will help to reduce any remaining effects from T566

by reducing beam energy jitter, drifts and variations along the pulse. At correlations above

90% any remaining small differences in the performance of the upstream and downstream

phase monitors may also become significant, but this has been addressed in Chapter 3 so

will not be discussed again here.

Preliminary measurements have been performed to investigate whether there may be any

other effects at CTF3, apart from energy jitter, that can change the downstream phase and

reduce the upstream-downstream phase correlation. The most likely culprits are magnetic

elements between the upstream and downstream phase monitors that have a strong effect on

the beam orbit. Any change in beam orbit can change the path length between the upstream

and downstream phase monitors, and thus shift the downstream phase with respect to the

upstream phase. The main elements for which this could be significant include the dipoles

in TL1 and the combiner ring, as well as the two septum magnets used at the combiner ring

injection and extraction. Fluctuations in the power supplies for one of these devices could

be an additional source of uncorrelated downstream phase jitter.
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Figure 4.48: Downstream phase vs. strength (power supply current) of the last two dipoles
in TL1 (CT.0670 and CT.0710). Error bars show the standard error on the measured phase
(errors on the applied current are smaller than the markers).

The current applied from the power supplies for each of these devices has been varied

to determine their effect on the downstream phase. In some cases one power supply drives

multiple devices, meaning these devices can not be changed independently from each other

and any jitter in their strengths should be correlated (assuming the jitter source is the power

supply, rather than a separate issue with the device itself). There are four power supplies

that control the strength of the devices of interest in the following groups:

• Power supply 1: The first (CT.0540) and second (CT.0630) dipole in TL1.

• Power supply 2: The third (CT.0670) and fourth (CT.0710) dipole in TL1.

• Power supply 3: The combiner ring injection and extraction septa.

• Power supply 4: All combiner ring dipoles.

Figure 4.48 shows the effect of changing the last two dipoles in TL1 (power supply 2

above) on the downstream phase, which is the strongest observed dependence. The fitted

downstream phase shift per ampere change on this power supply is 10 ± 2◦. Table 4.3

summarises the phase shift per ampere for the other three power supplies.

The power supplies at CTF3 give a relative stability in the supplied current of approx-

imately 10−4. Assuming this stability the effect of each device on the downstream phase

jitter can be estimated by using the fitted phase shifts per ampere and the known power

supply current setting for each device. These approximate phase jitters are also summarised
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Device Current Fit Gradient Estimated Jitter
TL1 540/630 Dipoles 133 A −0.4± 0.3◦/A 0.005± 0.004◦

TL1 670/710 Dipoles 164 A 10± 2◦/A 0.17± 0.03◦

CR Septa 890 A −0.5± 0.1◦/A 0.05± 0.01◦

CR Dipoles 156 A 1.8± 0.7◦/A 0.03± 0.01◦

Table 4.3: Power supply current setting, measured dependence of the downstream phase on
the current and estimated contribution to downstream phase jitter for the dipoles and septa
in TL1 and the combiner ring.

in Table 4.3. By far the strongest potential source of phase jitter appears to be the last two

dipoles in TL1 (CT.0670 and CT.0710), which by themselves could contribute 0.17 ± 0.03

degrees phase jitter. The combiner ring devices contribute roughly 5 times less phase jitter

than the CT.0670 and CT.0710 dipoles. Combining the estimated phase jitters resulting

from all the devices in quadrature gives an overall contribution of 0.18 ± 0.03◦ additional

downstream phase jitter.

Modelling the downstream phase as φd = φu+x, where x is a generic additional source of

uncorrelated jitter, the downstream jitter and upstream-downstream phase correlation are

given by:

σd =
√
σ2
u + σ2

x ; ρud =
σ2
u

σ2
u + σ2

x

(4.18)

These are equivalent to the equations derived for the phase monitor resolution in Section 3.3.

Assuming an initial upstream phase jitter of 0.8◦ plus a σx = 0.18◦ source of jitter result-

ing from the power supply stabilities previously discussed, the downstream phase jitter is

increased slightly to 0.82◦ and the upstream-downstream phase correlation reduced to 95%.

The effect on the predicted upstream-downstream phase correlation is significant for the

PFF system, which requires correlations above 97% to achieve CLIC level phase stability

at CTF3. Therefore, jitter on the power supplies may become a limiting factor for the

PFF system performance and this will be verified with repeated measurements of the power

supply dependences and stabilities in the future.

4.7 Optimised Phase Propagation

This section summarises the phase propagation conditions that have been achieved after the

extensive work to identify and reduce the energy dependence of the downstream phase. The

results shown here are taken from the same dataset with which the PFF results presented

in Section 6.1 were achieved. At this time the R56 = +0.1 m optics was used in TL1. The

achieved conditions are a remarkable improvement compared to the original status presented

in Section 4.2. The reproducibility of these conditions is discussed in the context of the PFF

results in Section 6.2.
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Figure 4.49: Upstream (blue) and downstream (red) phase vs. energy with optimised phase
propagation.

Mean Phase

The optimal phase propagation conditions are achieved when the upstream phase-energy

correlation and the downstream phase-energy correlation is the same. Figure 4.49 shows

the dependence of the upstream and downstream phase on the beam energy. With the

optimised conditions almost all correlation between the downstream phase and the beam

energy is removed, with a correlation of 0.2 ± 0.1. This agrees with the upstream phase-

energy correlation of 0.1± 0.1 within error bars.

Figure 4.50 shows that all drifts in the upstream phase are also present downstream,

and that the upstream and downstream mean phase jitters also agree within errors bars

— 0.69 ± 0.06◦ upstream and 0.74 ± 0.06◦ downstream. The standard deviation of the

residuals between the upstream and downstream phase is 0.27± 0.02◦.Figure 4.51 shows the

downstream phase plotted against the upstream phase. The correlation between the mean

upstream and downstream phase is 93± 4%, and this is very close to the targeted 97% that

would make a reduction in downstream jitter to 0.2◦ possible with the PFF system.

Phase Along Pulse

Figure 4.52 compares the phase along the pulse upstream and downstream in the optimal

conditions. For reference, the mean phases presented above were calculated in the region

between 530 ns and 950 ns. This is the flattest central part of the pulse where the PFF

system can provide the maximum reduction in phase jitter, as seen in Section 6.1. The

overall agreement in shape between the upstream and downstream phase is much better
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Figure 4.50: Mean phase vs. time upstream (blue) and downstream (red) with optimised
phase propagation. Shown across 75 pulses.
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Figure 4.51: Downstream vs. upstream phase with optimised phase propagation. The black
line shows a linear fit to the data (blue markers).
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Figure 4.52: Phase along the pulse upstream (blue) and downstream (red) with optimised
phase propagation.
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Figure 4.53: Phase jitter along the pulse upstream (blue) and downstream (red) with opti-
mised phase propagation.
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than the original conditions seen in Figure 4.4, with almost all energy dependent features

removed from the mean downstream phase along the pulse. There are still some remaining

differences in shape, particularly at the start and end of the pulse before and after the

530–950 ns range.

By viewing the phase jitters and correlations along the pulse the remaining areas for

improvement start to become apparent. In Figure 4.53, showing the phase jitter along the

pulse, it is clear that the start of the pulse is less stable. For times between 100 ns and

600 ns the downstream phase jitter is as much as 60% larger than the upstream phase jitter.

However, there is a 400 ns portion of the pulse where the downstream phase jitter has been

successfully reduced to the level of the upstream phase jitter. The best PFF results can be

expected in this region.

The upstream-downstream phase correlation along the pulse (the point by point corre-

lation between the upstream and downstream phase calculated for each individual sample

along the pulse), in Figure 4.54, is at the same level as the mean phase correlation in the

region between 450 ns and 650 ns. However, there are also parts of the pulse where the

upstream-downstream phase correlation is greatly reduced – to 55% at 300 ns and 70% at

700 ns, for example. Differences earlier in the pulse are not critical for the PFF system, but

the feature at 700 ns is in the area where the correction is attempted.

By comparing the upstream-downstream correlation along the pulse to the correlations

with energy along the pulse, in Figure 4.55, the problem becomes clear. Due to energy

variations along the pulse and the effect of higher order energy dependences, as previously

discussed, the phase propagation can not be optimised across the full pulse length. As a

result there are parts of the pulse where the downstream phase-energy correlation is still

high, up to 75%. Areas where there is a large difference between the upstream phase-

energy correlation and the downstream phase-energy correlation correspond to regions of

degraded upstream-downstream phase correlation in Figure 4.54. This is the key area where

improvements are needed to further improve the PFF performance.

4.8 Summary

The PFF system requires at least 97% correlation between the upstream and downstream

phase to reduce an initial downstream phase jitter of 0.8◦ to the CLIC target of 0.2◦. How-

ever, preliminary measurements at CTF3 measured only 0.34± 0.06 upstream–downstream

phase correlation, and a downstream phase jitter of 1.86± 0.09◦.

The TL2 optics created in Chapter 2 have a non-zero R56 transfer matrix coefficient of

around −0.2 m, which creates additional energy dependent phase jitter downstream that is

not present in the upstream phase. To achieve the necessary initial downstream phase jitter

and upstream-downstream phase correlation, an absolute R56 value below 1.3 cm is required

between the upstream and downstream phase monitors. To compensate for the negative R56

value in TL2, new optics with positive R56 values in the transfer line TL1 have therefore

been created, to create a total R56 of zero between the monitors. By adjusting the R56 value
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Figure 4.54: Upstream-downstream phase correlation along the pulse with optimised phase
propagation.
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Figure 4.55: Upstream (blue) and downstream (red) phase-energy correlation along the pulse
with optimised phase propagation.
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in TL1 it has been possible to achieve an upstream-downstream mean phase correlation of

93± 4% with a downstream phase jitter of 0.74± 0.06◦, close to the requirements to enable

a 0.2◦ correction.

However, the optimal R56 value to use in TL1 was found to vary over time. This is caused

by a large second order phase-energy dependence in the optics at CTF3, described by the

coefficient T566. With non-zero T566 the apparent optimal R56 value depends on the beam

energy. In particular, the effect of energy variations along the pulse, combined with T566,

means the phase propagation cannot be optimal across the full pulse length. With recent

improvements to the energy stability at CTF3, it has been shown that it should still be

possible to achieve 97% upstream-downstream phase correlation despite the effects of T566.

Alternatively, new optics using sextupoles could be created to reduce the T566 term.

Preliminary measurements have identified that the downstream phase is sensitive to the

stability of dipole power supplies, which may be an energy independent limitation on the

achievable upstream-downstream phase correlation.



Chapter 5

Setup and Commissioning of the PFF
System

The function of the phase monitor electronics has already been introduced in Chapter 3.

The first part of this chapter discusses the design, setup and performance of the remaining

PFF hardware — the FONT5a board and the kicker amplifiers. The second part of the

chapter then presents remaining measurements that had to be taken to commission the PFF

system, such as setting up the correction timing and verifying the ability to shift the phase

in the TL2 chicane using the kickers and PFF optics.

Figure 5.1 shows the complete PFF electronics setup in the klystron gallery, consisting

of three racks. The cables from the phase monitors and kickers in the accelerator hall on

the floor below enter the rack from behind. They are connected to the patch panels at the

lower left side of the figure, for the phase monitors, and below the amplifier in the middle

rack, for the kickers. Signals are then directed from the patch panels to the relevant pieces

of hardware in the PFF chain.

5.1 Feedforward Controller (FONT5a Board)

This section describes the design, firmware and operational aspects of the FONT5a board,

which acts as the PFF controller. Its role is to digitise the signals from the upstream phase

monitor (usually Mon 1), process them and calculate the appropriate voltage with which to

drive the kicker amplifiers in order to correct the phase downstream. In addition it must

ensure the timing of the correction output is such that the drive output from the amplifiers

reaches the kickers precisely in time with the beam.

The FONT5a board is a custom built digital board designed and constructed at Oxford

University (John Adams Institute) [25]. More details of the design of the board and the

internal components can be found in [77]. At the heart of the FONT5a board is a Xilinx

Virtex-5 field programmable gate array (FPGA) [78], an integrated circuit with customisable

logic that the user can program as desired for the given application. The same hardware can

therefore be used for multiple applications, with different firmware loaded on to the FPGA

156
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Phase Mon
Electronics

Trigger SiS
Digitisers

FONT5a
Clock/DAQ PC

Amplifier
FONT5a

Board

Figure 5.1: The PFF system electronics racks. Each major component of the system is
labelled, including the phase monitor electronics, FONT5a board and kicker amplifier.
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to take in to account the different signal processing required for the input and output signals

in each case. As well as the PFF system, the FONT5a board is also used for tests of an

interaction point position feedback for ILC/CLIC, for example [79].

An annotated picture of the FONT5a board front panel is shown in Figure 5.2. Apart

from the FPGA (inside the board and therefore not seen in the figure) the main components

of the FONT5a board are nine analogue to digital converters (ADCs) and four digital to

analogue converters (DACs). In addition there is a serial RS232 port used to communicate

with a LabVIEW data acquisition and control system (DAQ), a JTAG connector used to

program the FPGA and its non-volatile configuration PROMs, and several other inputs and

outputs mostly used for the timing and triggering of the board.

The outputs from the phase monitor electronics, namely the mixer and diode signals,

are connected to the ADC inputs on the FONT5a board. Usually only the Mon 1 outputs

are connected to the FONT5a board, with the diode on ADC 1 and the mixer on ADC 2,

although the signals from additional monitors can be connected if needed. The ADCs are

14-bit resolution with an input range of ±0.5 V at the input to the FONT5a board [62].

Due to the expected noise on the ADCs the least significant bit is discarded and only the

most significant 13 bits are processed by the FPGA [80]. The processed ADC outputs

therefore have a range of 8192 values, or between −4096 and +4095 “counts”, with each

count corresponding to 0.12 mV. More details on the digitisation of the phase monitor

signals were given in Section 3.4.

Each ADC output can have a non-zero mean voltage in its baseline noise. To be able

to remove these intrinsic voltage offsets each analogue input is combined with the output

from a DAC, labelled “trim DACs” (separate from the DACs used as the PFF correction

outputs). By varying the trim DAC voltages it can be ensured that the baseline output of

each ADC is 0 V, so that its full ±0.5 V range can be used for the signal of interest.

For the PFF system the ADCs and timing-critical logic are usually clocked at 357 MHz,

generated by an external clock generator [81]. The generator output is connected to the “FST

CLK” input, a dedicated input with a fast comparator, on the FONT5a board. This clock can

be in the range between 200 and 400 MHz, with 357 MHz chosen as a convenient frequency

at the upper end of this range where the boards had previously been tested extensively for

other applications. The start of the ADC sampling window is determined by an external

0.8 Hz trigger derived from the CTF3 timing and therefore locked to the beam. The trigger

is connected to the “DIG IN B” input on the board, and arrives 17 µs before the beam to

take in to account the ADC warm-up time.

After being processed on the FPGA the calculated correction is applied to the DACs,

which are 14-bit with an output range of ±0.5 V (20 mA full swing in to 50 Ω) [82]. The DAC

outputs are then amplified so that the final DAC 1 and DAC 2 output range of the FONT5a

board is ±2 V, matching the required range for the input of the PFF kicker amplifiers.

Only DAC 1 and DAC 2 are used for the PFF system, the other two DACs are unused. In

addition the FONT5a board generates the trigger for the amplifier (“AUX OUT A”), which

must arrive at the amplifier 1.5 µs before the DAC signals.

The FONT5a board is controlled using a LabVIEW control and data acquisition system
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DAC 
Outputs
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and ADC clock
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for Amplifier
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(to program FPGA)
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Figure 5.2: Front panel of the FONT5a board. All the connectors relevant to PFF operation
are highlighted, the remaining connectors are not used at CTF3. All connectors are BNC
apart from the power connector, RS232 serial port used to communicate with the LabVIEW
data acquisition system (DAQ) and the JTAG connection used to program the firmware
on the FPGA. The use of the ADCs, DACs and timing (trigger and clock) connections is
summarised in Figure 5.4.
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Figure 5.3: Screenshot of the LabVIEW DAQ used to control the FONT5a board when
setting up the PFF system. The right panel shows plots of the current ADC and DAC
outputs. Parameters for the correction can be changed in the left panel. The Mon 1 diode
output is seen on ADC 1, and the mixer on ADC 2.

(DAQ). The DAQ is documented in [77]. Communication between the board and the DAQ

is via a serial RS232 port. The implementation of data transfer and setting controls over

the RS232 link is documented in [83]. An example screenshot from the DAQ is shown in

Figure 5.3. It provides functionality to change all the setup parameters in the FONT5a

firmware for the PFF system setup, view the real-time ADC and DAC data, and to save

the data, control values and status readbacks to file. However, as the FONT5a board and

DAQ currently run as a standalone system at CTF3, PFF data has, so far, been saved via

the CERN control system and SiS digitisers where data from other devices, such as BPMs,

can be saved synchronously with the phase monitor signals (Section 3.4). The DAQ runs on

a Windows PC alongside the racks used for the phase monitor electronics, FONT5a board

and amplifier. The PC can be connected to remotely to allow the FONT5a board to be

controlled in the CTF3 control room.

5.1.1 Implementation of the PFF Correction in Firmware

The diagram in Figure 5.4 shows all the connections to and from the FONT5a board that

were introduced in the previous section, from the phase monitor and timing inputs on the

left side of the diagram to the outputs for the amplifier and DAQ on the right side of the

figure. The central portion of the figure shows a simplified schematic of how the FONT5a

firmware calculates and applies the PFF correction. All the parameters shown in the figure,

and several others not shown in the diagram but described later in this section, must be

appropriately set (via the DAQ) for correct operation of the PFF system.

The basic logic of the firmware is as follows. The ADC sampling and timing are defined by

the input trigger and external 357 MHz clock. The ADC outputs are processed continuously
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Figure 5.4: Schematic of connections to and outputs from the FONT5a board, as well as the PFF calculation in firmware in the case
where the diode is used. If the diode is not used the ADC1 input is not required.
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on the FPGA, including the addition of channel offsets and the application of filters. Then

the processed ADC 2 (Mixer) output is split in two, creating the two parallel strands that

become the DAC 1 and DAC 2 outputs. Note that, instead of using arcsine, the Mixer

value is used directly in the calculation, thereby assuming the small angle approximation.

Section 5.4.2 discusses whether the use of the small angle approximation in the calculation

is valid. If the diode (ADC 1) is being used in the calculation the ADC 2 output is also

multiplied by 1/sqrt(ADC 1). Values for the square-root are taken from a lookup table

rather than being calculated directly to reduce the number of clock cycles needed for the

calculation [84]. Prior to being sent to the DACs the two output strands are multiplied by

their corresponding gain factors, as set in the DAQ. An additional delay can be added to the

DAC outputs, allowing the synchronisation of the correction with the beam to be adjusted.

The two calculated DAC outputs are connected to the amplifier drive inputs, where they are

amplified and eventually output to the kickers to deflect the beam and correct the phase.

The overall latency of the FONT5a board, from the arrival of the signal at the ADCs to the

output of the calculated correction at the DACs, is around 22 clock cycles (at 357 MHz) or

60 ns [85].

All the parameters and controls that must be adjusted during the PFF system setup,

and their respective values where relevant, are listed below for reference. These are only

introduced in brief here, but parameters that are either non-trivial to derive or are critical

for the PFF performance are described in more detail in later sections and chapters as

indicated. The given values are in the units as they are in the DAQ and the firmware. Each

parameter is expressed by up to a 14 bit number. The size of each control is chosen to give

a reasonable degree of flexibility around the expected set point.

Input Timing

The following parameters must be adjusted in order to set the properties of the ADC sam-

pling as desired:

Input Trigger Delay: The TRIG IN DELAY setting allows the start of the ADC sampling

window to be delayed with respect to the arrival of the external trigger. The timing of

the trigger and DAC outputs to the amplifier (TRIG OUT DELAY, K1 DELAY and K2 DELAY)

are relative to this delay, therefore changing the TRIG IN DELAY value does not effect the

synchronisation of the correction output with the beam. The only requirement is to ensure

that the full acquired upstream phase monitor signals arrive within the sampling window,

and that the trigger arrives early enough to account for the 10 µs warm-up time of the ADCs

[67]. The trigger is set to arrive 17 µs before the beam, so a TRIG IN DELAY of around 2500

clock cycles of 357 MHz, or 7 µs, is used to define the time at which the ADCs are turned

on (with them then ready 10 µs later when the beam arrives).

Enabled Channels: The FONT5a board has 9 ADCs but only two are usually needed

for the PFF system (for the mixer and diode of Mon 1 connected to ADC1 and ADC2,

with the other two monitors normally connected to the SiS digitisers, see Section 3.4). The

FONT5a board can transmit a full data payload (including all 9 ADC channels) over the

RS232 port at a rate of up to 460.8 kbps [67]. However, the serial port on the PC is limited

to 115.2 kbps and extra hardware would therefore be needed to process this data stream.
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The unused ADC channels can be disabled instead, so that their data is not transmitted and

the data transfer rate is within the limitations of the PC.

Number of Samples: The length of the ADC sampling window can also be varied up

to a maximum of 1024 samples. Typically 900 samples are used, covering a time window

of 2.5 µs with the 357 MHz clock. If the signal from more than two ADCs is needed the

number of samples can be reduced to avoid hitting the baud rate limit of the RS232 port on

the PC. The only requirement is that the time window is long enough to encompass the full

1.1 µs beam pulse length.

ADC Signal Processing

The following parameters must be correctly set in order to remove offsets and droop in the

ADC outputs:

Trim DACs: As mentioned in Section 5.1 the FONT5a board includes trim DACs in

order to remove intrinsic voltage offsets in the output of each ADC. The trim DAC output

is added to the ADC inputs, and each trim DAC value must be set correctly in the DAQ.

For ADC1 (Diode) and ADC2 (Mixer) the Trim DAC values are typically around 1650 and

1400 counts, corresponding to 8 mV and 7 mV [77], respectively.

Filter Weights: Infinite Impulse Response (IIR) filters are implemented in the FONT5a

firmware in order to remove droop in the ADC response caused by AC-coupling from their

input transformers (see Section 5.1.2). The filter weights for each ADC can be adjusted in

the DAQ. Representative values are 50 for ADC1 (Diode) and 56 for ADC2 (Mixer).

Channel Offset: To maximise the effect of the PFF system it is necessary to zero

the mean upstream mixer (ADC 2) output in the region of the pulse where the correction

is desired. This can be achieved by varying the ADC 2 channel offset, as discussed in

Section 5.4.3.

Output Mode

The following parameters control the nature of the DAC output signals:

Enable DAC Output: The DAC output can be enabled or disabled, as required.

Interleaved mode: With interleaved mode enabled the DAC outputs from the FONT5a

board are only sent for every second beam pulse. This is useful for interpreting the PFF

results, as well as being used for many of the other tests presented in this thesis, as it allows

a comparison between beam conditions with and without an applied kick at the same time.

In this case the effects of any slow drifts should be equivalent in both the corrected and non-

corrected data, thus any differences between the two should only be an effect of the PFF

system. Data with the DAC output disabled can also be used to simulate the expected effect

of the PFF system in those conditions. All the PFF results in Chapter 6 use interleaved

data.

DAC Output Mode: The DAC output to the amplifier can be sent in two modes

— SAMPLE BY SAMPLE or CONSTANT DAC. In SAMPLE BY SAMPLE mode the DAC output is as
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needed for the PFF system, being shaped along the pulse by the measured phase multiplied

by the set gain as shown in Figure 5.4. In CONSTANT DAC output mode a fixed DAC output

between −4096/+ 4095 counts is applied, with 4095 counts corresponding to 2 V. This can

either be applied across the full length of the ADC sampling window or for a shorter time

with an applied gate (see Output Timing). The majority of the results presented in the

remainder of this chapter use constant DAC outputs for verification of the amplifier, optics,

correction range and correction timing.

Gain: In SAMPLE BY SAMPLE mode the PFF gain can also be set independently for each

correction output, with each being a 14-bit value (between −8192 and +8191). The conver-

sion between the gain in the units set in the DAQ and the actual applied gain is derived

in Section 5.4.1. A gain of approximately 624 set in the DAQ represents a physical system

gain of unity, for which an upstream phase offset of +1 degree results in a downstream phase

correction of −1 degrees.

Diode Mode: The FONT5a firmware provides three modes for the treatment of the

diode signal on ADC1 — NORMALISATION, GATING and UNUSED. In NORMALISATION mode the

PFF system reconstructs the phase as originally envisaged using Mixer/sqrt(Diode). Due

to the issues with the phase monitor diodes, as discussed in Chapter 3, the UNUSED option

was added, in which the diode is not included in the PFF calculation, and this is now the

nominal setup. However, rather than leaving the diode completely unused, the GATING mode

is normally enabled, in which it is used to restrict the sample range of the DAC output (see

Output Timing below).

Overflow Mode: The PFF correction output can behave in three ways in the case

where the calculated output is outside the maximum range of −4096/+ 4095 DAC counts.

In the first iteration of the PFF firmware the calculated correction output would overflow,

causing sign flips in the output in the regions where the correction range was exceeded [67].

This behaviour, labelled IGNORE mode, can still be applied in the current firmware if desired.

However, in normal operation the output is set to SATURATE, so that the maximum DAC

value of −4096/+ 4095 counts, or ±2V at the amplifier, is given when the calculated output

is out of range. A final option, labelled KILL, gives no output at samples where the calculated

output is outside −4096/+ 4095 DAC counts, and is provided for test and setup purposes.

Output Timing

The following parameters control the timing of the DAC output signals:

Enable Output Trigger: The trigger output for the amplifier can be enabled or dis-

abled as required, using the TRIG OUT ENABLE setting.

Output Trigger Delay: The timing of the trigger sent to the amplifier can be delayed

with respect to the start of the ADC sampling window using the TRIG OUT DELAY setting.

This must be adjusted so that the arrival of the 1.1 µs beam pulse at the kickers is aligned

with the 1.4 µs time during which the amplifier is powered and the correction output can

be applied [86]. The TRIG OUT DELAY can be varied between 0 and 127, where each unit

corresponds to 26 clock cycles or around 70 ns [67]. With a TRIG OUT DELAY of zero the

trigger is output when the ADCs turn on, or around 10 µs before the beam (see Input
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Figure 5.5: Diode output on the FONT5a board with the IIR filter off (blue) and on (red).
Sampled at 357 MHz (2.8 ns per sample).

Timing above). The amplifier’s trigger must arrive around 1.5 µs before the beam, so a

TRIG OUT DELAY of 110 is typically used. The precise timing of the phase correction output

with respect to the beam is set by the K1 DELAY and K2 DELAY parameters below.

DAC Output Delays: The K1 DELAY and K2 DELAY settings are used to fine tune

the timing of the two correction outputs (DAC1/K1 for the first kicker and DAC2/K2 for

the second kicker), and can be varied by up to 32 ADC clock cycles, or 86 ns with a

357 MHz clock. The optimal delays are 7 clock cycles for K1 DELAY and 7–8 clock cycles for

K2 DELAY. The importance of the correction timing and derivation of these values is presented

in Section 5.5.

Output Gate: The correction output can be restricted to a certain sample range by

applying a “gate”. The gate can be defined either as a custom sample range picked by the

user or by the presence of the diode signal (ADC1) above a pre-determined threshold (set to

500 ADC counts). Diode gating is typically used so that no output is sent to the amplifier

outside the time of the beam pulse. Using a custom sample range has been useful for early

PFF tests and to apply a constant kick along only part of the beam pulse (this is used in

Section 5.5.4, for example).

5.1.2 ADC Droop Correction

The FONT5a (and previous FONT5) boards were originally designed and operated exten-

sively on very short (delta-function like) pulsed signals. During the first tests of the earlier
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FONT5 board at CTF3, where the beam pulse length is up to 1.2 µs, it was immediately

apparent that there was a large droop in the measured phase monitor diode outputs using

the FONT ADCs. An example of this, taken from the FONT5a board, is shown in Fig-

ure 5.5, remembering that as the diodes are highly saturated the response should be close

to a perfect square wave. The measured diode output droops by 200 counts (approximately

15%) across the pulse length, with this difference also visible as an offset in the baseline after

the pulse.

The droop emerges as a result of the use of AC coupling on the ADC input transformers

for electrical isolation. AC coupling blocks the low frequency (or DC like) components of

a signal with dV (t)/dt ∼ 0, where V (t) is the input voltage and t is time [87]. The phase

monitor diode signal is well described by a DC signal, being approximately square with only

small variations along the beam pulse, so that dV (t)/dt is small in the signal region (away

from the leading and trailing edge of the pulse). By reducing the magnitude of the low

frequency components of the signal, AC coupling thereby causes the observed droop in the

measured diode output along the pulse on the FONT ADCs. There is also a small effect on

the mixer output, as will be seen later.

In the simplest case the droop should be well described by an exponential decay of the

form A exp (−t/τ), where t is the time or sample number along the pulse and τ is the decay

time constant [86]. For the FONT5 board this only gave a rough approximation of the true

droop characteristics due to non-linear properties of the input transformers. On the updated

FONT5a board the transformers were changed to both reduce the magnitude of the droop

and give closer to the expected exponential decay [86]. Figure 5.6 shows an exponential

fit to the Mon1 diode output as seen on the FONT5a board (ADC1). Apart from a small

deviation at the beginning of the pulse the agreement is excellent, with residuals to the fit of

only up to 2 counts compared to a signal magnitude of 1250 counts (Figure 5.7). For ADC1

the fitted decay time constant is τ = 838 ± 16 samples, or 2.35 ± 0.05 µs. Each ADC on

the FONT5a board has slightly different droop characteristics, with the decay time constant

for ADC2 being 938± 18 samples, or 2.62± 0.05 µs, for example (calculated with the diode

moved on to ADC2).

In the case where the diode is used in the phase reconstruction as originally envisaged

the ADC droop would propagate in to the applied correction and create an output to the

amplifier that increases with time with respect to the ideal value (as the Mixer is divided

by sqrt(Diode)). The effect on the correction is much smaller without diode normalisation

but it still slightly distorts the measured Mixer input to ADC2. Therefore, a digital Infinite

Impulse Response (IIR) filter has been implemented in the FONT5a board firmware to

remove the exponential droop in the ADC outputs [85]. This works by recursively adding

the expected droop to the ADC output based on the known decay constants, so that:

y(t) = x(t) +
1

τ

t∑
i=1

x(i− 1) (5.1)

where y(t) is the filtered ADC output at sample t, x(t) is the original unfiltered output at

sample t, and τ is the decay time constant. Rather than being hard-coded in the firmware

the applied decay constant in the filter for each ADC is calculated using a 7-bit −64/ + 63
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Figure 5.6: Exponential fit (red) to droop on the measured diode output (blue). Sampled
at 357 MHz (2.8 ns per sample).
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Figure 5.7: Residuals between the measured diode output and the exponential fit to the
droop shown in Figure 5.6. Sampled at 357 MHz (2.8 ns per sample).
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Figure 5.8: Measured diode output on the FONT5a board with the IIR filter off (blue) and
on (red). Zoomed in to show deviations from the ideal square wave that are not visible in
Figure 5.5. Sampled at 357 MHz (2.8 ns per sample).

300 400 500 600 700 800 900
Sample No.

-50

-40

-30

-20

-10

0

10

20

P
ha

se
 [d

eg
re

es
]

Figure 5.9: Measured phase on the FONT5a board with the IIR filter off (blue) and on (red).
Sampled at 357 MHz (2.8 ns per sample).
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ADC Decay Constant Filter Weight
1 (Mon 1 Diode) 2.35± 0.05 µs 50
2 (Mon 1 Mixer) 2.62± 0.05 µs 56

3 2.36± 0.05 µs 50
4 2.50± 0.05 µs 53
5 2.11± 0.04 µs 45
6 2.40± 0.05 µs 51
7 2.24± 0.05 µs 48
8 2.59± 0.06 µs 55
9 2.30± 0.04 µs 49

Table 5.1: Fitted decay constants for the FONT5a board ADCs and the appropriate IIR
filter weights to apply in the DAQ.

filter weight (set in the DAQ), which is then divided by a common division factor to get

the real applied value of 1/τ [67]. The optimal filter weights for each ADC in the FONT5a

board currently used for PFF operation are shown in Table 5.1, these can be converted in

to the true decay constant values using the fitted values for ADC1 and ADC2 quoted above.

With the IIR filters enabled on the FONT5a board the droop on the diode (ADC1) is

almost perfectly removed as shown in Figures 5.5 and 5.8, although in the zoomed-in Fig-

ure 5.8 some slight deviation from flat is visible due to the residuals around the exponential

fit seen previously. The effect on the reconstructed phase using only the mixer (ADC2) is

shown in Figure 5.9, with a modest adjustment to the overall shape that is most visible at

the start and end of the pulse.

5.2 Amplifier

The amplifier takes the two DAC signals from the FONT5a board and uses them to produce

four high voltage outputs. These are connected to the downstream ends of the kicker strips

(two kickers and two strips per kicker gives four connections at the downstream ends in

total), creating the potential difference between the strips that deflects the beam in order

to correct the phase. The returning signals from the upstream ends of the kicker strips are

then terminated back at the amplifier. As the amplifier is installed together with the phase

monitor electronics and FONT5a board in the klystron gallery the cables between the am-

plifier and kickers are long and represent the single largest contribution to the overall system

latency, as discussed in Section 5.5.1. This section discusses the design and performance

aspects of the amplifier that are relevant to PFF operation.

5.2.1 Design

The amplifier is purpose built for the PFF prototype, also at Oxford University, with further

details of its design available in [26]. An annotated picture of its front panel is shown in



5
.2

A
m

p
lifi

e
r

170

Control
Module

Right
Drive

Right
Terminators

Left
Drive

Left
Terminators

A

B

A B

A

B

A B

A

B

A

B
R

L

ON

T

Figure 5.10: Front panel of the amplifier. Inputs to the amplifier are highlighted in green, drive outputs in red and monitoring outputs
in blue. Inputs to the control module are the trigger (T) and the two DAC outputs from the FONT5a board used to determine the
drive to the left (L) and right (R) sides. Each side of the amplifier has two pairs of drive outputs and terminators, A and B. The signal
returning to each of the terminators can be observed on their corresponding monitoring outputs. The monitoring output on the control
module (ON) shows the 1.4 µs time during which the amplifiers are able to provide their output. Not highlighted in the figure are the
24 V, 1.1 A power connector at the top of the control module, and also the three custom connectors used to communicate between the
control module and drive modules.
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are inserted between the drive and terminator modules for the purposes of the diagram, but in reality the terminator modules neighbour
the drive modules in the same unit as seen in Figure 5.10. Note that the A and B outputs on each side always have opposite polarity,
as needed to create a large potential difference between the kicker strips.
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Figure 5.10 and a simplified diagram showing the flow of signals between the FONT5a board,

amplifier and kickers is shown in Figure 5.11. The amplifier is installed in a standard 3U

rack and has a modular design. It consists of five individual modules split between two sides,

labelled left and right. The left side of the amplifier, which uses the DAC 1 output, powers the

first kicker in the chicane, and the right side of the amplifier, which uses the DAC 2 output,

powers the second kicker. Each side of the amplifier contains its own “drive module” and

“terminator module”. Finally there is a central “control module” that is common to both

sides of the amplifier.

The control module takes the amplifier trigger and drive signals from the FONT5a board,

as well as 24 V, 1.1 A power from the mains. It then deals with the distribution of power

and input signals (derived from the DAC inputs) to the two drive modules, including signal

processing designed to protect the drive modules. For example, it ensures the maximum

signal level sent to the drive modules is at a safe level and limits the rate of large changes

in the input drive signal (limits the slew-rate), as well as disabling the trigger for the drive

modules if a problem is detected.

The amplification of the signals to create the high voltage outputs occurs in the drive

modules. Each drive module takes one input signal but creates two high voltage outputs

(A and B) which have equal magnitude but opposite polarity. These are connected to the

downstream end of the left and right strips of one of the kickers, to create a potential

difference across the kicker strips that is double the voltage of each individual drive output.

The signal amplification consists of low voltage Si FETs (Ixys DE150-201N09A [88]) driving

high voltage SiC FETs (Wolfspeed C2M0160120D [89]) and a final output transformer, giving

a peak output of around ±700 V (seen in more detail in Section 5.2.2). The output has a

bandwidth of 47 MHz for small signal variations up to 20% of maximum output (around

140 V). The bandwidth for larger variations is slew rate limited, and around 25 MHz for

variations up to 50% of the maximum output, for example [26].

Each drive module requires a ramp up time of 1 µs, which defines when the trigger must

arrive from the FONT5a board. After this period the drive modules are powered for 1.6 µs

with full output across 1.3 µs (slightly longer than needed to correct the full 1.1 µs CTF3

beam pulse length). The control module includes a monitoring output (labelled “ON”) that

can be used as a reference to observe the time period within which the drive modules are on

and ready to receive input.

The high voltage signals leaving the upstream ends of the kicker strips are terminated back

at the amplifier on the terminator modules. Each module consists of two 50 Ω terminators

designed to be able to withstand the maximum 20 kW output from the drive modules [26].

Each terminator also provides a monitoring signal, which gives output at around -40 dB or

approximately 1/115 of the input voltage [86]. These can be used to verify that the applied

output from the drive modules is as expected, and form the basis of most of the measurements

in the remainder of this section as well as for the timing checks in Section 5.5.3, for example.

The description of the amplifier here represents the version of the amplifier that was

used for the latest PFF tests, and for almost all results in this thesis. A first version of

the amplifier, which delivered half the output voltage (up to ±350 V), was used for early
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PFF tests. Additional FETs were added in the second version described above to boost the

output voltage to ±700 V. It was also originally planned to combine four drive modules on

each side of the amplifier to give a voltage of up to ±1400 V [84], but this was ultimately

not pursued due to time and manpower constraints.

5.2.2 Linearity

Figure 5.12 shows the amplifier output, measured using the monitoring signals, at different

constant input voltages sent from the FONT5a board between the minimum of -2V (-4095

DAC counts) and maximum of 2V (+4095 DAC counts). The amplitude of the monitoring

signals is converted in to the amplifier output voltage using the approximate conversion factor

of 115 [86]. All four amplifier outputs are shown (one for each strip of the two kickers). The

values plotted are the mean of the 480 ns central region of the whole 1400 ns output pulse.

The relative polarity of the four outputs used is equivalent to what would be applied to

the kickers during PFF operation, with opposite polarity of the L and R amplifier outputs

(powering the first and second kicker respectively), so that the beam is kicked in opposite

directions by each kicker. The second kicker should then act to close the orbit bump created

by the first kicker. Within each side of the amplifier the A and B outputs (applied to the

left and right strip of each kicker respectively) also have opposite polarity. This is necessary

to create the potential difference between the kicker strips that produces the deflecting field

for the beam. The relative polarity of the A and B outputs is fixed in the amplifier design

and cannot be controlled via the FONT5a board.

The response of the amplifier is linear up to ±1.2 V input voltage. Outside this range

the amplifier clearly begins to enter saturation, in particular above input voltages of ±1.7 V.

The linear fits shown include only the points up to ±1.2 V, in order to not be biased by

the effects of saturation. Figure 5.13 shows the difference between the linear fit and the

measured amplifier output across the full range of input voltages. A slight deviation from

linearity in the ±1.2 V range is also visible, although the maximum difference is only 10 V

or a 3% relative error. At the maximum input voltage of ±2 V the deviation from linearity

rises above 150 V, a relative error of more than 25%. For example, the RB output at an

input voltage of +2 V is 605 V but the fitted response gives 769 V, a difference of 164 V or

27%.

The effects of amplifier saturation are not taken in to account in the PFF algorithm

on the FONT5a board, in which the DAC output is linearly dependent on the input phase

(voltage from the phase monitor mixer signal) across the full range. The correction applied

to the downstream phase will therefore be non-optimal when the output calculated by the

PFF algorithm is above an absolute value of 2500 DAC counts (1.2 V amplifier input). To

date the non-linearity of the amplifier as it begins to enter saturation has also not been

included in the PFF simulations presented in the following chapters. This may partially

explain the small discrepancies seen between the simulated and measured results in some

datasets, so including the effect will be pursued in the future.

Discrepancies between the four amplifier outputs are seen in Figure 5.12 and Table 5.2,
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Figure 5.12: Mean output of each amplifier channel vs. the input voltage. The four amplifier
channels are: LA (blue), LB (red), RA (green) and RB (magenta). Markers show the
measured output, and lines a linear fit to the output in the ±1.2 V input range. Errors are
smaller than the markers.
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Figure 5.13: Residuals between the amplifier output voltage and the linear fits seen in
Figure 5.12. The four amplifier channels are: LA (blue), LB (red), RA (green) and RB
(magenta). Errors are smaller than the markers.
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Amplifier Port Input Voltage Output Voltage
LA +1 V +416± 3 V
LB +1 V −453± 3 V
RA -1 V −426± 3 V
RB -1 V +409± 3 V

Table 5.2: Fitted output voltage for each amplifier channel with an applied input voltage of
+1 V or −1 V, as indicated.

both in terms of gradient and peak output. These differences can be partially but not

completely explained by errors of up to a few percent in the precise calibration of the four

monitoring outputs, which do not output exactly 1/115 of the real input voltage [86]. Differ-

ences between the A and B outputs for each kicker are not an issue for the PFF performance

as both are linear (in the ±1.2 V range) and the kick experienced by the beam in each

kicker is proportional to the difference of the two. Therefore, only the calibration between

the output from the FONT5a (the amplifier input) and the resulting phase shift in the TL2

chicane is affected. However, disparity between the potential difference across each kicker

(LA-LB and RA-RB), so that the deflection of the beam in each kicker is different, leads to

the orbit bump created by the PFF system not being closed in the chicane, degrading the

horizontal beam stability downstream. The fitted potential difference at 1 V input is 869 V

for the left amplifier (LA-LB, applied to the first kicker) and 835 V for the right amplifier

(RA-RB, applied to the second kicker), a difference of 4%. This could be compensated in

the PFF setup on the FONT5a board by using a different gain for each correction output,

so that the DAC output to the right amplifier is higher but the resulting voltage applied to

both kickers is the same. Orbit closure is discussed further in Section 5.3.2.

5.2.3 Amplifier Pulse Shape Characteristics

In the previous section the linearity of the mean output was considered but the performance

of the PFF correction is clearly also sensitive to any variations in output voltage along the

amplifier output pulse. Figures 5.14 and 5.15 show the full 1.4 µs amplifier output with a

constant input of +1 V (−1 V) applied to the left (right) amplifier respectively. Spikes in

the signal just prior to 2000 ns and after 3000 ns on the time axis as seen in the plots are

pickup on the kicker strips induced by the beam. These are therefore not a property of the

amplifier performance and are excluded from the analysis in this section. However, the beam

pickup is used later in Section 5.5.3 for the purposes of optimising the correction timing.

For each side of the amplifier both the A and B outputs are plotted as well as the difference

of the two, which is the relevant quantity in terms of the kick received by the beam. In the

ideal case the potential difference should be flat along the full pulse length. However, for

both the left and right side variations are visible, with an initial increase in output across

the first 500 ns of the pulse followed by a droop in response across the second half of the

pulse. Figure 5.16 shows the peak-to-peak and mean deviation of the output voltage along

the pulse across the full range of input voltages. The peak-to-peak deviation refers to the
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Figure 5.14: The full output pulse of the A (blue) and B (green) channels for the left side
of the amplifier, at an input voltage of +1 V. The difference between the A and B output is
shown in red.
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Figure 5.15: The full output pulse of the A (blue) and B (green) channels for the right side
of the amplifier, at an input voltage of −1 V. The difference between the A and B output is
shown in red.
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Figure 5.16: Peak-to-peak (dashed lines) and mean (solid lines) deviation from a flat output
along the full amplifier output pulses for the left (blue) and right (red) side of the amplifier.
The values are calculated using the difference between the A and B outputs of each side, the
quantity relevant for kick experienced by the beam.

difference between the minimum and maximum output along the pulse, whilst the mean

deviation is the average absolute difference between the mean output and the output at each

sample point. For a constant input voltage the output voltage along the pulse varies by up

to 88 V peak-to-peak (mean 12 V) for the left amplifier or 93 V peak-to-peak (mean 14 V)

for the right amplifier. As a relative difference, this corresponds to approximately a 6 %

peak-to-peak, or 1 % mean, variation along the pulse.

The PFF algorithm on the FONT5a board uses a single gain value across the whole pulse

length for each correction output, thus making the approximation that the amplifier response

is flat along the pulse. The variations along the amplifier pulse therefore directly translate

in to discrepancies between the intended phase shift as calculated and the real phase shift

experienced by the beam. As the region of interest for the correction is a few hundred

nanoseconds about the central part of the pulse, as opposed to the full pulse length, the 1 %

mean variation is more indicative of the resulting error than the 6 % peak-to-peak variation.

With a correction range (Section 5.3.1) of ±5.5◦, the effects of the non-flat amplifier output

should be below 0.06◦, and not measurable considering the best phase monitor resolution of

0.13◦.

Variations in the amplifier output along the pulse can also lead to imperfect orbit closure

in the chicane, as discussed in Sections 5.2.2 and 5.3.2 for differences in the mean output.

However, this would also be a small effect and in any case orbit closure has not yet been

strictly enforced during operation of the PFF system (Section 5.3.2). Nevertheless, it could
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be foreseen to implement a droop correction in the PFF algorithm on the FONT5a board,

taking the variations in the amplifier output along the pulse in to account and providing a

modest improvement to both the phase correction and orbit closure. A first attempt could

use IIR filters on the FONT5a DAC outputs in the same way as implemented to correct the

ADC droop (Section 5.1.2), so that the DAC output to the amplifier towards the end of the

pulse is boosted slightly to compensate for droop in the amplifier output.

5.3 Kicker and Optics Performance Verification

5.3.1 Correction Range

Knowledge of the correction range of the PFF system, or more specifically the relationship

between the DAC output voltage from the FONT5a board and the resulting phase shift in

the chicane, is critical for the PFF setup. In particular, it is needed to derive the optimal

correction gain, as seen in Section 5.4.1.

Figure 5.17 shows the measured mean phase shift in the downstream phase monitor across

the full ±2 V input range of the amplifier. Constant DAC outputs in 17 steps between -

4095 counts (-2 V) and +4095 counts (+2 V) were used to drive the amplifier. For each

amplifier input voltage 100 beam pulses were acquired in interleaved mode (Section 5.1.1) in

order to reduce the sensitivity to any drifts in beam phase between data points. The phase

plotted in Figure 5.17 is the difference between the 50 beam pulses with the DAC output

enabled (non-zero amplifier input) and the 50 beam pulses with the DAC output disabled

(0 V amplifier input).

At the maximum amplifier input voltage of 2 V the phase is shifted by 5.5 ± 0.3◦. The

fitted phase shift per Volt input is 3.5 ± 0.1◦ in the ±1.2 V linear range of the amplifier.

This fitted gradient is required for the conversion between the PFF gain in the units on the

FONT5a board and the effective system gain in Section 5.4.1.

Given knowledge of the amplifier output characteristics (Section 5.2.2), the kicker speci-

fications (Section 2.2) and the chicane optics (Section 2.6) the measured phase shift in the

scan can be compared to the expected phase shift based on the system parameters. The

predicted phase shift, ∆φ, in degrees is given by:

∆φ = Vamp.K.R52.
360

λ12GHz

(5.2)

where Vamp is the amplifier output voltage, K is the angular deflection of the beam per Volt

applied to each kicker strip, R52 is the transfer matrix coefficient between the kickers in the

PFF optics and 360/λ12GHz converts the calculated orbit length difference in to an equivalent

12 GHz phase using the 12 GHz wavelength λ12GHz. The values of these parameters have

already been derived in Sections 2.2 and 2.6. They are:

K = 0.8 µrad/V

R52 = −0.7 m

λ12GHz = 2.5 cm
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Figure 5.17: Measured downstream phase shift versus amplifier input voltage (blue markers
with standard error bars). The blue line shows a linear fit to the measured phase shift for
inputs between ±1.2 V. The red line shows the expected phase shift taking in to account
the TL2 chicane optics, amplifier output voltage and kicker design (using Equation 5.2).
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Figure 5.18: Residuals between the measured phase shift and the expected (red) and fitted
(blue) phase shifts from Figure 5.17. Error bars show the standard error on the residual in
each case.
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Phase Shift at +1 V Input Max Phase Shift
Data 3.5± 0.1◦ 5.5± 0.3◦

Model 3.6◦ 5.6◦

Table 5.3: Downstream phase shift resulting from an amplifier input of 1 V (+1 V for the
left amplifier/first kicker, and −1 V for the right amplifier/second kicker). The “Data” row
shows the fitted gradient from the actual measured phase shift. The “Model” row shows the
expected result given the known hardware and optics parameters.

The value of K is derived from the kicker design, in which 1.4 kV applied to each strip gives

a 1 mrad kick for a 150 MeV beam [27]. The actual CTF3 beam energy is approximately

135 MeV (calculated based on the dipole currents used in the machine setup and segmented

dump measurements), so the value of K above is scaled by a factor 150/135. The amplifier

output voltage, Vamp, is calculated as a function of the DAC output voltage using the results

from Section 5.2.2. The actual output voltage for all input voltages is used in the predicted

phase shift values, taking in to account the effects of saturation. Also, the output voltage of

the amplifier channels used by the first kicker are used as this is most relevant for the phase

shift in the chicane (the orbit should be closed after the second kicker with no further phase

shift in the chicane after that point).

In Figure 5.17 the predicted phase shifts using Equation 5.2 are also shown. Table 5.3

compares the fitted gradients and maximum phase shift for the model and the measurement.

The overall agreement between the two is good, with the residuals between the model and

the data generally consistent with zero within error bars in the ±1.2 V linear range of the

amplifier as shown in Figure 5.18. The residuals between the data and the linear fit to the

data are also consistent with zero in this range.

Outside the linear range some discrepancies appear, with the difference being largest

where the amplifier has started to enter saturation but before it has reached peak output.

The actual amplifier output voltage at all inputs (from Section 5.2) is used to calculate the

expected phase shift shown in the figure. This means any differences between the measured

and expected results are unlikely to be related to the amplifier. Possible explanations could

be remaining higher order errors in the TL2 chicane optics, or unexpected behaviour from the

kickers or amplifier. Although subtracting alternating pulses should remove the sensitivity to

drifts in the machine it is possible that some residual effect remains. To determine whether

the discrepancies are reproducible further scans of this type will need to be performed in

the future. The residuals between the data and the linear fit between ±1.2 V would also

be of significance for the PFF correction should they not converge to zero with additional

measurements. This is because they could cause offsets in the corrected downstream phase

with similar magnitude to the 0.2◦ downstream jitter target.

However, the overall conclusion is as expected — the phase shift in the chicane linearly

depends on the amplifier input in the ±1.2 V (±2500 DAC counts) region thus a close to

optimal correction can be applied in this range, corresponding to a ±4.2 ± 0.1◦ phase shift

within the total range of ±5.5 ± 0.3◦. When the calculated optimal correction is between

an absolute input voltage of 1.2 V and 2.0 V, 2500 to 4096 DAC counts, or ±4.2 ± 0.1◦ to
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±7.0± 0.2◦, the actual phase shift in the chicane is lower, only up to ±5.5± 0.3◦, due to the

amplifier entering saturation (and possibly other effects to be determined ). Any calculated

correction outside ±5.5± 0.3◦ receives a static phase shift of ±5.5± 0.3◦ in the chicane. In

the limit where all pulses are outside this range the PFF system can only induce a static

shift in the mean phase and makes no improvement to the phase jitter. The effect of limited

correction range on the most recent PFF results is seen in Section 6.3.

Aside from its use for the PFF setup, demonstrating the ability to shift the phase in

the TL2 chicane is already a significant accomplishment. In particular a phase shift is only

possible if R52 is non-zero between the kickers in the optics for the chicane (Section 2.4.2).

The agreement between the modelled and measured correction range verifies the optics is

performing as expected, which would not have been possible without the improvements made

to the MADX model of the line in Section 2.5. It also shows the kickers are performing as per

their design, imparting the expected angular deflection to the beam for the applied voltage

from the amplifier.

5.3.2 Orbit Closure

At CLIC the PFF system must not degrade the transverse beam stability. This means

for any voltage sent to the kickers the horizontal beam orbit after the PFF chicane must

be unchanged, or closed, despite the different orbits inside the chicane. As such, the PFF

optics for the TL2 chicane at CTF3 is also designed to give a closed kick, as presented in

Section 2.6. However, up until now the main focus during PFF operation has been the

primary goal of reducing the downstream phase jitter and ensuring good beam transmission

to the downstream phase monitor. As a result orbit closure after the TL2 chicane has not yet

been strictly enforced during PFF operation as will be seen in this section, but the current

status is shown here as an additional cross-check of the PFF optics and to highlight where

improvements are needed for future tests.

Using the same constant kick data as Section 5.3.1, Figure 5.19 shows the horizontal

orbit before, inside and after the TL2 chicane across the full ±2 V range of amplifier input

voltages. Two BPMs before and after the chicane, as well as the four inside the chicane,

are included. The positions plotted are the difference between the kicked and nominal (non-

kicked) orbit at each BPM, thus removing any misalignment in the BPM centres. Before the

chicane and the first kicker there is no significant effect on the orbit as expected. Inside the

chicane the PFF system induces an orbit offset of up to 1.4 ± 0.1 mm. After the chicane,

in BPMs CC.845 and CC.930, the orbit should return to zero in the ideal case. However, a

clear residual offset can be seen, up to 0.5± 0.1 mm in CC.930.

Although every effort has been made to keep the TL2 optics as close to nominal as pos-

sible, particularly inside the chicane, it is an extremely sensitive area for the setup of CTF3

and beam transport in to the CLEX area downstream of TL2 (including the location of the

downstream phase monitor in the TBL line) is always difficult [43]. Minor modifications have

therefore been necessary in order to achieve full beam transmission to the downstream area,

both for PFF and other experiments at CTF3. The largest changes have been made to the

four quadrupoles following the chicane but one quadrupole inside the chicane, CC.QFL0730
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Figure 5.19: Horizontal orbit offset in and around the TL2 chicane at different amplifier
input voltages (as indicated by the colour scale). The approximate positions of the chicane
entrance and exit are indicated by vertical black lines.
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Figure 5.20: Fitted horizontal position offset in the TL2 BPMs at 1 V amplifier input (red
markers), compared to the simulated offset in the nominal model (black line) and the model
taking in to account the actual quadrupole currents used in TL2 at this time (dashed blue
line). Vertical black lines mark the entrance and exit of the chicane. Error bars show the
standard error on the fitted gradient at each BPM (position offset per volt amplifier input).
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(just prior to the 2nd kicker) has a set value 10% lower than the nominal optics, as well as

differences up to 2% in the other quadrupoles.

Figure 5.20 compares the measured beam orbit in the BPMs to the expected response in

the PFF optics with the nominal quadrupole strengths, and the expected response taking

in to account the actual quadrupole strengths used in this dataset. The full MADX orbit

propagated through all elements is shown, with the eight measured BPM offsets included

at their respective positions. Each BPM point represents the gradient of a linear fit to the

measured position offset versus the amplifier input voltage, using the complete dataset shown

in Figure 5.19 (excluding inputs in the non-linear range of the amplifier). This is done to

reduce the error on the measurement, as opposed to using the measured response at 1 V

amplifier input directly. Before and inside the chicane the agreement between the BPM data

and both models is excellent. After the chicane the orbit is closed in the nominal optics but

the measured position offset in the BPMs is non-zero, as seen previously. However, there

is excellent agreement between the measured positions and the expected response in the

MADX model taking in to account the actual quadrupole strengths applied in TL2 during

this dataset.

This gives confidence that if completely nominal optics could be used in TL2 orbit closure

would be obtained. After recent optimisations to the setup of the lines upstream of TL2, it

has been possible to use the nominal quadrupole settings in TL2, and orbit closure measure-

ments will be repeated in the near future. It should also be noted that for the tests presented

here both sides of the amplifier were driven with the same magnitude input voltage. This

has also been the case for all the PFF correction attempts presented in Chapter 6. However,

in Section 5.2.2 it was seen that the right side of the amplifier (powering the second kicker)

gave 4% lower output than the left side (powering the first kicker). To strictly enforce orbit

closure with a nominal optics it would therefore be necessary to drive the right side of the

amplifier with a 4% higher input voltage (by using a 4% higher gain for the DAC2 output

compared to the DAC1 output on the FONT5a board).

5.4 Calculation and Application of the PFF Correction

Output

5.4.1 Gain Calculation

As shown in Section 4.1 the effect of the PFF system can be modelled by simply subtracting

the measured upstream phase, φu, from the downstream phase, φd with a gain factor, g:

φPFF = φd − gφu (5.3)

where φPFF is the corrected downstream phase. The gain set in the FONT5a DAQ is not

directly a multiplication factor in terms of the phase, but rather a multiplication in terms

of DAC counts and other constants. How the set gain on the FONT5a board relates to the

true gain g is derived in this section.
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In the case where diode normalisation is not used, which is the nominal setup, the DAC

outputs when the PFF system is enabled are given by:

DAC1 =
F1

64
ADC2

DAC2 =
F2

64
ADC2 (5.4)

where DAC1 and DAC2 are the two DAC outputs, in DAC counts, F1 and F2 are the

respective gains for each DAC output set in the DAQ, and ADC2 is the Mon1 mixer signal

level in ADC counts, which is connected to ADC2 for normal PFF operation. The whole

calculation uses 16-bit architecture, with the 3 sub-integer bits discarded when sent to the 13-

bit DACs [67]. The FONT gains F1 and F2 are 14-bit (−8192 to +8191) and the common

division factor of 1/64 is set by several parameters fixed in the FONT5a firmware [67].

Typically F2 = −F1, so that the beam is deflected in opposite directions in each kicker

to achieve orbit closure in the chicane. With a maximum gain of 8192 an ADC2 input of

1 ADC count gives an output of 128 DAC counts. If diode normalisation is enabled the

expressions above are multiplied by 1/
√

ADC1 (with the Mon1 diode signal connected to

ADC1 in normal operation) and different scale factors are used [67].

To determine the optimal values for F1 and F2 given the current beam conditions it is

important to know how they translate in to the real applied gain g from Equation 5.3. The

real gain g is related to the DAC outputs derived above by:

gφu = kDAC (5.5)

where k is the phase shift, in radians, in the chicane resulting from a DAC output of 1

count. The indices 1 and 2 are dropped from DAC1, DAC2, F1 and F2 from this point for

simplicity. The upstream phase, also in radians, can then be related to the ADC2 input by:

φu '
ADC2

A
(5.6)

where A is the calibrated maximum Mon1 mixer amplitude, in ADC counts, determined

in the same way as Section 3.7. Note that both this and the direct proportionality with

ADC2 in Equations 5.4 assume the small angle approximation ADC2 = A sinφu ' Aφu for

small φu. This is done for latency reasons [67] and its effect on the accuracy of the applied

correction is discussed in Section 5.4.2.

Combining Equations 5.4, 5.5 and 5.6 gives:

g

A
ADC2 =

kF

64
ADC2

g =
kA

64
F (5.7)

In Section 5.3.1 a phase shift of 3.5◦ per volt amplifier input is determined. As 4095 DAC

counts corresponds to 2 V output to the amplifier this value can be converted into k =

29.8 µrad/DAC count. Typical calibrations for Mon1 on the FONT5a board give A '
3440 ADC counts (Section 3.7.2). Overall, the actual effective gain therefore relates to the

gain as set in the DAQ via:

g ' F

624
(5.8)
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The optimal gain to apply (Section 4.1) is given by the upstream-downstream phase corre-

lation, ρud, multiplied by the downstream-upstream jitter ratio, σd/σu:

gopt =
σd
σu
ρud (5.9)

Therefore the optimal gain to set in the units used in the DAQ, dependent on the current

beam conditions, is:

Fopt ' 624
σd
σu
ρud (5.10)

In good conditions the correlation and jitter ratio are close to one, although the downstream

phase jitter can be up to a factor two larger than the upstream jitter at CTF3 thus the

applied gains in the DAQ are typically in the range between 625 and 1250.

5.4.2 Effect of Using Small Angle Approximation

As mentioned previously the phase calculation in the PFF algorithm in the FONT5a firmware

uses the small-angle approximation, and thus differs from the correct full phase reconstruc-

tion method used in Chapter 3 as follows:

φSA =
Mixer

A
(5.11)

φFULL = arcsin

(
Mixer− d

A

)
(5.12)

where φSA and φFULL are the upstream phase calculated using the small angle approximation

as implemented on the FONT5a board, and with the full phase reconstruction method

(derived in Section 3.6.5), respectively. ‘Mixer’ is the phase monitor mixer output, and

A and d are the phase monitor calibration constants, amplitude and offset, respectively

(calculated as in Section 3.7). The PFF correction output is φSA, using the upstream phase

monitor Mon 1, multiplied by a gain factor.

Any differences between the calculated phase with the small angle approximation and

the actual phase using the full phase reconstruction method will lead to imperfections in the

applied PFF correction. The calculated phase with each approach is plotted in Figure 5.21

for offsets between the beam phase and the electronics LO phase between ±90◦. For small

incoming phases (close to zero Mixer output) the only difference between the two methods

is a static offset of −d/A in the measured phase, and this holds up to ±10◦ (and is a good

approximation up to ±20◦). In this case the applied correction will also contain this constant

offset, but the corrected downstream phase jitter, which has been the only focus of the PFF

prototype to date, will still be optimal.

With larger offsets between the beam phase and the LO (i.e. for large Mixer output) the

small angle approximation is no longer valid and the difference between the two methods rises

to up to 35◦. Most importantly the measured phase, and therefore the correction output,

is no longer linearly dependent on the incoming beam phase when there is a large offset

between the beam and LO phases. In the most extreme case, the measured phase difference

between two pulses with a beam-LO phase offset of 80◦ and 90◦ would only be 1◦ when
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Figure 5.21: Difference (green) between a phase reconstruction method using the small angle
approximation (blue), and the full reconstruction method taking in to account non-linearities
in the mixer output for large phase offsets (red).
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Figure 5.22: Achievable PFF jitter versus phase offset for the full phase reconstruction
method (red), and the phase reconstruction using the small angle approximation (blue).



5.4 Calculation and Application of the PFF Correction Output 187

using the small angle approximation, instead of the expected 10◦. In turn, the difference

in the correction applied to the two pulses would only be 1◦ instead of 10◦, degrading the

achievable corrected phase jitter.

Figure 5.22 shows a simulation of the theoretical downstream jitter that can be achieved

with both phase reconstruction methods with 0.8◦ initial upstream and downstream phase

jitter and an upstream-downstream phase correlation of 97%. These values are chosen to

represent the beam conditions that will need to be achieved in order to demonstrate 0.2◦

phase stability at CTF3. In the ±10◦ region where the small angle approximation holds

there is no degradation in the achievable corrected phase jitter using the simplified method

in the PFF algorithm. Outside this region the jitter is degraded, increasing from below 0.2◦

to 0.3◦ for a beam-LO phase offset of 50◦.

As the correction range of the PFF system is less than ±10◦ (Section 5.3.1) there should

be no degradation in the PFF performance resulting from the use of the small angle approxi-

mation in the PFF algorithm, providing the LO phase shifter in the phase monitor electronics

has been set correctly. This highlights the importance to adjust the phase shifters to zero

the Mixer output not only in order to maximise the phase monitor resolution (Section 3.9.3)

but also to ensure the correction calculation itself is valid. However, it is perhaps interesting

to note that it would not be possible to correct the full CTF3 pulse length to 0.2◦ jitter with

this implementation of the PFF algorithm even if the correction range were large enough to

encompass the 40◦ phase sag.

5.4.3 Channel Offset

The channel offset for ADC 2 (to which the PFF input, the Mon 1 mixer, is connected)

allows the zero point for the correction to be adjusted. In other words it allows the user to

decide which phase the PFF system should correct to.

In the PFF algorithm on the FONT5a board the DAC output is proportional to the

ADC 2 input, multiplied by the set gain and other constants (Equation 5.4). However, the

ADC 2 input used in the algorithm is not only dependent on the Mon 1 mixer, but rather

the sum of the mixer and the channel offset:

ADC2(t) = M(t) + δ (5.13)

where M(t) is the Mon 1 mixer input, in ADC counts, which varies with time t along the

pulse, and δ is the channel offset, which is a constant offset applied to the full pulse length.

Adjusting the channel offset is important as the ±5.5◦ correction range of the PFF

prototype is much smaller than the ∼ 40◦ phase sag along the pulse. The PFF correction

output is therefore saturated for most of the pulse length, apart from the region of the

pulse that gives close to zero ADC 2 input. Using an effective system gain of unity, or 624

in the units used in the DAQ as derived in Section 5.4.1, an ADC 2 input of 420 counts

gives the maximum DAC output of 4095 counts (Equation 5.4). Parts of the pulse where

the ADC 2 input is above 420 counts therefore receive a constant kick resulting from the

maximum 4095 counts (2 V) output to the amplifier, but the PFF system can no longer
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Figure 5.23: ADC 2 input (connected to the Mon 1 mixer) with the channel offset optimised
to give zero output at sample 421 (blue), and with a non-optimal channel offset giving
200 counts output at sample 421 (red). The location of sample 421 is marked by the vertical
dashed line. Sampled at 357 MHz (2.8 ns per sample).
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Figure 5.24: Simulated DAC output resulting from the ADC 2 inputs in Figure 5.23 and
using a set correction gain of 624 units in the DAQ. Blue: Channel offset optimised to give
zero output at sample 421. Red: Non-optimal channel offset giving 200 counts output at
sample 421. The location of sample 421 is marked by the vertical dashed line. Sampled at
357 MHz (2.8 ns per sample).
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correct variations in phase along the pulse or reduce the phase jitter in these regions. In

practice the limit is less than 420 counts, as the optimal gain values are typically larger

than unity and the amplifier begins to enter saturation for DAC outputs below 4095 counts

(Section 5.2.2).

Figure 5.23 shows an example of the measured ADC 2 input with the channel offset

optimised to give zero output at the mid-point of the pulse. The phase sag results in ADC 2

inputs of above 2500 counts at the start and end of the pulse. Figure 5.24 shows a simulation

of what the DAC output would be in the PFF system (with unit gain), with this ADC 2

input. The DAC output matches the shape of the input between samples 346 and 506 (a

450 ns period), but is saturated for the rest of the pulse length. Figures 5.23 and 5.24 also

show the effect of using a non-optimal channel offset giving an ADC 2 input of 200 counts

at the mid-point of the pulse. In this case the region of the pulse where the DAC output is

not saturated is reduced to between sample 367 and 486 (a 330 ns period).

With the non-optimal channel offset the central point of the pulse receives a constant kick

of -1950 DAC counts. This reduces the range of the PFF system for correcting jitter about

the mean phase at the mid-point of the pulse. With the optimal channel offset, giving a mean

ADC 2 input of zero at sample 421, the PFF system can correct jitter of ±420 ADC counts

about the mean (to give ±4095 counts DAC output). With the non-optimal offset, giving a

mean ADC 2 input of 200 ADC counts at sample 421, this is changed to a correctable range

of +220/ − 620 ADC counts about the mean. The range of the system is therefore almost

halved for phase jitter giving positive offsets in the ADC 2 input.

The adjustment of the channel offset and its effect for the PFF system is discussed further

in Section 6.2.3. It is important to note that the the mixer output can also be zeroed in

the region of the pulse where the correction is desired by varying the phase shifters in the

phase monitor electronics, as is done after calibrations (Section 3.7.4). As the phase monitor

resolution is degraded for large phase offsets (Section 3.9.3) the channel offset should only be

used to make small adjustments remotely. For large mixer outputs (corresponding to phase

offsets above 20◦) the phase shifters should be adjusted in the klystron gallery to reset the

zero crossing instead.

5.4.4 Verification of Correction Shape

The previous result in Section 5.3.1 demonstrated that the kickers in the chicane can be used

to shift the mean beam phase. However, the PFF correction also aims to remove variations

in the phase point by point along the beam pulse. In the PFF algorithm the DAC output

is varied along the pulse based on the measured upstream phase in order to achieve this,

rather than being constant as has been the case in the tests presented up until this point.

The amplifier and kickers must then have sufficient bandwidth to respond to fast changes in

input voltage, in order to ultimately remove these features from the corrected downstream

phase.

To verify that the FONT5a board, amplifiers and kickers respond as expected Figure 5.25

shows the first example in the thesis of results with the complete PFF system turned on. The
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Figure 5.25: Comparison between the upstream phase (blue), used as the PFF input, the
resulting DAC output from the FONT5a board (red) and the measured downstream phase
shift as a result of the applied kick (green).

input upstream phase, calculated DAC output and the observed difference in the downstream

phase resulting from the applied kick are all shown. The downstream phase trace shows the

difference between subsequent pulses with the correction on and off (using the interleaved

correction mode).

In the ideal case the shape of all three lines should be identical, apart from the DAC

output and downstream phase shift having opposite sign to the input upstream phase (in

order to remove the upstream phase variations from the corrected downstream phase). Each

trace is scaled, aligned in time and sign flipped where appropriate to make a comparison

between the shapes easier. When operating the PFF system to reduce the downstream jitter

as intended these scale factors and times must be applied in the PFF setup rather than in

offline data analysis. The scale factor is analogous to the system gain, for which the optimal

value is derived in Section 5.4.1, and the correction output timing is discussed in Section 5.5.

In the central region of the pulse all three traces have the same shape as expected. The

upstream phase and DAC output should be close to identical by definition, as the calculated

correction output is only dependent on the input phase, but this verifies the functionality

of the FONT5a board correction algorithm and firmware. The agreement in shape of the

downstream phase shift is a significant achievement, and verifies the linearity of the amplifier

output, kicker response and optics for a varying input voltage. This result demonstrates that

everything is in place for the PFF prototype to flatten variations in the downstream phase

and to reduce the downstream phase jitter.

The agreement in shape holds for times between around 900 ns and 1375 ns as indicated
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Figure 5.26: Simulated effect of a 78 ns timing misalignment between the beam and the
applied correction. Top: The initial downstream phase (blue) and the correction signal
(red), sign flipped for easier comparison. Bottom: The resulting corrected downstream
phase (green). A 57 ns width feature is added at time 546 ns in the initial phase, as marked
by vertical dashed lines.

on the figure, and this defines a 475 ns portion of the pulse within which the applied correction

should be close to optimal. Outside this range the large phase sag along the pulse leads to

the correction being saturated – the maximum possible DAC output (2 V) is applied and the

shape can no longer be corrected. It can also be seen that the measured downstream phase

shift saturates earlier than the applied DAC output. This is because the amplifier begins to

saturate at input voltages below 2 V, as seen in Figure 5.12.

5.5 Derivation of Optimal Timing for the Correction

Outputs

Most of the results based on the amplifier outputs and kicked beam presented so far have

used a constant voltage across the full 1.4 µs time window that the amplifier is powered for.

As the 1.4 µs amplifier output to the kickers is longer than the 1.1 µs CTF3 beam pulse

it is relatively straightforward to ensure that the full length of the pulse experiences the

constant kick with this setup. However, for operation of the PFF system precise control of

the correction output timing becomes critical.

In order to remove phase variations along the pulse with the PFF system the output

correction signal, shaped by the upstream phase, must arrive at the kickers exactly syn-

chronised with the beam. Timing misalignments between the beam and correction signal

arrival will result in residual offsets in the corrected downstream phase, which in the ideal
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case should be zero across the full pulse length. Figure 5.26 shows a simulated example of

this for a correction applied 78 ns later than the beam. The resulting corrected downstream

phase (the sum of the initial phase and the correction output) is clearly non-zero, with dif-

ferent behaviour for slow and fast variations in the initial phase. Considering the phase sag

along the CTF3 beam pulse (a low frequency effect), applying the correction late (early)

results in an approximately linear increase (decrease) in the corrected downstream phase

along the pulse. Alternatively, faster features, with similar or smaller width than the timing

mis-alignment, are introduced with opposite sign in the corrected downstream phase rather

than being removed (also shown in Figure 5.26).

Although the effects are most visible along the pulse, any mis-timing of the correction will

also degrade the achievable mean phase jitter. This section gives an overview of the methods

that have been used to ensure that the correction output to the two kickers arrives in time

with the beam. The “absolute timing”, in Section 5.5.3, refers to the timing that ensures the

correction signal arrives to the first kicker synchronous to the beam. The “relative timing”,

in Section 5.5.4, then derives whether the output from the FONT5a board for the second

kicker must be delayed with respect to the first to ensure the timing is synchronised for both

kickers.

5.5.1 Kicker Cable Lengths

The cables carrying the correction signal between the PFF amplifier and the kickers in

the TL2 chicane are the single largest contributor to the overall system latency (see Sec-

tion 5.5.2). They must be routed from the PFF electronics racks (in the klystron gallery,

directly above the location of the upstream phase monitors), down in to the combiner ring

hall and across the width of the CTF3 facility to the TL2 chicane (see Figure 1.6). To

be able to meet the system latency requirements the kicker cables are routed on dedicated

paths, rather than using pre-existing cable trays and pathways for other devices. Precise

measurements of the cable lengths are presented in this section, as well as their significance

beyond ensuring the system is within the latency requirements.

With two kickers, two strips per kicker and two ends of each strip a total of eight cables are

needed. The drive from the amplifier is applied to the downstream end of each kicker strip,

traverses the kicker, and is then terminated back at the amplifier after leaving the upstream

end. Drive is applied to the downstream end of each kicker (meaning it propagates through

the kicker in the opposite direction to the beam) so that the electric and magnetic fields

between the strips are in the same direction, as discussed in Section 2.2. Rather than being

connected directly to the amplifier, the eight kicker cables are connected to a patch panel

below the amplifier in the PFF electronics racks. Eight additional cables, around 70 cm in

length, are used to connect the amplifier outputs to the patch panel. This is in order to ease

configuration changes and provide mechanical strain relief to the amplifier connectors. The

patch panel also deals with the conversion between HN-type connectors (used on the kickers

and kicker cables) and N-type connectors (used on the patch panel cables and to connect to

the amplifier after a further transition to TNC connectors [26]). All of the cable connections

between the amplifier, patch panel and kickers are shown in Figure 5.27.
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Amplifier Kicker
Label Length Module Channel D/T No. Strip End Strip Side

2907701A 171.28± 0.05 ns L A T 1 U L
2907703A 171.30± 0.05 ns L B T 1 U R
2907700A 171.29± 0.05 ns L A D 1 D L
2907702A 171.30± 0.05 ns L B D 1 D R
2907838A 205.45± 0.05 ns R A D 2 D L
2907740A 205.62± 0.05 ns R B D 2 D R
2907739A 205.15± 0.05 ns R A T 2 U L
2907741A 204.49± 0.05 ns R B T 2 U R

Table 5.4: Lengths of the cables between the amplifier and kickers (excluding the patch
panel cable lengths), and where they are connected (see Figure 5.27). For the amplifier:
L/R denotes whether the cable is connected to the left or right amplifier module, A/B
denotes whether the cable is connected to the A or B channel on that module, and D/T
denotes whether the cable carries the Drive output to the kicker, or the returning signal
that is Terminated back at the amplifier. For the kickers: 1/2 denotes whether the cable is
connected to the first (1) or second (2) kicker, U/D denotes whether the cable is connected
to the Upstream or Downstream end of that kicker, and L/R denotes whether the cable is
connected to the Left or Right strip in that kicker.

The length of the eight kicker cables and eight patch panel cables has been measured

using time domain reflectometry (TDR) on a network analyser. The network analyser is

used to transmit a short pulse down the cable, with one end of the cable connected to the

network analyser and the other end disconnected from the kicker. As the signal reaches the

non-terminated end of the cable the discontinuity in impedance creates a reflected signal

that propagates back to the network analyser. The time difference between when the signal

was output and when the reflected signal arrives back at the network analyser therefore

corresponds to double the one-way signal transit time in the cable.

The patch panel cable lengths measured with this method are all 3 ns within the measure-

ment error of 0.05 ns, estimated based on the sampling rate of the measurement. Table 5.4

shows the precise lengths of the long kicker cables. The cables connected to the first kicker

have a length of around 170 ns, whilst the cables for the second kicker are longer at around

205 ns. With a signal speed of two thirds the speed of light in the cable, these times cor-

respond to cable lengths of approximately 34 m and 41 m for the first and second kicker

respectively.

For the second kicker the latency requirements are slightly relaxed due to the additional

36 ns beam time of flight between the kickers. Rather than also shortening the cables for

the second kicker as much as possible some additional slack was left so that the difference in

lengths is similar to the difference in the beam time of flight between the two. This means

the two correction outputs (one for each kicker) can be sent from the FONT5a board at, or

close to, the same time as discussed in Section 5.5.4.

The pairs of cables connected to the downstream ends of the strips for each kicker have

lengths matched within the measurement error. However, for the pairs connected to the
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Figure 5.27: Cable connections between the amplifier, patch panel and kickers.
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Component Latency
Phase Monitors (inc. cables & electronics) 50 ns
Cables: Phase monitor electronics to FONT5a board 10 ns
FONT5a Board 60 ns
Cables: FONT5a board to amplifier 10 ns
Amplifier 30 ns
Cables: Amplifier to First Kicker 175 ns
Total System Latency 335 ns
Beam Time of Flight (Mon 1 to first kicker) 380 ns

Table 5.5: Approximate latency of each hardware component and cabling in the PFF system.

upstream ends there are some differences, with cable 2907741A more than 1 ns shorter than

cable 2907740A, for example. If there is a difference between the lengths of the cables

connected to the downstream left and downstream right strips of a kicker (the driven end)

there will be a time offset in the voltage applied to each side of the kicker, which would

degrade the quality of the PFF correction. However, there is no need for the cables connected

to the upstream ends of the kickers to be of matched lengths, the only requirement is that they

are terminated correctly at the amplifier. The shorter 2907741A cable is therefore connected

to the upstream end of the second kicker, and the cables 2907838A and 2907740A, with

lengths matched to within 200 ps, are used to carry the amplifier output to the downstream

end of the strips.

5.5.2 System Latency

The PFF system aims to apply the correction in the TL2 chicane to the same beam pulse

initially measured by the upstream phase monitors in the CT line (see Figure 1.6). For this

to be possible the total system latency must be less than the 380 ns time of flight of the beam

between the upstream phase monitors and the first kicker in the TL2 chicane (approximately

114 m of beam line). The system latency includes the latencies of each hardware component,

namely the phase monitor electronics, FONT5a board and amplifier, as well as the signal

transit time in all the associated cabling. As mentioned previously the cabling is the largest

contribution, and includes cables from the phase monitors to the electronics in the klystron

gallery, to and from the FONT5a board, and from the amplifier in the klystron gallery to

the kickers in TL2.

Table 5.5 shows approximate latencies for each part of the PFF system. The length of

the kicker cables was introduced in Section 5.5.1, with the 175 ns value in the table including

the 3 ns added by the patch panel cable lengths. 2 m coaxial cables from the phase monitor

electronics to the FONT5a board, and from the FONT5a board to the amplifier, both add

10 ns to the system latency. The total latency of the phase monitors and their electronics,

including approximately 10 m of cabling between the monitors and the electronics in the

klystron gallery, was measured to be 50 ns [55]. The latency of the FONT5a board, including

the time to process the input signals and calculate and apply the appropriate output, is
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Figure 5.28: Beam pickup on the kicker strips as seen on amplifier monitoring signals.

60 ns as mentioned in Section 5.1.1. Finally, the estimated amplifier latency is around 30 ns,

although precise measurements of this have not been made [86].

Overall the latency of the complete PFF system is therefore expected to be 335 ns,

meeting the latency requirements and meaning that the correction signal should arrive at

the first kicker 45 ns before the beam in the case where the correction is output as soon as

possible. The outputs of the FONT5a board are delayed in order to synchronise the arrival

time of the correction with the beam, as discussed in Sections 5.5.3 and 5.5.4.

5.5.3 Absolute Timing

Using Beam Pickup

When the beam traverses the kickers, image currents induce a voltage at the upstream and

downstream ports of the kicker, which is visible on the amplifier monitoring outputs for the

transients at the beginning and end of the pulse [35]. This is referred to as beam pickup on

the kicker strips. Figure 5.28 shows an example of beam pickup as seen on one of the amplifier

monitoring outputs (with each amplifier monitoring output giving a similar response). The

separation of the peaks in the beam pickup is equal to the CTF3 beam pulse length of 1.1 µs.

By comparing the timing of these peaks with respect to the start and end of the amplifier

output pulse, using the same amplifier monitoring signal, it is possible to ensure that the

correction output arrives synchronous to the beam.

An example of this is shown in Figure 5.29. A small constant voltage output of 0.1 V

(200 DAC counts) is used to drive the amplifier and both the resulting amplifier output
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Figure 5.29: Alignment between the amplifier output (square pulse) and the beam pickup
on the kickers strips (spikes) for an applied output delay of 0 ns (0 clock cycles). Sampled
at 192 MHz (5.2 ns per sample).
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Figure 5.30: Alignment between the amplifier output (square pulse) and the beam pickup
on the kickers strips (spikes) across the full range of possible output delays (as indicated by
the colour scale). Sampled at 192 MHz (5.2 ns per sample).
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pulse and the beam pickup, at samples 275 and 493, are visible in the figure. A small

output voltage is used so that the beam pickup can still be seen clearly in the presence of

the amplifier output pulse. Importantly, the DAC output is gated using the upstream phase

monitor diode signal (in other words, the constant DAC output is only enabled during the

time when the diode is non-zero) and this has two consequences. Firstly, the amplifier output

pulse has the same length as the beam pulse in the upstream phase monitor. Secondly, the

timing of the output is identical to what it would be in normal PFF operation. In the case

of Figure 5.29 the drive to the amplifier is output with minimal delay after the arrival of the

upstream diode signal at the FONT5a board. It can be seen that the amplifier pulse arrives

before the beam pickup, thus with the PFF system setup this way the correction would be

applied early.

This result therefore proves that the PFF system just meets the latency requirements,

with the overall time needed to transmit and process all the relevant signals being a few

tens of nanoseconds less than the 380 ns time of flight of the beam between the upstream

phase monitor and the first kicker. However, what is also clear in the figure is that the time

offset between the start of the amplifier pulse and the first beam pickup spike is much larger

than the time difference between the end of the amplifier pulse and the second beam pickup

spike. This is due to the energy transient across the first 100 ns of the CTF3 beam pulse

which is present in the upstream phase monitor but is then lost prior to the TL2 chicane,

predominantly in TL1. As a result the downstream beam pulse is shorter than the upstream

beam pulse which defines the length of the correction output. Therefore, in order to align

the correction output with the beam the signals from the end of the amplifier and beam

pulses must be used, not the start.

The firmware for the FONT5a board includes an output delay parameter that is used

to fine-tune the timing of the correction output sent to the amplifier (Section 5.1.1). This

can be done independently for each of the two correction outputs so that it can be ensured

the correction arrives in time with the beam in each kicker individually (the relative timing

of the two kickers is discussed in the Section 5.5.4). The delay can be varied in integer

steps between 0 and 31 cycles of the system clock, so up to 86.8 ns, in steps of 2.8 ns, for a

357 MHz clock. Figure 5.30 shows the effect of varying the output delay across the full range

of possible values, zoomed in on the end of the pulse. For all output delays the beam pickup

remains at sample 493, as expected. Meanwhile, the end of the amplifier pulse is moved

from before the beam pickup (output too early) to after the beam pickup (output too late).

To achieve the optimal correction timing the end of the amplifier pulse must be aligned with

the beam pickup and this is achieved with a delay of 7 clock cycles, or 19.6 ns, as shown

in Figures 5.31 and 5.32. This delay has been used for the latest PFF runs presented in

Chapter 6. Due to ambiguity in which point along the falling edge of the amplifier pulse

the beam pickup should be aligned to there may be a remaining error of up 3 clock cycles

(8.4 ns) in the exact alignment, and this can only be verified by beam based measurements

(not using the amplifier monitoring outputs).
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Figure 5.31: Alignment between the amplifier output (square pulse) and the beam pickup
on the kickers strips (spikes) for an applied output delay of 19.6 ns (7 clock cycles). Sampled
at 192 MHz (5.2 ns per sample).
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Figure 5.32: Alignment between the amplifier output (square pulse) and the beam pickup
on the kickers strips (spikes) for an applied output delay of 19.6 ns (7 clock cycles), zoomed
in to the end of the pulse. Sampled at 192 MHz (5.2 ns per sample).
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Using BPMs

This section presents one way in which the correction output timing can be determined using

a combination of the phase monitor measurements and a BPM signal downstream of the TL2

chicane.

The FONT5 (and FONT5a) board firmware provides the functionality to be able to

change the gain of each PFF correction output independently. This means it is possible to

apply the correction to only one kicker, or to kick the beam in the same direction in each

kicker (i.e. to use the same sign for the gain in each kicker, rather than gains with equal

magnitude but opposite sign). In both of these cases the kicked PFF orbit in the chicane

is not closed, thus the horizontal position along the beam pulse in a BPM after the chicane

depends on the shape and timing of the applied correction.1

Figure 5.33 compares the upstream phase, downstream phase and horizontal position (in

a BPM after the TL2 chicane) along the pulse in the case where the PFF correction is applied

with gains set to kick the beam in the same direction in each kicker, and with no output

delay applied in the FONT5 board. The data is taken in interleaved mode, with the plotted

phases shown using the PFF off data and the BPM trace being the difference between the

PFF on and PFF off data. Each signal is scaled and sign flipped where necessary to give

variations along the pulse with the same magnitude and sign, in arbitrary units. The BPM

and phase monitor signals are acquired with the same sampling frequency of 192 MHz, with

each aligned so that the end of the pulse is at the same sample number.

By taking the difference of the PFF off and PFF on data in the BPM any residual orbit

variations along the pulse not related to the PFF system are removed, thus the remaining

shape should match that of the PFF correction output, which in turn depends upon the

upstream phase. The downstream phase should also have the same shape as the upstream

phase with the PFF system off, within the limits of the upstream-downstream phase corre-

lation achieved at this time. During this measurement many oscillations along the upstream

phase were present, which usually are not desired but for this measurement are perfect points

of reference to check the time alignment of the signals. As expected the overall shape of the

residual horizontal position in the BPM along the pulse and the two phase signals is very

similar. The largest feature in the upstream phase that is present in all three signals occurs

at sample 671 in the upstream phase, with the location of the peak of this oscillation in the

phase signals and the BPM marked by vertical black lines in the figure. The peak as seen

in the BPM signal is clearly before the peak in the phase monitor signals thus in this case

the correction was applied early, with a measured offset of -36 ns between the peaks.

This measurement was repeated with four different correction output delays applied in

the FONT5 board, at delays of 0, 10, 20 and 30 clock cycles (0 to 84 ns), which includes

points where the correction is applied both early and late. Fitting the measured time offset

between the peaks in the BPM and the phase in the same way as before yields an optimal

correction output delay to apply of 39± 7 ns, or 14± 3 clock cycles (Figure 5.34). Applying

1In Section 5.3.2 it was shown that the corrected orbit is not perfectly closed in normal PFF operation
either. However, in this case no attempt at orbit closure is made so the measured effect seen in the BPMs
is much larger.
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Figure 5.33: Alignment of the upstream (green) and downstream (red) phase compared to
the applied kick as measured in a BPM after the TL2 chicane (blue) for an output delay
of 0 ns. Vertical black lines indicate the time shift between the phase and the kick for the
clearest feature visible in all three signals. Sampled at 192 MHz (5.2 ns per sample).
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Figure 5.34: Fitted time offset between the applied kick and the beam at different output
delays.
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Figure 5.35: Alignment between the applied kick as measured by a BPM after the chicane
(blue) and the phase signals (red downstream and green upstream) after applying the optimal
output delay in data analysis. Sampled at 192 MHz (5.2 ns per sample).

this delay in data analysis offline gives the result shown in Figure 5.35, in which the similarity

of the three signals becomes clear.

The optimal output delay of 39± 7 ns derived with this method does not agree with the

value of 19.6 ± 8.4 ns from the beam pickup based measurement discussed previously. The

result from the BPM measurement is closer to the estimated difference of 45 ns between the

beam time of flight and total system latency shown in Table 5.5. However, the results shown

for the BPM method were performed with the first, lower power version of the amplifier

and the FONT5 rather than the later FONT5a board. Although the updated hardware

components are expected to have similar latencies there were associated cabling changes

which may explain the difference between the two measurements. As a result the optimal

delay of 19.6 ns from the beam pickup measurement has been used in the PFF setup for the

results presented in Chapter 6. The BPM measurement will be repeated in the future to

verify that both methods give consistent results when the same hardware and cabling setup

is used.

5.5.4 Relative Kicker Timing

For the phase correction the absolute output timing sent to the first kicker, as derived above,

is the most critical as this defines the alignment of the applied phase shift in the chicane

with the beam. The second kicker’s purpose is then to counteract the kick created by the

first, ensuring the orbit after the chicane is closed (with the caveats already mentioned in
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Figure 5.36: Example of the residual kick (black) experienced by a beam traversing through
two kickers. A relative delay between the applied output to each kicker is applied, as well as
a different magnitude kick from each kicker (shown in blue and red). Dashed blue and red
lines show the kick start and end time for each kicker.

Section 5.3.2). For the purposes of orbit closure it is also important to ensure that the

correction arrives at the second kicker in time with the beam. As mentioned in Section 5.5.1

the beam time of flight between the kickers is about 36 ns, thus the correction must arrive at

the second kicker 36 ns later than the first kicker. Most of this difference should be accounted

for by the longer cable lengths for the second kicker, but the precise relative timing is checked

here. In this context the relative timing means the additional output delay that must be

applied to the FONT5a correction output for the second kicker with respect to the first in

order to ensure the correction is aligned in time with the beam in both kickers.

Figure 5.36 shows a simulated example of the expected effect of kicking the beam with a

relative time offset in each kicker, in this case with the output to the second kicker arriving

later than the first kicker (with respect to the beam pulse). The kickers are driven with

opposite polarity in the same way as the PFF system, and the first kicker is shown with a

larger output than the second. The total kick received in the chicane is given by the sum of

the two, as shown in the figure. In the ideal case the total/residual kick in the chicane should

be zero so that the orbit is closed after the chicane. However, with a timing offset between

the two kickers there are excursions in the orbit at the start and end of the pulse, where

only one of the two kickers receives its full drive. Due to the different amplitude of the two

kickers the residual kick is also non-zero in the central part of the pulse. With well-aligned

timing the residual kick would be constant along the full pulse length, or zero across the full

pulse length if the kicks had matched amplitudes.

By varying the relative timing of the two correction outputs on the FONT5a board (K1
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Figure 5.37: Measured position offset in a BPM after the chicane for different relative kick
delays (as indicated by the colour scale). Sampled at 192 MHz (5.2 ns per sample).
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Figure 5.38: Fitted peak position offset after the chicane vs. the applied relative kick delay.
Fits to the peaks at both the rising edge (blue) and falling edge (red) of the pulse are
shown. Dashed vertical lines show the fitted optimal delay in each case. Error bars show
the standard error on the measured position offsets.
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and K2 delay, see Section 5.1.1) and using a BPM after the TL2 chicane to measure the size

of the peaks at the start and end of the pulse resulting from the offset kicks (in the same way

as Figure 5.36) the optimal relative delay can be determined. The optimal relative delay is

the point that minimises the size of the peaks on the rising/falling edge of the pulse, with

the peak magnitude approximately linearly dependent on the delay. Figure 5.37 shows the

result of doing this, using a constant DAC output from the FONT5a board applied across

a 168 ns portion of the pulse. The horizontal position in a BPM after the TL2 chicane is

plotted for relative K2 delays ranging between -28 ns (K1 output delayed with respect to

K2) and +28 ns (K2 output delayed with respect to K1) (-10 to +10 clock cycles). Aside

from the asymmetry between the size of the peaks at the start and end of the pulse the

result is as expected from the example previously discussed. Note the non-zero position

offset in the central part of the pulse. Based on the orbit closure results in Section 5.3.2

this is predominantly due to optics differences leading to a non-closed orbit, rather than the

small difference in amplifier output voltage to each kicker.

Figure 5.38 shows the peak beam offset in the BPM versus the relative K2 delay. The

peak beam offset is defined as the difference between the maximum and minimum beam

position after the chicane between sample 425 and 447 for the rising edge, or sample 458 and

477 for the falling edge of the pulse (as seen in Figure 5.37). As the K2 delay approaches

the optimal value the variation in beam position in this range converges to the 0.3 mm offset

in the flat central part of the kicked pulse. The point of intersection between the two linear

fits shown (one for the points with a positive peak height and the other for points with a

negative peak) gives the optimal relative K2 offset to be 0.3± 1.4 ns (0.1± 0.5 clock cycles)

for the falling edge of the pulse. Repeating the procedure for the peaks at the rising edge of

the pulse gives a result of 5.3± 5.6 ns (1.9± 2.0 clock cycles), and the two results combine

to give an optimal value of 1.4± 1.7 ns (0.5± 0.6 clock cycles).

Relative K2 delays of both 0 and 2.8 ns (0 and 1 clock cycles have been used during PFF

operation, with no measurable difference between the two as this is outside the correction

bandwidth. Adding the absolute delay of 19.6 ns (7 clock cycles) derived in Section 5.5.3,

the final delays to apply in the FONT5a board are:

• K1 delay: 7 clock cycles (19.6 ns).

• K2 delay: 7 or 8 clock cycles (19.6 or 22.4 ns).

5.6 Summary

This chapter has described the design and operation of the feedforward controller, the

FONT5a board, and the kicker amplifiers, as well as verifying the function, and deriving

the optimal setup of, the PFF system.

The FONT5a board processes the upstream phase monitor signals and calculates the ap-

propriate voltage with which to drive the kicker amplifiers in order to correct the downstream

phase, as well as controlling the triggering of the amplifier and correction timing. Droop in
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the response of the ADCs was removed via the implementation of IIR filters. The use of

the small angle approximation in the calculation in firmware was shown to be valid. The

optimal PFF gain to set on the FONT5a board, taking in to account the beam conditions,

correction range and phase monitor calibration constants, was derived.

The amplifier provides four high voltage drive outputs, connected to the downstream

ends of the kicker strips, and terminates the four returning signals from the upstream ends

of the kicker strips. The amplifier response was shown to be linear for input voltages between

±1.2 V, with a maximum output of around 650 V for an input of ±2 V. Variations in the

amplifier voltage along the output pulse were shown to be small.

The downstream phase was shown to linearly depend on the kicker voltage as required

for the PFF system. With the maximal amplifier input voltage of ±2 V, the phase shift

is ±5.5 ± 0.3◦, defining the correction range of the PFF system and in agreement with the

hardware and optics specifications. It was also demonstrated that the applied phase shift can

be varied along the pulse, with the shape of the applied correction being the inverse of the

input phase as required. However, there is currently a dependence of the downstream beam

orbit on the kicker voltage, as the optics used in the TL2 chicane has not been completely

nominal to date.

The PFF system has been shown to meet the latency requirements, with the largest

contribution being the 170 ns signal transit time in the cables between the amplifier and the

first kicker. By observing beam pickup on the kickers it was determined that the FONT5a

correction outputs should be delayed by an additional 20 ns in order to synchronise their

arrival at the kickers with the beam. As the difference in cable lengths for each kicker is

similar to the beam time of flight between the kickers, the correction signal for each kicker

can be output from the FONT5a board at close to the same time.



Chapter 6

PFF System Performance

Over the course of 2014 and 2015 much experience has been gained with the PFF system and

vast improvements have been made to the system setup, hardware performance and beam

conditions as discussed in previous chapters. In all cases a reduction in downstream phase

jitter has been achieved. This chapter presents and discusses the performance of the PFF

system in the context of the results achieved under the best overall conditions achieved to

date at CTF3 1.

6.1 Stabilisation of Phase Jitter

The results presented here show the best corrected downstream phase jitter obtained to date

at CTF3 with the PFF system. Naturally, this was only possible after the vast improve-

ments and optimisations presented throughout the rest of the thesis. The data was taken

during the best beam conditions currently achieved at CTF3 in terms of phase propagation,

following a series of R56 and beam energy optimisations using the same methods discussed

in Chapter 4. At the same time the phase monitor resolution was improved to below 0.2◦

after switching to mechanical phase shifters (Section 3.8). Finally, updates to the kicker

amplifiers (Section 5.2), which doubled the correction range compared to earlier tests, were

an important improvement.

The data were taken as one of a sequence of short measurements, with small changes to the

gain made between datasets in an attempt to empirically determine the optimal gain. Results

from the other datasets in this sequence are discussed in the following section to demonstrate

the phase stability achieved on longer time scales and to discuss the current limitations of

the correction. The individual dataset shown here comprises 150 pulses taken in interleaved

mode, with the correction applied to alternating pulses as described in Section 5.1.1. The

gain was set to 800 units, corresponding to an actual applied correction of 1.3 times the

upstream phase using the conversion factor calculated in Section 5.4.1.

1The datasets shown in this chapter were taken on 20th November 2015. Recently, in 2016, it has been
possible to reproduce the lowest phase jitter result presented here, but this is beyond the scope of this thesis.
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Figure 6.1: Phase along the pulse upstream (green) and downstream with the PFF system
off (blue) and on (red). Vertical black lines mark the region within which the correction is
not saturated.

6.1.1 Correction of Pulse Shape

Figure 6.1 shows the phase point by point along the pulse upstream, downstream with the

PFF system off and downstream with the PFF system on. The value at each point is its

mean taken across the 75 PFF on or 75 PFF off pulses in the dataset. The region of the

pulse that is used to calculate the mean and other statistics throughout this chapter is also

indicated, and will be referred to as the sample range. This range is chosen to cover the

maximal proportion of the pulse within which the the correction is not being saturated as a

result of the phase sag (plus jitter) exceeding the ±5.5◦ correction range. It covers a total

of 81 samples at 5.2 ns per sample, giving a total time span of 422 ns.

Following the optimisation of the phase propagation, described in Chapter 4, the overall

shape of the upstream and (uncorrected) downstream phase along the pulse are very similar,

although small uncorrelated variations are still visible. These uncorrelated differences are

then visible in the corrected downstream phase, although the overall ability of the PFF

system to flatten the CTF phase sag within the sample range is strikingly clear. The original

peak-to-peak variation in the mean downstream phase along the pulse within the indicated

range is 5.76± 0.14◦ with the correction off. With the correction applied this is reduced to

0.65± 0.07◦. Outside the central region of the pulse the amplifier is saturated, and the PFF

system can no longer correct the shape of the phase along the pulse. The only effect is to

shift the phase by the maximum possible correction of 5.5◦.

Figure 6.2 expresses the effect of the PFF system on the phase along the pulse within

the central region in terms of the distribution of ‘flatness’ values for each pulse in the data

set with PFF system off and on. For each pulse the flatness value is defined as the standard
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Figure 6.2: Flatness of the initial (blue) and corrected (red) downstream phase along the
pulse.

deviation in the point-by-point phase across the sample range. In this case the flatness value

of each pulse therefore corresponds to the standard deviation of 81 values (the length of the

sample range). A pulse with a flatness value of zero would have constant phase across the

whole sample range, with no small variations such as those seen in Figure 6.1. The value is

also insensitive to the jitter on the overall mean pulse phase seen later in Section 6.1.2. In

Figure 6.2, the initial uncorrected downstream pulse flatness of 1.68± 0.02◦, dominated by

the phase sag at CTF3, is reduced to 0.26± 0.01◦ with the correction applied. On average,

the corrected pulses are 6.5± 0.3 times ‘flatter’ than the uncorrected pulses.

6.1.2 Correction of Mean Phase

This section considers the mean phase, which is calculated as the average phase of each pulse

across the sample range shown in Figure 6.1. The initial correlation between the upstream

and downstream phase in this dataset, as shown by the distribution in Figure 6.3, is 0.93±
0.04. This gives a theoretical limit of a factor 2.7 ± 0.4 reduction in the downstream jitter

using Equation 4.5. The uncorrected downstream jitter of 0.74±0.06◦, and consequently the

downstream-upstream jitter ratio of 1.1 ± 0.1 are the lowest achieved at CTF3. With this

initial jitter, and the theoretical reduction factor of 2.7±0.4, the lowest corrected downstream

jitter that could be achieved is then 0.27± 0.05◦. The aforementioned correlation and jitter

ratio combine to give an optimal gain of 1.0 ± 0.1 (Equation 4.4). The actual system gain

of 1.3 is therefore slightly larger than the optimal value.

The second distribution of points in Figure 6.3 shows the effect of the PFF correction

on the phase distribution. The downstream phase jitter is reduced from 0.74 ± 0.06◦ to

0.28±0.02◦, a reduction of a factor 2.6±0.3. Within the errors this agrees with the theoretical
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Figure 6.3: Mean downstream phase plotted versus the upstream phase with the PFF system
off (blue) and on (red).
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Figure 6.4: Simulated corrected downstream phase using optimal gain and unlimited correc-
tion range plotted against the upstream phase (green). The initial downstream phase (blue)
is also shown.
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Correction Status σu σd Correlation
PFF Off 0.69± 0.06◦ 0.74± 0.06◦ 0.93± 0.04
PFF On 0.57± 0.05◦ 0.28± 0.02◦ 0.19± 0.12

PFF Simulated 0.69± 0.06◦ 0.27± 0.02◦ 0.06± 0.12

Table 6.1: Summary of results for the dataset in which the lowest downstream phase jitter
has been achieved. Statistics are calculated using the mean phase.

limit derived previously given the beam conditions in this dataset. The correction acts to

remove almost all correlation between the upstream and downstream phase, rotating the

distribution as seen in the plot. The correlation is reduced from 0.93± 0.04 to 0.19± 0.12.

In terms of the achieved downstream phase jitter it should be noted, however, that the

measured upstream jitter of 0.57±0.05◦ across the pulses with the PFF correction on in this

dataset is lower than the 0.69± 0.06◦ measured without the PFF system (Table 6.1). This

is assumed to be a statistical fluctuation rather than being a systematic difference between

the odd and even pulses at CTF3 or an effect of the correction (which can only influence

the downstream phase). Across the PFF off pulses the ratio between the downstream and

upstream phase jitter is 1.1± 0.1. If this same ratio applied to the PFF on data, the lower

initial upstream phase jitter of 0.57±0.05◦ would have corresponded to an initial uncorrected

downstream phase jitter of 0.61 ± 0.09◦ across the PFF on pulses (instead of the assumed

0.74 ± 0.06◦). In this case the true factor reduction in the corrected downstream jitter

achieved with the PFF system may be closer to 2.2± 0.4, and a corrected downstream jitter

of 0.23± 0.05◦ may have been theoretically possible.

With interleaved data it is also possible to simulate the expected effect of the correction

empirically, as an additional point of comparison between the achieved and expected results,

as well as verifying that the complete behaviour of the system is understood. The distribution

of simulated corrected phases is shown in green on Figure 6.4. It is derived by taking the

initial distribution with the PFF system off and subtracting the upstream phase, multiplied

by the gain factor, from the downstream phase. This exactly mimics what the feedforward

system would have done if it had been applied to the even pulses in this dataset, and can

be directly compared to the odd pulses taken at the same time with the actual correction

applied. In this example the simulation shown is the ideal case, considering a correction

with infinite range and bandwidth applied with the optimal gain. The simulated corrected

downstream jitter of 0.27± 0.02◦ agrees with the theoretical limit of 0.27± 0.05◦ previously

derived. The achieved jitter of 0.28±0.02◦ matches both the theoretical and simulated jitter

predictions within the error, giving confidence that the overall PFF setup in this dataset

(after all the commissioning steps discussed in Chapter 5) was close to optimal. There is

perhaps some room for improvement due to the difference between the upstream jitter in the

PFF on and off data as well as the larger than ideal gain, as mentioned previously, and this

will be elaborated on in Section 6.2. Nevertheless, this result clearly demonstrates stability

on the mean phase approaching the CLIC target of 0.2 degrees at 12 GHz and demonstrates

that achieving this stability with a PFF system is feasible.
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Figure 6.5: Phase jitter along the pulse upstream (green) and downstream with the PFF
system off (blue) and on (red).
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Figure 6.6: Comparison between the achieved downstream phase jitter along the pulse (red)
and a simulation of the corrected jitter using optimal gain and unlimited correction range
(black).
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6.1.3 Phase Jitter Along the Pulse

Figure 6.5 shows the overall phase jitter at each sample along the pulse upstream and

downstream with the PFF system off and on. These jitter values contain components coming

from both the jitter on the overall mean pulse phase discussed initially and from the variations

along the pulse (the non-zero flatness of each pulse). These jitter values are therefore larger

and taking the mean sample jitter within the sample range an initial downstream jitter of

0.79 ± 0.02◦ is reduced to 0.36 ± 0.01◦ by the correction in this case, a reduction by more

than a factor two. There are also variations of up to a factor two in the jitter that was

measured at each sample point, the lowest jitter being 0.27 ± 0.02◦ at time 802 ns and the

worst 0.52 ± 0.04◦ at time 552 ns. The corrected jitter along the pulse within the central

sample range also agrees with the simulated result of 0.38 ± 0.01◦ using the interleaved

pulses without the correction applied, as shown in Figure 6.6. Outside the sample range the

PFF performance is degraded as the phase sag along the pulse exceeds the ±5.5◦ correction

range. The simulation assumes infinite correction range in this case, and therefore yields

lower phase jitters than the actual system at the start and end of the pulse.

Although the largest component of phase jitter at CTF3 is on the pulse mean, effects such

as energy variations along the pulse cause differences in the jitter and upstream-downstream

phase correlation at each sample point (as seen in Section 4.7, for example). This leads to

the variations in the achievable corrected downstream jitter along the pulse seen here, which

can only be improved by further fine-tuning of the CTF3 injector stability and optics.

6.1.4 CLIC Pulse Length

The phase stability requirements as needed for CLIC lie somewhere in-between the results

presented on the mean phase and the phase point by point along the pulse. This section

aims to express the achieved phase jitter in a way that is more relevant to CLIC.

At CLIC high frequency variations are well filtered by the drive beam recombination

scheme and the filling time of the accelerating structures [14]. The scheme is therefore

insensitive to features faster than around 30 ns. As the signals at CTF3 are acquired at

192 MHz (on the SiS digitisers, Section 3.4), or 5.2 ns per sample, five samples can be

averaged to remove any high frequency components to which CLIC would not be sensitive.

The effect of doing this on the downstream phase jitter is shown in Figure 6.7. Although

there is a consistent reduction in jitter along the pulse the overall effect is small, up to a

maximum of 0.06◦. Some small peaks in jitter are removed by the averaging, although in

most cases the reduction is predominantly due to reducing digitiser noise in the measurement,

as opposed to actual high frequency features in the beam phase.

Also, the results up until this point have been calculated across the longest possible por-

tion of the CTF3 pulse within which the correction is not saturated – a time span of 422 ns.

At CLIC the combined pulse length is only 240 ns, and thus a further small improvement in

the quoted achieved phase jitter can be achieved by using a sample range of this length. A

240 ns sample range is shown and compared to the original 422 ns range in Figure 6.7.
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Figure 6.7: Original downstream phase jitter along the pulse sampled at 192 MHz (blue)
compared to the phase jitter along the pulse using the average of 5 samples (red). Dashed
vertical blue lines mark the sample range used for Sections 6.1.2–6.1.3. Vertical red lines
show a 240 ns sample range relevant for CLIC.

The final achieved downstream phase jitter at CTF3, across the CLIC pulse length and

with high frequency features removed, is 0.33± 0.01◦. This is the figure of merit which must

be reduced to 0.2◦ at CLIC.

6.2 Limitations of the PFF System Performance

The remainder of this chapter discusses remaining operational issues for the PFF system

largely resulting from drifts in the CTF3 beam conditions. This section therefore discusses

the status of the correction across longer time scales, presenting both the level of corrected

phase jitter that can currently be achieved routinely and to highlight areas where improve-

ments are still needed both in the PFF setup itself and the beam conditions. Being able to

regularly demonstrate and maintain corrected downstream phase jitters at the level achieved

in the best dataset shown previously on the mean phase (below 0.3◦), is one of the key re-

maining goals for the PFF prototype. To be concise this section focuses on the mean phase

jitter, though exactly the same arguments can be applied to the correction of the jitter along

the pulse and the pulse shape.

6.2.1 Phase Monitor Resolution

The quoted initial and corrected phase jitters throughout this chapter and the thesis as a

whole are the measured phase jitters including the contribution of the phase monitor reso-
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lution. The true achieved corrected downstream beam phase jitter is therefore slightly less

than these measured values. The actual beam jitter can be given by (using Equation 3.15):

σ2
b =

√
σ2
m − σ2

n (6.1)

where σb is the actual phase jitter of the beam, σm is the usually quoted measured phase

jitter, and σn is the phase monitor resolution. The precise phase monitor resolution in each

dataset is not known as it can vary depending on sensitivities of the electronics to sources

of noise in the klystron gallery, for example (Section 3.9). There is also ambiguity on the

resolution of the downstream phase monitor in particular, as this cannot be measured in

situ. For the purposes of this section a typical measured resolution of 0.20◦ (point-by-point

phase) or 0.17◦ (mean phase) will be assumed.

With these resolution values, the measured mean downstream phase jitter of 0.28◦ achieved

in Section 6.1 would correspond to an actual downstream beam phase jitter of 0.22◦. Sim-

ilarly, the measured point-by-point jitter along the pulse of 0.36◦ would correspond to an

actual point-by-point beam phase jitter of 0.30◦. Finally, for the results across a CLIC pulse

length in Section 6.1.4, the measured jitter of 0.33± 0.01◦ would correspond to 0.28± 0.01◦

beam jitter. The effect could be larger or smaller depending on the precise phase monitor

resolution in this dataset. To avoid ambiguity between the measured and beam phase jitter

the CLIC PFF system should ideally plan to use pairs of upstream and downstream phase

monitors, thereby allowing in situ resolution measurements both upstream and downstream,

as well as aiming for a phase monitor resolution much better than 0.2◦.

The effect of the phase monitor resolution is indirectly included in the theoretical predic-

tions and simulations of the achievable corrected phase jitter presented in this chapter via

the measured upstream-downstream phase correlation, which depends on the phase moni-

tor resolution (Equation 3.25). However, in general this is a small effect compared to the

limitations of the phase propagation and non-optimal PFF setup (Sections 6.2.2–6.2.4).

6.2.2 Beam Conditions

Figure 6.8 shows the history of the mean phases upstream and downstream with the cor-

rection on and off during one afternoon of data taking. The PFF system was not operated

continuously throughout this two and a half hour period but 15 individual datasets of a few

hundred pulses each were taken and these results have been combined to create a large sam-

ple of 3083 interleaved pulses (1541 with the correction on and 1542 with the correction off).

The time span of each individual dataset during the overall data taking period is indicated

on the figure. The data presented in Section 6.1, showing the lowest downstream phase jitter

achieved to date, was taken from the 15:38 dataset on this afternoon. Note that the large

jump in the downstream phase between the 16:00 and 16:04 datasets was caused by changes

made to magnetic correctors in the TL2 chicane in order to re-optimise the beam orbit and

transmission to the downstream phase monitors at this time. In Figure 6.9 the mean phase

is subtracted (separately for the upstream, downstream PFF off and downstream PFF on

phase) from each dataset to remove this effect, making a comparison between datasets eas-

ier. It is important to emphasise that, apart from this jump in the downstream phase, the
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Figure 6.8: History of the mean phase upstream (green) and downstream with the PFF system off (blue) and on (red) across several
hours. Vertical black lines mark the start time and span of each individual dataset. The start time of each dataset is also indicated at
the top of the plot. There is 1.2 s between beam pulses at CTF3.
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Figure 6.9: Mean phase history from Figure 6.8 with the mean phase offsets of each individual dataset subtracted. There is 1.2 s between
beam pulses at CTF3.
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overall picture is a fair reflection of the (uncorrected) phase stability at CTF3 in optimal

conditions.

Figure 6.10 shows how the mean beam energy and the beam energy jitter varied during

the afternoon. The mean relative beam energy offset varies between 1.8 ± 0.1 × 10−3 and

−1.9±0.1×10−3, with an overall trend of decreasing energy with time. Meanwhile the relative

energy jitter varies by up to a factor 3 between datasets, between 0.56± 0.05× 10−3 (in the

record 15:38 dataset) and 1.6±0.1×10−3 (in the 16:44 dataset). In Section 4.5.1 it is shown

that mean energy offsets and energy jitters at this level are by themselves expected to reduce

the upstream-downstream phase correlation to below 90% due to the effects of T566 (second

order phase-energy dependences). The remainder of this section and Section 6.3 focuses on

how various drifts and changes during the afternoon affected the performance of the PFF

system, largely in terms of the system setup. However, like the phase monitor resolution

it will be seen that deviations from the optimal PFF system setup have only a small effect

compared to the limitations placed by the phase propagation (initial upstream-downstream

phase correlation and jitters). The phase propagation has been discussed extensively in

Chapter 4, thus is only mentioned in brief here.

Figure 6.11 shows one example of how energy related effects influence the phase propaga-

tion during the afternoon. The horizontal axis shows the difference between the phase-energy

correlation upstream and downstream, which should be zero in the ideal case. For large dif-

ferences between ρdp (downstream phase-energy correlation) and ρup (upstream phase-energy

correlation) the upstream-downstream phase correlation (ρud) is degraded. Section 4.5.3 dis-

cussed new feedbacks being implemented at CTF3 in order to improve the energy stability,

which is likely to be the most significant area of improvement for future PFF tests.

6.2.3 Upstream Phase Drifts

Over the course of the data taking period the mean upstream phase, in green, varies by ten

degrees peak-to-peak or 1.75 ± 0.02◦ in terms of root-mean-square variation (Figure 6.8).

The main sources of drifts are temperature related effects and instabilities of the klystrons

at CTF3 [73]. Small drifts of up to a few degrees in the upstream phase are not an issue for

the performance of the PFF correction providing the correlation between the upstream and

downstream phase is not degraded. However, larger drifts may lead to a loss in correlation,

for example if the source of the drift is a variation in beam energy due to the issues discussed

in Chapter 4. The variation of the correlation between datasets is discussed in Section 6.2.4.

Larger changes in the upstream phase such as the ten degree drift seen here may also

impact the PFF performance purely via the limited correction range of ±5.5◦ combined

with the phase sag along the CTF pulse. Indeed the PFF prototype’s main purpose is not

to remove any large, slow phase drifts but rather the faster pulse-to-pulse jitter and high

frequency variations along the pulse. The phase shift applied by the PFF correction at each
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Figure 6.10: Mean relative energy offset (top) and energy jitter (bottom) in each dataset
during the data taking period. Error bars show the standard error on the measured values.
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Figure 6.11: Upstream-downstream phase correlation (ρud) plotted against the difference
between the upstream phase-energy and downstream phase-energy correlation (ρup − ρdp).
Error bars show the standard error on each quantity for each dataset.
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Figure 6.12: Fraction of pulses within the correction range of ±5.5◦ at each sample point.
The blue line shows the ideal case with a mean phase of zero across the central part of the
pulse. The red line shows the effect of a operating the PFF system with a static 2 degree
offset in this region. Sampled at 192 MHz (5.2 ns per sample).

sample along the downstream phase, ∆φd(t), is given by:

∆φd(t) =


−5.5◦, if gφu(t) ≥ +5.5◦.

+5.5◦, if gφu(t) ≤ −5.5◦.

−gφu(t), otherwise.

(6.2)

where φu(t) is the upstream phase at each sample point and g is the gain factor used. As

the optimal gain (Section 4.1) for the correction is typically larger than unity due to the

slight amplification in the downstream phase jitter with respect to the upstream jitter, the

range of the PFF system in terms of the upstream phase is less than ±5.5◦ (for example

±4.6◦ for the 15:38 jitter record dataset with a gain of 1.3). Any point along the upstream

phase with |gφu(t)| > 5.5◦ receives the maximum 5.5◦ phase shift downstream but can not be

corrected to zero, with this remaining residual degrading the corrected phase jitter that can

be achieved. Samples with |gφu(t)| > 5◦ will also receive a slightly non-optimal correction

due to the effects of the amplifier entering saturation, shown in Section 5.2.2, although this

effect is not yet considered in the discussion here.

Figure 6.12 shows the fraction of pulses for which the optimal correction is within the

correction range in the combined dataset. During the setup of the PFF system it is necessary

to choose the zero point for the correction, i.e. the incoming upstream phase at which the

correction output to the kickers is 0 V. This is done in the PFF firmware on the FONT5a

board by varying the channel offset (Section 5.4.3). The optimal channel offset zeroes the

mean phase taken across the part of the pulse where the best correction is desired (usually
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Figure 6.13: Mean offset between the initial and corrected downstream phase in each dataset.

the flatter central part of the pulse at CTF3). In this case the effects of limited correction

range are minimised, as the full ±5.5◦ range can be used to remove variations about the

mean phase, rather than also having to remove a static phase offset in the overall mean.

When the channel offset is optimal the ideal correction across a 310 ns portion of the pulse

is within the ±5.5◦ range 96% of the time.

However, as to date the channel offset has been set manually small deviations from the

ideal case are possible. Figure 6.12 also shows the fraction of pulses within the correction

range if there is a static two degree offset in the upstream phase. In this case as many as 39%

of pulses are outside the correction range within the normally correctable central region of the

pulse. To mitigate these effects, and to get the largest reduction in jitter possible within each

individual dataset, the channel offset is normally adjusted on the FONT5a board between

datasets. As a consequence of this, differences in the upstream phase between datasets are

not removed in the corrected downstream phase, as the zero point for the PFF correction is

effectively moving with the phase drifts during the data taking period.

The accuracy to which the channel offset for the upstream phase has been set can be

inferred by comparing the mean downstream phase in each dataset with the correction on

and off in Figure 6.8. In the ideal case the mean phase should be identical with the PFF

system on and off, so that the full correction range is being used to correct jitter about

the mean as mentioned previously. Although this is the case for some datasets, such as

the 15:38 dataset, a clear difference between the two is often present, most visible in the

datasets between 16:39 and 16:50 in which the corrected phase is clearly shifted several

degrees with respect to the uncorrected phase. The absolute offset in each dataset is plotted

in Figure 6.13. In the region between 16:22 and 16:50 the offset rises above 2◦. The mean

offset across the combined dataset is 1.5± 0.2◦.
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In the following sections it will be shown that the effect of the non-optimal set point for

the offset is small overall, although there is a noticeable degradation in the jitter that can

be achieved in the datasets with the largest offsets. In any case, implementing an automatic

procedure to set the zero point for the correction optimally in the FONT5a DAQ would be a

useful improvement to the PFF setup procedure. This would involve adding a new module

to the LabVIEW DAQ that keeps a history of the mean upstream phase (ADC2 output),

and then slowly updates the ADC2 channel offset at regular intervals in order to zero the

measured phase. For example, if the mean ADC2 output across the previous time period

was +300 counts, the new LabVIEW module would change the ADC2 channel offset by -300

counts so that the mean is brought to zero. The full range of the PFF system can then be

used to correct jitter about the mean, rather than removing static phase offsets. However, if

the zero point for the correction was regularly updated in this way slow drifts in the phase

would not be removed by the PFF system. To remove these drifts a complimentary slow

phase feedback, utilising magnetic correctors in the TL2 chicane, would have to be run in

parallel with the PFF system [41].

6.2.4 Gain Stability

Another PFF parameter that has been mostly set up empirically to date is the feedforward

gain. Historically, the gain set point for the PFF prototype has been determined by a

combination of viewing the results of gain scans and by observing the flatness of the corrected

downstream phase in online displays of the phase monitor signals. If, for example, the

applied gain is too large this can be quickly seen in the online monitors as the PFF system

will act to invert the original phase sag along the pulse. In this way it is relatively simple

to find the approximate gain set point and to further fine-tune it by varying the gain in

small steps between datasets. In later PFF attempts this approach was complimented by

implementing an online display of the optimal gain, given the latest values for the upstream

and downstream phase jitters and correlation. However, in this section it will be shown that

due to drifts in the beam conditions at CTF3 there are large variations in the optimal gain

between datasets, and these variations are rarely accurately followed in the PFF setup when

using this empirical approach.

The optimal gain depends on the downstream-upstream phase jitter ratio and the cor-

relation (Section 4.1). In Figures 6.8 and 6.9 large differences in the phase stability in each

dataset are clearly visible, comparing for example the large phase jumps in the 15:26 and

16:50 datasets to the comparatively calm periods at 15:38 and 16:17. This is summarised

in Figure 6.14, which shows the upstream and downstream (PFF off) phase jitter across

the 5–10 minute time period of each dataset. Over the course of the data taking period

the mean upstream and downstream phase jitter both vary by around a factor two — the

upstream jitter between 0.61 ± 0.04◦ in the 16:17 dataset and 1.08 ± 0.08◦ at 16:22, and

the downstream jitter between 0.74 ± 0.06◦ at 15:38 and 1.89 ± 0.13◦ at 16:50. Given the

same correlation, a factor two increase in the uncorrected downstream jitter also doubles the

corrected downstream phase jitter that can be achieved with the PFF system (Equation 4.5).

Also of key importance for the PFF correction is that not only are there large variations
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Figure 6.14: Upstream (pink) and downstream (blue) phase jitter in each dataset, as well as
the ratio between the two (dashed black).
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Figure 6.15: Upstream-downstream phase correlation (ρud) in each dataset with PFF off.
The shaded region shows the approximate error on the correlation measurement.
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in jitter between datasets but additionally in the downstream-upstream jitter ratio (dashed

line in Figure 6.14). In fact, the only dataset in which the upstream and downstream jitter

are comparable is the record 15:38 dataset (with a ratio of 1.1± 0.1). In all other datasets

the downstream jitter is more than 1.3 times larger than the upstream jitter, reaching a

maximum amplification of 2.2 ± 0.2 in the 16:50 dataset. The mean ratio across the 15

datasets is 1.48± 0.04.

As well as the jitter ratio, the upstream-downstream phase correlation also varies between

datasets, as shown in Figure 6.15. The worst correlation is 0.80± 0.04 in the 15:26 dataset

and the best 0.96 ± 0.03 in the 16:54 dataset. Although this has a much smaller (20%)

effect on the optimal gain than the factor 2 variation in jitter ratio, it has a large effect

on the theoretical jitter improvement that can be achieved with the PFF system due to

the dependence on the correlation in Equation 4.5. With 80% phase correlation only a

theoretical factor 1.7 reduction in the downstream phase jitter can be achieved, whereas

with 96% correlation this is increased to a factor 3.6.

There is no observed dependence of the phase jitter ratio on the phase correlation, as

shown in Figure 6.16, so the effects of varying correlation and jitter ratio on the optimal

gain are independent. They combine to give the optimal gain plotted in Figure 6.17. As

it is dominated by the differences in jitter ratio, the gain also varies by close to a factor

two, varying from 1.0 ± 0.1 in the 15:38 dataset to 2.0 ± 0.3 in the 16:00 dataset. The

actual gain factor used in the dataset is also shown. The PFF system was designed under

the assumption that the correct system gain would be approximately constant with time.

As a result, although in places the empirically derived gain that was used follows the trend

of the optimal gain, the changes are much smaller and it is clear that the real gain was

systematically non-optimal. The smallest gain actually used was 1.2 (at 15:51) and the

largest 1.5 (15:26 and 16:00). However, the overall mean of the used gain across the data

taking period of 1.3± 0.1 agrees with the mean of the optimal values (1.4± 0.3).

The impact of the real system using non-optimal gain is discussed in Section 6.3. Of

course, in the ideal case the stability of beam conditions at CTF3 would be improved so that

the variations in optimal gain over the course of a few hours are much smaller than those

shown here. Nevertheless, an automatic gain optimisation procedure could be another area

of interest for future PFF attempts. Particularly if the gain were automatically updated

in real time during long datasets a significant reduction in jitter could be achieved. Like

the offset this could be achieved by adding a new module to the LabVIEW DAQ. In this

case the module would measure the current beam conditions (upstream-downstream phase

correlation, upstream jitter and downstream jitter) and then use Equation 5.10 to calculate,

and set, the optimal gain. This process would only work for interleaved data, in which the

initial correlations and jitters can be calculated using the alternating pulses for which the

PFF correction is not applied. With the PFF system turned on permanently a different gain

optimisation technique would be required, such as an iterative procedure aiming to zero the

correlation between the upstream and corrected downstream phase.
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Figure 6.16: Upstream-downstream phase correlation (ρud) vs. jitter ratio (σd/σu). The
marker size and colour indicate the theoretical limit on the corrected downstream jitter in
each dataset (small, black markers represent the lowest jitters).
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Figure 6.17: Actual gain used in each dataset (blue) compared to the optimal gain (red) and
the ratio between the two (dashed black).
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6.3 Achieved and Simulated Corrected Phase Jitter

It has been shown that the frequent drifts in both phase and downstream-upstream phase

jitter ratio have not been optimally taken in to account in the PFF setup in terms of the

actual offset and used gain. Nevertheless, even with a sub-optimal setup a large reduction in

the downstream phase jitter can be achieved in all datasets. In the remainder of this section

it will be shown that considering these constraints the PFF system is achieving close to peak

performance, as well as highlighting the benefit that more accurate gain and offset control

would have.

Firstly referring back to Figure 6.16, the size (area) and colour of the markers in the plot

depend on the corrected downstream jitter that could be achieved in that dataset using the

optimal gain. This is to emphasise again that it is a compromise between high correlation

and low initial downstream jitter (and by extension low downstream-upstream jitter ratio)

that gives the best conditions for the PFF correction. For example, there are seven datasets

showing correlations above 93% in Figure 6.15, which is the correlation in the record 15:38

dataset. However, these datasets yield worse theoretical corrections than at 15:38, as 15:38

is the only dataset in which a high correlation and low upstream-downstream jitter ratio was

achieved at the same time.

Figure 6.18 and Table 6.2 show the simulated corrected downstream jitter chronologically

for each dataset with five different simulation setups:

• Unlimited: With unlimited correction range and the optimal gain (theoretical limit).

• Range: With ±5.5◦ correction range, the optimal gain and zero offset.

• Gain: With ±5.5◦ correction range, the actual gain used in the PFF system setup,

and zero offset.

• Offset: With ±5.5◦ correction range, the optimal gain, and the actual offset in the

PFF setup.

• All effects: With ±5.5◦ correction range, and the actual gain and offset used in the

PFF setup.

By comparing the results of these five simulations it is possible to identify which PFF

parameters are most critical for the correction performance. Later, by comparing the most

restricted simulation, including the real offset and gain, to the phase jitter actually achieved

it can be determined whether the PFF system is behaving as expected or whether there are

remaining effects that need to be understood.

With the ideal PFF setup the ±5.5◦ range set by the amplifier power is sufficient to be

able to optimally correct almost all the natural phase jitter, thus the difference between the

“Unlimited” and “Range” simulation is small. Depending on the dataset, the effects of using

non-optimal gain and non-optimal offset are much larger.

In the 15:26, 15:51, 16:11 and 16:17 datasets the gain and offset are close enough to

optimal so that all five simulations give close to the same result, with no further reduction in
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Figure 6.18: Simulated downstream jitter in each simulation setup: Unlimited (pink), Range
(blue), Gain (red), Offset (green) and All Effects (black).

Time Unlimited Range Gain Offset All Effects
15:26 1.01± 0.05◦ 1.04± 0.05◦ 1.04± 0.05 1.03± 0.05◦ 1.03± 0.05◦

15:38 0.27± 0.02◦ 0.27± 0.02◦ 0.31± 0.03 0.27± 0.02◦ 0.31± 0.03◦

15:51 0.41± 0.03◦ 0.41± 0.03◦ 0.41± 0.03 0.42± 0.03◦ 0.42± 0.03◦

16:00 0.60± 0.06◦ 0.65± 0.07◦ 0.76± 0.08 0.65± 0.07◦ 0.78± 0.08◦

16:04 0.36± 0.03◦ 0.36± 0.03◦ 0.37± 0.03 0.39± 0.03◦ 0.41± 0.03◦

16:11 0.44± 0.03◦ 0.44± 0.03◦ 0.45± 0.03 0.45± 0.03◦ 0.45± 0.03◦

16:17 0.44± 0.03◦ 0.44± 0.03◦ 0.46± 0.03 0.45± 0.03◦ 0.45± 0.03◦

16:22 0.57± 0.04◦ 0.58± 0.04◦ 0.58± 0.04 0.62± 0.04◦ 0.62± 0.04◦

16:39 0.46± 0.03◦ 0.47± 0.03◦ 0.48± 0.03 0.58± 0.04◦ 0.59± 0.04◦

16:44 0.76± 0.05◦ 0.77± 0.05◦ 0.82± 0.06 0.90± 0.06◦ 0.94± 0.07◦

16:50 0.91± 0.07◦ 0.93± 0.07◦ 1.07± 0.08 1.07± 0.08◦ 1.16± 0.08◦

16:54 0.42± 0.03◦ 0.42± 0.03◦ 0.48± 0.03 0.45± 0.03◦ 0.51± 0.04◦

17:00 0.42± 0.03◦ 0.43± 0.03◦ 0.44± 0.03 0.46± 0.03◦ 0.47± 0.03◦

17:21 0.43± 0.04◦ 0.42± 0.04◦ 0.42± 0.04 0.44± 0.04◦ 0.44± 0.04◦

18:00 0.47± 0.04◦ 0.48± 0.04◦ 0.49± 0.04 0.52± 0.04◦ 0.54± 0.04◦

Table 6.2: Downstream phase jitter for each simulation setup and dataset.
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Figure 6.19: Downstream phase jitter with the PFF system off (blue) and on (red) in each
dataset compared to the expected corrected jitter using the All Effects simulation (green).
The upstream phase jitter is also shown for reference (dashed black). Bands show the
standard error in the measured and simulated jitters.

σd ρud σd σd
Time σu PFF Off PFF Off PFF On Sim
15:26 0.99± 0.05◦ 1.72± 0.09◦ 0.80± 0.04 0.92± 0.05◦ 1.03± 0.05◦

15:38 0.57± 0.05◦ 0.74± 0.06◦ 0.93± 0.04 0.28± 0.02◦ 0.31± 0.03◦

15:51 0.74± 0.05◦ 0.98± 0.07◦ 0.90± 0.04 0.42± 0.03◦ 0.42± 0.03◦

16:00 0.69± 0.07◦ 1.82± 0.19◦ 0.94± 0.05 0.88± 0.09◦ 0.78± 0.08◦

16:04 0.79± 0.06◦ 1.24± 0.09◦ 0.96± 0.03 0.39± 0.03◦ 0.41± 0.03◦

16:11 0.70± 0.05◦ 0.95± 0.07◦ 0.89± 0.05 0.44± 0.03◦ 0.45± 0.03◦

16:17 0.61± 0.04◦ 0.80± 0.06◦ 0.83± 0.06 0.58± 0.04◦ 0.45± 0.03◦

16:22 0.99± 0.07◦ 1.50± 0.11◦ 0.93± 0.04 0.82± 0.06◦ 0.62± 0.04◦

16:39 0.96± 0.07◦ 1.36± 0.10◦ 0.94± 0.04 0.52± 0.04◦ 0.59± 0.04◦

16:44 0.84± 0.06◦ 1.67± 0.12◦ 0.89± 0.05 1.11± 0.08◦ 0.94± 0.07◦

16:50 0.88± 0.06◦ 1.89± 0.13◦ 0.88± 0.05 1.24± 0.09◦ 1.16± 0.08◦

16:54 1.08± 0.08◦ 1.58± 0.11◦ 0.96± 0.03 0.61± 0.04◦ 0.51± 0.04◦

17:00 0.85± 0.06◦ 1.35± 0.10◦ 0.95± 0.03 0.51± 0.04◦ 0.47± 0.03◦

17:21 0.84± 0.07◦ 1.18± 0.10◦ 0.93± 0.05 0.44± 0.04◦ 0.44± 0.04◦

18:00 0.95± 0.08◦ 1.40± 0.11◦ 0.94± 0.04 0.57± 0.05◦ 0.54± 0.04◦

Table 6.3: Summary of PFF system results for each individual dataset. The simulated results
are from the “All Effects” simulation in Table 6.2
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Correction Status σu σd ρud
PFF Off 0.88± 0.02◦ 1.40± 0.03◦ 0.89± 0.01
PFF On 0.86± 0.02◦ 0.72± 0.01◦ 0.48± 0.02

PFF Sim Unlimited 0.88± 0.02◦ 0.61± 0.01◦ −0.01± 0.03
PFF Sim All Effects 0.88± 0.02◦ 0.69± 0.01◦ 0.31± 0.03

Table 6.4: Summary of achieved and simulated results across the whole data taking period.

jitter possible by improving the PFF setup. For the other datasets a noticeable degradation

in phase jitter can be seen either as a result of the non-optimal gain or offset. For the

gain the largest effect on the achievable corrected jitter is seen at 16:00, with an increase

of 0.16 ± 0.10◦ due to the gain being around 20% smaller than optimal in this dataset.

Alternatively, in the period between 16:22 and 16:50 the offset in the PFF setup was above

2◦ and this gives an effect on the correction of the same magnitude as using non-optimal

gain. The maximal degradation in the achievable downstream jitter as a result of the offset

is 0.16±0.10◦ in the 16:50 dataset. With the effects of limited correction range, non-optimal

offset and non-optimal gain combined the achieved corrected jitter is expected to be up to

0.25± 0.11◦ worse than the theoretical limit (16:50).

The achieved downstream jitters with the actual PFF system are presented in Figure 6.19

and Table 6.3, along with the uncorrected downstream and upstream jitter and the most

realistic “All Effects” simulation of the expected performance. Overall the agreement be-

tween the downstream jitter achieved with the actual PFF system and the simulation is very

good. This gives confidence that the PFF system is behaving as expected and all the effects

limiting the current performance are understood and in principle can be improved to yield

lower jitter in future PFF attempts. However, there is a region between 16:17 and 16:44

where differences between the simulation and actual system can be seen. In particular, the

0.58±0.04◦ and 0.82±0.06◦ downstream jitter in the 16:17 and 16:22 datasets, respectively,

are noticeably worse than the simulated results of 0.45 ± 0.03 and 0.62 ± 0.04. The source

of this is not yet understood and possibly hints at additional areas for improvement in the

PFF setup.

Only the 15:38 dataset has a theoretical (and in all simulation scenarios) corrected down-

stream jitter of below 0.3◦ but in 10 out of 15 datasets a jitter of below 0.5◦ could have been

achieved with an optimal PFF setup (or in 6 out of 15 with the actual setup). Nevertheless,

the overall benefit of the PFF system is clear - the downstream phase jitter is reduced in

every dataset, with a maximum reduction factor of 3.2 in the 16:05 dataset (in which the

highest correlation of 96% was achieved).

Alternatively, rather than showing each individual dataset Figures 6.20—6.24 and Ta-

ble 6.4 present the upstream-downstream phase distribution and overall jitter improvement

with all the datasets combined. In order to yield meaningful results the mean upstream

and downstream phase (both with PFF on and PFF off) are subtracted separately for each

dataset. The effect of this can be seen by comparing Figure 6.8 (with no mean subtraction)

and Figure 6.9. Without this subtraction any calculated jitter and correlation values across

the combined dataset would be dominated by changes in the downstream phase resulting
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Figure 6.20: Histogram showing the downstream phase distribution with the PFF system
off (blue) and on (red) across the whole data taking period.

from changing the zero point (offset) for the correction between datasets, in addition to the

large step in the downstream phase between the 16:00 and 16:04 datasets due to a beam

setup change.

Overall, the actual system is able to reduce an initial downstream jitter of 1.40±0.03◦ by

a factor of two, down to 0.72± 0.01◦ (Figures 6.20, 6.21 and 6.22). Due to the non-optimal

setup in some datasets as shown the PFF system does not remove all correlation between the

upstream and corrected downstream phase, with the initial correlation of 0.89±0.01 reduced

only to 0.48± 0.02. With a completely optimal setup and unlimited correction range all the

correlation would be removed and the jitter could have been reduced further to 0.61± 0.01◦

(Figure 6.23). However, considering the constraints of the actual system and non-optimal

setup, the achieved downstream jitter and residual correlation are as expected (Figure 6.24).

Optimisations to the PFF system setup can therefore yield around a 15% reduction in

corrected downstream phase jitter in a typical dataset. To demonstrate a larger reduction

and achieve CLIC level phase stability both on short and long time scales at CTF3 the beam

conditions are more critical. Further improvements not only to the best phase propagation

(downstream phase jitter and upstream-downstream phase correlation) achieved so far but

also clearly to the stability of these conditions are required.
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Figure 6.21: Downstream phase vs. upstream phase with the PFF system off across the
whole data taking period.
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Figure 6.22: Downstream phase vs. upstream phase with the PFF system on across the
whole data taking period.
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Figure 6.23: Unlimited simulation of the downstream phase vs. upstream phase distribution
across the whole data taking period
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Figure 6.24: All Effects simulation of the downstream phase vs. upstream phase distribution
across the whole data taking period.
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6.4 Summary

With the best phase propagation conditions achieved to date and an optimised PFF system

setup, a measured mean downstream phase jitter of 0.28 ± 0.02◦ has been achieved with

the PFF prototype at CTF3. The stability of the phase along the pulse is also improved

significantly, with the amplitude of the phase sag and other static features in the phase

reduced by close to a factor seven, and an achieved point-by-point jitter of 0.36 ± 0.01◦.

Across a CLIC pulse length and excluding the phase monitor resolution component of the

measured jitter, these results correspond to a beam jitter of 0.28± 0.01◦, close to the CLIC

target of 0.2◦.

The routinely achievable corrected downstream phase jitter is closer to 0.4◦ on short time

scales, or 0.7◦ on the scale of hours. The main limitation is the phase propagation, with large

variations in the initial (uncorrected) downstream phase jitter and upstream-downstream

phase correlation between datasets. Nevertheless, it has also been identified that the methods

used to set the system gain and channel offset could be improved. Moving towards automated

procedures would yield a reduction of around 15% in the achieved corrected jitter for a

typical dataset. These results describe the status at the end of 2015. Recently, in 2016, the

stability of CTF3 has been improved and it has been possible to routinely achieve corrected

downstream phase jitters below 0.3◦.



Chapter 7

Conclusions

7.1 Summary

CLIC is a proposal for a future linear electron–positron collider in which 12 GHz, normal

conducting, accelerating cavities with an accelerating gradient of 100 MV/m are used to

achieve collision energies of up to 3 TeV. The RF power for these cavities is extracted from

a second, high intensity, drive beam. This two beam acceleration concept is a unique feature

of CLIC and the generation of and power extraction from the drive beam presents many

challenges. In particular, as the energy of the main beam is determined by the properties of

the drive beam there are strict tolerances on the drive beam stability. One such constraint

is on the phase stability, which must be 0.2◦ at 12 GHz or better to limit luminosity loss at

the collision point resulting from energy errors to below 1%.

As the expected drive beam phase stability is 2◦ at 12 GHz, CLIC requires the use of

a “phase feedforward” (PFF) system, which will improve the phase stability by an order

of magnitude. In the PFF system kickers are used to deflect the drive beam on to longer

or shorter paths in a chicane. Based on the phase measured in a monitor upstream of the

chicane, the kicker voltage is varied so that the bunches arriving early at the monitor are

deflected on to longer paths, and vice versa, so that the phase is on reference at the exit of

the chicane. By placing the monitor before a turnaround in the beam line the correction

signals can travel a shorter distance between the monitor and the kickers than the beam, thus

the correction can be applied to exactly the same beam pulse that was initially measured.

This thesis has studied the design, commissioning and operation of a prototype PFF system

at the CLIC test facility CTF3. The performance of all the components, including the

chicane optics, phase monitors, kickers, kicker amplifiers and feedforward controller, have

been meticulously verified, and a large reduction in phase jitter has been demonstrated, as

summarised below.

Changes were made to the TL2 transfer line at CTF3 in order to accommodate the PFF

kickers. Optics measurements of TL2, in Chapter 2, identified large errors in the MADX

model of the line. Adjusting the focusing strength of quadrupoles and dipoles in the model

reduced the discrepancy between the measurements and the MADX simulation by an order

of magnitude. With the corrected MADX model new optics for TL2 were created to give the

233
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desired phase shifting behaviour in the chicane, as required for the PFF system. The new

PFF optics were matched to give the largest possible value of the transfer matrix coefficient

R52, which defines the correction range, whilst maintaining constraints on the dispersion,

Twiss parameters and R56. A solution was found with an R52 value of 0.74 m and dispersion

below 1 m, but a non-zero R56 value of -0.18 m had to be accepted.

With non-zero R56 in TL2 the downstream phase jitter (following the correction chicane)

is expected to contain an energy dependent component that is not present in the upstream

phase (used as the PFF input). This reduces the correlation between the upstream and

downstream phase, which must be at least 97% to reduce an initial phase jitter of 0.8◦ to the

targeted 0.2◦ with the PFF system. In Chapter 4 the first measurements of the upstream-

downstream phase correlation were below 40%. To compensate for the negative R56 in TL2

new optics with positive R56 values have been used in the transfer line TL1 so that the overall

R56 between the monitors is zero. By fine-tuning the R56 in TL1 upstream-downstream phase

correlations of up to 93% have been achieved. However, a strong second order (T566) effect

has also been identified, which causes the apparent optimal R56 value to vary with energy.

Relative beam energy jitter and variations along the pulse must therefore be kept below the

10−3 level to be able to maintain high correlations.

Another requirement to be able to theoretically measure 0.2◦ corrected phase jitter with

the PFF system is for the phase monitor resolution to be better than 0.14◦. Achieving

this resolution required extensive measurements of the phase monitor electronics, as well as

several changes as described in Chapter 3. Tests of the electronics with a signal generator

determined that the power dependent diode outputs saturated at a much lower power level

than the phase dependent mixer outputs. The diodes were therefore excluded from the

phase reconstruction process to be able to use higher input powers and increase signal to

noise on the mixer outputs. Digital phase shifters initially used in the reference phase

(LO) were found to be introducing noise to the system and were limiting the resolution to

0.4◦. Replacing these with mechanical phase shifters then yielded an immediate resolution

improvement. This combined with several other improvements, such as reducing digitiser

noise, finally yielded 0.13◦ resolution.

Chapter 5 dealt with the setup and commissioning of the remaining pieces of hardware

for the PFF system – the PFF controller (FONT5a board) and the kicker amplifiers. On the

FONT5a board droop in the response of the ADCs was removed with the implementation

of IIR filters, the conversion factor between the 14-bit gain set in the firmware and the true

applied gain was derived and the correction output timing was setup. An optimal output

delay of around 20 ns was determined in order to synchronise the arrival of the amplifier

output voltage with the arrival of the beam at the kickers. The output voltage versus

input voltage of the amplifier was characterised, with the output found to be linear in the

range between ±1.2 V input, and the voltage gain of each amplifier channel was determined.

Variations in the output along the pulse were identified, which may cause imperfections in

the phase correction, but these are small and at a level similar to or below the phase monitor

resolution. When applied to the kickers the maximum amplifier output voltage of around

650 V yields a phase correction range of 5.5± 0.3◦.

Finally, with the hardware and optics setup optimised, Chapter 6 presented the best
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results from operation of the PFF system. Mean and point-by-point phase jitters close to

the CLIC requirements have been achieved. For example, an initial mean phase jitter of

0.74±0.06◦ has been corrected to 0.28±0.02◦ using the PFF prototype. The achieved jitter

is in agreement with the theoretical prediction of 0.27± 0.02◦ given the beam conditions at

that time. Assuming a phase monitor resolution of 0.17◦ (on the mean phase), the achieved

measured jitter would correspond to an actual mean beam phase jitter of 0.22◦. The current

limitations of the system were also discussed. In a longer dataset corresponding to several

hours of operation the jitter was reduced from 1.40 ± 0.03◦ to 0.72 ± 0.01. The larger

corrected jitter on these timescales is dominated by drifts in beam conditions, leading to a

theoretical best possible corrected jitter of 0.61±0.01◦. The difference between the achieved

and theoretical jitter could be reduced by automatically adjusting the PFF setup based on

the current beam conditions. However, to be able to achieve much lower corrected phase

jitters on longer timescales new feedbacks are being implemented at CTF3 to improve the

reproducibility of the beam conditions.

7.2 Future Work

In terms of proving the feasibility of the PFF concept the prototype at CTF3 has fulfilled

its goal. The most important remaining task in the context of CLIC is to use the experi-

ence gained with the prototype to make recommendations for the design of the CLIC PFF

system. The most critical area here is the strict optics constraints needed to achieve 99.5%

upstream–downstream phase correlation, as required to reduce the initial jitter by an order

of magnitude. The optics must be such that the chicane and turnaround introduce no addi-

tional first order (R56 = 0) or higher order (T566 = 0) energy dependent phase jitter. Using

an energy measurement as a secondary input to the PFF system could also be considered,

which would ensure that any uncorrelated energy component in the downstream phase jitter

can also be removed. There are also areas where hardware development is needed. Concep-

tual design of the higher power, 500 kW, amplifiers needed for CLIC has already begun [26].

Modifications to the phase monitor electronics will also be necessary, in particular to ad-

dress the issues at CTF3 that prevented the use of the diodes to create a power independent

measurement. The resolution of the phase measurement should ideally be 0.1◦ so that the

correction is not resolution limited very close to the 0.2◦ target. Based on the sensitivity of

these devices to small changes in the environment at CTF3 it would also be useful to have

the possibility of an in-situ resolution measurement, in the ideal case by installing pairs or

triplets of monitors together in the beam line. This would also have practical advantages in

terms of hardware redundancy.

In each chapter areas where improvements could be made to the prototype at CTF3

have been identified, and future tests will attempt to address some of these issues. Although

it will be difficult to achieve significantly better than the 0.27◦ jitter result it is targeted

to demonstrate close to this stability on much longer timescales, closer to the timescale

of an hour rather than minutes. To date a reduction in downstream jitter by around a

factor 2–3 has been achieved, whereas CLIC will have a larger initial jitter and require

a factor 10 reduction. Tests at CTF3 will also be performed in which the initial phase
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jitter is artificially increased closer to the expected CLIC conditions, which will yield higher

correlations and allow a larger relative reduction in phase jitter with the PFF system. As

mentioned previously, the largest source of improvement will come from work to increase

the stability of CTF3, in particular feedbacks to reduce energy jitter and drifts, with an

additional small improvement possible by developing automatic procedures to determine the

optimal PFF gain and other settings.

There are several new PFF configurations that could also be attempted, each of which

would require new logic and firmware for the correction. One example is attempting to run

the PFF system with combined beam – measuring the uncombined upstream phase and

correcting the downstream, combined beam pulse. If shown to be feasible CLIC could then

consider using one PFF system per drive beam (2 systems total), rather than one per drive

beam decelerator sector (48 systems total). Or, more realistically, the power requirements

of the PFF system in each decelerator could be reduced if the incoming phase jitter had

already been partially corrected upstream. In addition, there are several small hardware

effects that in principle could be removed with adjustments to the PFF algorithm. The

simplest example of this would be using a non-linear DAC output from the FONT5a board

to compensate for droop and other small variations in the amplifier response along the pulse.

A first iteration of this could be achieved by using IIR filters on the DACs, similar to what

has already been implemented for the ADCs. The current PFF firmware also provides the

functionality to be able to use a secondary correction input [67]. This was implemented

to allow either the position dependence of the phase measurement (Section 3.13) or the

energy dependence of the downstream phase to be taken in to account in the correction.

However, the position dependence only makes a small contribution to the overall phase

monitor resolution and the energy dependence of the downstream phase has been greatly

reduced with the R56 optimisations. A two input correction is therefore unlikely to provide

a significant improvement, but would still be useful as a proof of principle.

In terms of the optics and phase propagation, an attempt to create optics with lower T566

between the upstream and downstream phase monitors could be worthwhile, requiring the use

of sextupoles. This would loosen the constraints on the energy stability required to achieve

high upstream–downstream phase correlation. Alternatively, it may also be interesting to

attempt to create optics with larger R52 in the TL2 chicane (to give a larger correction

range) whilst tolerating larger R56 values. The larger R56 value could then by compensated

by varying the TL1 optics, in the same way as before, or by using a secondary energy

dependent input to the PFF system. However, it is likely that larger dispersion in TL2

would also have to be accepted to be able to achieve this.

Finally, at CLIC the PFF system must not degrade the transverse stability of the beam.

The TL2 optics for the PFF prototype are designed so that the orbit bump created by the

kickers (to shift the phase) is closed at the exit of the chicane. However, slight deviations

from the nominal optics have been necessary to achieve good beam transport to the down-

stream phase monitor, meaning the system has not been operated with orbit closure strictly

enforced. Future tests will aim to operate the PFF prototype with a completely nominal

optics, allowing the PFF correction to be applied without degrading the orbit stability of

the beam downstream of the chicane.
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