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PREFACE 

This thesis is the result of my work since 1976 as a· graduate student in 

the group for experimental elementary particle physics at the Institute of 

Physics, University of Oslo. My supervisor has been Dr. Torleiv Buran 

and the professor of responsibility Dr. Sven 0. S~rensen. To both I am 

most grateful for their help and for the good cooperation we have had. 

The work has been carried out partly in Oslo, and partly at CERN, Geneva. 

I had two stays in Geneva: from May to September 1976, and from October 

1977 to August 1978. 

I am grateful to CERN, and especially to Drs. Rudolf K. Bock and Arne Lundby, 

for making these stays possible. At CERN I received help from many people 

in the Lundby-group. In special I had a close cooperation with Drs. Rudolf 

K. Bock, Per Helgaker and Jan Myrheim, from whose wide knowledge I have 

benefited a lot. 

The cooperation and companionship with the rest of the staff and the 

graduate students in the group in Oslo, have been of great value to me. 

The thesis is divided into two main parts. The first one presents the 

necessary theoretical background. The second part describes the CEP~i SPS 

experiment WA7. My own work has primarily been connected to the evolution 

of the track-fitting progrannne (PROG2; chapter 5) and the Monte Carlo 

progrannne (chapter 6). These items are therefore described in more detail 

than other, equally important, aspects of the experiment. The last chapter 

presents the first data from the experiment. It should be stressed that 

these must be regarded preliminary. 

Oslo, May 1979, 

Lars Bugge. 
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PART I THEORETICAL BACKGROUND 

Introduction 

The first part of this thesis is devoted to a short recapitulation of 

the relevant historical background in the field of high energy physics 

which has lead to the experiment WA7 at the CERN SPS. The remainder of 

the thesis deals with this experiment. 

In chapter 1 synnnetry properties among the elementary particles are 

discussed, and the quark model is introduced. 

Chapters 2 and 3 are devoted to lepton-hadron and hadron-hadron scattering, 

respectively. The main purpose is to show how such experiments confirm 

the quark/parton picture of the elementary particles. 
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CHAPTER 1 SYMMETRIES AND ELEMENTARY PARTICLES 

1.1 Introduction 

This chapter is intended to give a short review of the symmetry 

considerations in elementary particle physics which lead to the quark 

model. 

References [l] and [2] serve as general references throughout the chapter. 

1.2 Elementary Particle Physics 

One of the most important questions in physics has always been the structure 

of matter. In modern physics this means the structure of the elementary 

particles and their interactions. 

~lementary particle physics is the experimental and theoretical study 

of this subject. 

Much of the experimental work in this field of high energy physics has 

been devoted to the search for new elementary particles and to the 

observation of their masses and internal quantum numbers. 

More and more particles have been found as higher and higher energy has 

become available in particle accelerators. 

1.3 Classification of Particles and Interactions 

Usually one assumes that there are four kinds of interactions in nature. 

These are, in order of decreasing strength: the strong, electromagnetic, 

weak and gravitational interaction. 

Each particle has its own mass and other quantum numbers assigned to it, 

such as charge, hypercharge, spin, isospin, internal parity, lepton number, 

baryon number, strangeness, charm and others. These quantum numbers 

uniquely identify the particles. 



The particles fall naturally in two main groups, the leptons, which do 

not feel the strong interaction, and the hadrons, which can interact strongly. 

In addition there exist some particles which can not naturally be allocated 

to any of these groups, such as the photon (carrier of the electromagnetic 

field), the postulated W-bosons (carriers of the weak field) and the 

postulated gluons (carriers of the colour field of strong interactions). 

Examples of leptons are the electron and muon, each with its own neutrino. 

The hadrons are divided into mesons with integer spins and baryons with 

half-integer spins. 

The first discovered meson was the TI-meson, whereas the proton, p, and 

neutron, n, are the most familiar examples of baryons. 

In this thesis the emphasis will be put on hadron physics. 

1.4 Internal Symmetries 

As the number of observed hadrons increased, it became tempting to try to 

explain the wide variaty of particles and their interactions from more 

basic principles. 

.. 

The success of using isospin-symmetry in describing the charge independence 

of the nuclear forces (the strong interaction) made it probable that such 

a principle could be found as an internal symmetry principle. 

In the same way as charge independence of the nuclear forces can be explained 

as invariance of the strong interaction Hamiltonian under rotations in iso­

spin space, it was hoped that other symmetry transformations could be found 

which could give more insight into the behaviour of strongly interacting 

particles. 

Let us now turn to a somewhat more formal description of such transformations. 
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Let JiJi> be a normalized state vector such that 

(1.1) 

Let U be an operator which transforms the state liJi> to another state 

liJi'>' i.e. 

liJi'> = UiiJi> (1. 2) 

From conservation of probability it follows that if liJi'> is going to be 

a physically realizable state, it also has to satisfy eq.(1.1), which gives 

the condition 

(1. 3) 

where Ut denotes the Hermitian conjugate of U, and 1 is the unity 

operator. Operators which satisfy (1.3) are said to be unitary. 

According to this, the interest focused on unitary synnnetries, and, in 

analogy with isospin synnnetry, especially on unitary synnnetries where the 

synnnetry operation can be described as a rotation by a unitary matrix with 

determinant equal to +l. 

It is possible to show that a general unitary matrix with determinant +l 

can be represented as 

N 

-i L: a.Q, S .Q, 
9-=l 

(1. 4) 

U = e 

where {a.Q,} is N = n2- 1 real parameters and {S.Q,} is N Hermitian 

operators satisfying the Lie algebra 

[Sk , S.Q,] = i L: ck9-m s (1.5) 
m 

m 

for real structure constants ck£m . 

It can easily be shown that the set of ·all such U's for a given set 
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N 
{SQ,} .Q,=l ' satisfying eq.(1.5), forms a group. The group is called SU(n) 

and {SQ,} .Q,~l is denoted the generators of the group·. Any set of matrices 

{U} where {SQ,} is substituted by matrices satisfying (1.5) is said to 

be a matrix representation of the group. 

We will take as an axiom that if a particle spinor 

lu> 

u 
n 

transforms under U as in (1.4), the corresponding charge conjugated 

anti-particle spinor 

-1 
u 
-2 
u 

-n 
u 

* transforms under the complex conjugated U 

be the contragredient representation of SU(n) 

* The set of all U is said to 

By complex conjugation of 

(1.4) we see that th~ generators of this representation of SU(n) are the 

* N members of the set {- S.Q,}£=l 

We will now state two simple results which will be needed in the following 

sections. 

Firstly the product 

n 

n 
E 

X.=l 
u' 

Q, 

-.Q,' 
u 

where u' = E UQ,k uk 
Q, k=l 

from (1. 3). 

n -£ 
=,.L .. uQ,u 

X,=l 

and 
-Q, I 
u 

n * -k 
E U £k u • 

k=l 

is invariant under U , that is 

(1.6) 

This follows directly 
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Secondly a tensor with a given synnnetry under the exchange of two 

indeces conserves this synnnetry under a linear transformation, i.e. 

T 12 • • . ij = £ T 
••• m 12 ... 

=+ T' 
j i ... m 12 . • • ij • •• m ji ••• m 

(1. 7) 

where T I 

12 ... m 
r u1~ u20 ... U T 0 , and 

0 '"" µ mw aµ ••• w 
aµ ••• w 

£ = ± 1 

1.5 SU(2) and the Fermi-Yang Model 

If we ignore the weak and electromagnetic interaction, the proton, p, and , 

the neutron, n, can be regarded as two states of the same particle, the 

nucleon, only differing in the value of the third component of isospin. 

That is: p and n can freely be interchanged without any change in the 

nuclear force. This can be formulated as an invariance of the strong 

interaction Hamiltonian with respect to rotations of the isospin doublet 

(~) by an operator as in (1.4) with n = 2, i.e. an SU(2) transformation. 

If (~) transforms under U , the antinucleon doublet f p) 
\n transforms 

* under U , as stated in the previous paragraph. Now it is possible to show 

* that U and U are equivalent in SU(2) , i.e. there exists an operator 

A such that 

u (1. 8) 

It turns out that for the representation of SU(2) which has generators 

3 
{ ~ok}k=l with {ok} being the Pauli spin-matrices, A is given by 

A (1. 9) 

By operating an the equation 

(1.10) 

with A and use the fact that A-l A 1 , we obtain 
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(_~)' = u (-~) 

That is, the doublet ( n) transforms as -p (
p\ 
n}. Then we can couple these 

doublets by using Clebsch Gordan theory, making the direct product 

(~) Q (-~) = 

pn 
1 -

-(nn - pp) 
;2.· -

-np 

i_(pp + n~) 
./2' 

(1.11) 

According to Clebsch Gordan theory for coupling of SU(2) -multiplets, 

the three upper states represent an invariant triplet, whereas 
1 - -

- 12.' (pp+ f'm) 

is a singlet. This follows also from eq.(1.6). 

( 

p~ ) 1 - -triplet ~(nn - pp) with 
12' -

-np 

the n-meson triplet Identifying now the 

and the singlet with the n-meson, we have arrived at the 

Fermi-Yang model for mesons. This is obviously not a satisfactory model 

since it does not account for mesons with strangeness or charm, and since 

it does not give any obvious scheme for baryons apart from the nucleon 

doublet. 

To recapitulate, we have made the direct product of two two-dimensional 

objects and broken the four-dimensional result into two invariant subspaces 

of dimensions 3 and 1, respectively. These invariant subspaces are then 

associated with particle multiplets. 

Symbolically one writes 

{2} Q {2} {1} m {3} (1.12) 
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1.6 SU(3) and the Sakata Model 

The natural extension of the Fermi-Yang model is to add a particle with 

strangeness to the proton and neutron and say that all particles can be 

constructed from a fundamental triplet. This was done by Sakata. He 

assumed that 

is a fundamental triplet which transforms under SU(3). It is usual to .. 
plot the fundamental particle multiplets in a hypercharge versus I diagram, z 

as in fig. l.l(a) and (b). 

y y 

A 

Fig. l. l(a) Figv l.l(b) 

The fundamental Sakata triplet, The fundamental Sakata antitriplet. 

The Sakata model gives a good classification of the mesons. Once again 

higher representations of SU(3) can be achieved by taking direct products 

of the basic triplet with its antitriplet, and meson multiplets will again be 
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associated with invariant subspaces under SU(3) transformations. This 

will be demonstrated in the next paragraph. 

The Sakata model failed, however, to give a correct description of the 

baryon spectrum. 

1.7 SU(3) and the Quark Model 

In 1964 Gell-Mann [3] and Zweig [4] seemed to find a way out. \ 
They proposed 

that the basic SU(3) triplets consist of the quarks u, d and s (or p, n 

and A) and the antiquarks u, d and s (or p, n and X). 

These quarks should be spin 1/2 particles and otherwise have the quantum 

numbers listed in table 1.1. 

Remarkable are the non-integer charges and baryon numbers (and accordingly 

* hypercharges, since Y = B + S). 

The u and d form an iso-doublet whereas s is a singlet. 

Table 1.1 Quantum Numbers of Quarks and Antiquarks 

* 

B I I y s Q 
z 

1 1 1 1 
0 

2 
u 3 2 2 3 3 

1 1 1 1 
0 

1 
d 3 2 -2 3 3 

1 2 1 
s 3 0 0 -3 - 1 3 

- 1 1 1 1 
0 2 

u -3 2 -2 -3 - 3 

- 1 1 1 1 1 
d - 3 2 2 -3 0 3 

- 1 2 
1 

1 
s - 3 0 0 3 3 

It should be noted that schemes with integer quark charges also exist. 
See for example [7]. 
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The quark and antiquark fundamental triplets are plotted in 

in fig. 1.2. 

y 

Fig. l.2(a) Figc 1.2(b) 

Y-I z 

The quark triplet. The antiquark triplet , 

diagrams 

Gell-Mann and Zweig assumed that the only allowed combinations of quarks 

and antiquarks to form particles were: either one quark and one antiquark 

(mesons) or three quarks (baryons) or three antiquarks (antibaryons). 

With this scheme it turned out to be possible to build up with correct 

quantum numbers all particles which were then known, and to get a natural 

grouping in multiplets of particles with the same spin and parity, and 

roughly the same mass. Some examples of this will be given below. 

1.7.1 The Jp 0 Meson Octet 

As mentioned above, mesons are in the quark model regarded as composite 

sys~ems of one quark and one antiquark." The simplest way to construct such 

states, is to take the direct product between the fundamental quark and anti-
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quark triplets: 

u u uu ud us 

d Q d du dd di (1.13) 

s s SU sd SS 

The lowest-lying octet o is obtained by coupling the quarks with relative 

angular momentum ~ = o and total spin s = o • 

In analogy with the Fermi-Yang model, we identify ud with the + 
1T and 

du with the 1T Moreover, one can verify that su and sd can be 

identified with the K and 
-o 
K ' respectively. 

.. 

The diagonal terms in (1.13), uu , dd and ss , do not directly correspond 

to particles, but out of these terms it is possible to construct three other 

independent linear combinations. We know from the Fermi-Yang case that 

1 -
~ (uu - dd) can be identified with the 
12' 

0 
1T • We also know from eq.(1.6) 

1 - -
that the trace /3' (uu + dd + s~) is invariant and thus forms an SU(3) singlet, 

which we will call I 11
1

> • Thus we see that the nine product states have 

been broken up into one singlet and one octet, or in analogy with (1.12): 

{3} Q {3} {l} {j) {8} (1.14) 

The last member of the octet is uniquely determined by the following: it is 

a normalized linear combination of the diagonal elements in (1.13), ortho-

gonal to j 1T
0 > and j 11

1
> • We call it I 11

8
> and find: 

The o 

rr V - (uu + dd - 2ss) 
6 

meson octet is drawn in a Y-I diagram i fig. 1.3. 
z 

(1.15) 
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Fig. 1.3 

The Jp = 0 
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y 

Meson Octet • 

1.7.2 Baryon Octet and Decuplet 

As stated earlier, baryons are built up from three quarks and antibaryons 

from three antiquarks. Let us denote our basic triplet 

t 

(:;) = (:) 
(1.16) 

.. 

and a state built up as some linear combination of triplet products involving 

the quarks as 

Now it follows from (1.7) that the subset of all {T .. k} 
l.J 

with a given 

symmetry under the exchange of two indeces forms an invariant subspace under 

SU(3). Such invariant subspaces may again be associated with particle multi-

plets. By observing that choosing 3 indeces out of n possible ones in an 
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exchange-synnnetric way corresponds to placing 3 identical spheres in n 

identical boxes, it is easily shown that this can be_ done in 

(n + 2)(n + l)n 

3! 

different ways. In our case, with n equal to 3, we accordingly have 10 

fully synnnetric combinations of the three quark indeces. 

The 10 lowest-lying such states are found to be the decuplet of 

By observing the isospin of the 10 different quark combinations we see that 

the decuplet falls into one I = 3/2 isoquartet (the 6 of 1236 MeV), one' 

* I= 1 isotriplet (the L of 1385 MeV), one I= 1/2 isodoublet 

* of 1530 MeV) and one isosinglet (the n- of 1672 MeV). (the 

We have now seen that the 27 states in the product t ~ t ~ t fall into 

{10} ~ {17}. It is possible to show that the {17} can be divided into one 

singlet, the fully antisynnnetric combination 

3 
Tantisym 

123 L sijk qi qj qk 
i ,j 'k=l 

and two octets with mixed synnnetry properties, 1.e. 

{3} ~ {3} ~ {3} {l} ~ {8} @ {8} @ {10} (1.17) 

+ 
The observed Jp= i baryon octet is actually found to be a linear 

combination of the two octets in (1.17). It consists of the p, n doublet 

of 938 MeV, the L triplet of 1190 MeV, the doublet of 1320 MeV and 

the A of 1116 MeV. By coupling the quarks with different values of the 

relative angular momentum, rnultiplets with different Jp can be constructed, 

and in this way all known hadrons which consist of the quarks u • d, s 

the next paragraph) can be correctly constructed and classified. 

The 
l+ 
2 baryon octet and the 

3+ 
2 baryon decuplet are shown in figs. 1.4 

and·l.5, respectively. Note that when for example the quark structure of 
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~+ is given as uud, what is really meant is the fully synnnetric combination 

y 

udd: n uud:P 

dds: i:-

dss:::;- uss:::o 

Fig. 1.4 
l+ 

The JP - 7 baryon octet. Only quark content is indicated 

y 

ddd = l:t.- udd: //> uud:6+ 

uds ':fi!o 

-3.12 -v2 V2 

uuu: ,.++ 

Fig. 

The 

1.5 
3+ 

Jp = z- baryon decuplet. 

Only quark content is indicated. 
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1.8 New Quarks - SU(4) and SU(S) 

The observation of the J/~ family of particles has made it necessary to 

introduce still another quark, the c-quark which carries one unit of the 

quantum number charm [5]. This gives us a fundamental quartet instead of 

a triplet, and the synnnetry-operations in question are transformations under 

SU(4) instead of SU(3). 

After the observation of the upsilon particle T , still a new quark seems 

to be introduced, the bottom-quark b [6]. Then the appropriate synnnetry 

group is SU(5). Particle multiplets can also in these cases be construct~d 

following the same lines as in the SU(3) case, and these multiplets will 

contain the SU(3) multiplets as subsets. 
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CHAPTER 2 HADRON CONSTITUENTS - THE ELECTROMAGNETIC AND WEAK INTERACTION 

2.1 Introduction 

In this chapter we will briefly consider which evidence one has from 

lepton-nucleon scattering experiments that nucleons are built up from 

more basic constituents. We will also look at the arguments for these 

constituents being identical to the quarks described in the previous 

chapter. 

We give a short review of deep inelastic electron-nucleon scattering which 

leads to the parton model, and very briefly mention charged current neutrino-

nucleon scattering. 

The notation and some definitions of kinematical variables are given in 

Appendix I. 

2.2 Elastic Electron-Proton Scattering and Electromagnetic Form Factors 

Let us consider the scattering of an electron against a nucleon as in 

fig. 2.1. The nucleon is at rest in the laboratory system and has mass M. 

Fig. 2.1 

Ele-ctron-proton scattering in the lab.-system, 

I ;tl I 'lt = (";Ei,) 



- 17 -

We define the four-momentum transfer as 

q (2.1) 

We observe that the squared four-momentum transfer equals the negative of 

the familiar Mandelstam variable t , 

- t (p - p')2 
e e (2.2) 

If we now consider the scattering process of fig. 2.1 with the electron 

relativistic such that its mass can be neglected, and the recoiling proton 

non-relativistic, first order Born approximation gives when all spins are, 

neglected [ 8]: 

do 
drl 

where (do) is the well known 
drl Rutherford 

(2.3) 

F(q 2
) is the proton form factor, defined as the 3-dimensional Fourier 

transform of the proton's spatial charge distribution. 

The next step is to consider high energy elastic scattering where the 

proton can no longer be taken to recoil nonrelativistically. We also 

include the electron's spin by applying Dirac theory. When the proton 

is considered spinless and pointlike, we arrive at [8] the Mott cross 

section: 

e 4 cos 2 ~ 
2 

• 2 e } sin -2 

(2.4) 

Now comes the problem of introducing the proton's spin and structure. 

The spin presents no fundamental difficulty and can be accounted for in 

the Dirac theory of spin 1/2-particles·. This gives an additional term to 
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the Mott cross section taking care of the magnetic scattering which is 

introduced by the proton magnetic moment. 

However, the proton structure gives rise to a more serious problem. 

Not only has the proton a charge distribution in space, but it also has 

an anomalous magnetic moment - that is, the value of the proton magnetic 

moment differs from that predicted by ordinary Dirac theory. 

It can be argued (9) that this necessarily leads to a description where 

two independent fonn factors enter, the electric, GE(q2
), and the magnetic, 

GM(q 2
), which are functions of the squared four-momentum transfer. ' 

It can be shown that the cross section for elastic scattering of relativistic 

spin 1/2 electrons against spin 1/2 protons in tenns of the electric and 

magnetic form factors are given by the following fonnula, known as the 

Rosenbluth cross section [8]: 

(
do)' _ (do) 
dQ Rosenbluth - \dQ Mott 

(2.5a) 

This can shortly be written: 

(do\ =(do\ rA(a2) + B(q2) tg2 ~2 lJ .. 
\ ctn) ctn) L. · • · 

Rosenbluth Mott 
(2.5b) 

2.3 Inclusive Electron-Nucleon Scattering 

Let us now turn to inclusive electron scattering, 

e p ~ e + anything 

where only the electron in the final state is observed, and see how the 

fonnulae (2.5) can be generalized to this generally inelastic case. 

We will assume that the reaction takes place as an exchange of one single 

photon. This is a common assumption, and ref. [10) argues that corrections 
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from higher order photon exchange processes can be expected to be less 

than a few percent. Then the Feynman diagram for the process is as in 

fig. 2. 2. 

Hadrons; mass M';energy W 

Fig. 2.2 

Inelastic ep interaction by single virtual photon exchange. 

The four-momentum transfer q is carried by the photon. A real photon 

has q 2 = O , and as this is generally not the case for a scattering process, 

the exchanged photon is virtual (off mass-shell). 

q 2 can easily be computed in the lab. system where the p~oton is at rest 

before the scattering: 

q2 = (p - p )2 = M2 - M*2 + 2Mv 
p f 

(2.6) 

where M is the proton mass, M* is the mass of the final state hadrons 

and v is transferred energy. 
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Except for the constraint represented by eq.(2.6), q2 and v are independent 

kinematical variables in the process of fig. 2.2 since the mass of the final 

state hadrons, M* , is not fixed. This is in contrast to the situation 

in elastic scattering where 

q 2 
- 2Hv elastic - (2.7) 

Hence the inclusive scattering process is described by a double differential 

cross-section d 2o 
dq 2dv · Analogous to the Rosenbluth formula of eqs.(2.5) 

this double differential cross-section is described in terms of two structure 

sin
2 %] (2.8) 

where the energies and angles refer to the lab.system. The structure 

functions w1 {q 2 ,v) and w2(q 2 ,v) are generalisations to inelastic 

scattering of the elastic form factors GE(q 2 ) and GM(q 2
) described in 

section 2.2. 

Since the exchanged photon is virtual, it can be longitudinally polarized 

(helicity zero) as well as transversely (helicity ±1). It can be shown 

[11] that the structure functions w1 and w2 are closely related to the 

total cross-sections for (virtual) y nucleon+ hadrons. In fact, if oT,oL 

denotes these cross sections for transverse, longitudinal photons, we have: 

2 

Fig. 2.3 shows some curves for fixed 8 in the q - v 

eq.(2.8) we see that w1 and w2 can be separated if 

(2.9) 

From 

is measured 

along two (or more) 1 ines for fixed e . In the cross-point between two 

such lines q2 and v are the same, and the cross sections for the two 

different values of e in this point.give the wanted separation. From 
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(2.9) it is evident that a separation between w1 and w2 at the same 

time is a separation between OT and crL • We shall see later on that 

knowledge of OT and o
1 

gives information on the spin of the hadron 

constituents. 

Fig, 2.3 

7 

2 

2 4 6 8 ~ ~ ~ ~ ~ ~ 

" (GeYJ 

Lines of fixed 8 in the q2
- \! plane. (W in this figure denotes 

. * 
the final state hadron mass, i.e. what we call M ) 1 (from [ll])o 

An important experimental observation from such measurements is that the 

dependence of w1 and w2 on q 2 and \! which in principle could be 

quite complicated, seems to be strikingly simple. It turns namely out that 

the structure functions for large q2 and \! to a very good approximation 

can be regarded as functions of only one variable, w, 

2Mv 
w =-::"!" q 

That is, for q 2 and \! large: 

F2 (w) 

defined by 

(2.10) 

(2 .11) 
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This phenomenon, called Bjorken scaling, is illustrated in figs. 2.4 and 

2.5. 

In fig. 2.4 vw2 is plotted at different values of q 2 with M* > 2 GeV 

and such that w is constantly equal to 4. It is a clear demonstration 

of the fact that vw2 for fixed w is independent of q2 
• 

Fig. 2.5 a and b show 2MW1 and vw2, respectively, as functions of w. 

The points with nearly same w have different values of q 2
, and the fact 

that they fall on a single curve is again a clear demonstration of Bjorken 
,.., 

scaling. The constant behaviour of vw2 for w > 4 is another simplici~y 

of high energy electron-proton scattering, but has nothing to do with 

Bjorken scaling. W in the figures is the hadronic mass which we have 

called M* . 

+ 60 0 18° 
x 100 A 260 

0.5 

~ 0.4 

0.3 
11W2 

0.2 

I 

f I o 4 Q *{<it 
·~ + 

I 

I ~ j j 

w=4 
0.1 

0 
0 2 4 6 8 

q2 (GeV/c) 2 

Fig. 2.4 

'1!.J as a '" 2 
* 

function of q2 for constant w , 

with M > 2 GeV (from [12]). 
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lt 

0 
2 4 6 8 iO 20 

w 

Fig, 2,5 

2 MW 1 and vw
2 

as functions of w. Nearly overlapping values 

of w correspond to different values of q 2
• See the text (from [13]). 

The phenomenon of Bjorken scaling can be understood if one assumes that 

the nucleons consist of 3 r,umber of point like constituents~ This ~1il l hfl 

explained in the following section. 
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2.4 The Parton Model 

In the parton model the nucleon is assumed to consist of a number N of 

pointlike, i.e. structureless, constituents called partons. One further 

assumes that these partons can be treated as free particles when q 2 and v 

,become large. In this limit the dominating process in electron-nucleon 

scattering is assumed to be a single electron-parton interaction mediated 

by a single virtual photon. Since the partons are pointlike, this inter-

action has to be purely elastic. But then we have from eq.(2.7) that 

q 2 2mv , 

m being the effective parton mass. Thus we immediately see that the picture 

of pointlike constituents leads to an intimate relation between q 2 and v. 

The number N of partons is not fixed, but may vary according to a 

probability distribution 

1 

p 
N 

normalized such that 

(2.12) 

In the very high momentum frame where parton transverse momentum can be 

neglected, each parton n carries a fraction x n 
of the total nucleon 

-+ 
three-momentu~ P : 

-+ x p 
n 

(2.13) 

In this frame it is also approximately true that the energy of the parton 

1s the same fraction of the nucleon energy, so we may write 

x 
n 

p 

In a configuration with N partons, the momentum fractions 

according to the simultanious probability distribution 

s lll' h t h:l t 

x n 

(2.14) 

vary 
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- 1) = 1 (2.15) 

where the a-function just conserves momentum. 

The probability that one parton (the first, say) shall have momentum 

fraction lS simply found by integrating over all other partons : 

= I N N 
dx2 . . . d~ f (x1 , x2 , . . • , xN) o ( L: x - 1) 

n=l n 

It follows that 

1 

I fN (x )dx 
n n n 

0 

1 

(2.16) 

(2.17) 

Let us now consider an elastic electron-parton collision. If the parton 

has four-momentum xP before the collision, it has four-momentum (xP + q) 

afterwards. P ls again the nucleon four-momentum. Since the parton mass 

doesn't change, we have 

which gives 

(xP) 2 

x = __£ 
2Mv 

(xP + q) 2 

1 
w 

(2.18) 

Thus we see how the parton momentum fraction x lS related to the Bjorken 

scaling variable w • 

We will now see what experiments can tell us about the spin of the partons. 

From measurements of and (eq. (2.9)) it can be argued that the 

partons are not mostly spin zero particles. Measurements [13] clearly 

indicate a fairly low value of the ratio 

R (2.19) 

Ref. (13] uses an overall value of R of 

R ~ 0 .18 (2.20) 
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in their calculations. This means that transverse photon exchange is 

dominating. Going to the Breit-frame where photon and parton directions 

are colinear, it is easy to see that a spinless parton can not absorb a 

transverse (helicity ±1) photon. Therefore R should approach infinity 

for spin zero partons. According to (2.20) we can then conclude that the 

partons are not spinless objects [14]. Further arguments can be given, 

which favour spin 1/2 partons [12]. 

By adding up contributions to the structure functions from elastic electron-

parton collisions, we get for spin 1/2 partons (16,17] : 

F
2

(x) xF 1 (x) 
co N 

L: PN L: 
N=l n=l 

fN(x)Q2 
n n 

(2.21) 

with x as in (2.18) and Qn being the charge of the n'th parton (in units 

of e ) . Thus a theoretical basis for the observed Bjorken scaling is 

established. 

2.5 The Quark Parton Model 

We have seen that the observed behaviour of the inclusive electron-nucleon 

scattering cross-section can be accounted for in a model where the nucleon 

is .'.lssumcd to consist of a number of pointlike consituents. As we have 

reason to believe that these partons have spin 1/2, it is tempting to 

identify them with the quarks introduced in chapter 1. This is what is done rn 

the quark parton model. We will now introduce a new set of distribution 

functions D.(x) and rewrite eq.(2.21) in a more convenient form, following 
J 

ref. [ 16]. We define 

D. (x) 
J 

N 
L: P N N. f. (x) 
N J J 

(2.22) 

where N. lS the number of constituent quarks of type J ; J = u, u, d, d, 
J 

s, s, c, c, ... , in a configuration with N quarks in total. 

From the nonnalization condition (2.17) it follows that 
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0 

- 27 -

co 

I PN N. = < N. > 
N=l J J 

(2.23) 

That is: the integral over x of D. (x) 
J 

is the mean number of quarks 

of type j . 

We can easily express (2.21) in terms of the D's 

xF
1

(x) I D. (x) Q~ 
J J J 

(2.24) 

Let us now consider only the u,d and s quarks and their antiquarks. 

We write 

D (x) -
u 

u(x) 

D-(x) _ u(x) 
u 

and so on. By explicitly inserting the quark charges from table 1.1 we 

can write (2.24) as 

xF .L\x) 
1 

~(up (x) + ~p (x)) + ~(dp (x) + dp (x)) + ~(sp (x) + ~p (x)) 

(2.25) 

.. 

The y indicates that the structure functions in question are the electro-

magnetic ones, and the p stands as usual for proton, Thus up(x) for 

example, is the u-quark distribution function in the proton. 

In the quark model described in chapter 1, the proton consists of three 

quarks and no antiquarks. The three quarks are uud, so the proton should 

not contain any s-quarks. A fully, relativistic description of the proton, 

houever, contains a sea of quark-antiquark pairs. Therefore we must include 

distribution functions also for the s-quark and the antiquarks. But we would 

expect that the contribution to the structurefunctions from these is small. 

By separately measuring cross sections for electron-proton and electron-

1'.>utrun scattering, one can extract iryforrnation on the: neutron electro-

milgnetic' structurefunctions. For thL.·se we can write similarly to eq. (2.25) 
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4 n -n 1 n -n 1 n -n 
9(u (x) + u (x)) + 9(d (x) + d (x)) + 9(s (x) + s (x)) 

(2.26) 

The neutron is obtained by rotating the proton an angle TI in iso-spin 

space. Setting up(x) = u(x) and so on, we therefore have 

n 
u (x) d(x) 

u(x) (2.27) 

n 
s (x) s(x) 

and similarly for the antiquark distributions. Then we can write eqs.(2.25) 

and (2.26) as .. 

FYP(x) xF YP (x) 4 - 1 - 1 -
2 1 9(u(x) + u(x)) + 9(d(x) + d(x)) + 

9
(s(x) + s(x)) 

(2.28) 

F in(x) xFyn(x) = 4 - 1 - 1 -
1 9(d(x) + d(x)) + 9Cu(x) + u(x)) + 

9
(s(x) + s(x)) 

Also the weak neutrino-nucleon interactions can be described by structure 

functions in a similar manner as in electron-nucleon interactions. 

It turns out that the distinction between right and left-handed currents 

in the theories of the weak interaction makes it necessary to use three 

weak structure functions as opposed to two in the electromagnetic case (10]. 

It also turns out that the parton model predicts Bjorken scaling in these 

weak structure functions. The weak structure functions can be expressed in 

terms of the quark distributions analogously to eqs. (2.28). Armed with 

these expressions it is possible to make predictions on connections between 

measurable electromagnetic and weak structure functions. One such 

prediction is the famous 

Fyn FYP 5 (u + u + d) 
2 

+ ~) 
[ 

+ 

] 9 + d + - (s 
~ 2 2 

(x) = 
9 > 

(2.29) 
Fvn Fvp TB 

+ 2(u + u + d + d) 2 2 

In this expression the s-quark contribution to the weak structure functions 

is neglected because it is expected to be only of order 1/20 of the u,d 

<'Llf1t r i hut ion. 
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is just the mean squared valence quark charge of proton + 

neutron, altogether three u and three d quarks ~ 

(2.30) 

In fig. 2.6 the neutrino-nucleon weak structure function (averaged 

over proton and neutron) is compared to 1 ~ (=3.6) times the electromagnetic 

F1N. We see that for large values of x the ratio of (2.29) is very near 

5/18. This means that there is little contribution to the electron-nucleon 

scattering from s and s at large x as expected from a naive quark 

parton model. The x' in the figure is the alternative Bloom-Gilman ~ 

variable which has the same asyrnptotical properties as the Bjerken variable 

(18]. 

1. 4 

1 2 

10 

• All events, E = 1 -11 G eV 
o Elastic events 

J.6 F;N(x), SLAC 

--- With Fermi smearing and 
measurement errors 

r=;N (x') 

t~ 08 

06 

04 

0.2 

-+-----o----<,.__. -
-t-----r-----r-·-· ---.---"""'T""---.....----......-

02 0 0 4 06 
x'= q}12Mv .M2r..,.-_. 

'/,, . ..,,•:;,., 

o.e 

Fig. 2.6 

compared to 
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8 

:c< FiN (solid line). See the t~xf: (from [19]). 
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Because of (2.30) this result is a good indication that the main contribution 

4 1 
to the scattering is from quarks with squared charges 9 and 9· In fact it 

can be argued that (19] the experimental result of fig. 2.6 unambiguously 

leads to the result that the partons have fractional charges. 

The quark parton model also predicts a number of other sum rules, which 

all seem to be consistent with experiment (15,18]. 
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CHAPTER 3 HADRON CONSTITUENTS - THE STRONG INTERACTION 

3.1 Introduction 

In the previous chapter we saw how scattering of leptons on nucleons could 

give information on the internal structure of the nucleons. The leptons 

are structureless particles without strong interaction and thus the 

experimental results can in a relatively simple way be interpreted in terms 

of nucleon internal structure. 

When one turns to collisions between hadrons, the situation becomes more 

complicated. Now both the interacting particles are composite systems wi~h 

strong interaction. In order to have a complete picture of the hadrons, 

however, such experiments have to be performed even though their interpretation 

is difficult. 

In the same way as electrons and neutrinos probe the nucleon structure by 

means of the electromagnetic and weak interaction, respectively, hadron­

hadron reactions can be said to constitute a way of studying the hadronic 

structure by means of the strong interaction. 

We will first describe inclusive reactions with emphasis on inclusive 

production of a single hadron. Some different theoretical approaches 

based upon the quark/parton picture will be mentioned. 

Then we turn to exclusive reactions, paying most attention to the case of 

elastic scattering. 

In all the cases we will concentrate on scattering with large momentum 

transfer. This is because such events are generally believed to be the 

result of some sore of hard collision where the colliding particles have 

penetrated deeply into each other, thus (hopefully) revealing the properties 

of the hadronic constituents. One hopes that th~results from hadron­

h;1llrnn scattering shal I be consistent with what has been .learned from deep 

i 11 L' I <t s t c l L' p l u n- nu c I t>o n s L' ;1 t le ring . 
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3.2 Inclusive Large pT Hadron-Hadron Scattering 

In inclusive scattering experiments one detects only a subset of the 

produced particles, neglecting all the others. Often is only one particle 

in the final state identified, i.e. the reaction is 

A + B -+ C + X (3 .1) 

where A,B,C are identified hadrons and X can be anything. A typical 

example is 

p + p __.. 1To + X (3. 2) 

.. 
An advRntage with inclusive processes from an experimental point of view, 

is that the cross sections are generally much larger than for exclusive 

reactions (for example elastic scattering). 

Since is a relativistic invariant quantity, it is usual to describe 

the process of eq. (3.1) in terms of the differential cross section 

-+ 
where E and p are the energy and:. three:-momentum of hadron C • 

This Lorentz invariant cross section is generally a function of three 

variables [20], often taken as the momentum component of C perpendicular 

to the beam, PT ' the ratio XT of PT to the maximum possible, 

PT PT 2pT 
and the CM scattering angle 8 CH • XT ~ 

max max Is PT p \,\f 

Sec fig. 3.1. Also other choices of the three variables are possible [21]. 

Fir;. 3.1 Inclusive reaction. A+ B-+ C 
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For below 2 GeV/c it turned out [22] that the cross section 

E do (pp -+ TTX) 
d3p 

could be well fitted with an exponential pT -behaviour and that it was 

roughly energy independent. In the whole range 23 GeV < Is' < 53 GeV ref .(22] 

fitted both .+ 
TT and 

E do 
Cf3P 

TT production as 

a e 

with a value of b close to 6. 

(3.3) 

However, it turned out that at larger values of pT the cross section 

started to decrease less drastically. This is illustrated in fig. 3.2. 

We see that at around 4 GeV / c the yield is already 3 orders of magnitude 

larger than expected from an extrapolation of low pT data. A natural 

explanation of this fact is that the low and high pT reactions are dominated 

by different mechanisms. 

As mentioned earlier it is now generally accepted that the high energy, 
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large pT events are results of some kind of hard collisi·on between 

constituents of the colliding hadrons, although other explanations are 

also possible [21]. 

3.2.1 Hard Scattering and Power Law Scaling 

Common to most of the hard scattering models is that they lead to complicated 

calculations. We will only state the characteristics of the models and the 

most important results, without going into any calculational details. 

The models make use of quark distribution functions as in the electron-

nucleon case. In addition some functions are needed which describe the 

probabilities that certain quarks fragment into certain hadrons. These are 

called quark fragmentation functions. 

If the quark distribution and fragmentation functions are dependent on 

momentum fractions only, and not otherwise on energy, they are said to 

scale, or to be scale invariant. 

Under the general assumptions of scale invariant distribution functions 

and dimensionless coupling constants,. it can be shown [23,24] that over a 

large x~ -range 
l. 

do 
E d 3 p (AB ~ CX) 90o 

1 
N f(xT) 

(p~) 
(3.4) 

In [24] it is argued that the above expression is valid for xT > 0.15 

This form of the invariant cross section is called power law scaling. 

N 1s given by 

(3. 5) 

where ni (nf) 1s the number of elementary field~ 

st:1te of the subprocess which actively .participate&,v,iJ;i.ccthe. reaction •. 
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Thus N is model dependent. Fig. 3.3(a) and (b) show two possible 

subprocesses. In (a) the underlying subprocess is quark-quark scattering 

by gluon exchange giving ni = nf = 2 or N = 2 • In (b) the basic 

process is quark interchange g1v1ng rise to quark-meson vertices. In 

this qM + qM process ni = nf = 3 which gives N = 4 • 

Fig. 3.3 (a) 

(b) 

(a) (b) 

qq + qq subprocess by gluon exchange. 

qM + qM subprocess by quark interchange 

(from (20]). 

Some different subprocesses with corresponding pT -behaviour are summarized 

in table 3.1. q stands for quark, g for gluon, M for meson and B for baryon. 

Table 3.1 Basic subprocesses in hadron reactions. See the text. 

,Subproc e s s 

qq + qq 

qg + qg 

gg + gg 

qg + Mq 

ql'1 _,_ qt! 

-
qq + :·IN 

n. 
l 

2 

2 

3 

2 

2 

3 

3 

4 

pT behaviour 

p,,., 
.l 

6 

8 

I qB -~ qB 
I 
lq(2q)-+~rn 
I • 

4 

3 

4 

5 

l 
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For energies rn the range 30 GeV < Is'< 63 GeV experiments [25] show that 

the inclusive TI
0 -production in pp collisions is not 

'+ 
-dominated. 

It is found [25] that in th~ range 3.5 GeV/c < Pr < 7 GeV/c the p -r 
8 

dependence is close to Pr , whereas for 7.5 GeV/c < pT < 14.0 GeV/c 

the value of the exponent becomes close to 5. 

Let us now very briefly mention some approaches which have been made to 

explain the observed behaviour of the cross sections. 

3.2.2 The Constituent Interchange Model (CIM) 

The constituent interchange model [21,24,26,27] was developed by Blanken-

heeler, Brodsky and Gunion. They assume perfect scaling distribution 

functions and no complications to coupling constants from asymptotic 

freedom mechanisms. They then sum up contributions from subprocesses as 

in table 3.1 (subprocess expansion) ..• ~J'·' 

If subprocesses of the type exi~r, it is only a question of 

normalization at which these processes start to dominate the cross 

section [24]. In pp+ TIX they find that at Pr below ~ 10 GeV/c 
8 

qM '" q.M is the dominating subprocess, giving Pr -behaviour in agreement 

with data [24,27]. They claim that the reason that this "second order" 

process dominates the primary qq + qq process in this Pr -domain, is 

because the latter process involves a fragmentation of a quark into the 

observed TI , whereas in the former process the TI is produced promptly. 

This fragmentation is said [24] to lead to a numerical suppression of the 

cross section by a factor 100 - 1000. 

-It is argued (24] that the Pr quark fusion process qq + MM is small 

compared to the qM + qM process, also for 

_b 

Further <lr1 they find that the pT subprocesses by 
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a cancellation which is a result of gauge invariance (24]. 

According to this view, the cross section for process (3.2) can be expressed 

to first order as a sum of and terms. In [27] this is given as 

da rf10)
8 

(as )' 
2
(10)

4
] 

E d3p (pp+ rrX) a: L\PT + 0.15 \pT (3. 6) 

a is the strong coupling constant. With a commonly used value of 
s 

a ~ 0.2 
s 

we see that the contribution from the basic QCD twobody 

-'+ -8 
processes with pT behaviour equals the CIM qM + qM PT subprocesses 

contribution at pT ~ 9 GeV/c. 

The possibility that it is signs of this we see in the above mentioned 

data [25] seems interesting. 

3.2.3 ~fodified Quark Scattering Models and QCD 

In "modified quark scattering models~,',jJ is assumed that the dominant 

process is qq scattering. The ab'~~~t~:of' p .;.,i., dominance is explained in 
T 

different ways. For instance Feynman, Field and Fo~ (28,29] assumed that 

the quark-quark elastic cross section is more complicated than originally 

thought. They chose a phenomenological qq cross section 

do 2300 mb 
(3. 7) 

dt 

and got impressive fits to data, especially when they took parton transverse 

momenta into account. fl ....... If denotes physical variables on parton level. 

They have, however, run into serious problems with this model concerning their 

predictions on correlations in two-particle inclusive production [30,40] and 

on elastic scattering [24,27]. 

Another way of phenomenologically fixing the elementafycross, section is 

by multiplying the one-gluon-exch.:rnge quark scat;~~i~:~l:r~~~'I't~dtrby a factor 
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A 2 

1/(1 - t ) 
B 

With a value of B ~ 18(GeV) 2 good fits are obtained to a variety of 

inclusive, single particle production data (31]. 

Still another approach is to assume one-gluon-exchange qq scattering to 

be dominating, but to incorporate in the theory strong scale-breaking in 

distribution and fragmentation functions and to let the strong coupling 

constant be t-dependent as supposed in asymptotic freedom theories (32]. 

Calculations then show [32] that the one-gluon-exchange qq-process 

should start to contribute significantly to TI -production at pT ~ 9 GeV!c. 

Although achieved in a rather different way, this result is in remarkable 

agreement with the Blankenbecler-Brodsky-Gunion prediction. 

In (30,33] systematic surveys are given of how QCD-calculations of the 

qq -+ qq subprocess in the range PT < .6 GeV/c can change from the purely 

-4 -8 
scaling PT -behaviour to PT by'successively' taking into account 

A 

asymptotic freedom initiated t -dependence of the strong coupling constant, 

A A 

t -dependence of the quark distribution functions, t -dependence of the 

quark fragmentation functions, quark transverse momentum, and gluon contri-

but ions. 

3.3 Exclusive Two-Body Scattering 

We will now turn to exclusive two-body reactions of the type 

A+ B-+ C + D (3.8) 

where all the four hadrons are identified. Special attentio~will be given 

to elastic scattering, where the two particles in the fina1· state are 

identical to the two incoming ones. 

Th-.• sma 11 c r,1ss sect ions invo 1 ved have the impl 
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small amounts of high energy, wide angle elastic scattering data exist. 

We start with a short presentation of relevant experimental results. 

3.3.l Elastic Scattering Data 

Fig. 3.4 shows the t-dependence of the differential cross section do 
dt for 

elastic 
+ - + 

p, p, 7T , 7T , K , K scattering on protons at 5 GeV/c lab. momentum. 

The curves show the well known behaviour of a forward peak with a cross 

section at t = 0 of several tens of millibarns/(GeV) 2 and rapidly falling 

with increasing -t. We also observe less pronounced backward peaks (except 

for pp since backward scattering is trivially identical to forward 

scattering for identical particles). The t-domain between the forward and 

backward peaks is the large angle domai:li on which we wil 1 concentrate. 

He see that the cross sections in this area have dropped by two to six 

orders of magnitude from t = 0 . 

+ The TI and TI cross sections show signs of structures in the large angle 

domain, whereas the others seem to be,more smooth. 

It is interesting to note the similarity between the p and K cross 

sections. 

An important observation is that at -t;" around 6(GeV/c)L. these two cross 

sections are more than one order of magnitude lower than the others. 
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BEHAVIOl.fl Of ELASTIC 
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The general behaviour of elastic c:r:-g,~,l?., •.. §ections _at 5 GeV / c (from [ 34]). 

+ + 
Fig. 3.5 shows the n and K elastic cross sections at 10 GeV/c lab. 

momentum. We see that the structures in the large ~ngle domain seem to 

be less pronounced at this energy. W~ ~lso note_a jall-off of the large 

angle cross sections by more than two orders of magnitude from the 5 GeV/c 

case of fig. 3.4. 
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o K•p 10 G•Vic 
• TT'p 10 G•Vlc 
o TT-p 9.8G•l//c 

~ 
Tp $ 

I : ! , 

8 12 16 

and K+ cross sections around 10 GeV/c (from [36]). 

Fig. 3. 6 presents a compilation of pp ~.lastic s~attering differential 

cross sections at different lab-momenta from 3 to 1500 GeV/c. We see 

the gradual evolution of the famous dip with a second maximum around 

- t ~ 2(GeV/c) 2
• In the large angle. region outs.lde-the. second maximum all 

the data seem to be consistent with a structureless behaviour. 
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Fig. 3.8 pp elastic scatteriri.g'"da'fa at different energies (from (35]). 

Little high energy, large angle data 

-exist. Figs. 3.7 and 3.8 show K p and pp elastic cross sections at 

lab.momenta varying from 3.6 to 100 GeV/c in the near forward direction, 

< 
- t ~ 3 (GeV/c) 2

• 
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Fig. 3.9 shows recent data on pp elastic scattering at 12 GeV/c for 

larger -t-values. 
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-t (G•V2/c 2
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Fig. 3.9 

pp elastic scattering (from (37])~····--~~··· 

3.3.2 Theoretical Approaches to 

hie will restrict this discussion to the following two points : 

(i) The idea of dimensional counting which under quite general assumptions 

predicts the fixed-angle energy dependence of the differential cross 

sections. 

(ii) The constituent interchange model (CIM) which gives predictions both 

on fixed-angle energy dependence and the 

differential cross sections. 

.. 
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The probability for transition from an initial state Ii> to a final 

state If> in terms of the invariant matrix element Mif is given by 

(3. 9) 

in standard S-matrix theory [l]. The product extends over all elementary 

fields participating in the reaction. Being a probability, Pif is 

dimensionless. 

V is a normalization volume and has dimension (length) 3 or (energy)- 3 ~ 
_2N 

Therefore the denominator of eq. (3.9) has. dimension (energy) when N 

is the total number of elementary fields participating in the reaction. 

The a-function contributes with dimens·i~!i(energ~.r .. !l. Sl.nce Pif lS 

B-2N 
dimensionless, we can conclude that• ~14'i has dimension (energy) · 

From the formula 

do 1 1 l\f I 2 Jt 0: S7 i l if (3.10) 

~ 4-2N"". 

it follows that do 
dt has dimension (energy) Now, if quark masses 

do not enter the formula for large angles and if .. the quarks have zero 

transverse momenta and we look at fixed .. angle exclus.ive scattering 

(i.e. t/s fixed), the process is essentially described by only one variable 

of dimension (energy), namely ../$.'. 

We can then write (23,40] 

(do\ 
\<lt)f. d 1 ixe ang e 

4-2N 

o: <Is) 
2-N 

s (3 .11) 

In the high energy limit we assume that the number N of elementary fields 

participating in the reaction is the sum of 

before and after the collision. 

ThL' dimensional counting rule predictions 
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Table 3.2 Dimensional Counting Rule Predictions (see the text). 

Fixed angle energy 
Reaction N behaviour 

pp -+ pp 
-111 

12 s - -pp -+ pp 

- -
'IT p -+ 'IT p 

+ + 
TT p -+ 'IT p 

- - -8 
K p -+ K p 10 s 

+ + K p -+ K p 
.. 

Fig. 3.10 shows the 90°CM pp elastic cross section as a,function of 

-10 
s -prediction seems rather good. The agreement with the energy. 

One should note, however, that the datapoints seem to oscillate around 

-10 
the s 

that we s ti 11 at these energies obse~wee,weffects;.,.f.rom the' finit·e hadronic 

size [38]. 
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Fig. 3.10 

Energy-dependence of 90° elastic pp cross section (from [20]). 
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Figs. 3.11 (a) and (b) show the fixed angle energy dependence of TI p 

+ and TI p elastic scattering. The TI -data tend to agree with 
_a 

s at the 

+ higher energies, whereas the situation for TI seems to be more unclear. 

IS 
10 

2 
10 

P1..u (GeV/c) 
2 3 4 5 6789 

.. 
~. .. .. 

do-x0.01 \ 

<a> 

· . 

Pi..AI~ ( G eV /c) 
2 3 4 5 6 78 9 

~
(,) 

;;.. 
.D ~ 10 Cf.L . .. 

"· .. .. , 

b1-"'0 "'O 
-1 

10 

-2 
10 

4 

Fig. 

.... .. . .. . . .. 

1
.... 8 2 80° 

, CM 

.. 
• •., 

• Ref.3 
.......... ....... ~ 

• R ef.4 
• R ef.5 
• R ef.6 

5 6 7 8 910 12 
s ( GeV 2

) 

(a) 

3. 11 (from [ 39]) 

( il) fixed-angle energy 

(b) Fixed-angle eneq~y 

a Ref.3 
• Ret.5 

. 0 Ref~7 

• R ef.8 

···~····"'""·~·····~·····&: .. 1'' 8:.910 12 14 16 18 
··s' fGeV1 l 

( b) 

dependence in TI p elastic scattering. 

dependence in + 
TI p elastic scattering. 

.. 
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The idea of constituent interchange (fig. 3.3(b)) being the dominating 

subprocess in violent hadron-hadron collisions as discussed in section 3.2.2 

was originally applied to exclusive two-body reactions (26]. This model 

gives predictions on angular dependence and ratios between cross sections 

which qualitatively seem reasonable. Also fixed-angle energy dependences 

are predicted. 

The simplest version of the theory assumes the constituents to be the 

valence quarks and that the interaction time only allows for one single 

quark interchange during a collision. Thus it is expected to give good 

results only in the asymptotic region s,jtj, lul large. 

The hadrons are assumed to act like bouria systems,,:of a,' quai;k (antiquark) 

plus a core. The core is identified·'~i~'h an anti~~ark '(quark) in mesons, 

and a di-quark (di-antiquark) in bsryons~(antibaryons). Depending on the 
-- 0;.:.;;,~~0:-~~{f{i¥f~:i;;~;..:~ p,-,,:;_:,,~"': .. :.-:;-c'C'.,;:C. •• ;,,,,\ •• ,.;;r.:::;;:.·::> ;'.,_>~Y.:-- ·;-,·>~ 

different beam particles. 

.. 

For the meson-proton elastic cross sections, the CIM model predicts [21,26] 

do -e (1 + z) 
dt (Mp -+ Mp) a: s (1 . .,,,.z)F (3.12) 

where z = cos8CM. R(z) for some J:'e.~~~tions ai;:.~ .. giy.~r\ :i,n table 3. 3. 

It should be noted that the prediC.te(f'energy:' behav:lour···agrees with 

dimensional counting. 
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Table 3.3 CIM angular functions (see the text) 

Reaction R(z) 

+ + -2 
TT p -+ TT p 4a(l + z) + 6 

- - -2 
TT p -+ TT p 46(1 + z) + a 

+ + 
4a(l 

-2 
K p -+ K p + z) 

- -K p -+ K p a 

Simple quark counting suggests values of a 2, 6:= 1 [21,26]. 

For pp scattering the prediction is (26] 

(3 .13) 

... 

One should note that this contradicts,. the dimens&onal· counting> rule 

prediction of an 
-1 0 

s energy dependence;•'""' rt·· i.$' argued [40, 41] that this 

difference arises because the quark plus 

structure of the proton. 

The CIM model also predicts the ratio between PP .. and pp elastic differential 

cross sections [26] : 

In fig. 3.12 the CIM angular predictions for 

to data at 5 and 10 GeV/c lab. momentum. 

+ 
1T 

Fig. 3.13 shows the CIM prediction on the ratio 

(3. 14) 

and are compared 

da/{da\ 
dt \df.)900 for 1T p 

elastic scattering at three different lab. momenta. 

Both fig. 3 .12 and 3 .13 show a qualitative agreemertt1"WitlFd4ta.~ Out more 

high precision data at high energies are 

may be drawn. 



- 51 -

Finally fig. 3.14 shows data on the ratio of eq.(3.14) at 90° in CM. 

The highest energy data points might be signs of agreement with the CIM 

prediction, but more data is desirable. 

10 

10 

4 rr• This experiment 

0 K • This experiment 

0 K+ 5GeV 

=-= Parton model 

-1 ccs8cm 

Fig. 3.12 

CIM predictions for + 
IT p and + 

K p elastic scattering 

compared to data. "This experiment" refers to 10 GeV/c 

lab momentum (from (42)). 
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3.3.3 Final Remarks 

We have seen that theoretical ideas exist which qualitatively reproduce 

the main features of high energy, wide angle scattering data. 

Large angle, high energy elastic scattering is, however, a difficult 

process to measure and the experimental situation is at present characterized 

by a relatively small amount of data. More data is required before any 

final conclusions with respect to the different models can be drawn. 

The remainder of this thesis is devoted to the description of an experiment 

which, hopefully, will be a new step towards this goal, the CERN SPS- exp~ri-

ment WA7. 

Some preliminary results from this exl?!;riment will be cpresented in the 
~'~":'.:§«~--> :;..,-.l/;:--.;,"'.~Y:<:::." .':··-""~' .. ·. 7,,:~;:~1-f'P\~~'t/l"".~~""i:f<'?if<;;i"~~\~.'''L "::'0 ·"/*:~{:?f'', ,,. 

last chapter. 
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PART II THE SPS-EXPERIMENT WA7 

Introduction 

The second part of this thesis is devoted to the description of the 

SPS-experiment WA7. 

In chapter 4 the lay-out and apparatus is described and discussed. 

Chapter S deals with the chain of off-line analysis programs, and chapter 6 

describes the Monte Carlo program together with some of its applications. 

Finally some details from the analysis and some preliminary results are 

presented in chapter 7. 
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CHAPTER 4 THE WA7 EXPERIMENT - APPARATUS AND DATA-TAKING 

4.1 Introduction 

We now turn to the description of the experiment WA7 at the CERN SPS [45]. 

This experiment is performed by a collaboration of groups from LAPP (Annecy), 

CERN, NBI (Copenhagen), Genova, UCL (London), and Oslo. Its aim is primarily 

to study the following high energy, wide angle exclusive scattering processes 

at laboratory momenta from 20 to 100 GeV/c: 

+ + 
(1) 7T-p + 7T-p 

+ + 
(2) K-p + K-p 

(3) pp + PP 

(4) pp + pp 

(S) 
+ -

PP + 7T 7T 

(6) 
+ -

pp + K K 

In addition there exist several possibilities to extend the experimental 

progrannne. One can extend the angular range for the processes (1) - (6) 

towards smaller angles, and one can regard other reactions. Examples of 

alternative processes which are well suited for observation with the already 

existing equipment, are production of heavy mesons which decay into two muons, 

and inclusive production of two large pT hadrons. 

Because of the low cross sections for the reactions (1) - (6), the experiment 

is designed for a high intensity beam of ,..... 108 particles per burst. 

4.2 Layout and Coordinate System 

The horizontal projection of the general experimental layout is shown in 

fig. 4.1. The code will be explained in the subsequent sections. 

The WA7 coordinate system has its positive z-axis along the central beam line. 

The y-axis points vertically upwards. The x-axis is accordingly horizontal 

and ·points to the left when viewed downstream (se fig. 4.1). 
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4.3 The Beam 

The experiment is situated in the SPS West Experimental Area as shown in 

fig 4.2. Target T3 is struck by ,..., 240 GeV/c protons from the SPS. The 

secondary beam thus produced follows a beam line which is later on split into 

the ElA/HlA beam line to WA4 and Omega, and the ElB/HlB beam line to WA7 

and WAJ. It is not possible to have beams in the ElA/HlA and ElB/HlB lines 

simultaneously. 

The angular acceptance for the secondary beam is ±1.2 mrad in x and 

± 2. 8 mrad in y • The momentum acceptance is 6p/p,..., 2% [46]. Maximum 

momentum is 100 GeV/c. 

The beam optics is shown in fig. 4.3. It consists of a system of dipole 

bending magnets (BEND, TR), quadropole magnets for beam focusing (Q), and 

collimators (CH, CV *) for spatial definition of the beam. 

Beam monitoring devices are four multiwire proportional chamber planes 

(dotted lines in fig. 4.3), scintillation counters, an ionization chamber, 

and three differential Cerenkov counters (CEDARs) - two upstream of the 

experiment and one downstream. The CEDARs and the ionization chamber are 

shortly described in the following sections. 

Four of the scintillation counters are mounted around the beam upstream of 

the target. They constitute the beam veto counter which counts the halo. 

Important variables such as magnet currents and polarities, collimator slit 

widths, and CEDAR apertures and pressures, are computer controlled from the 

WA7 control room. 

* H means horizontal and V means vertical. 



- 58 -

t"' 'rj 
0 t-'• 
() ()Q 
Ill . 
rt 
t-'· .t.:-
0 . 
::3 N 

0 
HI 



01 °2 

:! 
::c .._ 

::! 

I 
w I 
:::E I <t 
(./) I 

I 
Q10 Q11 

Q9 

------- 1.2 Sx 

- - - - - - - - - 2.8 Sy 

-·-·-·-·-·-·-·-·- Ap/p:J<b 

Fig. 4.3 

..:..-
2 

- 59 -

C3H 
C4V 

6p•2"1. .• • .~ 
... ······· ·· .. 

Q3 

Q4 

C8H 
C9V 

I 
I 
I 

v' 
Q5 TRt

06 

015 
013 

' 

014 Q14 
TR3 TR4 011 

012 
Q13 

TR5 

The ElB/HlB beam line (from (46], but slightly updated). 

C5H 
C6V 

v: 
TR2! 

Q7 Q8 Q9 010 

D c 
E" 

TARGET D 
A 

C10V 
C11H 

m 

1.2 S (2.8 S ) corresponds to the deviation in x y x (y) from the central beam line 

of a particle which was produced at central beam line with an angle in x (y) 

of 1.2 (2.8) mrad. These are the maximum angles accepted. 

WA3 
TARGET 



- 60 -

4.3.1 The CEDARs 

The CEDARs (Cerenkov Differential counter with Acromatic Ring focus) [47] 

are used for beam particle identification. They are 6 m long differential 

Cerenkov counters filled with N2 at pressures from 1.6 to 8 atmospheres [47]. 

The ring of reflected Cerenkov light passes through a circular slit, the light 

diaphragm, of radius 10 cm, and is detected by 8 photomultipliers. One may 

demand 8, 7 or 6 photomultipliers in coincidence to accept a CEDAR signal. 

The light diaphragm opening can be varied from 0.1 to 20 mm. Pions, kaons, 

protons, electrons and muons can be distinguished in the whole momentum range 

in question [47]. 

Fig. 4.4 shows the working pressure for the CEDARs as a function of momentum 

for TI, K and p . 

During elastic data-taking the three CEDARs are set to count p, K and K, 

respectively. The reason for using the third counter downstream of the 

experiment, is the following. 

At high momentum the threshold Cerenkov counters of the experiment (see 

section 4.6) have difficulties in distinguishing TI from K. At high 

intensity there is a possibility of a TI and a K arriving inside the 

counter dead time. If the TI scatters and the K does not, the event could 

be misidentified as a K -scattering. This possibility of misidentification 

is ruled out when a third CEDAR downstream of the experiment is set to count 

K-mesons. 

4.3.2 The Ionization Chamber 

The ionization chamber is used for beam intensity measurements. It consists 

of two earth connected collector plates sandwiched between three high voltage 

plates. The plates are circular and built into a 25 cm long cylindrical frame 

made from 1 cm thick stainless steel. The beam enters and leaves the chamber 

through two mylar windows of diameter 12 cm. The chamber is filled with argon 

gas at atmospheric pressure. 
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Fig. 4.4 

CEDAR working pressures (from [47]). 
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Each collector plate is split into two parts. One is split horizontally and 

the other one vertically. Thus the ionization, whi~h is proportional to the 

beam intensity, is measured separately in the upper, downer, left and right 

halves of the beam. 

The signals from each of the four halfplanes go via an amplifier and an 

integrator to a scaler. 

The ionization chamber is placed upstream of the quadropole Ql3 of fig. 4.3. 

4.3.3 The Beam Hodoscopes 

In order to locate the trigger particle inside the beam, the experiment 

is equipped with two beam hodoscopes (48]. 

One is placed immediately in front of the target, and the other one is 

situated between CEDARl and CEDAR2. 

Each hodoscope consists of three planes. The planes consist of two rows of 

20 scintillators each, arranged as shown in fig. 4.5. The cross section of 

each scintillator is 2.2 x 5.0 mm 2 , and the length is 10 cm. Each scintil-

lator is viewed through a light guide by a photo multiplier. 

The three planes of one hodoscope are mounted with the scintillators vertically 

and at ± 45 degrees, respectively. 

Since the distance between the hodoscopes is roughly 7 m, they give an angular 

resolution of about 0.6 mrad on the straight line part of the beam tracks, 

whereas the spatial resolution is about 2 mm. 
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Overlap 0.1 mm 

(mm) 

Beam direction 

Fig. 4.5 

Arrangement of scintillators in a beam-hodoscope plane. 

4.3.4 The Beam Composition 

Fig. 4.6 shows the calculated particle intensities normalized to 1012 

interacting protons in target T3 , as functions of beam momentum. 

The hadron intensities correspond to particles within 

the electron intensity corresponds to lip,....,± 2%. 
p 

lip ,...., ± 1% 
p 

whereas 

Target T3 has a thickness in interaction lengths that corresponds to 0.42 

reactions per incoming proton [49]. Therefore the expected intensities per 

lo I 2 • · incoming protons on T3 , are obtained by multiplying the intensities 

of fig. 4.6 by this factor. I r hl 4.2 x 107 1T-. e., oug y is expected at 

20 GeV/c per 10 12 incoming protons. 
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However, measured was ,..., 8 • 10 6 n-/10 12 incoming protons, so the calculations 

leading to fig. 4.6 are high by a factor more than s· (49]. 

Fig. 4.6 

----------,,.-~--;;-;_.::::: --- ·-·-·-·-·---rr·-::-·-- .. .__ 
,,,- ,,' . ......_ 

/. ,,.-
./,/ 

//' 
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·· ... 

········-.! ....... . --
·-·-- p -..... ............ -----· ----...... 

E1AIH1A--1 

40 so 60 70 80 90 100 1<>5 

BEAM MOMENTUM (GeV/c} 

.. 

El/Hl beam calculated intensities per 10 12 interacting protons (from [46]). 

On the other hand, the electron content turned out to be much higher than 

expected. As seen from fig. 4.7 the e/n ratio in the negative 20 GeV/c 

beam was as high as ,..., 0.8. 

Therefore it was decided to put into the beam an electron killer, simply a 

piece of lead. From fig. 4. 7 we can re'ad out the ratios e/n of table 4 .1 

for different thicknesses of lead. 
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Fig. 4.7 
CEDAR2 scanned. Electron content at different thicknesses of lead. 
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Table 4.1 e/TI Ratio at different Thicknesses of Lead. 

Pb (mm) 

0 

2 

3 

4.6 

e/TI (%) 

"'80 

""13 

5 

0 

It should be noted, however, that these numbers are uncertain by a factor 

,...., 2 due to a misalignment of the CEDAR used [50]. 

Assuming a pure TI-beam of 20 GeV/c, 4.6 mm lead reduces the hadron intensi~y 

by,...., 3%. 

With 4.6 mm lead in the beam, CEDAR scans showed that the ratios between the 

particle types at 20 GeV/c negative beam were [49]: 

0.900/0.030/0.028 (4.1) 

This 1s illustrated in fig. 4.8. 

Because of the angular spread and resolution problems, it is difficult to 

measure very accurately the muon content of the beam with the CEDARs. 

Monte Carlo calculations (D. Plane, see (51]), suggest, however, a µ/TI ratio 

of,..., 6%. 
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Scan of CEDAR2 (with 4.6 mm Pb in the beam). 
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4.4 Target and Spectrometer Magnet 

The 1 m long liquid hydrogen target is mounted at the magnet entrance and 

extends partly inside the magnet volume. 

The liquid hydrogen is contained in a mylar cylinder of radius 4 cm. 

The cylinder is mounted between two horizontal frames connected by six 

stainless steel bars of radius 1 cm. 

The spectrometer magnet is an Oerlikon W75. Besides momentum analyzing the 

tracks, it effectively sweeps away low-momentum background. 

The magnet volume is about 3 2.5 x 1.9 x 0.5 m • At maximum current of .. 
7500 A, the vertical main component of the magnetic field reaches 16 kG. 

The field integral 

F = f 
) 

B dz 
y 

is about 23 kGm at 7500 A. 

(4. 2) 

In WA? coordinates the magnetic centre is at (x, y, z) R1 (-15., 0., - 24.). 

The non-symmetric position of the magnet with respect to the beam is chosen 

for acceptance reasons. 

The magnetic field prophile at 7500 A along a line parallel to the beam 

through the magnet centre, is shown in fig. 4.9. 

The vertical inner walls of the magnet are covered by one scintillation 

counter each, marked VETO CTR. in fig. 4.1. A signal from one of those 

indicates that one or more particles have hit the magnetic walls. 
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Fig. 4.9 

The y-component of the magnetic field at 7500 A along a line parallel to the beam 

through the magnetic ce.ntre. 
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4.5 The Multi Wire Proportional Chambers (MWPCs) 

The experiment is equipped with six assembleys of multiwire proportional 

chamber planes, called CH1-CH6 in fig. 4.1. They contain altogether 26 

wire planes. The MWPCs perform position measurements of the outgoing 

tracks with an accuracy which is in principle given by the wire spacing. 

The wire spacings for the different wire planes are given in table 4.2. 

The wires measure coordinates in four different projections according to 

their orientation. These projections are called x, y, u and v, and 

are defined as shown in fig. 4.10. 

y 

sine= 8117 

u 

Fig. 4.10 

Definition of x,y, u and v • The beam moves in positive z-direction. 

The wire orientation is indicated. CHS has its own coordinate system 

because the whole chamber is rotated 45° for acceptance reasons. 
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The chambers CHl and CH2 are located inside the magnet& 

The anode wires are made from tungsten and have a diameter of 20 µm. 

The cathode planes are mylar planes with a thin layer of graphite damped on. 

The graphite layers are only a few µm thick. 

A chamber consists of alternating wire- and high voltage cathode-planes and 

is filled with a gas mixture. It is closed by a mylar window in each end. 

It should be noted that CH3 is organized as six separate units which can be 
~ 

moved independently, each with its own gas supply. 

CH1-CH3 are filled with the following gas mixture: 

Gas Ar 

Percentage 81.4% 

+ Chemical formula 

* Chemical formula 

t Chemical formula 

C4Hl0 

CF3Br 

Isobutan 

15.0% 

CH2(0CH3) 2 

+ 

CH4-CH6 are filled roughly as follows: 

Gas Ar co2 

Percentage "'7 5% "'24.5% 

Freon 

0.6% 

Freon 

..... o. 5% 

* 13Bl 

* 13Bl 

As an example, fig. 4.11 sketches the composition of CHl. 

.. 

Methylalcohol 

3.0% 

t 
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.. 22cm ... 
( ) 25 t"" mylar windows 

I so.,m mylar planes 

J 25 ..,m mylar planes with graphite .. 

2nm wire planes 

1 mm wire planes 

Fig. 4.11 

The Composition of Chamber CHl. 

In table 4.2 are also given the approximate z-position of the chambers, and 

their approximate wired area. It should be noted, however, that some of 

the u- and v-planes have dead areas in the corners because of the wiring, 

as indicated in fig. 4.12. 

Dead area 

Fig. 4.12 

MWPC-plane with dead area. 
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The total number of wires in the six chambers is approximately 20 OOO. 

All the wires are read out for each trigger. 

Table 4. 2 Properties of MWPCs (see the .text). 

Chamber Plane~ Projection Spacing (nnn) 
Approximate 
Area (m2

) 

Approximate 
z(cm) 

1 x 1 
2 u 2 

CHl 3 y 2 0.96X0.26 
4 v 2 
5 x 1 
6 x 1 

CH2 7 v 2 1.09 xo. 30 
8 u 2 
9 x 2 

10 u 2 

CH3 11 v 2 2.05x0.58 
12 y 2 
13 x 2 
14 x 2 
lS u 2 

CH4 16 y 2 t 2.3Sx2.3S 17 v 2 
18 x 2 
19 x 2 

CHS 20 u 
* 2 t 2.3Sx2.3S 21 y 2 

22 v 2 
23 x 2 

CH6 24 u 2 t 2.3Sx2.3S 2S y 2 
26 v 2 

* The local coordinate system of CHS is rotated -45° with respect 

to the lab system. 

-35. 

o. 

llS. 

695. 

113S. 

695. 

t It should be noted that in some of the planes of CH4-6, the wires are 

read out two by two because of lack of read-out electronics. This 

corresponds to a wire-spacing of 4 nnn. 

~ 

Often more than one wire fires when a charged particle crosses a wire plane. 

Instead of using one word for each fired wire when writing such events onto 

tape, groups of adjacent fired wires are treated together. Only the so-called 

cluster centre (in units of half wires) and cluster size (number of fired 

wir~s) are written onto tape. 
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The transformation from single wire digitisings to cluster position and 

cluster size is performed on line by a device called ·the cluster and 

renormalization box. The box is indicated in fig. 4.18 of section 4.9. 

4.6 The Threshold Cerenkov Counters 

In order to identify the outgoing particles, the experiment uses four 

threshold Cerenkov counters [52, 53], denoted Cl-C4 in fig. 4.1. 

They are large boxes filled with gas at atmospheric pressure and equipped 

with mirrors and photo multipliers to detect the Cerenkov light. 

The threshold velocity for light emission is given by the refractive index, 

n, of the gas as 

Q = 1 
"c n (4.3) 

corresponding to a threshold value of the relativistic mass increase factor, 

y, of 

/ n2 
i n 2 - 1 

(4.4) 

Since for a given momentum the particle velocity is given by its mass, this 

means that by using different gases in the threshold Cerenkov counters, one 

may identify the final state particles of an elastic scattering process. 

The mean number, m , of photo-electrons caused by a particle with relativistic 

mass increase factor y arriving at the first dynode of a photo multiplier 

in a Cerenkov counter, is given by [54] 

1 1 

Here L 

m = L N 
0 

Y2 - y2 
c -

1 
1 - --;;r y 

is the length of the radiator and 

the optical system and the photo multiplier. 

N 
0 

(4. 5) 

is a constant characterizing 

The actual number of photo-electrons hitting the first dynode is Poisson 



f. 

distributed with mean m, 

arriving at the first dynode 

-m x 
p (x) 

e m 
= 

x! 

Thus the probabilities of 0 

p (0) 

p(l) 

-m 
e 

-m = m e 
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i.e. the probability of x photo-electrons 

is 

(4.6) 

or 1 electron are 

(4. 7) 

Let us now assume that the probablity of not counting a single photo-electron 

is n and that a particle with ~ 2 photo-electrons is counted with 100%. 

efficiency. Then the overall counting efficiency of the counter is given by 

E = 1 - p(O) - n P(l) 
-m =1-e (l+nm) (4.8) 

This formula gives rise to the curves of fig. 4.13 which show the efficiency 

E as a function of y for different values of y . 
c 

To obtain these curves, values of L = 300 cm, N = 82.8 and n = 0.1 
0 

are used, and l/y 2 is assumed << 1 (54]. 

One should note the slow rise of the efficiency for the higher values of 

Table 4.3 Properties of the Cerenkov Counters [52, 53] 

Fillings at 20 GeV/c 

y • 
c 

Volume Length along z Gas Refr.ind. !Rad.length Thresholds 
(m3) (m) (n-1)•10 6 (m) (GeV/c) 

7T K p 

~ Cl 39 4.6 N2 269 304 6.0 21.1 40.5 
.j..J C2 45 3.6 Freon 12:f 1013 48 3.1 10.9 20.9 {/) 

Cd 
µ.. 

s 
"" C3 17 1.6 Freon 12:f 1013 48 3.1 10.9 20.9 Cd 

~ C4 31 2.5 co
2 405 202 4.9 17.2 33.0 0 ..... 

CJ) 

* Chemical formula is CC1 2F2 
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Fig. 4.13 

Cerenkov counter efficiencies for different values of ye as functions of y (from [54]). 

L = 300 an 
No=82.8 
~ = o.1 

2 
~ 
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Table 4.4 shows the momentum ranges in the two arms which are accepted in 

20 GeV/c elastic scattering. 

Table 4.4 Accepted Momentum Ranges (GeV/c) in 20 GeV/c elastic Scattering. 

(from (52]) 

Momentum Ranges, GeV/c 

Left Arm (Cl-C2) Right Arm (C3-C4) 
~ 

9 - 17 3 - 11 

From the threshold momenta of table 4.3 and the momentum ranges of table 4.4, 

we can innnediately write down table 4.5. In this table "l" means Cerenkov 

has fired and "O" means no signal. 

Table 4.5 Particle Identification at 20 GeV/c (See the text~. 

Fast Arm Slow Arm Meson Momentum (GeV/c) Cl C2 C3 C4 

p p 0 0 0 0 

> 6.0 1 1 0 0 7T p p -7T 

K < 10.9 0 0 0 0 p PK -

K > 10.9 0 1 0 0 p PK -
< < 4.9 0 0 1 0 p 7T 3.1 - p -7T 

> 4.9 0 0 1 1 p 7T p7T -
< 

p K p -K 10.9 0 0 0 0 

p K > 
PK - 10. 9 0 0 1 0 

It should be noted that under elastic data-taking at 20 GeV/c the matrices 

(see section 4.8) are set to accept meson-proton events only if the meson 

goes into the fast (left) arm. Thus the only possibility of misidentification 
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is to mix a K 
< event (with pK 10.9 GeV/c) with a p event. This 

ambiguity will, however, be solved when CEDAR information is taken into account. 

At higher incoming momenta other fillings are used. 

In these cases the particle identification will not always be as simple as 

at 20 GeV/c. Generally it will not suffice to see which counters have given 

signals - in addition the pulse heights have to be studied in order to distin-

guish 7T from K . 

4.7 The Downstream Hodoscopes 

The experiment uses three hodoscopes for triggering purposes. One is placed 
' 

immediately downstream of chamber CH3 (called HOD in fig. 4.1). The two 

others are situated just behind chambers CHS and CH6, respectively. They are 

called PR.HODl and PR.HOD2 in fig. 4.1. 

A hodoscope is a collection of scintillation counters, eventually with light 

guides, and equipped with photo multipliers. 

4.7.1 The HlH2 Hodoscope 

We will refer to the hodoscope immediately downstream of CH3 as HlH2. 

Hl is the part of the hodoscope to the left of the beam when viewed downstream, 

and H2 is the right part. Both consist of two planes of plastic scintillators 

1 cm thick. From each scintillator the light is mediated to a photo multi-

plier by a light guide. 

The scintillators in the upstream planes are ringshaped, whereas the downstream 

elements are wedgeshaped. Th~ elements of both planes are drawn in fig. 4.14. 

This arrangement makes it simple to achieve information on coplanarity 

(wedge-wedge correlations) and opening angle (ring-ring correlations) at 

the trigger level (see section 4.8 for more details). 
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... 

Fig. 4.14 

Arrangement of scintillators in HlH2. 

4.7.2 The Rrompt Hodoscopes 

The prompt hodoscopes are collections of rectangular scintillators. 

The elements occur in three different sizes: 30x30 cm2 , 3Qxl5 cm2 and 

... 

lSxlS cm2
• They are arranged in "rings" with the smallest elements closest 

to the beam as shown in fig. 4.15. 

Each scintillator is equipped with a photo multiplier which is mounted 

immediately behind the element and sees the light directly without use of 

solid light guides. 

This fact combined with the small dimensions of the elements minimizes the 

time jitter of the signals, thus making accurate time of flight measurements 

possible. With a 30x30 cm2 element and the photo multiplier 30 cm behind 

the middle of the element, an accuracy of the time of flight measurements 

of 520 ps is achieved [55]. 

Thus the prompt hodoscopes are well fitted to participate in the trigger 

mechanism of a high intensity beam experiment as WA7. 
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Fig. 4.15 

The Prompt Hodoscopes viewed upstream. 

The figure does not correctly reproduce the distance 

between the two hodoscopes. 



4.8 The Trigger Logic 

The fast logic and the data acquisition system are based on standard CAMAC. 

The data have to satisfy a number of constraints before they are accepted 

as possible elastic event candidates. The requirements are: 

(1) The reaction should be due to a beam particle, and there should be 

no particles going into the magnet walls. 

(2) There should be less than a maximum number of particles in each arm. 

(3) The straight line part of the tracks should point back towards the 

target region. 

(4) The event should be coplanar within limits defined by Monte Carlo 

studies. 

(5) The opening angle should be within limits defined by t1onte Carlo 

studies. 

(6) One of the outgoing particles should be a proton, the other one 

a pion, kaon or proton. 

The necessary tests to see whether the above requirements are fulfilled, are 

carried out by the fast electronics. The trigger logic is schematically 

drawn in fig. 4.16. The logic may naturally be divided into two levels. 

In the second level the constraints are calculated more accurate than in the 

first one. 

In the first level point (1) is taken care of by requiring no hits in the 

beam veto counter and no hits in the veto counters inside the magnet. 

Also crude tests on the conditions (3), (4) and (5) are performed at the 

first level of the trigger logic. 

Two fast programmable or's (OR1-0R2 in fig. 4.16) make opening angle tests 

by comparing the upper (downer) half rings of PRl to downer (upper) half 

rings of PR2. 

Two of the four fast matrices (FM1-FM4 in fig. 4.16) perform tests on the 



- 82 -

straight lines by comparing the rings of PRl (PR2) to the rings of HlR (H2R). 

The third fast matrix makes an opening angle test by comparing the rings 

of HlR to those of H2R. The fourth fast matrix compares the wedges of HlW 

and H2W giving a rough test of coplanarity. 

If all these tests are fulfilled, a fast strobe is generated which opens the 

registers and enables the RMH-modules for storing of MWPC-data. Thereafter 

more refined tests on the conditions (4) and (5) are performed by the second 

level trigger logic, which also checks if conditions (2) and (6) are ful-

filled. 

Point (2) is taken care of by the majority logic. It only accepts the trigger 

as a possible event candidate if the number of hits in Hl, H2, PRl and PR2, 

respectively, are less than given maximum numbers. 

Because of the background, it is a finite probability of observing more 

particle tracks than those from the elastic-like event. Therefore one 

generally uses higher maximum numbers than one. Typical maximum numbers 

used for elastic scattering at 20 GeV/c, are 

:::2 1<2 :::2· 1 in H , - in H2, in PR and < 1 in PR2 ( 4. 9) 

Condition (6) is taken care of by putting Cerenkov and CEDAR signals into 

the trigger as indicated in fig. 4.16. 

More refined tests on the event geometry are performed by two slow 

48x48 matrices (called SM1-SM2 in fig. 4.16). They compare the upper (downer) 

part of PRl to the downer (upper) part of PR2 on an element to element basis. 

While these second level tests are performed (a few hundred nano-seconds) 

the formation of a new fast strobe is inhibited by the strobe inhibit flip-flop. 

If the event is accepted also by the second level logic, an event signal is 

formed. This signal opens the gates for the ADC's and, in case of no fast 

processor (see section 4.10), sends an interrupt to the on-line computer which 
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reads the event and writes it onto magnetic tape. 

During this time (a few milli-seconds) the formation of a new strobe is 

inhibited by the event flip-flop. 

In fig. 4.16 is also indicated the life time logic which measures the real 

time of data-taking, i.e. the time when the formation of a strobe is not 

inhibited. 

Fig. 4.17 gives the time diagram for the logic. 

4.9 Data-Acquisition and Monitoring 

As mentioned earlier, when an event candidate is accepted by the fast logic, 

the registers and RMH-modules are read out via CA.MAC by a NORDlO minicomputer 

and the event is written onto magnetic tape. Peripheral equipment of the 

NORDlO includes a disc-unit, two magnetic tape units, one writing terminal 

and two TV-screen terminals. 

The program which controls the data-taking is called DAS (Data Acquistion 

System). 

Through DAS the user can interfere with the data-taking. Besides starting 

and stopping runs, he can set the slow and fast matrices and choose different 

operational modes of the microprocessors (see the next section), and different 

modes of monitoring. 

The data-acquisition logic is schematically shown in fig. 4.18. 

The computer reads about 250 CAM.~C words per accepted trigger from ADCs, 

registers and scalers. In addition comes one word for each cluster. 

Typically 100 clusters are recorded per event. 

A typical time for the recording of one event is 2 ms. With about 150 events 

per second this gives 30% as a rough estimate of the dead-time. 
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In addition to controlling the data acquisition, DAS also serves as a 

monitoring device. That is, DAS can provide the user with information on 

the status of the apparatus during a run, such as how the chamber read-out 

system works and what the detector efficiencies are like. 

Much information can be obtained in the form of displays on a TV-screen 

terminal. Examples of such displays are histograms over fired wires in the 

MWPC-planes, and "event pattern" pictures, i.e. single trigger displays of 

fired elements of the four hodoscopes, fired wires in the ~fWPC-planes and 

fired mirrors in the Cerenkovs, Two examples of such event pattern displays 
~ 

* are given in fig. 4.19 (a) and (b) . They refer to the same elastic TI-event. 

*The displays shown in fig. 4.19 are produced off-line, but the displays 

achieved on-line by DAS look quite similar. 
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(a) 

IM I •n 

(b) 

Fig.4.19 "Event pattern" displays. 
{a) The event in ~orizontal projection. 
(b) Fired ele~ents ir. the hodoscopes. 
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4.10 The Micro - Processors 

To cope with the highest intensities, the on-line data-taking system is 

designed for using two micro-processors. When this is written, none of 

them has been into operation. 

One is a fast, hard-wired processor built by a CERN-group [56]. It is 

intended to use MWPC-infonnation to reconstruct straight lines outside 

the magnetic field and perform certain kinematical tests. This will allow 

for more stringent trigger criteria than is possible with the fast electronics 

described in section 4.8. The fast processor will thus serve as part of 

the trigger logic, representing a third logical level. 

The other one, the Rutherford processor [57], is programmable and therefore 

slower. It is intended to be used to process the events which NORDlO has 

read before they eventually are written onto tape, thus reducing the amount 

of data still more. This will be done in the interval between the bursts. 

4 .11 Iron Calorimeter and Hu-Trigger 

Behind each prompt hodoscope is mounted a roughly 3 m long unit consisting 

of 2oox2oox10 cm 3 iron plates sandwiched with scintillation counter planes 

and drift chamber planes [58]. Fig. 4.20 shows a scintillation counter plane. 

At the time of writing, the calorimeter has not been into operation. 

By integrating the pulses from the scintillators, one gets a measure of the 

energy deposited in the calorimeter. It may thus be used for triggering 

purposes. At the higher energies it is expected that the use of the 

calorimeter in elastic triggering will reduce the trigger rate significantly. 

The reason is that by far the largest part pf the background trigger rate is 

caused by electrons and low momentum mesons. 

Since the iron effectively absorbs hadrons, the calorimeter may also be used 
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for muon triggering purposes. It is intended to make use of this to study 

the production of heavy mesons which decay into muon pairs. We will return 

to this point in chapter 6. 

IRON PLATE SCINTILLATOR PLANE 

"'-- ' '- ........ 
.... , 

BEAM 

0 17 18 31 J2 

I 2 15 16 

200 

Fig. 4.20 
A Scintillation counter plane in the calorimeter (from [58]). 

0 
0 
N 
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CHAPTER 5 OFF-LINE SOFTWARE - DATA ANALYSIS 

5.1 Introduction 

Large computer programs are used to decode the information on the raw data 

tapes written by the on-line computer, and to process this information. 

These programs constitute the analysis chain. The ultimate goal of the 

analysis is to compute the cross sections of the reactions studied. 

In order to compute the cross section of a reaction, detailed knowledge 

of the geometrical acceptance is needed. This is calculated by the Monte 

Carlo progrannne which is described in chapter 6 together with some of its ~ 

applications. 

5.2 Soft-Ware Organization 

~fost of the progrannne packages of the analysis chain are kept on PATCHY 

~faster files, or PA..~-files. PATCHY is a flexible system for maintenance 

and evolution of the programs (59]. 

In addition to the programs written by the group, supporting material of 

different kinds exists. This includes a data-file containing all the 

parameters necessary to describe the experiment, hereafter called GENDATA, 

a library containing frequently used routines, hereafter called UTYLIB, the 

CERN progrannne library (60], and Su~fX (61]. 

UTYLIB contains among other things the magnetic field routines (62] and a 

package of input/output routines. These input/output routines are written 

with the scope of being able to cope with different machines and different 

tape formates (63]. This makes it simpler to perform the production runs 

at different laboratories. 

At the time of writing, the analysis is performed at CERN's IBM 370/168 

and the IBM 360/195 of UCL in London (at the Rutherford High Energy Labora-
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tory). In addition it is planned to run production on the IBM 370/165 

of NBI in Copenhagen and the CDC CrBER 74 in Oslo. 

When an external laboratory is going to make a production run, it is provided 

with copies of the raw data tapes. High density copies of the original 

raw data are kept at CERN. 

An automatic book-keeping system at CERN [64] keeps track of what happens 

to the data from the different runs. 

5.3 The Analysis Chain 

The analysis chain may naturally be divided into three parts: 

(i) Pattern recognition and preliminary analysis of accepted event 

candidates. This programme package will be referred to as 

PROGl in the following. 

(ii) Further analysis of accepted event candidates, including a 

chi-squared fit with the application of vertex- and kinematical 

constraints. This package will be referred to as PROG2 in what 

follows. 

(iii) A programme package mainly based on SUMX for detailed studies of 

events and event candidates, and final cross section computations. 

This programme package, which will (not surprisingly) be referred 

to as PROG3 in the following, also includes a programme for 

off-line display of events. 

P~OGl produces a data summary tape, DSTl, containing parts of the raw data 

and information on the accepted event candidates. 

PROG2 uses DSTl as input and produces a new data summary tape, DST2, which 

contains all the information of DSTl plus new information on the accepted 

event candidates. 

PROGJ may use either DSTl or DST2 as input. The analysis chain is schemati­

cally shown in fig. 5.1. 
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It should be noted that PROGl and PR0~2 are usually run together without 

producing a DSTl, as indicated by the dotted line in fig. 5.1. 

For reasons explained in the preface to this thesis, the PROG2 package is 

described in considerablymoredetail than the two other programme packages. 

Fig. 5,1 

PROGl 

----.. 

PROG2 

DST2. 

PROG3 

fist 
df 

I 

t 

--· 

The Analysis Chain (see the text). 
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5.4 The PROGl Progrannne Package 

5.4.1 Short Description of the Raw Data Format. 

A raw data tape consists of one or more files, each file consisting of 

data from one run. A run is ended when the experimental conditions are 

changed or when end of tape is reached. 

A raw data file is divided into physical records, each consisting of 1890 

16-bit words. The information contained in the physical records is 

organized as logical blocks of variable lengths. One logical block may 

extend from one physical record to another. 

Two kinds of logical blocks exist on the raw data files: the standard event 

block and the burst scaler block. 

The standard event blocks contain CA.'1AC readout, HWPC readout and fast 

processor readout for each trigger. 

The burst scaler blocks are written one at each end of burst and contain 

information on the ionization chamber, certain beam hodoscope elements, and 

statistical information such as the accumulated number of events. 

Detailed discriptions of the different blocks can be found in [65]. 

5.4.2 The Structure of the PROGl Program Package 

The PROGl package may naturally be divided into four stages. This is 

indicated in fig. 5.2 which shows a simplified flow chart of the package. 

In the first stage the control cards are read and analyzed. By means of 

these control cards the user may perform file handling like skipping certain 

files etc. 

In addition tape reading initialization and file initialization is performed 

in this stage, as well as the reading of the parameters from the GENDATA 

file. 



- 96 -

------------------ -----------------

READ CONTROL 

READ GENDATA 

INITIALIZE 
E- EADING 

INITIALIZE 
N XT FILE 
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UNPACK DATA 
Bad data 

.. 
DECODE CEDAR 
INFORMATION 

RECONSTRUCT 
BEAM TRACK 

RECONSTRUCT OUT-
GOING TRACKS AND 

MOMENTA 

RECONSTRUCT 
VERTEX 

DECODE CERENKOV 
INFORMATION 

WRITE DSTl 

No 

No 

Fig.5.2 Simplified flow-chart of the PROGl programme package. 



- 97 -

In the second stage the raw data from one event are read, unpacked and 

stored in COMMON areas after conversion from 16-bit words to the appropriate 

word length. 

In the third stage the pattern recognition is performed. The second and 

third stages are repeated once for each trigger until end of file is reached. 

In the fourth stage different kinds of statistics are printed and written 

to the DST. This stage is executed once at the end of each file. 

We now turn to a short description of the geometrical reconstruction of 

the events. 

5.4.3 Basic Philosophy of the Pattern Recognition 

The task of stage three of the PROGl package is to reconstruct events 

from the NWPC-, CEDAR- and Cerenkov information. 

The main problem is to reconstruct the outgoing tracks behind and inside 

the magnet from the HWPC information, and to associate correctly tracks 

in the two arms with each other to get the vertex. The procedure is 

basically the following. 

Two clusters ina chamber define a point if they belong to planes with the 

wires in different inclinations. Two points belonging to different 

chambers behind the magnet define a straight line. 

.. 

The chambers used to define straight lines in this way, the so called pivot 

chambers, are CH3 and CHS in the left arm, and CH3 and CH6 in the right arm. 

In order to see whether the straight line belongs to a track, the clusters 

inside a given "road" of ±0.8 cm along the track are counted. If the 

number of clusters is less than a given minimum number (11 in the left 

arm and 7 in the right one), the straight line is not accepted as belonging 

to a particle trajectory. 
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Next lS demanded that the straight line piece should have an extension 

into the magnet. To check if that ls the case, the straight line is 

extrapolated to all the planes of CHl and CH2. 

It is further assumed that if two clusters in two planes inside the magnet 

belong to the same track, their distances from the extrapolated straight 

line are proportional. The proportionality factors are given by the 

magnetic field and the z-positions of the planes. 

Again the track candidate is accepted only if the number of clusters inside 

the magnet belonging to the track is larger than a given minimum number 

(4 for both arms). 

The momentum calculation algorithm is a very crude and simple one. 

The magnetic field is assumed to be constant inside a box and zero outside. 

Thus the momentum can be calculated directly from the deflection of the 

track in CHl compared to the straight line downstream of the magnet. 

The next constraint to be fulfilled is that there should exist at least one 

track in each arm which together give a reasonable 2-prong vertex parameter. 

The 2-prong vertex parameter is the smallest distance between the two tracks. 

The vertex reconstruction algorithm is based on simple geometrical con­

siderations [66]. The magnetic field is assumed to have cylindrical 

syunnetry around the vertical line through the magnet centre. According 

to this a track ls assumed to bemirrorsyunnetric about a vertical plane 

through the magnet centre perpendicular to the track. 

With this assumption a 2-prong vertex is constructed from the outgoing 

tracks. If oneormore beamtracks are successfully reconstructed, these are 

used to construct 3-prong vertices. Beamtracks giving 3-prong vertex 

parameters larger than a given maximum are not accepted. 

The output from the vertex reconstruction lS the vertex position (x,y,z) 
v 
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and the track derivatives, (~ , ~~)v , at the vertex. 

It should be noted that neither the momentum nor the vertex reconstruction 

algorithm makes use of a magnetic field map or equivalent magnetic field 

routines. This is done in order to make the programme fast. 

Because of the crude approximations used, the PROGl package is often not 

able to solve ambiguities where for example different straight lines seem 

to have the same extension into the magnetic field, or different tracks in 

one arm may be combined with a track in the other arm, all giving acceptable 

vertices etc. .. 

The resolution of such ambiguities and the accurate calculation of the event 

parameters are the tasks of the PROG2 programme package. 

5.5 The PROG2 Programme Package 

The PROG2 programme package performs an iterative track fitting procedure. 

The track parameters are determined by a least squares fit which gives 

more accurate results than the PROGl package, but which on the other hand 

uses considerably more time per sevent. 

The time consumption is not a very serious problem, however, since only 

* event candidates with correct charge combination are processed by PROG2. 

Only a few percent of the event candidates written to DSTl have correct 

charge combination. 

The vertex constraint is always applied, whereas the use of the kinematical 

constraints is optional. Under production runs the kinematical constraints 

a.r.e always used, though. Se section 5.5.5 for more details. 

* The charge is determined by PROGl from the direction of the x-bending in 

the magnet. With 20 GeV/c negative beam only events with a negative 

particle in the left arm and a positive one in the right arm are accepted. 

With positive beam one obviously demands a positive particle in each arm. 
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5.5.1 Chi-squared and the Method of Least Squares 

We want to parametrize the m measurements ai' i = 1, ... , m with the 

m functions f., i = 1, •.• , m, which are functions of the n (< m) 
i 

parameters 

with 

f 

E, , a = 1 , .•. , n . a 

f 
m 

f = f(E,) 

and E, 

In vector notation: 

(5.1) 

.. 

We define the m residues d., i 
i 

1, ... ,m by (again in vector notation 

as explained above): 

d a - f(E,) (5.2) 

The matrix of derivatives, D, is defined by 

Clf. 
D. i 
ia ar-a 

(5.3) 

In general f does not depend linearly on }: 
'? but we may linearize it 

by setting 

f ([, + '.'![,) ~ f ([,) + DL'i[, (5.4) 

We then define the weight matrix W as the inverse of the error matrix L: 

w -1 
L: (5.5) 

In the case where all the correlations between measurement errors are 

neglected, L: is diagonal with the m squared measurement errors 

a. 2 
i i = 1, ... ,m along the diagonal. 

The problem is now to find the "best possible" values of the parameters E,. 

When applying the method of least squares, the "best possible" values of 

the parameters are taken to be those which minimize the sum of squares 
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(5.6) 

dT denotes the transposed of d, i.e. 

(5. 7) 

When such a problem is to be solved on a computer, it is usual to work 

with approximate values for the variables s and accordingly approximate 

values of the residues d . Demanding s 2 to be at a minimum leads to 

equations for the corrections 6s to s the following way. 

Written in terms of 6s, the component form of eq. (5.6) reads 

(5.8) 

From the constraint of s 2 to be at a minimum we get the n equations 

0' s 1, ... , n (5.9) 

On component form these equations may be written 

E D.S W.k Dk 6s . k i i a a 
i' 'Cl 

= (5.10) 

or , in matrix notation: 

(5.11) 

If w is diagonal, we have 

w .. 2 0 .. w. 
iJ i iJ 

(5. 12) 

1 
being the w. inverse i a. of the standard deviation of the measurement 

i 

error on a. i 

~.:i th 

D. = w. D. 
ia i ia 

and (5.13) 

8. w. d. 
i i i 
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we can then write (5.11) as 

We will return to the problem of non-diagonal error-matrix, i.e. 

the general solution of (5.11), in section 5.5.6. 

Equation (5 .14) is clearly solvable as long as the matrix DT D is invertible, 

with solutions 

(5.15) 

"The best" values of the parameters are accordingly given by 

with ~~ as in (5.15). The matrix 

T -1 
E = (D D) (5.16) 

is the error matrix (or covariance matrix) of the fitted variables ~ 

When f is not a linear function of ~ , one generally has to iterate. 

The minimum value of s 2 usually arrived at after 3-6 iterations in our 

applications, is called chi-squared, or 2 • X , i.e. 

x2 min s 2 (5 .17) 

It can be shown that if the measurement errors on a., i = 1, ... , m 
i 

follow Gaussian distributions, x2 is chi-squared distributed with 

\! = m - n (5.18) 

degrees of freedom. 

A schematic representation of the iterative least squares fitting procedure 

is giv~n in fig. 5.3. 
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In the PROG2 package M = 29 maximum, and the 29 measured quantities are: 

cluster centre positions in the 8 planes inside the 

magnet for the first outgoing track (left arm). 

dx 
x,y, dz dy in the reference plane at z = 400 cm 

dz 
for the left arm track. 

as ~· ... , a12 , but for the right arm outgoing track. 

x,y, ~~, ~~ in ~he reference plane at z 

for the beam track 

* a
29 

the magnitude of the beam track momentum 

- 600 cm 

As the MWPC planes are not 100% effective, the number of clusters inside 

the magnet per outgoing track is allowed to vary between 8 and 4. 

Thus m varies between 21 and 29. 

In PROG2 n has the value 12 and the 12 parameters to be fitted are: 

E;;l' ••• ' E;;3 x,y,z of the vertex 

dx 
dz • 
(c 

dy c 
dz ' p 
speed of 

at vertx for the left arm outgoing particle 

light, p is the momentum). 

as above, but for the right arm particle 

the same for the beam track. 

Accordingly the number of degrees of freedom, v, varies between 9 and 17. 

t 

* 

See the footnote of table 5.2, page 114. 

The magnitude of the beam momentum is treated as a measured quantity 

with the nominal beam mornentum as the measurement result, and with the 
6p beam line momentum resolution (~ ~ 1%) as measurement uncertainty. 
p 
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START 

READ GENDATA 

INITIALIZE TAPE­
READING 

READ NEXT TRIGGER 

GET APPROXIMATE 
VALUES OF PARAMETERS,f, 
TO BE FITTED·NEXT EVENT 

COMPUTE PARAMETRIZATION 
FUNCTIONS, f( ) 

COMPUTE RESIDUES, 

COMPUTE MATRIX OF 
DERIVATIVES,D 

SOLVE EQUATIONS 
ffD6 =DT' 

Yes 

Yes 

No 

No 

COMPUTE ERROR 
MATRIX 

WRITE DST2 

STOP 

Fig.5.3 General structure of the PROG2 programme 
package without kinerr.atical constraints 
(see the text). 

.. 
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The vertex constraint is simply implied by for each iteration letting the 

beam track end and the outgoing tracks start at the same point<s 1 , s 2 , s 3). 

Up to now we have not mentioned the problem of determining the paramet-

risation functions f(s). To get these functions the original version 

of the PROG2 package used a quintic spline method [67,68]. The current 

version of PROG2, however, uses a different method based on familiar 

Runge Kutta integration [69]. We will shortly describe both methods. 

5.5.2 The Quintic Spline Fit .. 

The basic idea behind the quintic spline method [67], is to fit measured 

points with a "smooth" curve. In the quintic spline model of a track the 

"smooth" curve is defined as a curve which is consistent with the equation 

of motion of a charged particle in a magnetic field, and which is continuous 

doi;m to (included) the fourth derivative. I.e. firstly the fifth derivative 

of the track in the quintic spline model is discontinuous. 

From the equations of motion 

-+ 
dp 
dt 

-+ -+ 
q v x B (5.19) 

-+ 
where p is the particle momentum, 

-+ -+ 
q the charge, v the speed and B 

the magnetic field, we get after some algebraic manupulations. 

qv{ 
2 L.' 2 

X" - px" = + x' + y' (x'y'B - (1 +x' ) • B + 'B ) 
x y y z 

2' 
(5.20) 

qli 
2 2 

Y" - py" = + x' + y' ((l+y' ) . B x'y'B - x'B z) x y 

The primes indicate differentiation with respect to z, for example 

y" 

With the notation introduced in the previous section we can then write 

for the x-coordinates along the (left arm, say) track: 

(5.21) 
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Here z. denotes the z-position of the plane in which x. is measured, 
l l 

and similarly X. = X(z.). 
1 1 

For the directions x' = 
dx 
dz along the track we have 

x! ~ E;, + E;, X! 
1 4 6 1 

Similarly we have for y and y' 

y! ~ 
1 

(5.22) 

(5.23) 

The functions X" and Y" are integrated twice following the method of 

(67]. 

w11en the measured coordinate, ai ' 1S x,y,x' or y' ' the corresponding 

f 1S simply f. i:::l xi, Yi' x! or y! . If, on the other hand, a. lS a 
l l 1. 1. 

.. 

measured u or v coordinate, the f l.S given by the appropriate rotation 

f. = x.cos 6. + y.sin 8. 
1. 1. 1. 1. 1. 

(5.24) 

The matrix of derivatives, D, as defined in (5.3), is computed from 

eqs. (5.21-5.23). The only derivatives deserving a comment are those with 

respect to t; 3 . 

Let us write (5.21) as 

z 22 

t;l + (z - E:3)E:4 + E;,6 I dz2J dzl x = 

E;,3 E:3 

Changing the order of integration, we obtain 

z 

X"(z) 
1 

( 
J (z - z1) X"(z1)dz1 

Similarly 
z 

x' = t;4 + t; 6 J X"(z 1)dz1 
}: 
'? 3 

E;,3 

From (5.25) and (5.26) we get the derivatives: 

(5.25) 

(5.26) 
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(5.27) 

- E;. X"(E;. ) 
6 3 

We can then write down table 5.1 for the derivatives when f. equals 
l. 

af. 
Table 5.1 Derivatives i. 

---------- at;.a 

f~~~ E;.l E;.2 

for f. 
l. 

s3 

(left arm). 

s4 s5 E;.6 

.. I x. 1 0 -E;. - (z.- s3)s6 x"<s3) z. - E;. 0 X(z.) 
l. I 4 l. l. 3 l. 

I 

x! I 0 0 - E;. X" ( E;. ) 1 0 X I (z •) 
l. i 6 3 l. 

! 

' 
0 1 -E;. - (z.- s3) t;.6 Y"(E;;3) 

I 
0 2 C E;.3 Y(z.) y. 

l. 5 1. 1. 

y: I 
0 0 ~ Y"(C,:3) 0 1 y' (z.) 

l. I 
- ;6 

1. 

In order to perform the first iteration, approximate values of the track 

derivatives x!, y'., i = 1, ... ,m are needed to compute X~, Y~ as in (5.20). 
1. 1. 1. 1. 

In the spline fit version of PROG2 these were obtained from a standard 

Runge Kutta integration through the magnetic field. In the subsequent 

iterations values of x! and y! from eqs. (5.22) and (5.23) were used. 
l. 1. 

Thus the iteration procedure of the fitting of one event looks as indicated 

in fig. 5.4. The names of the appropriate PROG2-subroutines are indicated 

to the right. 

It should be noted that in addition to the planes of measurement some 

interpolation planes have to be used in areas of the magnetic field with 

long distances between the measurement planes. 

It turned out that one had to be careful when crossing the area in which 

the magnetic field decreases to zero. First of all it is necessary to 
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Yes GET APPROXIMATE 
VALUES OF TRACK 
DERIVATIVES x!,y! 

1 1 

CALL APROX 

CALL SETVAR 

CALL SECDER 

CALL INTEGR 

CALL SETVAR 

CALL DERIV 
CALL RESID 
CALL MXMPY2 
CALL MXEQU 

Fig.5.4 Iteration procedure of the quintic spline fit 
version of PROG2. 
Tests on convergence,number of iterations per­
forreed etc.are not included for reasons of 
si1:1plicity. 
The MX-routines are those of [60]. 
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have an interpolation plane at the end of the field to tell the progranune 

that the magnetic field has reached zero. Secondly studies of Monte Carlo 

events showed that the programme worked better if it was not allowed to 

integrate according to the procedure of [67) all the way through the fringe 

field, but rather treat the second derivatives as constant between the 

interpolation planes of the fringe field. 

5.5.3 The Runge Kutta Fit 

Runge Kutta integration is an old and well known method of numerically 

integrating certain differential equations. It is straight forward to 

apply the Runge Kutta method to integrate equations (5.20), thus obtaining 

the functions f to be used in (5.2) 

This has often been done in cases where high precision has been needed. 

The method has had the disadvantage, however, that the matrix of derivatives, 

D as defined in (5.3), has had to be computed numerically To do that 

is very time-consuming since one full tracking is required for each para­

meter with respect to which the derivatives are to be computed. 

During the work on the PROG2 package, however, it was discovered a simple 

way to compute the derivatives analytically together with the track positions 

and directions [69]. 

It turned out that in this way the Runge Kutta method became comparable to 

the quintic spline fit both with respect to speed and accuracy. A detailed 

description of the algorithm used and a comparison between the two methods, 

are given in Appendix II. 

Analogously to fig. 5.4, fig. 5.5 shows the iteration procedure of the 

Runge Kutta version of the PROG2 package. Again the names of the appropriate 

subroutines are indicated to the right in the figure. 

The n.;,'.l5Q;!S for choosing to use the Runge Kutta version instead of the quintic 
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spline fit were several. 

The first and maybe most important reason is the simple one that the 

Runge Kutta method of integrating the equations of motion is an old, 

well tested and well understood method which is not expected to give 

surprises of any kind. 

Secondly the Runge Kutta method can explicitly take into account the 

dependence of the magnetic field on x and y , simply by not making 

the approximation of eq. ( 27 ) in Appendix II. 

It also seems to be more straight forward to perform things like fitting 

multiple scattering angles and taking energy loss along the track into 

account in the Runge Kutta formalism than in the quintic spline fit. 

It should be noted, however, that these things have not yet been incorpo-

rated in the PROG2 package, neither in the quintic spline nor in the 

Runge Kutta version. 

READ APPROXIMATE 
VALUES OF THE PARA-
METERS,j 

I 
! 

PERFORM TRACKING TO 
GET TRACK POSITIONS 
AND DIRECTIONS AND 
MATRIX OF DERIVATIVES 

l 

- PERFORM LEAST SQUARES 
FIT 

CALL RKITER 
CALL RKWDER 

CALL MXMPY2 
CALL MXEQU 

Fig.5.5 Iteration procedure of the Runge Kutta 
version of PROG2. See text. 
~ests on convergence,number of iterations 
etc.are not included for reasons of s:np­
licity. 
':'he t·~X-routines are those of [fc]. 

.. 
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5.5.4 Perfornance of the PROG2 Package Without Kinematical Constraints 

To test the PROG2 package numerous runs on Monte Carlo and real data have 

been performed. Firstly one may fit Monte Carlo events without introducing 

measurement errors. Then a chi-squared of effectively zero is expected for 

all the events. This is also what happens - with our choice of interpolation 

planes a fit of 100 elastic Monte Carlo events without errors gives a mean 

of < x2 > = 0.008 and a standard deviation x2 = 0.02. rms 

Secondly one may introduce Gaussian distributed measurement errors on the 

track positions and directions, with standard deviations corresponding 

to the inverse of the weights used in the fit. Then the theoretically 

expected chi-squared distribution should have a mean value equal to the 

number of degrees of freedom, v . As stated earlier, v equals 17 when 

all the planes inside the magnet have clusters of both the outgoing tracks. 

The chi-squared distribution resulting from a run where 1000 such events 

were fitted, is shown in fig. 5.6. The theoretical chi-squared distribution 

with 17 degrees of freedom is superimposed on the histogram. 

Fig. 5.7 shows the chi-squared distribution from a run where 2000 real events 

from a DSTl are fitted. The constraint of correct charge combination 1s 

not applied to the data. The long tail 1n the distribution is due to false 

event candidates. 

More interesting is the low-chi-squared part of the histogram. We see that 

the region of maximum probability is well below 10, in contradiction to 

the previous (Monte Carlo) case. 

Obviously the chi-squared distribution for real events 1s expected to be 

somewhat shifted towards smaller chi-squared since the number of degrees of 

freedom is not constantly equal to 17, but varies between 9 and 17. There-

fore the plot of fig. 5.7 represents a superposition of chi-squared distri-

butions with different numbers of degrees of freedom. This fact alone, 
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however, can not explain the large difference between the histograms 

of figs. 5.6 and 5.7. 

The conclusion we must draw from the comparison of the two figures, is that 

the program operates with overestimated measurement errors, or equivalently 

under-estimated weights. The weights used in the fitting are those of 

table 5.2. 

Table 5.2 Weights used in PROG2· 

Measurement Weight Error 
.. 

Digitisings in MWPC-planes (x,y,u,v) 5. 2 mm 

* x,y in reference planes (all tracks) 5. 2 mm 

dx dy * dz , dz in reference planes (all tracks) 6000. 0.17 mrad 

Beam momentum (6.p/p = 1%; nom.value 20 GeV/c s. 200 MeV 

* It should be noted that in cases when no beam track is reconstructed, the 

( 
dx dy\ _ 

PROG2 package assumes a "measured" beam with x, y, dz, dz) -(0.,0.,0.,0.) 

in the beam reference plane, and errors 5 cm in x, y and 1 mrad in 

dx 
dz' 

dy 
dz ' 

corresponding to weights of 0.2 and 1000., respectively. 

A detailed study of what the correct weights should look like has not been 

carried out at the time of writing. It is, however, obviously not correct 

to apply the same weights on measured positions in a 1 mm plane as in a 

2 mm plane, the same weights on positions and directions in the left arm as 

in the right one etc. We will not go further into this matter here. 

For details on execution times, one should consult section 6 of 

Appendix II. 

5.5.5 The Application of the Kinernatical Constraints 

An elastic event satisfies the following constraint equations from energy-

momentum conservation: 
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1, ... , 4 (5.28) 

9., = 1, ... ,3 represent momentum conservation and 9., 4 represents 

energy conservation. We have 

/ 1+E,2 + (l
1 

4 5 

- E,10 

+ 

+ F, (E;) 
4 

2 
+ c/E,2 

12 

(5.29J 

- m 
4 

In the above expressions c is the speed of light, m1 (m2) is the mass 

of the left (right) arm outgoing particle, and m
3

(m4) the mass of the 

beam (target) particle. 

Eqs. (5.28) can be taken into account in different ways by the fitting 

program. We will shortly describe two of them. 

We now search for corrections ~E, to such that 

is minimum under the boundary conditions that 

F ([, + 2'.S) = 0 9., 1, ... , 4 

s 2 as defined in (5.6) 

(5.30) 

As seen from eqs. (5. 29) F is not linear in E, , but we linearize it by 

setting 

(5.31) 
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3Fi 
we can then write (5.30) in matrix notation 

a~a 

F(~) + B6~ 0 (5.32) 

The computation of B is easily performed by differentiation of eqs.(5.29). 

Minimization of the sum of squares, s 2 with the conditions (5.32) leads 

to the following analogy to eq.(5.14) 

= (5.33) 

a containing the Lagrangian multipliers. I.e., the variation of s 2 

along the hypersurface F should be zero. 

Solving (5.33) for 6~ and putting the result into (5.32) gives for a 

(5.34) 

By substituting this for ~ in (5.33), we finally arrive at 

·r ("T")-l[~T. r~T"B-lF ~T.,) 
~~ = LJ U LJ 0 - LU U + J OJ (5.35) 

We see that the method of Lagrangian multipliers requires one extra matrix 

inversion compared to the case with no constraints applied. It turned out 

that this in some cases gave rise to numerical problems because of the 

limited calculational accuracy on an IBM with 32 bit wordlength. It was 

therefore decided to change to the method described below. 

The four constraints reduce the number of free parameters from 12 to 8. It 

is therefore possible to use the constraint equations to eliminate four 

parameters and express the 12 ~·s by 8 free parameters n 

~ = ~(n) (5.36) 

In order to make a fit for we need the derivatives 
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Let us define 

af. 

Di_S 
1. = 

ans 
(5.37) 

Aas 
ac.;a 

= an
8 

Then we may write in matrix notation 

D' DA and, by multipling by the weights, 

(5.38) 

D' DA 

D and D are the matrices defined in (5.3) and (5.13), respectively. 

The equation for the corrections 6n then looks like (in analogy to 

eq.(5.14)) : 

T D' D' 6n (5.39) 

The new values of are given by ~ ( , ) .; n + ~:; , 

The parameters n may be chosen in different ways. The choice adopted by 

the PROG2 package is the following. 

n 1, .. ., 3 

fl4 ~ , ::> 

n6 8 ' ... , 

the x,y,z component of the final state centre of 

mass momentum. 

the directions ~~ , 

x,y,z of the vertx 

dy 
dz 

of the beam track at vertex. 

.. 

When the constraint equations are applied, the number of degrees of freedom, 

v, increases by 4. I.e., with all planes giving clustes, v equals 21. 

5.5.6 Fit with Non-Diagonal Error Matrix 

The approximation of diagonal error matrix which makes (5.11) change into 

(5.14) is only correct as far as Coulomb scattering can be neglected. 

A little investigation on this problem, which verifies this approximation in 

the WA? case, is presented in Appendix III. 
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CHAPTER 6 OFF-LINE SOFTWARE - MONTE CARLO 

6.1 Introduction 

Monte Carlo calculations are essential to any high energy physics experi­

ment. A Monte Carlo programme simulates events on the basis of random 

numbers. Such simulations have to be done for a number of reasons: 

(1) To find the optimum geometrical arrangement of the apparatus. 

(2) To select reasonable triggering criteria. 

(3) To test the on- and off-line software. 

(4) To study different effects and processes (like multiple 

Coulomb scattering, energy loss, particle decays, background 

reactions etc.). 

(5) To compute the final geometrical acceptance. 

We will not discuss the theory behind the Monte Carlo method here, but 

restrict ourselves to a short description of the WA? Monte Carlo programme 

and some of its applications. 

6.2 The WA? Monte Carlo Programme 

The basic version of the WA? Monte Carlo progrannne generates elastic 

collisions, performs tracking of the beam and outgoing particles, computes 

the impacts in the various planes of measurement and eventually produces a 

::onte Carlo data tape. Other reactions than elastic scattering may be 

generated by substituting the elastic event generating routine by other 

user-supplied routines. 

By applying another program, CODEMC, the Monte Carlo data may be converted 

to cluster centres, fired hodoscope elements etc., thus simulating the 

raw- data written by the on-line computer" 

An elastic event is completely described by 8 independent variables. 

The 8 variables which are generated in the WA? ~1onte Carlo programme are: 
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(i) The magnitude of the beam momentum. 

(ii) dx f -o dz the beam at the target entrance. 

(iii) dy of 
dz 

the beam at the target entrance. 

(iv) the x-position of the beam at the target entrance. 

(v) the y-position of the beam at the target entrance. 

(vi) the z-position of the vertex. 

(vii) the cosine of the radial scattering angle. 

(viii) the azimuthal scattering angle. 

All these variables are generated uniformly distributed between upper and 
.. 

lower limits set by the user. 

6.2.1 Tracking and Calculation of Hit-Points 

The tracking of the particles through the magnetic field is done by the same 

Runge Kutta integration method as is described in Appendix II, except that 

the derivatives with respect to the initial track parameters are of course 

not calculated. 

The routine uses z as integration variable, and the tracking is performed 

between fixed z-positions, not dependent on the positions of the measure-

ment planes. Positions, derivatives and second derivatives in these fixed 

planes are stored and eventually written to tape. Hitpoints in actual 

detector planes are determined by a fifth order interpolation between the 

two nearest fixed z-planes. 

This makes a flexible system. For instance the data from one single Monte 

Carlo run may be used to study the effect of changing the positions of 

certain detector planes. 

To save time bad events should be thrown away as early as possible. 

Therefore rough tests are made immediately after the event is generated to 

ensure that the tracks go forward in lab and that they escape through the 

magnet. 
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After the tracking accurate acceptance criteria may be applied. For an 

event to be accepted, one may demand that all the hodoscopes are hit, that 

more than a minimum number of MWPC-planes are hit in the sensitive area, etc. 

A simplified flow-chart of the Monte Carlo programme is presented in fig. 6.1. 

6.3 Monte Carlo Calculation of the Geometrical Acceptance 

The number of accepted events, n, in a bin (oft, say), out of N generated 

ones in the same bin, follows a binomial distribution 

Pr(n) = ( ~) an(l - a) (N-n) 

Here a is the acceptance in that bin. We estimate it by 

n a = 
N 

(6.1) 

(6.2) 

From the expectation value and variance of the binomial distribution it 

follows that this estimator has correct expectation value, and that the 

standard derivation may be estimated by 

For small n 
N 

0 a 
Vn ~ N y l 

we may write 

n 
N 

(6.3) 

(6.4) 

Fig. 6.2 shows the acceptance as a function of t and cos8CM for 20 GeV/c 

n~beam and geometrical parameters as used in the run of June 1978. 

To be accepted the events had to hit all the four hodoscopes and all MWPC-

planes in the sensitive area. In addition it was required that the n: 

should go in the left arm. The matrices of the trigger were not taken into 

Account Two short reports on special acceptance calculations are presented 

in Appendix IV. 
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6.4 Monte Carlo Generation of Multiple Coulomb Scattering 

When a particle traverses a material it suffers multiple Coulomb scattering. 

We denote by e the angle which the particle makes with its original direction 

after having traversed a thickness x of the medium. The projection of 8 

eprOJ • onto any plane containing the initial direction is called The pro-

jected angle is approximately Gaussian distributed [70] with mean zero. 

If the particle has momentum p (in GeV/c), velocity B (in units of c), 

and the material has radiation length 

Gaussian distribution is 

0.015 
PB 

x 
0 

~ 
0 

the standard deviation in the 

(6.5) 

If the particle traverses N different materials, each with radiation 

length x 
o. 

1. 

and thickness the standard deviation in the distribution 

1.S 

0 0.0151 ~ 
pS i=l 

x. 
1. 

x 
o. 

1. 

The formula is only correct to within 10-20% [71]. If 

(6.6) 

1 
x < TO x

0 
a better 

estimate of the standard deviation is obtained by multiplying a by a factor 

(1 + E) where E is of the order of 0.1. 

In Appendix V a way of t1onte Carlo generating multiple scattering is 

presented together with some results for 20 GeV/c elastic scattering. 
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CHAPTER 7 THE ANALYSIS OF 20 GeV/c DATA 

7.1 Introduction 

In this chapter we will shortly discuss some aspects of the data analysis 

at 20 GeV/c, and present preliminary results for 

scattering. 

7,2 Trigger and Analysis Performance 

+ 
7T p and TI p elastic 

In order to understand the data, we will consider a representative run and 

follow the stream of data in some detail. For this purpose we have chosen .. 
run no. 2020, which was a run with positive 20 GeV/c beam. The data were 

recorded in November 1978. The majority veto for this run was set according 

to eq. (4.9), chapter 4. 

The mean number of incoming particles per burst was ~ 30.4 x 10°. Out of 

the resulting reactions, by far the largest fraction was filtered out at 

the trigger level. On the average only~ 109 triggers were accepted per 

burst and written to the raw data tape. I.e., only a fraction~ 3.6 x 10-
6 

of the incoming particles gave rise to event candidates. 

Details on the numbers of the various coincidences in the trigger can be 

found in table 7~1. 

From the table we see that the PRl•PR2 coincidence (an "or" of the two 

programmable or's, see chapter 4), is the part of the strobe which rejects 

most reactions. Likewise we see that among the fast matrices, the one which 

performs the PR2•H2R coincidences accepts the least fraction of the reactions. 

From the table it is also possible to estimate the effect of having the 

Cerenkovs and CEDARs in the trigger. The reduction from 902 (48x48) •strobe• 

majority -coincidences to 109 "events" per burst is partly due to the 

Cerenkovs and CEDARs, and partly a dead-time effect. 
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Table 7.1 Trigger performance for a typical run (see the text). 

Total Per burst Per burstscaler 

No. of bursts 428 

No. of integrated burstscalers 1.3 X10 1 0 30.4 x10
6 

8.17xl0 7 1.9lxl0 5 _3 
No. of PR1•PR2 coincidences 6.3xl0 

No. of PRl•HlR coincidences 3.llxl0 8 7.24xl0 5 2.4xl0 
-2 

coincidences 1. 80xl0 8 4.2lxl0 5 -2 
I No. of PR2•H2R l.4xl0 
I 
I 

I -2 I No. of HlR•H2R coincidences 2 .4lxl0 8 5.63xl0 5 1.9xl0 I I 

I 
I I 

No. of HlW•H2W coincidences I 3.63x10 8 8.48xl0 5 2.8xl0-. 2 

I 4 4 l 

I 6 - I No. of fast strobes I 5.48xl0 1. 28xl0 4.2xl0 
I 

I 6 3 - 4 i 
No. of 48x48 -coincidences I 3. 23xl0 7.55x10 2.SxlO I I 

I 3.86x10 5 - 5 ! 
No. of (48x48)·strobe·majority 902 3.0xlO ' 

i 
of triggers ("events") 

4 
109 3.6xl0- 6 No. to NORDlO 4.67xl0 ! 

I i 

Estimating the live-time fraction to be~ 0.65 (from the ratio of gated to 

ungated scalers, see also p. 85), the real number of "events" per burst is 

~ 170. I.e., the Cerenkovs and CEDARs represent a reduction of the trigger 

rate by a factor ~ 5 • 

The 46797 triggers written to tape were then input to the analysis chain. 

Roughly 80% of the triggers were rejected by the PROGl package. The majority 

of the rejections occurred in the pattern recognition stage c~ 69%) and in 

the vertex reconstruction routine(~ 8%). The rest of the rejections were 

due to bad data and occurred in various decoding routines. The dominant 

reason of rejections in the pattern recognition, was lack of digitisings 

(see section 5.4.3). The rejections in the vertex reconstruction part were 

due to too large 2-prong vertex parameter (> 3 cm). 

The 20% of the triggers accepted by PROGl were then input to the PROG2 

programme package which performed a geometrical fit (without the application 
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of the kinematical constraints). Only events with correct c; 

(see p. 99) were fitted. It turns out that the constraint 01 

combination is a very selective one. 

For the run under consideration, the number of triggers inpuc 

was 9299, with a number of event candidates of 11336 (corres~ 

average of 1.2 event candidates per trigger). Out of these, 

had wrong charge combination. 

Among the 466 remaining event candidates, 263 gave a success~ 

fit with chi-squared less than 100. These 263 event candidate 

input to PROG2, this time performing a combined geometrical 

fit (see section 5.5.5). The nominal beam (see footnote to 

was used for all events. 30 events survived with a kinemati 

less than 500. Out of these 2 had a chi-squared less than 4 

seriously might be considered as possible elastic event cand: 

next section). 

The history of the run is indicated in table 7.2 

Table 7.2 Run history of a typical run, 20 GeV/c positive bE 

No. of bursts 428 

:::.:: 
No. of integrated burstscalers l.3Xl0l, 

C:.:I 
(ungated) 5.5x10 6 l) No. of fast strobes 

l) 
H 
0:: No. of 
E-< 

triggers to tape 4,7Xl0 4 

H No. of 
l) 

triggers input 4.7 10~ 

0 
0:: 
p... No of triggers accepted 9299 (20 

'""" :::J No. of triggers input 9299 
~ VJ ::..... u 

input 11336 ~~ No. of events 

N~ 
l) w No. of events with correct charge comb. 466 
oz x2 0:: H No. of events accepted, < 100 263 
~~ 'g 

VJ 

u No. of events input 263 H 
E-< 

N :I::~ No of events with x~ < 500 30 
l) [-< C:.:I 
0 HZ 2. 0:: ;:-,:: H No of events with xk < 40 2 c... ~ 



- 127 -

Runs with negative beam do not look very different, and the numbers of 

table 7.2 are representative for all the data taken at 20 GeV/c incident 

momentum. Some distributions of reconstructed quantities (PROGl without 

cuts) are presented in figs. 7.1 and 7.2. Fig. 7.1 (a), (b), (c) and (d) 

dx 
shows x,y, dz and dy 

dz ' 
respectively, in the beam reference plane of the 

reconstructed beam tracks. 

In fig. 7.2 (a) and (b) are shown the 2-prong vertex parameter and the 

squared 3-prong parameter, respectively. Vertices are only accepted as 

3-prong ones if the squared 3-prong parameter is less than 1 cm
2

• 

Fig. 7.2 (c) and (d) shows the z-vertex distribution for 2- and 3-prong 

vertices, respectively. In (c) we observe that a rather large fraction 

of the vertices have z outside the target. The peak to the left corre-

sponds to vertices in the beam hodoscope just upstream of the target. 

The vertices downstream of the target are mostly false event candidates with 

reconstructed vertices in CHl. This is clearly seen from (d), where only 

3-prong vertices enter the histogramme. Requiring 3-prong vertices makes 

a much cleaner sample, and nearly all the vertices in CHl disappear. 

To get a feeling of what the background looks like, it is of interest to 

study the reconstructed (PROGl) momenta of the accepted triggers. It turns 

out that the forward (left arm) particles are mostly positive, and the 

recoil (right arm) particles are mostly negative. This is true both for 

positive and negative beam, and is in accordance to the low number of 

triggers with correct charge combination already mentioned. In addition 

the recoil arm Cerenkov requirement "CJ• N accepts unwanted, low-tr.omentum 

pions. The K- and p -triggers (C2 and Cl• C2, respectively), also 

accept low-momentum pions in the forward arm. Thus the background generally 

consists of low-momentum pions, a positive one in the forward arm, and a 

negative one in the recoil arm. This charge combination is favoured by 

the trigger because then the low-momentum p1ons are bent outwards towards 
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an opening angle simulating elastic geometry. Display of a typical back-

ground event is shown in fig. 7.3 (a), whereas a genuine 
+ 

TI p -event is 

shown in fig. 7.3 (b). 

As seen from fig. 7.2 (c) and (d), the requirement of 3-prong vertices 

highly increases the data'quality. Because of the limited combined beam 

track detection and -reconstruction probability, however, the existence 

of a 3-prong vertex can not be taken as an acceptance criterion. At the 

level of output from PROGl, only - 40% of the events have a 3-prong vertex . 

.. 

7.3 Event Selection 

In fig. 7.4 kinematical chi-squared distributions for the n+-data are 

presented. In (a) no cuts are applied except that the CEDAR signals should 

be those of TI incoming. In (b) an additional requirement of the Cerenkovs 

to satisfy the TI-trigger, is applied. We observe a dramatic enhancement of 

the elastic signal. Requiring now in addition the vertex to be inside 

target, we arrive at (c). We already see a clean event distribution against 

an as "clean" background distribution. 

All the chi-squareds of fig. 7.4 result from fits with the nominal beam. 

Now throwing away all the 3-prong events which give a kinematical chi-

squared greater than 100 for a fit with the measured beam, we arrive at (d). 

For TI the data are even cleaner. Fig. 7.5 (a)-(d) show exactly the same 

chi-squared distributions for negative beam. 

According to these plots, and supported by the Monte Carlo data results of 

fig. 7.6 (a) and (b), we choose the following simple acceptance criteria 

in our preliminary analysis, both for + and 

(i) There should be a rr incident. 

(ii) The vertex should be inside the target. 

(iii) The kinematical chi-squared from a fit with nominal beam 

should be less than 40. 
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(iv) If the event has a 3-prong vertex, a kinematical fit with 

the measured beam should give a chi-squared less than 100. 

An elastic event is coplanar. With being the beam momentum, and 
-+ 
Pz 

and the forward and recoil arm momentum, respectively, we define the 

coplanarity factor c as follows 

(7 .1) 

Within the resolution, the events should have c = 0 • In fig. 7.7 is 

shown a scatterplot of c against the kinematical chi-squared for the 

events which are accepted. We see that the events with worst coplanarity 

+ 
1T .. 

also have the biggest chi-squareds. It is possible that some of these events 

will be thrown away by a more refined analysis. 

7.!.+ Results 

The cross section in a bin, ~t, of t is given by 

do 
dt 

1 Nobs 
·-- (7. 2) 

narea • F • corr• lit 
tgt corr 

ace 

Here area 
n 
tgt is the number of target protons per unit area perpendicular to 

the beam, F is the counted number of incoming particles corrected for corr 

dead-time, Cl, C2 efficiency and random veto (see below), corr is an overall 

obs 
correction factor (to be specified below), N is the observed number 

of events in the t-bin, and ace is the acceptance in that bin. 

For the number of target protons per area we have 

area 
n 
tgt 

• L 

is the density of liquid hydrogen (0.071 g/cm 3
). 

(7. 3) 

N is Avogadro's avo 
2. 3 1 

nur.1ber (6.022xlO ,, ) , ~ is the hydrogen molecular mass in atomic units 
b 2 



{a) 

(b) 

( c ) 

(d) 

... .... ... 
1•·'J 

:~ .... ::: ... ... .... 
=~ ... ... ... .. .. .. n .. .. ... .. .. .. ,. .. 
n 
f~ .. • 

133 

, ... 
• • I I I 

I - -- f l 
I I -( 1 I t 1-•-• ·- ... • • t It t 

~ : 
1i .~j : ; : i 

- tf .... t•f ,_, f t i. 

; ; n .. ! ·-· : 
I t I II •f 1 

i .~-:jJ ·-· 
. _ n_7_ r:·tti= J 

••I I 
... t-ff _, 
I -t t-1 .. ... -· t l f , . 

i I- ~-I ~-; I 
.. r-t l•I f 

-1 fi .. : I 
It lf•-t t 

p_ . t -~-~-· ! 
t t---· -1-1 i 
t 1-t-1-1 t 

~, ... ., ' 
1

: 7, ,.~, .. ..:.~ .... 6,...:,,. ... .,., .. ~,~"""'',..:,,.,.~,. • ..J,, ... ~, • .:,z .,...,..,..;,,~,,..!,1,,.,..,..,.:,,)<l,....I 
rcart-1o1•s 100 t '' t 111111 11111111111111111111t1111ttt t• 1'11 t I tt"tllll,1'1''1Jl'-'t•1'J4441A4•1111,....11~lff-.M!'l,,_..ll•244J2H"'6••"S"SSS•IM .... 1. lf•te-•144•11•..,.••$1'11•••1'!.1J""••,,~,,,..,~,..O'O't•t•J1-s...•~·.,.-·••Z~••s1 ... <s•1211.1••~ ... ,,.... ... _... 
lf'~Ot".e too I 11f11II11. l I 1111 I I l~l~''''''~":r''V''".!'J ,,,,,,,,_,,,,JIJJJJ"'t••····~······· ...... 

,. 112'!1J••15661'1'~011Z0?>,.•1",...,,~-.... ,iu-'"""'6o__...,.,,Z.t:l'!-""M'""".....,..'Zl:JJ••'f"l"'4' ..... 
• • .,,.,C:.,~'!"lt~~~.,O'S~SO~.fl.4,.e1'"'4'5C1'0"0~W~•Y-~1't1.0W10~1~,ewsowM~'5 ......... . , .. ., ... (.~ . '"'•• 

• •t .. •lO • e.1co«•<1 
• At.L ~ .. ·-.a.~ • •. t•et ?•" 
• .-\ ... VA4,.*,ll[ • .,.,,. ... !,...,). 

·~>••:l.1 • ... • • . ~ • o,.,,.... .... • ('w(:•-...a- .... 
•• _,. ('M- ••• 

.. 
" 
., 
~= ,. 
" ..• 

,. 
Z! :: ,_ .. 
" ·: . 
' 

c...-•~0:::.L~ l ;~ 

' 

I 
I • I : : :i 
I t It 
t t - • rt : ~-: :-: : ; ~ n 

t - I I - - I I• I I -1-tl 
I I l t-f - 1-1 t-1 I I I 

-I I -I f I I I f f t 
ft ! t I I I I I t t 

ll 1- II : ... ! 1-1 I I I t f 
ft It- I ~ ... tr ; I f I f t t 

1- 1 J r !-- J r t I t t- r- r f 
II i 1 ~ n i i--I !•t I-I : 

11 - I t- Jf I f 
: t f -t I : I I f f 
: I f I I l-1 I I I 

-tt 1-1 1-r 1-r t 
-t t f I 
I 1-1 I 

- I I -1 t 
I 1 1- f t 
I 1-11 I I 

: I -1-1 I I I 
I I! •: 1-1 I 

~- - _ : ... _ n-i : 
! I - - -I 11-1! I f 

:-1; ! __ :·-~·-· t-1 ' 
I 

I , ) • "' 'lo r 'I <J , 
I",,.._, f.01<;1)1l 14,flol"q')I? H "'i-.7•l<'><)1l'--S ... •• .... ')t t H•%71'l0t.!: 't-4"< Y•'2'.Jttl,.~A••"'3tl.l•~~. ~•G.:>t '!' J•S6'1J"'0tl l•"""rtt ... 

,.. l I 1 t ,IZ t7t 11'"1 ':'"'"12' ~ t J:!',,1 ''"•a:>••,,~,'!'•" ••'5"•,.J.-'S•ol!-••••.1~•'\'SS••S.!SJ'5<11o~ 
~, .. 1 .... ,,~:I' I S•I 'S7' •<J7',. t ''">-; t l TO \I'\,., I • •<: ;;!.01 I 7 }'I. J'l.'\'j.,•"i'*'1 <tl)!'t '& ,..._.., ll ,l ~.,.,..,.,.I.,"\;!' ••,77""i.'J• "!"'O'"'"'& ''l• ... I 

t t I 111lIIt1111!11111 ?:,,,,,.,3 ~:";>?.l'"''"'"'""""111''<)1 l•'l•1• • l'Jll•••••••••••••••··-· 
11 :'1 l"••S ... 6'!17f">'t0<;('')1 l·" ~ ))••":ii'S'W>7r~ .. •l<>')'}l I l1' ll•&<;iS~YY•"_,">')<)11 ;•' ''"',."'""""' f ""'°'"'o~"' I;?;! 'lll&"i'j~.._ .... ~ .. .. 

........ .,..; _ ... ,,.., .. 'S ..... : .. (" ... ".' .. i<~ '<C ... ":'~'::"'C ... ~ ... ": • , "10"'<'1';('"1 .. "'·1"'""'-""''"""C'"' ~"'C"'C'SC .. . ~s:•o "''1"r "'""'"~""11''1.0'1C~,"'~,,, ..... ... 
.. '!" .. fl>fl ~ • '?"'.) • .:.t.t. c--·-•:t.s ~ , ? ..... .._ .,,. ··~"*"'t. ..... ,,., • cv~c.,1..n• • ::t-• 

.. .. 
n ,. 
,, 
-.• 

" ,, .. 
:~ .. 
" .. .. 
" ;a 

• l"''"~IC"~ 
........ 4f .. 

• O,"ltHtQ;_ •tt1 • •. "" vat.•W • o. l?<t•••"J .. .. • ... s • ., • 116 ... ~ .. , • .. ~""'°· C""•• e.e 

"' .. 
' 

" •· 

ii ,. 
~ ~ 
it 

" " ~ ! 
ii 
" n-
i ~ 
I! 
I• 
'f• l; 
I ':-
1 I • ·-- . 
~ 

1
..._._ • ... ~~I;: J•"'4,•••;tlJ•S..,7•"'~I ZJ•-'"" ,;, .. l•'l.47•~t::'M-'\"' '"a;I .,.,.._.,,.~lZ.J•'\41'1q:tZJ•C(i;T...:IZJ4"JA~ 

I l\ l I t 1 l I : It 21 (tit It 111111 ll lt Ill l 2" Ill S 

?"·" •?• •;tt I 111 "~l·-~' ,., ...... ~~., t••··~" ...... ., .... , .. 7. .. ,,<olO'tt """""'"oo•t"''""'"Utl•ll!-7"'laq•'·1'G"'"' J.00tl'711119Zl4'o,.._ ... 

'1llI11ltlI11111 ll I tZ.ZP~"H°!'l";':."1';'"? .. !:'ll IJOPl!~~~~;~~~~.-!~::~;;;;::;;:!:~ 
-;.~!~~ ~:.;:~;:; ;:;:;~:~~~~~~1~:~~:;;~~~~:u~;u~:~~~;~~~ ~~~~;l;~~n.,...•"osc"•'\')"""•""" .. "-....,... 

' ·• 
~ ~ 

;: 

'' '' • :-1-: 
: ! : .. 

••tt.C""~1i•>--.010fll!"•<>I 
" ...... Y•l..tJ"" • "•-"''"'!•'\) 

• '.JICJl'_I.. ..... ,, •• 
• "' .... s • &.t.J7ftr••' 

l 
' ' I· 
' ... -- t t-t I 

- t :I I I I! 

- --i-tti i i l t-L: :_ ~ 
-r I ..... f I I - l· t 
1: -- f-t ,_, •• 

1- 11 •I fl•I l 1-t 
-- 11 11 tl-f 1-1 
tl ll - -!-t -ll _, 
1 ! • 1 ?- • r ~ 1 ... r 

• t'lwt;.••t.O• • ••o 
• .,....,,,. -:wa• ••• 

. 
1 ~ .... ,, , ...... ~, .. ,,<:;._-. ...... ~1.z ..... .., ... ...i1zJ•- ··~~' l '•"' ......... ~, .t .,.....,.,._,:~:. ~"o;<>1"'"'~ .• y"'"l+'".....,.;' .. -..ur•.;t.Zl•..,..;...: 

~-- .,,.. •• 111""'•·~·· !H.,...U1*•t .Z'"''"''- 1"'1&A'';."' ......... !,.....!..!!.:.:~: -!~!!!!:~ .. ~H!! \ U!!~ ~~~: .. ;:!......U:J 
• 'I qt' I tl t t t I I 11 t ll I 1•?•1f:O:'U .. ~.,7;::!~.;~;::~;!~::1~~!~!!!~~::;;~~::;~:::!:::: 

., ,! ~;! ~::;:!~~~,.!~~ ~~~~ ~; ;J;~:!~ ~~ ;~~:~:! ~~~J~~~::~e .. 0 .. e .... .- •-: ... ~ ....; .. .--.c•t:""""'o"~"e"'•"""°"ol\0"4W~~ 
- , .. , .... ,Jlt .. .,,, 
•,.I., •t,. • ..,_.,..., .. , .• ,., 

• ,:'V'l"Cllt_Q-.. ., •I•• ....... , ...... e.o 

Fig.T.~ ~inematical chi-squared distributions 

See the text. 

,+ 
'If 



(a} 

( b) 

( c ) 

(d) 

::--.... .. .... 
ii·· , .... .. .... .. a·• ...• 
II ...• .. ... . 
:·• ..• 
' ... • ... . ..• 
i·· ... . ... • .. 

i 
I • 

I • .. .. 
i'i •• •• I I 
t I• 
I I 

I I 
I •; 

134 

j 
t 
I • • I ·,, ·,, I I , .. , I • 

: I 1 l 111 11... \ , 11 .. n - : f 
I 1' • l 1-j : I I I I I • 
: : .. .. : =- .. f I -1 .. : : I i . - '-11 
I I I ri I i . 1- : :I I -1 I f-l-t I .:.: • ; _ j if i ; 1 1 i'i ! n : .. ::_, ! I 1.1 1 

I , u u • , I :-• f I ,n ... l : i' l 
i i :. i' ........... i ! ,... . .. Li ! i ! i 
t t II t r r t r r I f 
·- -·- 11-1 ' 1 ,_, ..... ' 

: :- :: .. : : .. : l .. t : 
-,, -, I :1-1: .. 1 : 
Pi: I! ! 

~,... . 
•• • 1 • ' • , • , • • • 

I t:l:MN ..... ilM-M1' ... ll'Jie. ... Y ... l~<MF_..ll:J<&'loAl' ... lt.J4"'4"• ... ll,_.,.,,. .... ,_M1' ... l~MMl'_,.12.,..,_ ...... 

C .... Wf. 1e .. 
'-~'" .. .. 

t t t' t t I l I I II llll ll ttll t Ill I ltl I 
l'M.SI ''' ttta• .,..,..._ .... ,.~ ..... ~ ...... J"41 .. - ......... ,.,..,. •• ,,., .. ~t ...... re.,.. ..... ,J~ .... 

•••••••••• ll 1111111111'?"1'tl,'tl'1'":1f!l!~~··,,,,,,,, ........ ,.",,,,,.,.. ••••••••••••••• _ .. 
11:12 JJ44 ..... 1'7....-.0.l I f2JM4'"681',. __ 00I 12ll"'••,"4N>t"•".,...11 ZZJ'1_.,~,.,._...... tl:IJ:J••tSMF ,...,... 

, ...... ~~~"MW'~eM'!.•'lfl•"~~ne"'"r'Jtl"~6'°'0'.WV"ft'll.G.,_.0"$4'10M1il~ .... <lf""'~ 

• am••• • '•• ...... ,. ........... , : ~c~ : ::;::~::~ • 
• UlllOt.-".,.. ..... 
••••• !I • "·lJ01f•.,,J ·~oit·•·• • ....... c-4• e .. A 

is.a .... .... .. ...• ...• .... .... .. ... ••a: ... ... . ..• ... ... ... . ... 
::: ... ... , .. ... ... . ... ... :: 

C~Ulff .. . 
_.. .. .. 
L~COCill tff .. .. 

I 
I 

i 
I 
I 

I 
I 
I 
I 
I 
I 

•I 
II 
II 
II• 
I I 
I I 
I I 
I I 
I I 
I I 
t I• 
I I 
I I 
I I 
t I 
I 1-
I I 
I I 

II I 
11--1 
If I I 
t I I I 

I 
I 
I 
I ·­I I 
t I 

I 
I 
I 
I I I 
I I I... 

1 ! i i ! : 
t I I I I I 
I• I I I I I 
11 I I I t II t 
11 I I I I II I 
If I I I .. ... ..1 ... t-t• It- -I "' 

t 11 I I 1 1 I I I I I I 1 II I 
t - •11 ... I I -I 1-1 t-1- •I I t I- II I-

I 1111 II 11 I Ulllll llltftl 
I I 1 t I I I I t I 11 t I I 1 I I I I II tr 

I l'l ii i'-'i :-: : : ~i : li ~·-u-• ~ I l } I I : l 1 ~ :
11 

C• .... t•tl•I t•I I• -1 l•ll-l•lt- -1 1-f 1-1 t-1 f•t 1-1 I 
11 I 1 I I I I 
ff t It I 1 I . . 

1%s.nre~1n•~r..l1t,.MP.J1t,.~r..:1a,.~r-..J11MMT..:1a>-oure.;11,.-<M....:1a>t.~P..:tr>-M~ 
,..:..,, ra-• 111tw ,,, '' t:Jn1a111:rs:rsa1•an ,_,,."'••t1tlt•%•• 111q%n•tt"'M••,J-<t.Jt:J4.1-6 .. ••••~:JU•rt• .. ~ 

1111 t I It t t t t 1111 t t l l Zt''ll!%'ll!ZU!l:PHt1!ZZ'l%1!2ll Ul'Jll ll33S>:JJJJ::U•••-• .. •4•••••••••* 
t 11'2l:S4<11.,,....1P•.....,Ol I ZtJ344'5'4ft?? .. '""°QOt l ZZll••.,~6 11M'9~0 1 l l2 ll••~"M1'1'M• ... t tt't ll••.,.,647 '"'*"• 

._,, • .,_.,..,o<t•MW'S0.,0'54'5~.,0W'50'50 .. 4"\0"10'50~'10'50..,.,'50'50"'4t'S0'50'!0'50'!.0'!0'!0'10'S(lff'!"O'S~HffO!JO'!-O .. Htt•~ 

• flolf•tf1 • H• • 64.1.. ('~S • e.H+Oe: .... J 
...... •<lif..Ulf • •·l'Jl'"!-01 

• ....-.ot~o• • o.o 
•a • • • S • 'lol'! .. '!l'-J 

• C"Pt ... t.Olf • tt.e • ... ~. CM•• e.o 
• "'"' •10~...P•t"f'••• ., .. 

1a.• .... .. ...• 
::.:: , ... .. ... ... ... . ..• 
!:! ... . ... ... 
:.:: ... ,. . ... ... • ' .. ' .. :: 

I 
I 
I 
I 
I 
I 

l 
I 
I 
I _, 

II 
II 
II• 
I I 
It 
I I 
I I 
I I 
I I 
I I• 
I I 
I I 
I I 
I I 
I l• 
I I 
I I 

I 

II 
lt- --
t l tl 
I t TI 

P"tASI '"tl It 1 l 

I - -w ... r- -
t t I t1 l 
t I f It f 

.:-
t I t II t 
ff f II t 

I I 
• - -· _, - _,_ -t 
I ll 11 f I I l t 11 
I 11 11 I 1 I I I II 

I 
I 
I 
I ·­I II 

..., l1 • t 
U II II 
It tf If 

u• 1111 1tt1au:r11zt1z 1 1•1••a 

I I 
t --t· 
I I I 
I I I 

z • ,,, 

L~ '" 11111t111111u11111122a2zz:u·zzz11u!nl1!tJJ:t'JJ3l>J,>l:JJJ'JJ:J.JJ~"-" .. "'"-•••*•-•• 1• 1tz:r:n:••'I.,...,.,. ... .,..,1tl'Js-s~11......,..011zll.t••'!!J.~7l"'M19•.,0111"ll'l•••5.44rr ....... t t.t'll!.lJ••~.,.,,.._,. 
t· '5~0'!0'!0~~~-.,0~01'J'!0~0"10'5°"'0~~0'50"'IO'!"O"i~O"J~0'50'~')"!ct50'5e501.~"!01•~'t·5~1-0"l'15H')1°"9"'14'!1 ... 

• , ...... 1:, • • .. 
•.,, .. •to• .... <s•oot .. 1 

11 •• 

" 11.• It·' , ... .... .. ... ... ... ... 
I ..• ... 
::: 
I ... ... 
::: ... ... ... :·· ... 
•:: .. 

I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 

•I 
II 
II 
II• 
I I 
I I 
I I 
l I 
I I 
I I 
I I• 
I I 
I I 
I I 
I t 
I I• 
I I 
I I 

• &f..\. <-....CLS • o.•••o,. .. _,, 
• ..-a. ... VA\.~ • ~· 1'•1'1!!'.,0.1 

I ·--1 I II 
l I ll 

- - ·- - -I II rt tt t 
t II II II I 

• >.JNO'-l."• • ~.o • OWft-\.OW • •·• 
• • • • • '. ,.17'4«••-S • a...,.~$ •• 

r ·•· l f I It t 
I I t It I 

t ' l ' -I -1 • •I- -I 
I I II I I I I I II 
I I II I I 1 I I It 

I : 
I 
I 
I 11 

-1 II • l 
It It 11 
It C1 11 

I I 
I -1• 
I! t 
I I I 

C~S tff e I 
••~ 1 I l • s t. , • 11 • 

t ll,.Ul'•fftl,...1' ... ,IMMf' ... tl:J4W ..... l•l•'M7• .. 1¥M""4l'P•4etJ,.1i41'8 .. tl>4MP ... \t,..M7 .... 12HW ..... 

I 
P ... .JI Zll ll l' t H It U I Ut I It I I I IJI Ill' t l~I IZ I I• II ll ...... 

Fig.7.5 Kinematical chi-squared distributions for~ 

See the text. 



'1 
~!! 

:; 
I 

~c _: 

135 

x1.., ~c ~ 
,"t"-r- ....,~-t-) J..o :;.i..~ 
~£..1r·¥ 
~~kt>--

~ ~ .LV>.IYI» 0..,"-l,, 

- ... ,.,Jl~b.- -~ 
-~~ ... ~ 
~~ 

(a) 

vl. 
;\ 

~~ 
A 
I. 
' 

':""' -

"' i( 
;l 
•I 
l 

.co ·Ii 
il 
I! 

_J l 
5.:i - l 

i 

-. 

( b) 

Fig.7.6 Kine~atical chi-squared distributions of fitted 

~ante Carlo events. 

\;\It; 

78 
76 
74 
12 
70 
68 
66 
64 
62 
60 
'18 
56 
'14 
'12 
'10 
48 
411 
44 
42 
40 
38 
36 
]4 
:S2 
30 
21' 
26 
24 
22 
lO 
18 
16 
14 
12 
10 

8 
6 • 2 

u>«:> 

1.0-ern;F •to•• :t 

• • 
* • . 
• • . 
• • • • • • 

• 
• • . 
• • . 
• • • . 
• • • 
• 

• • 

• 

• • 

• 
2 

+ • 
• ++ • • .. 

• • 

• • • 

• ABM 
• OVI! 
• 40 
• 39 .. ···'· • 37 
• 36 
• :JS 
• l• 
• 33 
• 32 
• ll 

30 
29 
28 
27 
26 
2'1 
24 
23 
u 
21 
20 
19 
18 
17 
16 
l'I 

.. 
• • • • • • • • • • • • • • • • • • • • . 
• . 
• • 

•• 13 
12 
II 
10 

9 • 1 
6 
'I : 2? l+2 

• • 32+ z • 
• • .. 24 •22 • • • ] 

• + +2 :2·~ • 
• • 
······················································••**.: 
1. ;;;;;;3;;;;;;;;;1111~---- 11111222211311144444 . 
0 Oft642096410ft642086~2011642024680246,024680246l!Ol469 

I 
l 

UNO 

Fic.7.7 Coplanarity factor vs.kineMatical chi-squared 

for TT+-events. 

.. 

-./'I.. 
·'-



- 136 -

(2.02 amu), and L is the length of the target (100 cm). We arrive at 

area 
n 
tgt 

= 4,22XlQ 24 l 
cm2 (7 .4) 

Because of problems with the event-scalers, we calculate the incoming useful 

number of particles from the burstscalers, weighted by the livetime fraction 

which is calculated from a mean value of the ratio eventscalers/burstscalers. 

There is a probability that the majority veto rejects good events. This 

has been measured, and we apply an average correction factor of 0.65 to 

the incoming flux for this effect. 

.. 
For the inefficiency of Cl•C2, we apply a correction factor of 0.95 to 

the flux. 

Then we arrive at the following corrected fluxes for 
+ 

TT and 1T respec-

tively 

+ 
F 

corr 

F 
corr 

1.509 x10' 2 

(7. 5) 

0.6673xl0 12 

The correction factor corr contains all other corrections. Two effects 

tend to make the beam hodoscope count more than the true number of beam 

particles: the geometrical overlap structure of the planes (see section 4.3.3) 

and the 6-ray effect. On the other hand, the counter dead-time has an 

opposite effect. Altogether the correction factor for these effects is 

estimated to 0.88 [51]. 

The muon content of the beam, µ/TT~ 0.06 (see section 4.3.4), gives rise to 

a correction of 0.94. 

Due to the reactions, the beam intensity decreases along the target. With 

N particles arriving at the target entrance, the number of remaining 
0 

particles at a length z in the target, is 
. -naz 

N(z) = N e • 
0 

n is the 

number of target protons per volume and J the total inelastic ~p cross 
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section. Thus the mean value of beam particles over the target is 

1 < N > = 1 
L 
f N(z)dz = 0.95 (7 .6) 
0 

We therefore apply a correction factor of 0.95 for this effect. 

Likewise interactions in the beam hodoscope will reduce the beam intensity. 

This gives rise to a correction factor of 0.97. 

The HlH2 hodoscopes and the prompts are not sensitive over 100 % of their 

area. Applying a correction factor of 0.98, we take care of this geometrical 

efficiency. The mean chamber efficiency is calculated off-line. We arriv~ 

at efficiencies of Oo75 when averaged over the data-taking period with 

positive beam, and Oc80 for the negative beam. 

With positive beam, the + 
K ,p content was measured to be 14%, so we 

apply a correction factor of 0.86. For negative beam, the K ,p content 

was about 6%, leading to a correction factor of 0.94. 

The factor corr is the product of all the factors mentioned above, and 

surrnnarised in table 7.3. 

Table 7.3 Correction Factors 

Overlap, a-rays, deadtime 
in beam hodoscope 

Interactions in beam hodoscope 

Interactions in target 

HlH2 and prompts' geometrical 
efficiency 

Muon content in the beam 

K,p content in the beam 

Mean chamber efficiency 

Positive beam Negative beam 

0.88 0.88 

0.97 0.97 

0.95 0.95 

0.98 0.98 

0.94 0.94 

0.86 0.94 

0.75 0.80 

Choosing a bin width of 6t = 2, we finally arrive at the following 

expressions for the cross sections 
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da + + -3 7 Nobs cm2 

dt 
(7r p -+ 7f p) = 1. 618Xl0 (GeV) 2 ace 

(7r-p 7T-p) 
-3 7 Nobs cm2 

da -+ = 3.186Xl0 ( 7. 7) 
dt ace (GeV)2 

The preliminary results for 7f and + 
7f elastic scattering are given in 

tables 7.4 and 7.5o 

Table 7.4 WA7 preliminary results for 20 GeV/c 7f p elastic scattering 

Nobs 
da z 2 

t-bin ace dt (cm /(GeV) ) 

-34 
6 < t < 8 8 0.017 (1.5 ± 0.5) x 10 

-3 5 
8 < t <10 9 0.048 (6c0 ± 2 ) x 10 

_3 5 
10 < t <12 8 0.071 (3c6 ± 1 ) x 10 

12 < t <14 2 0.084 (7.6 ± 5 ) 
-3 6 

x 10 
_ 3 5 

14 < t <16 3 0.093 ( 1. 0 :: 0.6) x 10 

Table 7.5 + WA7 preliminary results for 20 GeV/c ~ p elastic scattering 

t-bin Nobs ace do (cm2 /(GeV) 2 ) 
dt 

_ 3 4 

6 < t < 8 25 0.025 (1. 6 ± 0.3) x 10 

8 < t <10 18 0.055 
-35 

(5.3 ± 1 ) x 10 
_3 s 

10 < t <12 8 0.072 (1.8 ± 0.6)xlO 

- 3 s 
12 < t <14 12 0.085 (2.3 ± 0. 7) x 10 

_3 b 
14 < t <16 2 0.075 (4.3 ± 3 ) x 10 

_3 5 
16 < t <18 2 0.010 (3" 2 ± 2 ) x 10 

Only the statistical uncertainty on the number of events is included in 

the tables. Because of the low numbers of events in the bins, this dominates 

over the uncertainty in normalization. 

I figs. 7.8 and 7.9 are shown the cross sections for + and Tf , respec-
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tively
1

together with the predicted curves of the CIM-model. The normali­

zation constant (see section 3.3.2) of the CIM cross sections is for both 

cases calculated from 10 GeV/c + 
TI -data (Lundby, [36]). The agreement 

with the CIM predictions seems good, but one should stress the preliminary 

character of the data. 

In order to establish the energy dependence of the cross sections, they are 

integrated over a certain range of t to reduce the uncertainty. According 

to the dimensional counting rules (see section 3.3.2), the integrated cross 

section should obey the same energy dependence as the fixed angle cross 

section itself, provided the region of integration is contained in the 

wide angle range where dimensional counting is supposed to be valid. 

We have chosen a region of integration from cos8CM = 0.20 to cos8CM 0.55. 

The energy dependence for TI p and 
+ 

ii p fixed angle elastic scattering is 

shown in fig. 3"11 on p. 48. The TI data above 6 GeV/c seem to agree 

-8 
with the dimensional counting rule prediction of an s dependence, 

whereas no safe conclusion may be drawn from the 
+ 

TI data. 

In order to get a rough estimate of the TI 
+ 

and TI energy dependencies 

at the highest energies available, the integrated cross sections (as explained 

above) have been plotted for only two values of s • These are s = 19.6 

(10 GeV/c Lundby data [36]) and 38.4 (20 GeV/c, this experiment) for 
+ 

TI ' 

and s = 19.3 (9.8 GeV/c Owen data (73]) and 38.4 (20 GeV/c, this experi-

ment) for TI See figs. 7.10 and 7.11. It would obviously have been 

interesting to include the 12 GeV/c TI data of Bellefon et il. [37] in 

fig. 7.11, but their TI data are not presented sufficiently detailed 

to make the above described integration over our coseCM-region possible. 

-n + 
Assuming an s energy dependence, we arrive at n = 7.0 ± 0.6 for TI 

and n = 8.0 ± 0_7 for TI The TI result lS clearly consistent with 

dimensional counting prediction of 
-8 

whereas the 
+ 

result the rule s TI 
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• 7t +p elastic 20 GeV/r. 

WA7 preliminary 

CIM 

Fil1'.?'.R 
WA7 preliminary differential cross section f'or np PlR~tic 

scattering com~ared to CIM prediction.CIY nor~alization 
from lOGeV/c n -data (36]. 

.. 

• 7t-p elastic 20 GeV/c 

WA7 preliminary 

CIM 

Fig.7.9 
WA7 preliminary differential cross section for ~-P elastic 
scattering cocpared to CI~ prediction.CIM nor~alization as 
above. 
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In these figures are plotted elastic cross sections integrated 

over t-ranges corresponding to o.2o~cosGcM~o.55.To get an indi­

cation of the s-dependence in the asymptotic region where dimen­

sional counting is supposed to work,only the two highest energy 

data-points available are used.See the text.One should be aware 

of the possible influence of systematic errors when only two 

data-points are used. 
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is not. Whether this will change with a more refined analysis, remains 

to be seen. One should also be aware of the possible influence of 

systematical errors when only two data points are used to define the 

exponent n. 

The next step of the experiment is to measure TI and + 
TI elastic 

scattering at 30 GeV/c. It will be most interesting to see whether the 

30 GeV/c data confirm the above results. 
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APPENDIX I NOTATION AND DEFINITIONS 

AI.1 Metric and Four-Vectors 

A general four-vector A is written 

A (AI.1) 

Our metric is such that the product of two four-vectors A and B is 

(AL2) 

AI.2 Units and Kinematics 

We use units with 

ti = c 1 (AI. 3) 

Our unit of energy is GeV. It follows that the units of momentum and 

mass are GeV/c and GeV/c 2 , respectively. 

The Xandelstam variables s, t and u for a 2-body reaction ab ~ cd are 

defined as follows 
~ 

(see Fig. AI.l), p. = (p.; E.) being the four-momentum 
i i i 

of particle i 

u = - (p - p )2 
a d 

Fig. AI.l 2-body reaction ab ~ cd 

(AI. 4) 

.. 
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AI.3 Statistics 

The probability distribution f (x) of a random variable X is such that 

the probability of X taking values between x1 and is 

x2 

= J f(x)dx (AI. 5) 

We denote the expectation value of X by <X> or EX, i.e. 

<X> = EX = J xf(x)dx (AI.6) 

The variance is denoted 2 x2 Var X, ox' or i.e. rms 

z x2 r 
- <x>) 2f(x)dx ox = Var X 

J 
(x rms (AI. 7) 

The standard deviation of the distribution is ox x rms 
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Efficient methods for fitting tracks of charged particles in magnetic fields need derivatives of track coordinates with respect 
to the parameters defining the track. The problem of computing derivatives analytically is solved for a particular 
Runge-Kutta integration method. This Runge-Kutta fitting method is being used in the off-line analysis of a CERN SPS 
experiment, where it was developed as an alternative to the quintic spline method. It converges faster than the quintic 
spline, and is quite comparable with respect to computer speed and precision. 

I. Introduction 
The different Runge-Kutta integration methods 

that are being used for tracking charged particles 
through magnetic fields, in general combine high 
precision with high speed 1). These methods are 
also often used for fitting tracks when high preci­
sion is needed, but have then had the disadvan­
tage of being rather slow, because they did not 
give derivatives of coordinates with respect to the 
track parameters to be fitted, i.e. the initial values 
in the integration. 

The method described here can be used to com­
pute the required derivatives together with the 

· track coordinates themselves, at the expense of lit­
tle extra computer time. We have used a 
Runge-Kutta tracking routine RKPATH written 
by Wind 2 ) and essentially added just a few lines 
of FORTRAN. The routine has been tested inside 
a program for track fitting with vertex constraints 
that has been developed for the CERN SPS exper­
iment WA 73), originally based on the quintic 
spline method4

). 

We first discuss the method, and then we pre­
sent the results of a few test-runs where we have 
compared this new Runge-Kutta method and the 
quintic spiine fit. These tests show that the two 
methods are quite comparable, both with respect 
to speed and accuracy. 

2. Basic equations 
The equation of motion for a particle of mass m 

and charge q in a magnetic field B is 

~~=qvxB (inMKSAunits). (1) 

* Visitors from Physics Institute, University of Oslo, Oslo, 
Norway. 

J 

v is the velocity and 
mv 

p = .J(l -v2 /c2
) 

is the momentum of the particle. 
We rewrite eq. (I) in the form 

u" = (q/p) f(u, u', z), 

with 

u = (;). f = (;:). 

, du 
u = dz' 

,, d2 u 
u =d?, 

fx = J[l + (x')2 + (y')2J X 

(2) 

(3) 

X {x' y' Bx - [1 + (x')2] By+ y' Bz}, (4) 

fv = ,f[l + (x')2 + (y')2] X 

x {[1 + (y')2] Bx-x' y' By-X 1 Bz}. 

The solution of eq. (3) is determined by the con­
stant of motion 

I. = q/p, (5) 

and by the initial values at a given z = z0 , 

u'(z0 ) = (~)- (6) 

Given a set of observed coordinates on a track, 
the problem is to make a fit for the five variables 
x0 , y0 , a, b and A.. In order to have an efficient 
iteration procedure for the fit we want the deriv­
atives of u(z) and u'(z) with respect to x0 , Yo, a, b 
and A.. · · 

If u(z) is the solution with initial values x0 , Yo, 
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a, b, It, and (u+L1u)(z) is the solution with the ou(z) = L( ) 
perturbed initial values Xo + L1Xo' Yo+ L1yo' a+ L1a' o2 z , 

ou~~z) = L(z), 
OA 

b + L1b, }, + L1},, then we have 

u" = },j(u,u',z), 

u'(z0 ) = (~} 
and 
u"+Au" = (},+A},)f(u+Au, u'+Llu', z), 

(
x0 +.dx0) (u+Au)(z0 ) = , , 
Yo+nyo 

(u' +Au') (z0 ) = (~:~~). 
·We write 

},f(u+Llu; u'+Au',z) 

= Af (u,u',z) + C(u,u',z) Au+ A(u,u',z) Au', 

(7) 

(8) 

(9) 

where C and A are 2 x 2 matrices, for example 

(

ofx of<). 

A - ' of - ' ox' iJy' 
- Ii... - A. ' 

au' of. ofy 

ax' cy' 

(10) 

(

ox(z) ox(z)) 
ou(z) = OXo OYo = N(z) 

ou(zo) a:(z) o:(z) ' 
UXo 0Yo 

vu' (z) = "'( ") 
ou(zo) J~ z ' 

ou(z) = M(z) 
ou' (zo) 

ou'(z) = ~-1'( ) 
ou' (zo) 1V z . 

(17) 

When fitting a vertex between several tracks we 
need, in addition, the derivatives with respect to 
z0 • However, these can be computed from the 
above derivatives, because a solution with initial 
values x0 , Yo, a, b, It at z = z0 + L1z0 is the same as 
a solution with initial values 

x 0 - aAz0 , 

Yo - b.dzo' and we arrive at the equation for L1u, 

Au" = A}.j + CAu +A.du' 

with the initial conditions 

(11) a - },fx(x0 , Yo, a, b, z0 ) Az0 , 

b ~ 2j.(x0 , y0 , a, b, z0 ) Llz0 , 

(18) 

(
Ax0) Au(z0 ) = Ayo , (12) 

The general solution for the perturbation L1u is 

Au(z) =A}, L(z) + N(z) Llu(z0 ) + M(z) Au'(z0 ),(13) 

where L is a 2 x I matrix, N and M are 2 x 2 ma­
trices, and 

!.:,' = f + CL + AL', 

L(z0) = 0, L (z0) = 0, 

N" = CN+AN', 

N(z 0 ) =I= G ~} 
M" = CM+AM', 

M(z0 ) = 0, M'(z0 ) =I. 

(14) 

N'(z0 ) = 0, (15) 

(16) 

From eq. (13) we read out the required deriva­
tives, 

J 

and It at z0 • Therefore, 

ou(z) = -a ou(z) - b ou(z) 
oz0 Dx0 oy0 

' ou(z) 
-1cf,.(xo, Yo' a, b, Zo) oa 

'f( b ,ou(z) 
-1 •. y Xo, Yo, a, , Zo) ob , 

and similarly for au'(z)I az0 • 

(19) 

In principle we ought to solve the eqs. (14), 05) 
and (16) together with eq. (3). What we do in prac­
tice, however, is to define an approximation to the 
solution of eq. (3) and compute the derivatives 
within this approximation. 

3. Runge-Kutta integration 

The particular Runge-Kutta formula used is 
due to Nystrom5

). The step from zn to Zn+I =;z;,+h 
is 
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Un+!= un+liu~+ 1~
2 

(K1+K2+K3), 

u~+ 1 = u~ +~(K 1 +2K2 + 2K3 + K4), 

where 
K; = /,f; for i = 1, 2, 3, 4, ' 

/ 4 =f(un +hi{~+ 1~
2 

K3, u~+hK3 , zn+h). 

Differentiating these formulae with respect to, 
say, x0 , we get recursion formulae for the deriv­
atives au(z)I ax0 and au'(z)I ax0 , 

0Un+1 _ OUn hOU~ h
2 

0 ( , 
-:i- - ::;---- + -;-- +-

6 
;-- K1+K2+K3), ux0 ux0 ux0 ux0 

ou:,+1 OU~ h a (K 2K ) 
-:l- = ~ +-6 ~ 1 + 2 + 2K3 + K4 , ux0 ux0 ux0 

where 
0K1_ c oun A OU~ 
-- 1 -+ 1--
0Xo ox0 ox0 ' 

0K2 = C
2 

(oun + !!._ ~u~ + h
2 

oK 1) + 
ox0 ox0 2 ox0 8 ox0 

A ( OU~ !:_ 0K1) + 2 :l +2 :l • 
uXo uXo 

A (ou~ !!_ aK. 2) + 3 ~ +,..,~ ' 
\UXo L OXp . 

0K4 C' (au,, I OU~ h
2 

0K3) -= 4 -+ i-+-- + 
ox0 ox0 ox0 2 ox0 

A4 (ou~ + h DK3
)· ox0 ox0 

We have written 
Ai= A(un, u~. Zn), 

J 

(22) 

(23) 

A4 =A (un + hu~ + ';
2 

K3i• u~ + hK 3 , zn+h). 

and similarly for C 1 , C2 , C 3 and C4 • 

For the derivatives with respect to y 0 , a and b 
we get similar formulae. When differentiating 
with respect to A., we get similar formulae except 
for one extra term f; in the formula for K;, thus 

tiK1 OUn OU~ 
a;:=f1+C1 a;, +A1 o?i., 

(25) 

etc. 

4. A useful approximation 
We will assume that the x and y partial deriv­

atives of the magnetic field components are all 
zero along the track, 

oB; = oB; = 0 
ox ay ' 

for i=x,y,z, (26) 

implying that 

C =Ji. of/Du= 0. (27) 

This is a good approximation in many cases, and 
it simplifies considerably the above formulae. 

Thus, if we write out in detail eq. (25) we now 
get 

0K1 OU~ 
()A, = f1 + A 1 ()i.. , 

8K2 h ( h ) OU~ oA. = f2 + 2 A1 f1 + A1 l + 2 Ai oA. ' 

oK3 h ( h ) oA. = /3 + 2 A3 !2 + 2 A1 f i + (28) 

+ A3 [1 +~A2 (1 +~A1)J~~~, 
0~4 = f4 + hA4 [f3 + i A3 (t2 + ~ A1 f1) J + . 

+ A4 {1 + hA{I +~A2 (1 +iA1)]} ~~~. 
The recursion step for au I a A. and au' I a A. now 
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takes the following form: 

OUn+l OUn h OU~ h
2 

0 ) a;:-= oA. + oA. +6 oA. (Ki +K2 +K3 

au~+ 1 ou~· h 0 -8r =a,[ +6 oA. (K 1 +2K1 +2K3 + K 4) 

= {~(I+~A4 +~A 1)+ 

+~[1+(1+~A4)~A3] x 

x [1 + ~A2 (1 +}A 1)]} ~~~ + 

+ i {14 + f1 + 2 (I + } A4) f 3 + 

(30) 

+ 2 [1 + (1 +~A4)~A3] (12 +}Adi)}· 
The formulae for the derivatives with respect to 

x 0 , Yo, a and b are similar to eqs. (29) and (30), 
with the only difference that they do not contain 
the terms with J; , Ji, f3 and /;.. 

5. Test results 

We have made some test runs wsing alternative­
ly the Runge-Kutta method or the quintic spline 
fit as part of the off-line analysis chain of the elas­
tic scattering experiment WA 7 6). The tests were 
made both with Monte Carlo generated elastic 
events and with real non-elastic events, fitting two 
outgoing tracks with vertex constraints. On our 
Monte Carlo elastic data we also imposed the mo­
mentum conservation constraints. All data relate 
to an incident n- beam at 20 Ge VI c. 

Running on Monte Carlo data we used the 
Monte Carlo generated coordinates with no gener­
ated errors; this was therefore a test of the accu­
racy of the two methods. We used weights corre-

sponding to measurement errors of 0.5 mm in all 
coordinates and the first iteration was started 
from perturbed values for the Monte Carlo gener­
ated vertex position and momenta. We added to 
the correct values perturbations of ± 3 cm in x and 
y of the vertex, ± 15 cm in z of vertex, ±0.05 in 
dxldz and dyldz of the two tracks at vertex, and 
± 20% in the moment;:i. 

Running on real data we have used weights 
corresponding to errors of 2 mm in single detector 
planes. The question of whether or not these 
weights are correct, should not be important for 
the comparison between the two methods. The 
starting point for the first iteration on a real event 
was the vertex position and momenta given as 
output from the pattern recognition program. 

We incorporated a convergence test, which was 
that the "step squared" in one iteration should be 
less than 0.01. Let L1; be the weighted residual in 
the ith measured coordinate after a given number 
of iterations, then at that stage in the fitting pro­
cess the approximate value for x2 is, assuming in­
dependent measurements, 

x2
=z:LJ;. (31) 

i 

If after the next iteration, the weighted residuals 
are L1/, we define the step length by 

(step)2 = L (LJ;-LJ;)2
• (32) 

i 

This is the most natural measure of how much 
the parameters to be fitted are changed during one 
iteration. 

In order to get an idea of the relative speed and 
precision of the two methods, we used them in 
such a way that they computed the magnetic field 
at nearly the same points. That is, we used steps 
in z of 25 cm for the Runge-Kutta integration, 
and 12.5 cm for the quintic spline fit. 

Of 500 Monte Carlo generated elastic events all 
converged from the perturbed event variables back 
to the correct values, giving a x2 of effectively 
zero. Out of a sample of 1000 real triggers with al­
together 1113 candidates for two-prong vertices, 
many vertices failed to give a fit, for different rea­
sons. The Runge-Kutta method finally made a fit 
for 813 vertices, whereas the quintic spline fitted 
798 vertices. We do not consider this 2% differ­
ence to be very significant, however, sirice many 
vertices have an ill-defined z-coordinate because 
the two tracks are nearly parallel at the vertex, 
and these vertices may cause convergence prob­
lems. 
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TABLE 1 

Execution times (ms/event). 

Runge---Kutta Quintic spline 

Monte-Carlo data (6 itera-
tions, no convergence test) 146 138 
Monte-Carlo data (stop after 
convergence) 121 123 
Real data (ms/input vertex, 
~ 8 iterations, with conver-
gence test) 126 123 
Real data (same run, ms/lit-
ted vertex) 173 172 

6. Execution times 
Table 1 summarizes the results of our timing on 

an IBM 370 computer, under the different condi­
tions. 

We should add a few remarks. We have used a 
magnetic field routine requiring 0.126 ms for one 
call, and for 6 iterations on Monte Carlo data the 
total time spent in computing the field was 
34 ms/event ·for either program. In addition, in 
the quintic spline fit, before the first iteration a 
Runge-Kutta tracking was done in order to define 
starting values for coordinates and derivatives, 
and this tracking required about 15 ms/event, in­
cluding 11 ms/event for computing field values. 

Thus, both methods could be speeded up some­
what by a more efficient representation of the 
magnetic field, in discrete planes only, and by not 
computing the field in every iteration. Also, a 
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Fig. 1. Mean of log x2 before iteration l, 2, 3, ... for 500 
Monte Carlo events. 
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Fig. 3. Number of events passed on from iteration n - 1 to iter­
ation n, n = 1, 2, 3, ... , Monte Carlo data. 

more efficient method for defining first approxi­
mations could save some time for the quintic 
spline fit. 

7. Convergence properties 

We have also compared the convergence of the 
two methods, and the results are shown in 
figs. 1-3 for Monte Carlo data and in figs. 4-6 for 
real data. 

Figs. 1 and 4 show the mean of the logarithm 
(to base 10) of the approximation to x2 , after 
0, 1, 2, ... iterations. Figs. 2 and 5 show the mean 
of the logarithm of the "step squared" in iteration 
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e QUINTIC SPLINE 
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Real data 

e QUINTIC SPLINE 

0 RUNGE KUHA 

8 

Iter-.Hion no. 

l, 2, 3, ... Finally, figs. 3 and 6 show the number 
of events left after 0, 1, 2 .... iterations, when the 
convergence test is applied. On real data, events 
are sometimes cut out during the fitting, not be­
cause they have converged, but because they di­
verge in some way or other (tracks pass outside 
boundaries of the magnetic field, etc.). Thus the 
convergence test starts cutting the number of 
events only in the fourth iteration. 

8. Conclusion 
From the test we have done, using fixed steps 

through the magnetic field, it appears that the 
Runge-Kutta method spends somewhat more 
time per iteration, but on the other hand it is 
more precise and converges faster than the quintic 
spline method. If both methods are optimised to 
give a certain precision with a minimum of time 
spent in computing values of the magnetic field, 
one method or the other might be the most effi­
cient, depending on which one of the effects men­
tioned turns out to be the most important one. 

We therefore conclude that the present 
Runge-Kutta method can compete with the quin­
tic spline fit, not only in precision, but also in 
speed. 

References 
I) M. G. Shiel, Internal Note CERN/DD 75-22. 
2) CERN Program Library, algorithm S4101. 
3) R. K. Bock, WA 7 Internal Note ELAS 77. 
4) H. Wind, Nucl. lnstr. and Meth. 115 (!974) 431. 
5) National Bureau of Standards Handbook, procedure 25.5.20. 

Figs. 4-6. The same as figs. 1-3, but for real data. 

6) Study of Exclusive Hadronic. Processes at large PT, 
CERN/SPSC 74-28 (P-9) and CERN/SPSC 74-49 (P-9, Add. 
l) (March/April 1974). 

J 



- 145 -

APPENDIX II A FAST RUNGE-KUTTA METHOD FOR FITTING TRACKS 

IN A HAGNETIC FIELD. 

.. 
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APPENDIX III ON A FIT WITH CORRELATED ERRORS. 
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01.11. 78 

L. Bugge 

On a Fit with Correlated Errors 

A usual approximation 1n least squares fitting procedures, is to assume 

the (measurement-) error matrix diagonal, i.e. to neglect any correlations 

between the measurement errors. This is, however, only an approximation, 

because the parts of the measurement errors in the various measurement planes 

that are due to Coulomb scattering, are clearly correlated. 

Nevertheless, the little investigation on this problem described below seems 
.. 

to justify such an approximation, at least for amounts of Coulomb scattering 

comparable to the ones treated here. 

The Fit 

We want to parametrize the m measurements xi, i 1, ... , m with the 

rn functions f., i = 1, .•. , m which are functions of the n(< m) para-
1 

meters = 1, ... , n. In vector notation: 

f fCO 

We define the m residues o., l 
1 

1, ... , m by 

x - f(E;,) 

The matrix of derivatives, D, 1s defined by 

D. 1a = 
3f. 

1 

~ a 

(1) 

(2) 

(3) 

In general f is not linear 1n E;, , but we may linearize it by setting 

f(E;, + 6£;,) f(t;) + D6t; (4) 

We then define the weight matrix W as the inverse of the error matrix E 

-1 
(5) w 
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In a case where all the correlations between measurement errors are 

neglected, L is diagonal with the m squared measurement errors 

a~ , i = 1, ••• , m along the diagonal. 
1. 

2 

The least squares fit consists of finding the set ~ which minimizes the 

sum of squares (T denotes transpose): 

(6) 

This leads to the following equations for the corrections ~~ to ~ 

(7) 

Because of the linearization (4) one usually has to iterate. 

In the diagonal case W can be written as W .. = w~ o .. 
l.J 1. l.J 

1. = 1, . . . ' Ill • By simply multiplying the w. 's into the 
()f. 

1. 

setting D. 1. 
forget about w, solving T w. we can ia c,a 1. 

equations 

In this way one may save a fair amount of computer time. 

with w~ = 1 
1. -2 ' a. 

1. 
D-matrix, 

instead the 

(8) 

When Coulomb scattering is taken into account, the total 2:-matrix can be 

written as the sum 

(9) 

where ED is a diagonal error matrix containing uncorrelated measurement 

( 
2 • errors a., i 
1. 

1, ••• , m along the diagonal), and Le contains errors 

with correlations from Coulomb scattering. 

h "c . T e w -matrix 

.. 

In the following, < z > will denote the expectation value of the variable Z . 

If generally €. 
1. 

denotes the contribution to x. which is due to Coulomb 
1. 

scattering, we have: 



c 
L:. . 

l.J 
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<£.• £,> - <£.>·<£.> 
l. J l. J 

<E.· E.> 
l. J 

To construct EC the following assumptions are made: 

3 

(10) 

(i) The Coulomb scattering is assumed to take place in discrete planes. 

(ii) The tracks are treated as straight ones and the scattering angles are 

regarded as small ones, in the sense that the deviation E at a 

z-position z resulting from Coulomb scattering an angle 

the proper projection at a z-value 

E = (z - z.)e~roj 
l. l. 

z. l.S 
1 

in 

(11) 

(iii) The projected (in some plane) Coulomb scattering angle from one unit 

(target, chamber, hodoscope, .•• ) is taken to be Gaussian distributed 

around zero with variance 

<82 .> 

2 

(0.015\ (1 + E) 
2 Lk 

Var 8 . 
proJ pro] \ p.S ) 

(radians) 2 (12) LO 
materials k 

where p 

Lo 
k l.S 

unit. £ 

Let then 

l.S momentum 1n GeV/c, B velocity in 

traversed length, radiation length for 

l.S a constant taken to be E = 0.1. 

u. 
]_ 

x. cos a.+ y. since 
]_ l. ]_ ]_ 

be a measured coordinate 1n a measurement plane at 

x,y,u,v 1n WA?.) 

For the error in u. from Coloumb scattering, E 
1 u. 

E 
u. 

l. 

E x. 
l. 

COS a. + E 
l. y i 

sin a. 
1 

l. 

units of 

material 

z = z. 
l. 

c and Lk, 

no. k of the 

(13) 

(u. might be 
]_ 

we can write 

(14) 

According to (11) we have, when E' (E' ) 
x. v. 

l. - 1 

denotes error from Coulomb 

.. 

scattering on measured direction <lx ( dy ) f 1 . . dz dz , · the o lowing relations: 
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E = L: (z. - ) ex-proj 
x. 

9.. 
1 z£ 9, 

1 

E = L: (z. - )ey-proj 
y. 

£ 
1. z£ 9.. 

1 

E' = L: ex-pro] 
x. 

£ £ 
1. 

where the sums extend over all scattering planes 

We use this and the fact that Coulomb scattering i 

x- and y-projections are independent processes and 

(in any projection) from different scatterers are 

the expectation <s > 
u. 

equals zero. When we in 2 

x-proj 2 <ey.-pro} 2 > <8. > = = <8~> 
1. 

we arrive at the 
1. 1. 

the elements 'i.C 
kJ, 

coordinates : 

which correspond to the covari2 

= L (zk- zi)(z£- zi)(cosakcosa£ + 
1. 

where the sum extends over all scattering planes 

of k, £ • 

For the covariance between measured coordinate and 

L: (zk- zi)(cosakcosa9..+ sinaksin~. 
1. 

And finally for the covariance between two measurec 

For the beam we neglect the Coulomb scattering cone 

ment errors. 
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Applications on Monte Carlo data for WA7 

A few very simple tests have been made to get a rough feeling of how the 

quality of the fit depends on the use of a fit as described in the previous 

section. 

Geometrical fit 

Elastic TI p events at 20 GeV/c beam momentum were generated with three 

different amounts of Coulomb scattering. In all three cases the events in 

addition to Coulomb scattering were given Gaussian distributed, uncorrelated 

measurement errors, corresponding to the a:•s on the diagonal of 
1. 

The Coulomb scattering was generated as described in ELAS 119, except that 

.. 

scattering after the hodoscope was neglected (because of the reference plane 

at z = 400 cm). 

Case I corresponds to an amount of Colulomb-scattering in the six scattering 

planes as given in Table 2, ELAS 119 . In cases II and III the six scattering 

constants are multiplied by factors 2.5, 5.0 respectively. 

For each of the three cases the events were fitted twice, once with a fit 

with correlations as described in the previous paragraph, and once with a 

diagonal fit where Coulomb scattering is totally neglected. The fits were 

purely geometrical, with no use of kinematical constraints. 

In each case the variances of the distributions 

d. 
1. 

E,:~itted 
1. 

1. 1, ... , n 

are computed. MC E,:. denotes the exact Monte Carlo generated value of the 
1. 

parameter E,: .• 
1. 

In the WA7 case n = 12 and the 12 fitted parameters E,: are x,y,z of 

vertex and 

and beam). 

dx <ly 
dz ' dz' at vertex for the three tracks (two outgoing 

The values of the ratio between the computed variances of d.' 1. 
1. 

1, ... , 9 
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(the beam track is not affected by Coulomb scatterin~) for the diagonal fit 
a 

(index D) and the fit with correlations (index C),---¥---, are given 
ac 

together with their uncertainties (see the Addendum) in Table 1. Also the 
<x2> 

value of D which is a quantitative measure of the amount of Coulomb 
<x2> c 

scattering, is given in the table. 

02 
Table 1 D 
-----a'-

c 

~ 1 2 

2 OD 
0.98 0.95 (j2 c 

RMS 0.10 0.10 

02 
D 1.00 1.16 OT c 

RMS 0.10 0.12 

02 
D 1.04 2.02 

a'-
c 

RMS 0.10 0.20 

2 0
DI 
~ 1.03 0.90 c 

RMS 0.10 0.09 

for different cases (see texd. 

VARIABLE NO 
3 4 5 6 7 a 9 Case (see text) 

0.95 1.02 1.05 0.98 0.97 Ll9 0.97 

I 

0 .10 0.10 0.11 0.10 0.10 0' 12 0 .10 

1.11 1.07 1. 31 1.02 1.12 1. 91 1.08 

II 

0.11 0.11 0.13 0.10 0.11 0.19 0.11 

L75 L33 1. 78 1.30 1. 73 3.04 1.48 

III 

0.18 0.13 0.18 0.13 0.17 0.30 0.15 

1.12 1.12 1.22 1.12 1.06 1. 72 0.92 

III 

0.11 0.11 0.12 0.11 0.11 0.17 0.09 

From the table we see that variables 2 (y t ), 5 (dy/dz(l) t ) and 
v x v x 

<x2> 
D 

<xz> c 
.. 

1.02 

I 1.13 

I 
I 

I 
I 

I 
1. 53 

1. 53 

8 (dy/dz(Z) ) seem to benefit most from taking the Coulomb scattering 
vtx 

into account. 

However, most of the benefit comes from the fact that the correlation fit 

gives a better estimate of the measurement errors and not from the off­

diagonal-elements of Le . This can be seen from the last two rows in 

table 1 which are obtained for case III. Here the errors a. in the 
]. 
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diagonal fit have been increased an amount corresponding to the diagonal 

elements of Le (index DI). 

We see that it is only variable no. 8 (dy/dz at vertex for arm 2) which 

benefits significantly from the non-diagonal terms of Le even when the 

amount of Coulomb scattering is five times the normal WA7 case. 

However, it is (for case III) large differences in the mean of chi-squared 

for the three fits. These are given in Table 2. 

Table 2 Mean of x2 for three different fits (CASE III). 

I' THEORETICAL FIT WITH DIAGONAL FIT, DIAGONAL FIT 
'~ VALUE CORRELATIONS COULOMB SCATT.NEGL. INCR.DIAG.ELEM. 

<x2> I 17.00 17.9 27 .4 12.8 

! 
~EVENTS I co 328 497 I SOO 

' 

We see that for case III the fit with correlations is the only one which 

gives an approximately correct value of <x 2> • 

Filtering of inelastic events 

Another test was made to see whether a fit with correlations is better than 

a diagonal one to filter out inelastic events_ 

.. 

Elastic events and 6(1236) events (where scattered TI and decay p simulate 

elastic reaction) were generated at 20 GeV/c beam momentum. All the events 

were given uncorrelated measurement errors as in the previous section 

and Coulomb scattering corresponding to the normal WA7 case (case I). 

Again the events were fitted twice,once with Coulomb scattering neglected and 

once with a fit with correlations. In all cases the elastic constraints were 

applied (elimination method). 
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Table 3 gives num~ers of lost elastic events and accepted inelastic ones 

for the given cuts in chi-squared, and we see that inside statistics no 

difference is observed when the cuts are chosen properly. 

Table 3 Lost elastics and accepted inelastics 

FIT CUT X2 LOST ELAST. 't EVENTS % ACCTED INEL. rtt EVENTS % 

DIAGONAL > 50 6 500 1.2 6 500 1. 2 

WITH TIONS li.1 I 
> 42 4 365 3 295 

I 
CORREL I ! 1.0 

I .. 

Conclusion 

The conclusion which can be drawn from these small tests is that for WA? 

it is not worth it to take Coulomb scattering into account in the track 

fitting. However, in cases where the Coulomb scattering becomes very large 

(comparable to case III or larger), one must seriously consider to use a 

time consuming fitting procedure with non -diagonal error matrix. 
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ADDENDUM 

Uncertainty in the estimate of the quotient of two variances 

Let d. i = 1, ••• , n be n independent variables, each Gaussian 
l. 

distributed with variance o 2 
• 

An estimate for 02 is 

n (d. - d)2 
s2 2: l. 

i=l n - 1 

where 
n d. 

d 2: 
l. = -

i=l n 

The variance of s2 is given by 

Var sz 2 2o 4 

- os2 = n-1 

which gives a relative uncertainty for S 2 

a 2 s 
S2 

,rr 
r~ 

(Al) 

(A2) 

(A3) 

9 

We shall also use that if F 1s a function of the independent, Gaussian 

variables u,v with variances 

F 1s approximately given by 

a 
F 

F 

2 02 
a ' u v 

respectively, the relative error 1n 

(A4) 

Let then s2 
1 

and be estimators for the variances 02 
1 

and 02 
2 

of two 

independent distributions as in (Al), with 

respectively. 

For n, 
l 

and large, one can take s2 
1 

and 

and 

s2 
2 

measurements 

to be Gaussian distri-

buted. One then gets from (A3) and (A4) for the relative uncertainty in 

the estimate for o~/a~ : 



OS2/S2 
1 2 

g2/g2 
1 2 

Typical values of 

n 2 = 350. 

= 

and 

This gives a relative error 
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2 (2- +--
n - 1 

1 n - 1 2 

in the tests described here, are 

as21s2 
1 2 

~ 0.1 
s21s2 

1 2 

10 

(AS) 
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APPENDIX IV SOME-MONTE CARLO APPLICATIONS 

AIV.l Monte Carlo Generation of w-production 

It is intended to use the WA7 experiment to study the production of heavy 

mesons which decay into muon pairs. Special interest focuses on the ~-meson 

of 3.1 GeV. The w is described as a bound state of a charm and an anticharm 

quark in the quark model. 

The production mechanism of w is not very well known. This is one of the 

reasons why it is interesting to study l];-production on a hydrogen target, 

In 1976 some Monte Carlo calculations were performed in order to roughly 

study the possibilities of using WA7 to such investigations. The three-

body process 

-np ~ D ~;_; C (AIV .1) 

-was generated, D being a (anti-) charmed meson and C a charmed baryon. 

~1asses of Mn 2.5 GeV and MC = 3 GeV were supposed. (At that time no 

hadrons with "naked" charm were observed). As in [72] the following cascades 

were generated: 

-
Tip--4 D 111 

y c 

) N* K* 

e - + 
K TI 

p TI 

+ -µ µ 

K* p 
(AIV.2) 

L=: 
+ -

1T 1T 

+ -
K Tr 
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Transverse and longitudinal momentum of the w was generated in accordance 

to the then known experimental distributions (see [72] and references therein). 

The longitudinal component of the momentum of W, P L (W), was computed as 

where ~(W) was generated according to the following distribution 

~(W) uniformly on [- 0.6, 0.6] 

The transverse momentum of w, PT(W), was generated as 

2 
P2(w),..., e-PT(W) 

T 

-

(AIV .4) 

(AIV.5) 

In addition the transverse component of the D-momentum was generated 

according to a - 6PT(D) d' 'b · h h . h 1 1 f e istri ution w ereas t e azimut a ang es or D 

and w were generated uniformly on [0,2TI]. 

.. 

The longitudinal D-momentum and all the parameters for the C then follow 

from energy-momentum conservation. 

The decays were generated isotropic in the rest system of the appropriate 

particle, and the 4-momenta of the decay products were Lorentz transformed 

back to the lab. system. Thus, for example, the K+ momentum needed three 

transformations: 

* 1. From the rest system of K to the rest system of D • 

-2. From the rest system of D to the D w C CM-system. 

3. From the D w C CM-system to lab. 

All the ten final state particles were traced from the same vertex. 

If one is only interested in tracing the two muons, one may speed up the 

progrannne considerably by generating the w-momentum according to (AIV.4) 

and (AIV.5), and neglecting the D and C. 
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If this is done, and the acceptance criterion is that the two muons should 

go one in each arm through all MWPCs, hodoscopes and the calorimeters, one 

arrives at an integrated acceptance of 

"' 55% for 92 GeV/c lab momentum. 

11% for 20 GeV/c lab momentum and 

We will not go further into this matter hereJsince the primary subject of 

this thesis is elastic scattering, and since at the time of writing no 

runs have been performed exclusively concentrating on taking muon data. 
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AIV.2 Triggering on small t events at 20GeV/c. 



IU/LE/le.05.76. 

TRIGGING ON SM.ALL T EVENTS AT 2oGeV/c. 

The cross section for np+np exhibit an~·exponential-like behaviour 

for small ltf,(ltl!L).In spi:e of the iow acceptance in this 

t-domain (see below),one will therefore expect a large number 

of such small-t events.It might therefore be of interest to use 

such events for testing of apparatus and experimental arrangement. 

We have monte-carlo-generated events with small lti,and have 

found an acceptance of about 0.5% in the domainltk[.06,.36]. 

By acceptance we here understand the probability that both the 

scattered n and the recoiling proton escape through the magnet. 

Figs.1,2 show the plots of the generated and accepted t-values. 

Fig.3 shows a typical low~t event. 

The distribution of scattered j 1 s (with the recoil prQton escaping 

through the magnet) in a plane at Z=l250.cm.and the corresponding 

distribution of non-scattered n's(the beam),are shown in figs.4,5 

and 6.As one can see,are the scattered n's clearly se~arated from 

the beam at this distance from the magnet,and trigging should 

in principle not be difficult. 

We suggest a trigger counter covering the area of the scattered 

n hits,that is about 1/8 of the total azimuth,placed at about 

z,..1250. cm. 

Trigger rates. 

The integrated elastic cross section over our t-domain is roughly 

speaking 2.5 mb,that is about 1/10 of the total cross section at 

this energy.With a low-intensity beam of about 105 particles/burst 

one should expect about 104 reactions in a lm. target,of which 

about 103 should be elastic events in our t-domain.As mentioned 

before,the distribution of the elastically scattered n's with the 

corresponding proton escaping through the magnet,covers about 1/8 

of the total azimuth,and one should therefore expect roughly 120 

triggers from elastic scattering per burst with a trigger as 

suggested. 

Taking into account inelastic events,one should expect the number 

of particles traversing this counter to increase by roughly a 

factor 8,i.e. about 1000. 

To get rid of as much as possible of inelastic triggers,we would 

suggest the following trigger-system: 



-
~Mo~ 

..._ ______ ..... p 

s
3 

requires one and only one particle counted (the proton),since 

the scattered n will go in the beam.A
1 

is an anticounter in the beam. 

An elastic trigger should then be s1s2s3
s

4
A1 • 

To get rid of even more of the inelastic triggers,we suggest 

that instead of using counters s
4 

and T1 one uses the pr.hod. 1 

in the following way: 

A~ 1i, R2. 

-
- A1 s" As-

( be llr'l"') {SC (\. t I 'iT } ·-------~ 

R, H7 

An elastic event would then look like 

Roar Almaas. 

Lars Eugge. 

x 

rf e 

L = 1260. CM. 
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APPENDIX V MULTIPLE SCATTERING IN WA7 20 GeV/c. 



Multiple Scattering in KA7 at 20 Gev/c. 

ELAS AAC°i 

CHAPTE~ N 

28.d9.i3 

Lars Bugge. 

Some ~tonte Carlo calculations concerning multiple scattering are 
made for n--beam at 20 Gev/c incident momentum.Deviations of the 
order of O.S cm are found in the do~n-stream chambers. 
The results are sum~arized in table 3. 

~let hod. 
The projected multiple scattering angle of a particle with momentum 
p (Gev/c),velocity p (in units of c) and charge 1 (in units of e) 
after having traversed a length x in a material with radiation 
l~ngth Xo , is taken to be Gaussian distributed around zero with 
r.m.s. value 

radians ( 1) 

(the assu~ptic~ rf 3 r~u5siJn ~istribution is not correc;, the 
f o n~ u 1 a i s o n l y co r re c t to w i t h i n 2 0 \ i f x i s no t 1 a r g e comp a red t o 

x0 )For Ewe have chosen ·a value of 0.1.See refs.l and 2. 
If .'.1 ·1ait,for ins::rnce a c~1ar.ber,consists of~ different r.iaterials, 
each of thickness xi and radiation length x0~ ,the r.m.s. of the 
total projected scattering angle is given by 

radians (2) 

.. 
The modification of the Jirection of a track is done as follows: 

Le t t he t r a c k have o r i g i n a 1 d i red t ion l_ cJ ~J = 1 ) • A p 1 an e is genera t e d , •. 

perpendicular to ~-T~o (uncorrelated) projected scattering angles 
. 91 and ~ a re generated according to ( 2) and these a re used to give 
the track its new direction by ~enerating two perpendicular vectors 

~ and ~ in the plane men t ione<l abo':'e with magnitudes 81 and 81 
·respectively.The ne" Jirection .J. is ~iven by 

... 
t .-\ = .\ • ,::.J • Jv (3) 



as shown in fig.l. 

.., - ... 

fig l .~,1odification of track direc:icr .. 

rach time a scatterer is !iassed,the ~irection is ch3ngeJ according to 

(3) before the tracking continues. 
For each scatterer the scattering is assumed to take place in a 
singfe scattering plane in the middle of the scatterer.This may 
seem to be a crude approximation,but dividing for example.a ~erenkov 
into several scatterers didn't give significantly different result~: 
Kith ~erenkov fillings as in table 1,we arrive at the values of 
I::i:-. for the different units as given in table 2,where also the 

~ 

used z-positions of the scattering planes can be found.In the table 
L means left arm (Cll5) and :' ,,,eans rir:ht arm (CE6). 

I11 t1~c cJ:ar.1Lcrs r:l)~lar t\·in.<lo,·.'s and rlanes, tt1n~sten l:ires :!!"ld ~agic 

~as 3re taken into account.The wires are assumed to be smeared out 
to thin foils. 
In the ~erenkovs gas,mylar windows and plexiglass mirrors are taken 
into account. 
The tar~et is treated specially for each event.The distance traversed 
in hydrogen and ~ylar walls and the intersection with the wall are 
calculated for each track in a straight line approximation.The 
sc8ttering plane for hydrogen scattering is taken to be half way 
(in z) between the vertex and target wall intersection,whereas the_ 
scattering plane for mylar scattering is taken to be z of the inter­
section point. 

For 300 accepted events the distances traversed in target hydrogen 
for the two arms are histogrammed in figs.2 and 3.The acceptance 
criterion was:7T'in the left arm,all chariber planes,HlH2 and both 

prompts hit. (Parameters as for june run.) 
It should be noted that the values of I::i; in table 2 will be increased 

--•·illllnMtlL!e°.~'r\;;A>.,,(,,;i;(;"'r-••.. "h1t. ti;P tr:icks '.lrc ·not r.::ir.::illell to the :-axes.This is 
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Results. 
Each track is tracked twice - with and without generation of multiple 
scattering.For accepted events the differences between x-hits in 
the chambers with and without multiple scattering,4.x,3re histogrammed. 
The r.m.s.values of these distributicns are given in table 3.Statistics 
are 300 accepted events.The Ax distributions in CHS and CP.6 are 
shown in figs.4 an<l 5 resrectively.~ince the pattern recognition 

• and track fitting programs condense the straight line information 
to a point and a direction in a reference plane at z=~OO cm,it is 
of interest to see ho,.,. these numbers are influenced by r.:ultiple 
scattering.This is shown in fig.s 6 and 7 where respectively the Ax 
and.t\dx/dz distributions in the reference plane are shown. 

References. 

I.Particle Properties,April 1971,p.47. 

2.~.H.Barkas and A.H.Rosenfeld,UCRL-8030 Rev.(1961) 11. 



Table 1 ~erenkov fillin~s and radiation len~ths{cm) . - " - . 
(:erenkov 1 2 3 4 

(;as \1 r:reonl2 Freonl2 cni 

Ra?t~lngth 30400. 4810. 4810. 20210. 

T bl 2 a e .z-pos1t1ons an d >1l( f Tc or h t. e scatterers in t h e t"'o arms. 

1Arm Scatterer z I::c '"i.:" 

L,R Target hyd. \'ertex dep. Vertex dep. 

L,R Tar~ct \·:::i l l s \·e rt ex dep. Vertex <lep. 

L,R CHl -36.3 4. 3x10-"3 

L, l~ (:H: -0.2 ~ 1 1 n-3 .) . x ~· 

L,R i-C:H3 114.S 5.4xl0- 3 .. 

L,R I!lli2 143.0 46.6x10- 1 -
L tl 500.0 28.Zxl0- 5 . 

L CE4 694.4 4.3 xl o·~ 

[. tz 900. 0 39.6x10-1 

R t3 250.0 46.0xlO -1 

i R it4 550.0 Zi.Sxl0-3 

T bl 3 R a e . .m.s.o x istr1 ut101s in th e c h b am ers ( ) mm 

:hamber CHl CH2 CH3 CII4 CHS CH6 

R.m.s.of Ax 
0.16 0.24 0.60 2.70 4.82 4.34 

J:listrib. (mm) 
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ERRATUM 

HIGH ENERGY HADRONIC REACTIONS AT LARGE TRANSVERSE MOMENTA AND 

THE CERN SPS EXPERIMENT WA7 

Lars Bugge,Thesis,University of Oslo,1979. 

The subdivision of p.139 starting with ''In order to establish ... " 

and ending with "cosecM=o.55," should be replaced by: 

"In order to establish the energy dependence of the cross sections, 

they are integrated over a range of t to reduce the uncertainty. 

According to the dimensional cour.ting rules (see section 3.3.2),the 

fixed angle meson-proton elastic cross sections have the structure 

de1" -8 
dt = s f(cosec~) 

The integration gives 

where G is a constant given by the lioits of integration. 

I.e. the integrated cross sections should show an s- 7 dependence, 

provided the region of integration is contained in the wide angle 

area where dimensional counting is supposed to work.We have chosen 

a region of integration from cosecM=0.20 to cosGC~-1=0.55, 11 

The subdivision starting at the bottom of page 139 with "Assuming 
-Q II d • 4 11 11 ans ... an ending on top of page 1 2 with •.. is not. should 

be substituted by: 

"Assuminr; an s-n energy dependence of the integrated cross sections, 
+ + - + we arrive at n=7.0-0.6 for 1T' and n=8.o!o.7 for~ .The~ result is 

clearly consistent with the dimensional counting rule prediction 

of s- 7 ,whereas the rr result shows a 1.5 standard deviations 

discrepancy. 




