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Abstract

The performance of the Large Hadron Collider (LHC) strongly depends on the correct

functionality of the LHC collimation system. With a nominal stored beam energy of

362 MJ and a beam momentum of 7 TeV/c, beam accident scenarios must be studied well

to assess if the collimator design is robust against possible error scenarios in operation.

One of the serious accident scenarios in the LHC is an asynchronous beam dump. While

the primary and secondary collimators are designed to withstand such beam impacts, there

may be machine conditions that expose the metal-based tertiary collimators (TCTs) and

put them at risk of damage.

A numerical finite element (FE) model is thus developed in this thesis and applied to

investigate the thermo-mechanical response of a TCT in novel jaw error cases derived from

an asynchronous beam dump accident. The effectiveness of operating with tilted collimator

jaws is identified and it is found that a jaw inclination of -1 mrad can mitigate the damage

caused by an accidental beam impact on a TCT. The thermo-mechanical response of TCTs

to proton and 208Pb82+ ion beam impacts is also compared and it is concluded that heavy

ion operation in the LHC poses no additional challenges on the structural integrity of TCTs

during a beam impact. The developed FE model is complemented by the commissioning

of thermal and structural characterisation campaigns of the TCT jaw insert material

(INERMETr 180) under varying temperature and strain-rate conditions. Moreover, a

dedicated beam experiment at the CERN High Radiation to Materials (HiRadMat) facility

has successfully validated the reliability of the developed FE model, thus giving confidence

in the prediction of damage by such numerical simulations.

The work presented in this thesis provides a more thorough understanding of the

thermo-mechanical behaviour of TCTs during beam impact in accident scenarios. This is

achieved by taking into account all relevant collimator damage limits in a detailed study

of various relevant scenarios for the operation of the LHC and its risk optimisation.
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Chapter 1

Introduction

1.1 CERN and the Large Hadron Collider

1.1.1 General overview

The European Organisation for Nuclear Research (CERN) [1] was one of Europe’s first

ventures to probe the fundamental structure of the universe by studying the basic

constituents of matter. The cutting-edge research taking place at the CERN laboratory is

made possible by the presence of some of the world’s largest and most complex scientific

instruments and technologically advanced facilities.

CERN has been the place of many important particle physics discoveries for which scientists

have received prestigious awards throughout the years. The most recent achievement is

the Nobel Prize in Physics 2013 awarded to François Englert and Peter W. Higgs for the

prediction of the Higgs Boson. The prediction of this fundamental particle was recently

confirmed through its discovery at CERN’s Large Hadron Collider (LHC) [2]. Moreover,

there have also been spin-off discoveries during research in particle physics at CERN, with

the most prominent technological applications being the development of the World Wide
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Web (WWW), touch screens and positron emission tomography (PET) scanners used in

the field of medical imaging [1].

The LHC is regarded as CERN’s flagship project as it is CERN’s newest and most powerful

accelerator [3]. The LHC relies on several older accelerators such as the linear accelerator

and booster ring, the Proton Synchrotron (PS) and the Super Proton Synchrotron (SPS)

to get its protons up to speed (Figure 1.1). The LHC has four main particle physics

experiments to analyse the debris from particle collisions. These experiments are ATLAS

(A Toroidal LHC Apparatus) [4], ALICE (A Large Ion Collider Experiment) [5], CMS

(Compact Muon Solenoid) [6] and LHCb (Large Hadron Collider beauty) [7], each of which

has a different contribution to particle physics knowledge [8].

Figure 1.1: The accelerator complex at CERN. Each accelerator boosts the speed of a
beam of particles before injecting it into the next accelerator in the sequence. The LHC is
the ultimate stage within this complex [8].
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The LHC is a circular particle accelerator installed in an underground tunnel with a

circumference of 26.659 km (Figure 1.2), in which two beams of subatomic particles -

either protons or lead ions - travel in a vacuum chamber, gaining energy with every lap.

It is estimated that the protons have to circulate in the LHC for around 20 minutes

before reaching the required maximum energy. Inside the accelerator, the two high-energy

particle beams travel at close to the speed of light before they are made to collide. The

counter-rotating beams travel in separate beam pipes kept at an ultra-high vacuum (UHV)

of the order of 10−10 to 10−11 mbar [9].

Figure 1.2: The LHC - the world’s largest and most powerful particle accelerator. It
consists of a 27 km ring of superconducting magnets together with a number of accelerating
structures to boost the energy of the particles along the way. The LHC first started up on
10 September 2008 and it remains the latest addition to the CERN’s accelerator complex
[9].

The LHC consists of eight straight sections, called interaction regions (IRs), and eight arcs

(Figure 1.3). Each IR houses either one of the four main experiments dedicated to the LHC

(IR1, IR2, IR5, IR8) or other equipment such as the superconducting (SC) accelerating

radio frequency (RF) system installed in IR4, the beam extraction system in IR6, and

injection devices in IR2 and IR8. IR3 and IR7 are dedicated to the LHC collimation

system.
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Figure 1.3: Basic schematic layout of the LHC with experimental insertions and utilities
(the separation of the two rings is not to scale). Beam 1 (B1) and Beam 2 (B2) circulate
in a clockwise and anticlockwise direction respectively, and they collide at the four LHC
experiments: ATLAS, ALICE, CMS and LHCb [10].

The particle beams are accelerated through the use of electric fields in SC RF cavities

(Figure 1.4) while steering and focusing of the beams are achieved by dipole and quadrupole

SC magnets respectively [9]. These electromagnets need to maintain a strong magnetic

field of 8.33 T in order to keep the particle beams on course around the LHC’s 27 km ring.

Large electric currents (approximately 11,850 A) in the magnet coils are consequently

needed to create such intense magnetic fields.

The use of SC materials, for instance niobium-titanium (Nb-Ti) for the LHC’s magnet coils,

has proven to be the best way of having a very high and stable magnetic field to guide the

particles around the ring whilst focusing them around the beam core. Superconductivity is

not possible without the use of cryogenic systems and thus the Nb-Ti wires of the magnet

coils must be kept at low temperatures in order to reach a SC state. This would then allow
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Figure 1.4: Superconducting radio frequency cavities located in IR4. These cavities give
the required energy kick to the particles [11].

them to efficiently conduct electricity with negligible electrical resistance or loss of energy.

Most of the LHC’s SC magnets are therefore required to be maintained at a temperature

of 1.9 K (-271.25 oC) which is achieved through the use of a closed liquid-helium system

[12].

All the controls for the LHC accelerator, its services and technical infrastructure are

managed from the CERN Control Centre. From this centre, the two beams inside the LHC

are brought into collision at very high energy at four different locations that represent the

main LHC experiments (Figure 1.3). These four locations are known as the interaction

points (IPs) [9]. Any particles created in the collisions are then analysed using special

detectors [13].

Some important parameters of the LHC - both the operational parameters in 2011 and

2012, and the nominal design values - are summarised in Table 1.1. It can be seen that

the design bunch intensity has been surpassed during LHC operation in 2011 and 2012.
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Moreover, the achieved luminosity is almost as high as the design value in spite of a lower

energy and fewer bunches used during past LHC operation.

Table 1.1: LHC proton running conditions for the collection of physics data during 2011
and 2012 operation, and for nominal design parameters. The peak luminosity (L)1 and
beta-star (β∗)2 refer to the high luminosity experiments ATLAS and CMS.

Parameter 2011 2012 Nominal

Beam energy [TeV] 3.5 4 7

Number of bunches 1380 1380 2808

Average bunch intensity [1011 p] 1.20 1.40 1.15

Peak stored energy [MJ] 112 146 362

Horizontal and vertical β∗ [m] 1.50, 1.00 0.60 0.55

Peak luminosity L [1034 cm−2s−1] 0.35 0.77 1.00

Ultimately, each of the two LHC beam pipes is designed to handle a stored beam energy of

up to 362 MJ (equivalent to 3.00 × 1014 protons at 7 TeV) such that the LHC can achieve

centre-of-mass collision energies of up to 14 TeV. The design stored energy of the LHC

beams is at least two orders of magnitude larger than in previous hadron machines with

SC magnets such as the Tevatron3 and the HERA4 [14]. Comparing transverse energy

densities in Figure 1.5, it can be observed that the LHC advances the state-of-the-art by

even three orders of magnitude, from 1 MJ/mm2 to 1 GJ/mm2 [15], thus making the LHC

beams highly destructive.

1The luminosity L is a measure of the rate of the number of particle collisions that can be produced in
a detector per cm2.

2The betatron (β) function is an optical amplitude function that describes the transverse oscillations
in a particle’s motion. Of particular significance is the value of the β function calculated at the collision
point, known as β∗. A smaller β∗ is essential to achieve a higher peak luminosity.

3The Tevatron is a circular particle accelerator at Fermilab (Fermi National Accelerator Laboratory)
in the United States.

4The HERA is a hadron-electron ring accelerator at the German Electron Synchrotron - DESY.
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Figure 1.5: Stored beam energy versus beam momentum in different proton colliders
[15].

The design LHC beam consists of 2808 bunches with a nominal bunch intensity of 1.15 ×

1011 protons. Nominally, the core of each high-energy bunch has a cross-section that can be

described by a 2-dimensional (2D) Gaussian distribution (Figure 1.6). The nominal bunch

spacing for the LHC is 25 ns, while the bunch duration is 1 ns as calculated from the root

mean square (RMS) value of the bunch length (4σ length for Gaussian distributions) [3].

It is unavoidable that beam losses occur during collider operation. In fact, as the bunches

rotate within the LHC ring, processes such as the long-range beam-beam effect [16],

intra-beam scattering [17, 18] and noise on the RF and orbit feedback systems, cause

a slow diffusion of particles out of the beam core. Particles at the edges of the spatial

distribution then tend to escape from the proper trajectory and consequently form a

beam halo. Lost beam halo and particle interactions at the experiments make the beam

lifetime finite [19]. Moreover, more rapid beam losses can occur during changes of the

LHC machine configuration in the operational cycle or through beam instabilities.
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Figure 1.6: The Gaussian distribution in the transverse plane of a high-energy particle
beam made up of 1 nominal bunch (1.15 × 1011 p). The beam core and halo regions are
shown. One standard deviation (1σ) of the Gaussian beam comprises approximately 68%
of all particles. The beam core is usually defined as 0 - 3σ (99.7% of all particles) while
the region > 3σ surrounding the dense beam core represents the beam halo.

As already mentioned, one of the LHC operational requirements is that the SC magnets

must be kept at cryogenic temperatures in order to benefit from their SC state. Although

beam losses cannot be completely suppressed, they must be reduced as much as possible

and sensitive equipment, particularly the SC magnets, must be protected. This is because

such events can have consequential problems such as beam-induced quenches5 of the SC

magnets [20] or even destruction of parts of the accelerator.

5A magnet quench represents a transition of the magnet from a SC to a normal-conducting state. This
will result in very high resistances and unstable magnetic fields.
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To prevent beam-induced magnet quenches and other damage, the LHC has a system of

about 4000 beam loss monitors (BLMs) installed around the ring. These BLMs detect

losses during operation [21, 22] and trigger a beam dump if the losses exceed pre-determined

safety thresholds. As shown in Figure 1.7, BLMs are mounted on the outside of the cryostat

of all quadrupoles in the LHC as well as on all collimators and other elements that have

been identified as potentially critical.

Figure 1.7: BLM detectors in the LHC. BLMs (yellow insulation, mounted on a red
support) installed on the outside of the cryostat of an LHC quadrupole magnet and
horizontally aligned to the beam pipe (top), and a BLM ionisation chamber without its
casing showing its inside structure (bottom). The radiation dose on the BLMs over 20
years of LHC operation is estimated at 2 × 108 Gy in the collimation sections and 2 ×
104 Gy at the other locations [23, 24].

The BLMs are ionisation chambers that are 50 cm long and filled with nitrogen. The

lost beam particles initiate hadronic showers through the magnets and other machine

components. Since the BLMs are mounted on the outside of the accelerator equipment,

they intercept and measure only secondary shower particles [23]. A beam dump is triggered

when a BLM detects a loss above a certain threshold and the beam is extracted before

the magnetic field is significantly altered by a developing quench. The dump thresholds
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have been determined from the quench levels of the SC magnets and from Monte Carlo

simulations of the ratio between temperature rise in the coils and energy deposition in the

BLM gas volume [20, 25, 26].

As a matter of fact, the SC magnets in the LHC would quench if small amounts of

energy, induced by a local transient beam loss of a 10−9 fraction of the full beam at

7 TeV (amounting to an order of 106 protons), are deposited into the SC magnet coils

[20]. When losses occur in a SC magnet, the coils are heated by the induced hadronic

and electro-magnetic (E-M) showers, and a temperature rise of around 2 K can cause a

quench in the magnets operating at 1.9 K. Beam-induced quenches and other equipment

damage are to be avoided during collider operation since they might lead to LHC machine

downtime, which in turn compromises the time available for collecting physics data.

Thus, these issues established the need for the development of a powerful collimation

mechanism [27] in order to ensure stable running conditions which are not interrupted

by quenches or damaging events. The continuously repopulated beam halo has to be

safely removed by the LHC collimation system in order to protect the accelerator against

unavoidable regular and irregular beam losses, as well as to ensure the proper functionality

of the LHC.

1.1.2 The LHC collimation system

The LHC collimation system is the largest and most advanced installation of this kind

ever built. This system has been installed in the LHC in order to tightly control all beam

losses by ensuring beam halo cleaning and machine protection [27]. The cleaning efficiency

of the collimation system is defined as the ratio of the highest loss in the collimators

to the highest loss in the cold regions (where the SC magnets are located) of the LHC

[28]. The LHC collimation system must ensure efficient (> 99% in all conditions) cleaning

of the beam halo during the full LHC beam cycle [29]. This is crucial for handling the

high-intensity LHC beams and for enabling the LHC to reach its full potential during

regular operation, especially in terms of luminosity performance [30, 31].
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During the first LHC run in 2009-2013 (called Run 1), the LHC collimation system has

been very successful in protecting the cold magnets. No beam-induced quenches have

occurred during physics operation with colliding beams in spite of more than 100 MJ being

routinely stored over many hours. The stored energy of the two counter-rotating beams

can be seen in Figure 1.8 for all physics fills6 in 2011 and 2012.

Figure 1.8: Stored beam energy for Beam 1 (B1) and Beam 2 (B2) at the beginning of
each LHC physics fill in 2011 and 2012 with proton collisions. The operational energy was
3.5 TeV in 2011 and 4 TeV in 2012. At the beginning of each year, a gradual ramp-up in
intensity was performed for machine protection reasons [10].

6A physics fill refers to the period between injection and dump when the LHC is running in good stable
and controlled conditions for collecting physics data.
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The LHC collimation system consists of several collimators placed all around the LHC

ring (Figure 1.9) . Collimators can be installed in vertical (90o), horizontal (0o) and skew

(45o, 135o) configurations in order to maximise cleaning efficiency all around the particle

beam axis (Figure 1.10). In this way, the collimation system keeps the highly energetic

beam under control by ensuring that any unavoidable occurring particle losses stay at a

safe level.

Figure 1.9: Photograph of two installed ring collimator assemblies in the LHC [32].

The LHC requires collimation during all stages of operation to protect its elements, unlike

previous colliders, such as the Tevatron, where the main purpose of collimation was to

reduce experimental background. In the LHC, the collimation system forms an important

part of the machine protection system (MPS). The collimation system used for the LHC

Run 1 is shown in Figure 1.11. It consists of 108 collimators and absorbers, of which 100

are movable collimators installed in seven out of eight LHC IRs as well as in the transfer

lines [15].
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Figure 1.10: Photograph of a horizontal (left) and a skew (right) LHC collimator. The
latter has the vacuum tank open to show the two movable jaws [32].

Figure 1.11: Sketch of the LHC collimator layout used during Run 1. Collimators are
installed on both beam lines all around the LHC ring. They are located mainly in IR3
and IR7 where they ensure momentum and betatron cleaning of the particles respectively.
Collimators also protect the four experiments (ATLAS, ALICE, CMS and LHCb), the
beam dump (IR6), and the transfer line regions. Collimators for Beam 1 (red) and Beam 2
(black) are distinguished (adapted from [29]).
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The LHC collimation system implements a multi-staged beam cleaning process (Figure 1.12)

in order to efficiently remove particles that would otherwise be lost in the machine. The

halo collimation is achieved by several stages, with the primary collimators (TCPs) being

closest to the beam, followed by the secondary collimators (TCSs) and the so-called active

absorbers (TCLAs) that are set at larger apertures.

A three-staged system of this kind is installed in dedicated warm insertions, both in IR3 and

IR7. The IR3 and IR7 collimators have different functions and are used for off-momentum

and betatron cleaning respectively. While the system in IR3 is built to intercept losses

only in the horizontal plane (off-momentum protons), the larger system in IR7 has a good

coverage of the whole transverse space. For optimal performance, the beam halo particles

should first hit a TCP, and the other collimators should then only intercept halo particles

that have already been scattered in, and escaped out from, upstream collimators.

Figure 1.12: Qualitative schematic diagram of the LHC multi-staged collimation system.
It can be observed that the beam halo particles diminish from left to right, i.e. from
TCP to TCS to TCLA/TCT, as the collimators serve their function in intercepting and
stopping particles of the external beam halo (adapted from [33]).
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Before high-intensity beams are allowed in the LHC machine, the cleaning performance

of the collimation system is qualified. This is done by provoking beam losses with a safe

low-intensity beam and observing the resulting loss pattern on the BLMs around the ring

[34–36]. Such beam losses can be created by two methods, which are either by driving the

beam onto the third order resonance or else by using a white-noise excitation from the

transverse damper. The losses are then plotted as a function of the s-coordinate around

the ring in the form of a loss map (Figure 1.13). Both methods produce similar loss maps

[37].

Figure 1.13: An example of a beam loss distribution map around the LHC measured
with the BLMs using a 1.3 s integration time. This is taken from a qualification loss map
of the betatron collimation system performed on 11 March 2011. The correct hierarchy of
the collimation system should be regularly qualified in order to ensure that the highest
loss is always located at the TCP, followed by the TCS and then the TCLA/TCT [10].

The TCP and TCS collimators have been designed to withstand beam losses of 90 kW

(corresponding to 1 hour beam lifetime at design conditions) and 10-second bursts of

losses up to 450 kW. Being closest to the beam, the TCPs and TCSs intercept large

beam losses and are thus made of a carbon-carbon composite (C-C) whose high melting
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temperature and low energy absorption (3% for 1 m) make such collimators robust against

beam damage. This is however achieved at the expense of lower collimation efficiency

and higher impedance. The TCLAs are then meant to catch both scattered primary

beam and shower debris from upstream collimators. TCLAs are high-Z collimators where

Z represents the atomic number of the collimator material; they are in fact made of a

tungsten heavy alloy to adequately stop the incoming energy. However, they are not as

robust as C-C collimators and thus they should never intercept primary beam losses. To

protect the TCLAs, the collimator hierarchy must be guaranteed as the TCLAs would

suffer damage if hit by one or several high-energy and high-intensity proton bunches.

In addition to these dedicated collimation insertions (IR3 and IR7), there are also

collimators in all other IRs, except IR4 which houses the SC accelerating RF cavities and

feedback systems. In particular, there are the tertiary collimators (TCTs), built with the

same design and materials as the TCLAs, and installed about 150 m upstream of the

collision points at all experiments. The TCTs are meant to intercept the tertiary halo close

to the particle physics experiments and the sensitive triplet magnets. They provide local

protection of the quadrupole triplets in the final focusing system and are also essential for

decreasing the experimental background [38].

Other special collimators around the ring intercept debris originating from beam-beam

collisions at the experiments. There are also dump protection collimators (TCDQs)

installed at the beam extraction in IR6 to serve as protection against mis-kicked beams in

case of extraction failures. Similarly, there are injection protection collimators (TCLIs)

installed in IR2 and IR8, and transfer line collimators (TCDIs) in the transfer lines between

the SPS and the LHC [27].

As shown in Figure 1.12, collimators are strategically positioned to provide passive

protection for other critical structures such as the downstream SC magnets [39]. Most of

the beam is expected to be safely disposed of by the beam dump system in IR6. However,

if the mis-injected or mis-dumped beams make it past the IR3 and IR7 collimators, they
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can reach the experiments. In such an event, the TCTs are the last line of defence for the

triplet quadrupoles and the particle physics experiments.

The design of the LHC collimation system has been a complex task as there is no single

collimator solution that fulfils all the design goals for LHC collimation. Hence, the

effort to design, develop, optimise and operate the powerful LHC collimation mechanism

is crucial. This design must take into account all relevant requirements concerning

robustness, performance, fabrication, installation, maintenance, machine protection and

beam operation [32]. Design work on an appropriate collimation system has, in fact,

continuously evolved over the years since 1990 [15, 40, 41], thus reflecting both the

difficulties involved to meet the LHC requirements as well as the challenge of advancing

the state-of-the-art beam cleaning and collimation into a new regime.

1.2 Project description and objectives

The operation of the LHC in terms of reliability and achieved luminosity strongly depends

on the performance and correct functionality of the LHC collimation system [42]. The

requirements to handle the high-intensity beams circulating in the LHC can be demanding.

In the field of high-energy physics, studying the thermal and mechanical response of

structures subjected to rapid internal heating is of paramount importance as short duration

impacts induced by high-energy particle beams on structures occur frequently in modern

accelerators.

Being the closest elements to the proton beam, the collimator jaws are continuously

exposed to direct interaction with high-energy particles. The variations in thermal load

due to particle loss on the collimator jaws are described by a time constant, which can

range from seconds to hours in the case of nominal operation. On the other hand, the

relevant time scale for energy deposition during a beam accident scenario is on the order of

nanoseconds or microseconds. This very fast energy deposition provokes a thermo-dynamic

response of the collimator structure in which the robustness of the collimators plays an
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important role. As the material of the collimator jaw cannot respond to the rapid increase

in temperature [43] caused by the hadronic shower, structural deformations can occur [44].

This study investigates collimator damage under such conditions.

One of the serious beam accident scenarios identified in the LHC corresponds to an

asynchronous trigger of the beam dumping system [45]. In an asynchronous beam dump,

one or more high energy density bunches might directly impact a collimator, possibly with

serious consequences [46]. While the carbon collimators (TCDQs, TCPs and TCSs) are

designed to withstand full bunch beam impacts without permanent damage, this is not the

case for metal-based collimators like the TCTs in the experimental regions that protect

the SC triplet magnets [47]. Even though the machine configurations [48] are chosen to

minimise this risk in a way that it can only occur in case several combined failures occur

at the same time [49], it is important to understand the implications of such an event on a

TCT as it may lead to serious limitations of the overall LHC performance. The results

are thus an important input in the risk assessment for possible operation scenarios of the

LHC.

The materials involved in high-energy and high-intensity beam impacts operate under

extreme conditions, in which the possibility to perform experimental tests is limited.

For this reason, it is evidently very important to develop reliable methods and accurate

computational models that can be efficiently applied to estimate the damage occurring

during an accidental beam impact.

In this perspective, a numerical finite element method (FEM) approach is developed

and presented in this thesis. Sequential, fast-transient, thermo-structural analyses are

performed in the elastic-plastic domain in order to evaluate the thermo-mechanical response

of TCTs to beam impact as a consequence of an asynchronous beam dump accident. This

thesis presents several novel case studies representing different realistic beam impact

scenarios. A number of FEM simulations are carried out by varying beam energy and

impact conditions, thereby allowing the identification of different damage levels for the

TCT. Such case studies include:
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• The evaluation of the effectiveness, from a collimator damage point of view, of

operating with tilted collimator jaws in case of a direct impact of one high-intensity

LHC bunch on a TCT

• The evaluation and comparison of the thermo-mechanical response of a TCT in case

of critical beam load cases involving proton and heavy ion beam impacts

In order to achieve these goals and implement a reliable FEM approach, the

above-mentioned analyses need to be complemented by:

• A dedicated beam experiment set up at the CERN High Radiation to Materials

(HiRadMat) facility in order to obtain a thorough integral assessment of beam accident

scenarios involving a complete TCT and to benchmark numerical simulations

• Material characterisation tests in order to obtain a full thermo-physical and structural

characterisation of the TCT jaw insert material (INERMETr 180) in order to be

able to correctly reproduce the material behaviour in the FEM simulations

As a conclusion, an analysis of the thermal and structural response of TCTs to rapid

energy deposition resulting from an asynchronous beam dump accident is presented, from

which the most critical and interesting cases are then identified. Such work will thus help

to achieve a more reliable understanding of the thermo-mechanical behaviour of TCTs

in accident scenarios and will give an initial insight on the operational constraints of the

LHC by taking into account all relevant collimator damage limits.

1.3 Structure of the thesis

This thesis is structured as follows. An introduction to CERN and the LHC is provided in

Chapter 1. The LHC design parameters and the consequences of abnormal beam losses are

discussed, accompanied by an overview of the beam loss monitoring system in the LHC.
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In this perspective, the LHC collimation system is introduced as a powerful mechanism

that protects the accelerator against unavoidable beam losses, thus ensuring the proper

functionality of the LHC. The design of the collimation system with a multi-staged beam

cleaning approach and a brief description of its qualification are explained. The goal of

this thesis is set to investigate the thermo-mechanical effects provoked by high-energy

particle beams during different novel impact scenarios on TCTs. This is defined together

with the motivation for this work and the expected project objectives.

The mechanical design of the collimation system poses a serious challenge. This is expanded

upon in detail in Chapter 2 by presenting the main features and characteristics in the

mechanical design of collimators, with a special emphasis on TCTs. The different thermal

load conditions on the collimator jaw inserts and the resulting modes of damage are also

discussed, with a focus on accidental beam loss scenarios. It is shown that various detailed

studies have been carried out over the years to evaluate the damage in metal structures

subjected to high energy deposition. An overview of the work presented in this thesis in

relation to such studies is then given at the end of Chapter 2.

Chapter 2 serves as a useful introduction to better understand the numerical approach

adopted in this study to achieve the objectives of this thesis. The numerical FEM method

described in Chapter 3 has found an important application in the study of LHC collimators.

An explanation of the simulation chain used is given, starting from Monte Carlo based

simulations and followed by FEM thermo-mechanical studies.

Chapter 4 starts off with a detailed description of the asynchronous beam dump accident

scenario considered in this thesis. This is followed by thermo-mechanical studies of a TCT

in novel jaw error cases with the aim of analysing the effectiveness of operating with tilted

collimator jaws in case of a direct impact of an LHC bunch on a TCT. The results for the

transient thermal analyses as well as for the dynamic and quasi-static structural analyses

are presented and discussed.

Material characterisation tests of the TCT jaw insert material (INERMETr 180) have

been commissioned in order to be able to implement a more reliable material model in the
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FEM simulations. The methodologies and results of the thermo-physical and structural

material characterisation campaigns, which are performed at different temperature and

strain-rate conditions, are presented in Chapter 5.

Chapter 6 describes a dedicated beam experiment set up at the CERN HiRadMat facility

in order to complement and benchmark the advanced numerical simulations of beam

accident scenarios involving a complete TCT. The experimental setup and the installation

layout are first presented. This is followed by a summary of the tests performed and

the main beam test results, including outcomes from visual inspection. A comparison of

these experimental results with numerical simulations is discussed, together with other

experimental outcomes.

Chapter 7 deals with the comparison between proton and heavy ion beam impacts on TCTs.

A concise overview of the physical interaction processes occurring when both particle types

traverse the collimator material is initially given. Using the new material characterisation

measurements of INERMETr 180 as described in Chapter 5, the thermo-mechanical

response of TCTs to critical beam load cases is fully evaluated and compared in case of

both proton and heavy ion beam impacts.

A summary of the work achievements and the main contributions of this study to the

development of the research field are finally presented in Chapter 8. This chapter also

provides concluding remarks and suggestions for future work.
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The LHC Collimation System

2.1 Introduction

As described in Chapter 1, various types of collimators are installed in the LHC in order to

ensure the multi-staged beam cleaning process of the collimation system. The mechanical

design and layout of the collimation jaw assembly depend on the collimator’s function and

thus vary for primary (TCP), secondary (TCS) and tertiary (TCT) collimators. Since this

study deals particularly with horizontal TCTs, this chapter will focus on the mechanical

design of such collimators.

A detailed description of the mechanical design of TCTs, together with the potential

damage mechanisms as a result of rapid energy deposition during an accident scenario,

are presented. This is followed by a short discussion of the various studies that have

already been performed to evaluate the damage in metal structures subjected to high

energy deposition by particle beams. An overview of the state-of-the-art contribution of

the work presented in this thesis in relation to the development of the research field is

finally given.
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2.2 Mechanical design of LHC collimators

2.2.1 General layout and design

The present LHC collimator design is the result of the analysis of a wide range of options

and alternatives [50]. Each LHC collimator (Figure 2.1) is made up of a support table

on which the vacuum tank and the actuation mechanism are pre-aligned and positioned

using a plug-in system. This plug-in external alignment system allows a quick and simple

positioning of the collimator assembly in the LHC machine.

Figure 2.1: 3D CAD assembly of a full LHC collimator (vertical configuration) on its
support (adapted from [27]).

The vacuum tank is of a traditional structural design. It is manufactured in AISI 316L

stainless steel and is mainly electron-beam welded. The rotation of the vacuum tank is used

to define a horizontal, vertical or skew collimator configuration. The tank is supported by

brackets, whose design depends upon the collimator orientation. A stepper motor allows

transverse displacements of the whole collimator tank by 10 mm, giving the possibility
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to expose a new jaw surface in case of a beam impact where the initial impact area is

damaged. The particle beam enters/exits longitudinally into/out of the vacuum tank

through the connections at the extremities, as illustrated in Figures 2.1 and 2.2 [27].

Inside the vacuum tank, there are two collimation jaw assemblies that are considered the

core of the system as they are the components that interact directly with the particle

beams (Figure 2.2) [27]. The flat top length1 of the jaws is always 1.0 m, except for TCPs

(0.6 m) and TCDIs (1.2 m). The flange-to-flange length of a collimator is 1.48 m [30].

Each jaw is cooled by the water of the general cooling circuit of LHC Sectors 3 and 7 [51].

Figure 2.2: Plan view into the open vacuum tank of an LHC collimator during production.
The collimator is exhibited in a horizontal configuration since the two collimation jaw
assemblies are located on the left and right sides of the beam within the vacuum tank
(adapted from [32]).

1The flat top length of the collimator jaw is the total jaw length excluding the tapering at the upstream
and downstream parts of the jaw.
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The collimator jaws are the components closest to the LHC beam, separated from one

another by a gap as small as 2 - 3 mm at 7 TeV (Figure 2.3) [39]. The LHC collimators not

only need to be very robust but also quite long (because of the high-energy protons) and

very precise (because of the small collimation gaps) at the same time. The small minimum

gap size and the small beam size at the collimators imply tight mechanical tolerances [27].

Other important collimator specifications can be found in [30].

Figure 2.3: View along the beam path in a horizontal collimator. A typical LHC gap size
at 7 TeV is shown. At nominal conditions, the machine aperture is equivalent to the size
of the Iberian Peninsula on a 1e coin. Beam image currents are guided by the RF fingers
that are visible at the tank entry. The tapering at the upstream part of the collimator
jaws is also indicated (adapted from [30, 52].)

An internal alignment system comprises two independent stepper motors per jaw

(Figure 2.4). These motors allow both the lateral displacement (with a nominal stroke of

30 mm plus 5 mm of extra stroke beyond the beam axis) and the angular adjustment of

the water-cooled parallel jaws with respect to the beam [27]. Switches limit the stroke of

the jaw movement to the valid range, including limits on the jaw gap through anti-collision

switches [33]. Moreover, excessive tilt of the jaw is prevented by a rack and pinion system

[51]. Each motor directly drives a table via a roller screw/nut set, which allows the precise

positioning of the jaw supporting axle. Each table is mounted on anti-friction linear
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guide-ways. The support shafts, located at each end of the vacuum tank, are passed

through flexible vacuum bellows that deform with jaw movements and guarantee vacuum

tightness [33].

Another technical feature of the LHC collimator design is a precise actuation system that

is pre-loaded by return springs to make it play-free. The return springs also ensure a

semi-automatic mechanical return of the jaw in case of motor failure [51]. Furthermore, a

misalignment prevention device assures the alignment of the jaws with a high precision.

This is crucial for beam-based alignment (BBA) procedures as the jaws must have the

ability to be remotely moved with good precision. Reproducibility of the collimator settings

is also vital in order to avoid lengthy re-optimisation procedures [27]. Figure 2.4 shows in

more detail how the jaw assemblies are supported at the extremities by two shafts that

transmit the movement given by the actuation system.

Figure 2.4: An LHC collimator (horizontal configuration). The jaw assemblies, enclosed
in the vacuum tank, are supported at the extremities by two shafts that transmit the
movement given by the actuation system (adapted from [27]).
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Collimator settings are crucial for the safety of the LHC accelerator, the experiments and

the collimation system itself. A full control system [53] is thus in place to ensure that beam

dumps are triggered through the LHC beam interlock system in case of measurements

of jaw positions, collimator gaps or temperature that go beyond specified safe limit

functions, or in case of detection of abnormal beam load conditions. The collimators are

thus equipped with sophisticated instrumentation (Figure 2.5) that provides extensive

diagnostics information [27], including:

• Position of each motor and jaw support point

• Independent measurements of the collimator gap at both extremities of the collimator

tank (average gap and angle between the two jaws)

• Independent measurements of one jaw position at both extremities of the collimator

tank

• Temperature of each collimator jaw at both of its extremities

• Temperature of the cooling water at inlet and outlet

• Signals from various switches (in, out, anti-collision)

• Microphone signals from sensors installed close to the TCPs in the LHC tunnel

• Flow of cooling water per collimator

Separate control paths and hardware controls are used to drive the stepping motors and

to independently monitor the actual movements of the collimator jaws with high precision

sensors [54]. The position control is guaranteed by motor encoders and position sensors,

known as linear variable differential transducers (LVDTs), that are mounted on each

collimator. These sensors measure the position of the four jaw extremities in each tank,

and the upstream and downstream gaps defined by the jaws. Temperature sensors monitor

the temperature of the collimator jaws by means of cables passed through the tank with

vacuum feed-throughs, while microphones are used to detect any shock waves induced by

beam hits [55]. In addition, an efficient collimator control system requires the knowledge of

beam parameters such as beam position, beam size and beam divergence at each collimator.
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Figure 2.5: Illustration of the mechanical concept for a horizontal LHC collimator. It
can be observed that the LHC collimator design has the unique feature of allowing the
measurements of the collimation gap seen by the beam from outside of the beam vacuum
(adapted from [33]).

These are obtained through links to other measurement devices such as BLMs, beam

current transformers (BCTs) and beam position monitors (BPMs) [33, 53].

Additionally, the LHC beam pipe is an UHV system and the collimators must not disturb

the vacuum performance. For this reason, the outgassing rates of the collimator jaws are

optimised by an in-situ high temperature bake-out process at 300 oC prior to installation

in the LHC [27]. Moreover, vacuum studies [56, 57] have been performed to show that the

chosen collimator jaw design and materials are compatible with the LHC UHV requirements.

It can be concluded that the LHC collimators must act as high precision devices [33]. Their

mechanical design is thus a very challenging aspect in order to ensure that collimators can

withstand the demanding requirements of the high-intensity LHC beams [27].
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2.2.2 Collimation jaw assembly

The collimation jaw assembly of a horizontal TCT will now be presented in more detail.

The mechanical design of the jaw assembly is deemed very important because it is the

basis of the thermo-mechanical analyses that will be presented in the following chapters.

Like most collimators, the TCT (Figure 2.6) consists of two parallel symmetrical jaws

contained in a vacuum tank, with the beam passing through the centre of the jaw gap.

For optimal performance, the jaws have to be centred around the actual orbit through a

BBA procedure [58]. Each TCT jaw (Figure 2.7) has a total length of 1.2 m (1 m active

length + 0.1 m tapering at the upstream and downstream parts of the jaw). A detailed

view of the layout of a TCT jaw assembly is shown in Figure 2.8.

Figure 2.6: A 3D model of a horizontal TCT in ANSYSr DesignModeler.
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Figure 2.7: A 3D model of the left jaw assembly (as seen by the incoming beam) of a
horizontal TCT in ANSYSr DesignModeler.

Figure 2.8: Detailed cross-section (Section A-A from Figure 2.7) in the x-y plane of the
TCT left jaw assembly. The orientation of the left jaw assembly with respect to the beam
is shown in the inset.
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As can be observed from Figures 2.7 and 2.8, the jaw assembly is a multi-component

system consisting of the following parts:

• Collimator Jaw Inserts: The collimator jaw inserts are the components that have

direct interaction with the high-energy particle beams and are thus continuously

subject to thermal loads due to particle losses on the jaw. There are five collimator

jaw inserts per jaw, each having a rectangular cross-section of 20 mm × 34 mm and

a length of 200 mm. In the case of TCTs, these collimator jaw inserts are made of a

tungsten heavy alloy with the commercial name of INERMETr 180 [59]. These five

blocks are then placed into a copper housing and fixed with stainless steel screws to

the jaw assembly.

• Block Housing: The block housing serves to give the required structural support

to the collimator jaw assembly. It has a C-shaped cross-section with a sequence

of ribs disposed over the length. The tapering at the ends of the block housing

(Figure 2.7), together with the RF fingers (Figure 2.3) [60], have the function to allow

for a smooth geometrical transition from the flat jaws to the round flanges and the

beam pipe. Such a transition minimises impedance and consequently reduces beam

energy loss, local heating and coupled bunch instabilities [61]. The block housing

is made of oxygen-free electronic copper (OFE-Cu) and it is brazed to the cooling

pipes.

• Cooling Circuit: The cooling circuit acts as a heat exchanger and is essential for

the evacuation of the heat deposited on the jaw inserts. It consists of two pipes per

jaw, brazed on one side to the block housing and on the other to the back stiffener,

and one additional pipe for the collimator tank. The inlet water temperature is

27 oC. Each pipe is made of a Cu-Ni alloy and has three turns to increase the heat

exchange capability. The water cooling pipes have an internal circular cross-section

with a diameter of 6 mm and an external square shape in order to ease the brazing

and avoid harmful air traps.
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The design water flow rate is 5 l/min per pipe, leading to a total flow rate of 25 l/min

per collimator and a design flow velocity of approximately 3 m/s. The flow velocity

is in fact rather high and might lead to erosion-corrosion problems on the soft copper

pipe bends. However, such a flow velocity is necessary both to ensure the evacuation

of the anticipated high heat loads as well as to minimise temperature gradients and

to limit thermally induced deformations. The flow rate can be adjusted for each

collimator by specific flow-fix valves [27].

• Back Stiffener: The back stiffener is the component that keeps together all

the elements making up the jaw assembly. It is made of an alumina dispersion

strengthened copper with the commercial name of GlidCopr AL-15.

The screwed tungsten-copper and the brazed copper-copper interfaces play a critical role

in the cooling process since they present a higher resistance to heat flow compared to the

components themselves. To avoid excessive deformations of the jaw and to ensure the

correct functioning of the collimator, the thermal conductance at these interfaces must be

high.

The block housing, the cooling pipes and the back stiffener are brazed together with a

silver alloy, thus creating a single body. It is expected that the thermal conductance

value may vary across different interface sections. This is because of imperfections of the

brazed contact, possibly due to small variations in the brazing process or different flatness

tolerances of the contact interfaces.

On the other hand, silver-coated stainless steel (A4-100) screws are used to establish a

good contact pressure between the jaw inserts and the copper block housing. Due to the

difference in thermal expansion coefficients between the tungsten heavy alloy and OFE-Cu,

such a design allows for relative slipping between the two surfaces [51]. Moreover, the

reason for having five jaw inserts is to limit the effects of the thermal expansion that would

otherwise result in large thermal deformations in case of one long jaw insert.
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In a screwed contact, the thermal conductance is a function of the pressure at the contact

interface and should be such that it ensures proper heat conduction between the two

surfaces. An appropriate thermal conductance value permits the heat deposited by the

beam on the collimator jaw inserts to be efficiently removed by the cooling system, limiting

the jaw temperature in operation and the thermally induced deformations. Screwed

contacts bring new challenges when compared to brazed contacts such as the fact that the

thermal contact depends on the screw pre-load, and on the risk of stress relaxations at the

interfaces, especially during the high temperature bake-out cycles.

2.2.3 Collimator materials

As already explained in Section 2.2.2, the components of the jaw assembly are composed of

different materials. This sub-section briefly discusses the thermo-physical and mechanical

properties of these materials, giving also a motivation for their choice in the collimation

jaw assembly [62]:

• INERMETr 180: Being the most important components of the whole

collimation assembly, the material of the collimator jaw inserts will be discussed

in more detail in Chapter 5. The composition of INERMETr 180 is

95 wt.% W - 3.5 wt.% Ni - 1.5 wt.% Cu. Tungsten is the main component of the alloy

and is the reason for its overall high density (18,000 kg/m3). The brittle tungsten

grains are held together by a copper-nickel alloy that serves as a binder matrix,

giving the alloy its ductility and machinability. In particular, INERMETr 180 has

been chosen as the material for the collimator jaw inserts due to its good resistance

to high temperature thermal shocks and its low coefficient of thermal expansion,

both of which ensure a high geometric stability [59].
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• OFE-Copper: This type of material generally refers to a group of wrought high

conductivity copper alloys that have been electrolytically refined in order to reduce

the level of oxygen to a practically negligible value. In fact, OFE-Cu is considered

a 99.99% pure copper material with 0.0005% oxygen content, thus guaranteeing

the good inherent properties of elemental copper. Such properties include high

ductility, high electrical and thermal conductivity, high impact strength, ease of

welding/brazing/soldering and low relative volatility under high vacuum. Moreover,

OFE-Cu is essential to prevent oxidation when the metal heats up during the brazing

process, resulting in a stronger and more durable joint.

• Copper-Nickel Alloy: A copper-nickel alloy with a composition of

90 wt.% Cu - 10 wt.% Ni has been chosen for the cooling pipes due to its good

resistance to the corrosion provoked by the cooling water, thereby maintaining a

good thermal conductivity.

• Alumina Dispersion Strengthened Copper: This material, having the

commercial name of GlidCopr AL-15, is widely used for high temperature

applications. Dispersion strengthening is the mechanism of strengthening metals,

in this case copper, by adding dispersed second phase material, such as alumina.

The thermal and electrical conductivities of GlidCopr AL-15 are similar to those

of copper; however, it has a higher yield strength. A very important characteristic

of such a material is that it does not undergo thermal softening and it retains its

good mechanical properties even at high temperatures. This is considered critical

as the collimator jaw assembly must be submitted to a bake-out process at a high

temperature before being installed in the tank in order to respect the constraints

imposed by the UHV requirements.

• Stainless Steel: The conventional choice of stainless steel for the screw material

is due to the fact that the screws are not exposed to the highest thermal loads

within the collimator structure and thus thermal conductivity does not play a very

important role in this case.
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2.2.4 Thermal loads on collimators

The proximity of the collimator jaw inserts to the high-energy LHC beam implies that the

inserts are continuously exposed to intense thermal loads in different working conditions.

The resulting particle beam losses define different load cases for the LHC collimation

system. The type of load condition then influences the approach adopted to obtain the

solution of the thermo-mechanical problem involved [27].

In design working conditions, a steady-state thermal load is deposited on the collimator

jaws as the latter continuously interact with particles belonging to the external beam

halo. A second load case foresees that, starting from a nominal steady-state condition, an

increase of the beam loss takes place as a consequence of an error in the control of beam

dynamics. From a thermo-mechanical point of view, the second load case implies that,

starting from a nominal proton loss condition (approximately 90 kW corresponding to

1 hour beam lifetime at design conditions), the energy deposition increases by a factor of 5

up to 450 kW over a transient period of 10 s, after which the nominal condition will be

recovered [27].

However, the load case that will be studied in this thesis is one that arises from an accident

scenario and thus, abnormal beam loss processes must be taken into account. In these

cases, particle beam impacts occur on the collimator jaws, resulting in very fast energy

deposition and consequently provoking a thermo-mechanical dynamic response of the

structure. Figure 2.9 summarises the power deposition profiles as a function of time for

the different thermal loads on the collimators that have just been explained.
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Figure 2.9: Logarithmic power deposition as a function of time for steady-state, slow
transient and fast transient (i.e. accident scenario) thermal loads.

2.2.5 Functional requirements

The design of the LHC collimators must comply with the very demanding specifications [39]

resulting from the high-energy beam handled in the LHC. The main design requirements

are the following:

• Temperature: The temperature increase on the collimator jaws should not exceed

the limit of 50 oC in nominal steady-state conditions.

• Geometric Stability: The deflection of the collimator jaws due to thermal loads

must not exceed the limit of 40 µm over a length of 1.2 m of the whole jaw assembly

in nominal steady-state conditions.

• Robustness: High robustness in case of accident scenarios is also required as

collimators must survive particle beam impacts keeping their correct functionality.
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2.3 Effects due to rapid energy deposition

2.3.1 Beam-matter physical interactions

Beam-matter interaction processes take place whenever particles strike a surface. Physical

interactions between particle beams and solids entail several complex phenomena in the

domain of particle physics. Particle cascades with a large spectrum of energies are normally

produced and the FLUKA code [63, 64] is able to accurately simulate each of these processes

through its embedded models. The effects of such phenomena vary from the heating of

components to the perturbation of electronics and displacement damage [65]. A short

review of the passage of charged particles through matter can be found in [66].

When a high-energy proton hits a material block, all or part of its energy is dissipated

through different processes. It could interact with a nucleus and produce many secondary

particles, which later also interact until the residual energy per particle becomes negligible.

Such processes are important both in terms of the local heat deposition inside the material

as well as the resulting secondary scattering processes that occur. In fact, the final energy

deposition in the material is, to a large extent, due to the E-M shower2 which is developed

together with the hadronic shower3 initiated by nuclear inelastic reactions [67]. These are

combined with various other physical processes, all of which release kinetic energy to the

lattice of the hit structure.

Ultimately, almost all the deposited energy is converted to heat, resulting in the development

of intense thermal loads within the collimator jaws in various working conditions. The

energy deposited in matter then leads to a temperature increase that is greatly influenced

by the particle shower developed within the jaw as well as by the properties of the jaw

material [43].

2E-M showers are produced by a particle that interacts primarily or exclusively via the E-M force,
usually a photon or electron.

3Hadronic showers are produced by hadrons (i.e. nucleons and other particles made of quarks) and
proceed mostly via the strong nuclear force.
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Figure 2.10 shows the traces produced by a 6 GeV proton in liquid argon. Different kinds

of processes can be observed including hadron-nucleus (h-A) interactions, E-M showers,

decay of unstable nuclei, multiple elastic and inelastic scatterings of impinging particles,

ionisation (dE/dx and δ)4 and low energy neutron interactions.

Figure 2.10: Traces of a 6 GeV proton in liquid argon. The different physical processes
initiated by a hadron-nucleus (h-A) interaction are indicated [52].

2.3.2 Thermal and structural effects

The absorption of intense high-energy proton bursts with a duration of several microseconds

causes a considerable temperature increase of the same rise-time inside the intercepting

material. During this short period, thermal expansion of the irradiated material is partly

prevented, thus provoking dynamic structural responses within the impacted structure

[44].

4The energy loss due to ionisation of a particle traversing matter is given by dE/dx. During the
ionisation process, orbiting electrons are knocked out of atoms by the interaction with the very fast
travelling charged particles. The δ-ray production is then characterised by the very fast electrons produced
as a result of ionisation.
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The intensity and the time-scale of the response can be categorised based on several

parameters mainly: deposited energy, maximum energy deposition, interaction duration

and strength of the impacted material. In fact, three dynamic regimes can be identified

with increasing deposited energy (Figure 2.11).

Figure 2.11: Material model for the stress-strain curve (or pressure-volume change curve)
showing the different dynamic regimes resulting from the rapid interaction of high-energy
particle beams with matter (adapted from [47]).
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The three identified dynamic regimes [47] are:

• Stress Waves in the Elastic Domain: This regime is encountered in case of

relatively low-energy impacts during which dynamic stresses do not exceed the

material yield strength. Any changes of density are negligible and pressure waves

propagate at the elastic speed of sound without plastic deformation. Such phenomena

can be very well-treated with standard implicit finite element (FE) codes (such as

ANSYSr [68]) [69] or even with analytical tools [44, 70].

• Stress Waves in the Plastic Domain: In this regime, the dynamic stresses exceed

the material yield strength and plastic stress waves appear propagating at velocities

slower than the elastic speed of sound. Changes in density can still be considered

negligible; however, permanent deformations appear within the affected structure.

Such a dynamic response can still be reasonably well-treated with standard implicit

FE codes (such as ANSYSr) [71, 72].

• Shock Waves: This regime comprises deposited energies that are high enough to

provoke strains and stresses above a critical threshold (εc, σc). An energetic shock

wave is then formed which propagates at a velocity higher than the speed of sound,

potentially leading to severe damage within the affected component. The energy

deposited by the proton bunches leads to strong heating that generates a pressure in

the beam-heated region. This high pressure then generates a strong outgoing shock

wave that moves the material outwards, thus leading to a strong density reduction

along the target axis. As a consequence, the protons that are delivered in subsequent

bunches, together with the particle shower they generate, penetrate deeper into the

target, causing significant range lengthening. The latter is the so-called tunnelling

effect [73].

In the case of shock waves, which are characterised by a sharp discontinuity in pressure,

density and temperature across their front, explicit codes (such as LS-DYNAr [74]

and AUTODYNr [75]) provide a better approach towards a reliable solution. In

fact, a novel category of numerical tools, called hydrocodes, have been developed to
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study very fast and intense loading on materials and structures. Such hydrocode

simulations [47] account for changes in the state of the material and the presence of

shock waves. These new wave propagation codes are highly non-linear FE tools using

explicit time integration schemes. They are capable of managing very high plastic

deformations at elevated strain rates, the latter being encountered in phenomena

where very short and energetic particle impacts lead to material melting.

2.3.3 Damage mechanisms

The interaction between high-energy particle beams and solids can be considered, from

a structural point of view, as an energy deposition inducing a sudden non-uniform

temperature increase. This provokes a dynamic response of the structure entailing thermal

stress waves and thermally induced shock vibrations, or even failure of the component.

The materials placed close to the beam are used at, or even beyond, their damage limits.

The pressure and temperature of the material at the beam impact location increase and

the material could arrive at its melting temperature or vaporise. The material in this

region is thus characterised by high values of plastic strain, strain-rate and temperature

[76].

Different methods of damage [77] exist for the impacted structure:

1. Melting: Melting of the material occurs when the energy intensity deposited on

the component is such that the developed temperature increases beyond the melting

temperature of the material (Figure 2.12). In this case, the shear strength of the

molten elements becomes zero and the material starts to behave like a fluid.

2. Erosion: The erosion of elements in the numerical model becomes effective if the

value of density is such that the material cannot support tensile load any more. The

expansion in the material resulting from the strong outgoing shock wave leads to a

significant reduction in density and pressure such that the erosion criteria may be

satisfied.
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3. Spallation: Spallation is an important mode of material failure during high velocity

impact. The spallation of elements occurs if the calculated hydrostatic tensile stress

grows beyond a fixed limit. Spallation is the process of internal failure or rupture of

condensed media through the nucleation, growth and coalescence of defects, such

as micro-cracks, due to stresses in excess of the tensile strength of the material

(Figure 2.13).

4. Cumulative Damage: The calculation of the cumulative damage is performed for

the part of the component that is still solid. Resulting cumulative damage includes

potential residual stress levels and permanent deformations of the structure [77].

Figure 2.12: Melting effects caused by a high-energy particle beam impact on a metal
structure. The molten region results in the formation of a groove within the structure [78].
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Figure 2.13: Schematic diagram showing the steps of ductile fracture in pure tension.
Sequential stages of spallation as a consequence of the beam impact include the appearance
of micro-cracks, the coalescence of micro-cracks into one major crack and finally spallation.

A sintered material such as INERMETr 180 can undergo fracture failure in different

modes which then affect the resulting strength and ductility of the material. Four possible

fracture paths [79] are:

1. Intergranular tungsten fracture: the separation between tungsten grains at their

interface

2. Interfacial tungsten-matrix decohesion: the separation at the interface between

tungsten and binder phases

3. Tungsten cleavage: the cleavage inside a tungsten grain

4. Matrix failure: the ductile rupture of the matrix

The integrity of the tungsten-matrix interphase boundaries established during processing

is also of major importance in determining the resultant mechanical properties. The

43



Chapter 2. The LHC Collimation System

precipitation of a brittle intermetallic third phase along these boundaries poses a serious

potential source of embrittlement in liquid-phase sintered alloys. X-ray diffraction (XRD)

analysis would play an important role in the evaluation of any unwanted phases including

such brittle intermetallics [80].

The random distribution of voids (typical size < 1 µm), both in the grains and along

the grain boundaries, contribute to the overall spallation of the material. Apart from

the original distribution of voids present in the material during the shock loading, more

voids are also generally nucleated during the spallation process. Under the reflected tensile

wave, the voids grow bigger and interact with each other resulting in void coalescence and

the formation of micro-cracks, which eventually lead to the overall observed spallation

(Figure 2.13) . Conventional void growth mechanisms, such as vacancy diffusion and shock

heating, cannot account for the void growth process under high strain-rate tension loading

as produced by the reflection of a shock wave at a free surface [81]. Lubarda et al. [82]

proposed a dislocation-emission-based mechanism for void growth, considering prismatic

and shear dislocation loops.

Experimental studies on the behaviour of a tungsten-sintered alloy by Rohr et al. [83]

show that no necking or limited necking occurs at room temperature in quasi-static

conditions. However, as the deformation increases and the critical fracture stress is

reached, micro-cracks start to nucleate preferentially at the grain-matrix interfaces and the

grain-grain boundaries (Figure 2.14). This is due to the fact that micro-crack propagation

along an interface or a boundary is subject to less resistance when compared to propagation

through the matrix or grain body themselves.

On increasing the load stress, these initiated micro-cracks begin to propagate in accordance

with the local loading and material conditions. Even under heavy deformation conditions,

both the separation along the grain-matrix interface and along the grain-grain boundaries

remain the major modes of failure [79]. This was also confirmed by Pasalic et al. [84]

who concluded that the most frequent fracture mode in tension is intergranular failure at

the tungsten-tungsten interfaces. At high strain-rates the material softens, subsequently
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Figure 2.14: An optical micrograph showing the micro-crack features of a tungsten heavy
alloy specimen (W-Ni-Fe alloy in this case). It can be observed that initial cracking occurs
preferentially either at the tungsten-tungsten grain boundaries or at the tungsten-matrix
interfaces. The ‘dimpled’ appearance of the microstructure is due to the presence of voids
both in the grains and in the matrix [79].

increasing the strain and in this case, the weakest points are once again the interfaces

between the tungsten grains where failure starts in the direction perpendicular to the

loading direction [85]. Moreover, microstructure observations revealed that micro-crack

density and grain deformation increase with strain-rate and temperature until catastrophic

crack propagation occurs [79].

In the case of a beam impact on a collimator, the generated pressure waves reach the

component’s free external surfaces in a very short time. The compressive pulses that result

from the impact are reflected from these surfaces after which they interact to generate a

region of high tensile stress in the material that then causes the formation of spalls. Many

spall events can eventually lead to the fragmentation of the material [86].

The part of the component close to the area of impact could be subjected to considerable

values of hydrostatic tensile stress caused by the propagation of pressure waves. In this

part, if the material is solid and if the tensile load exceeds one of the criteria identified
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in the spall model explained below, the material spalls and loses its strength. A spall

model is thus used to represent the material failure under hydrostatic tensile loads and

can include any one of the following three types of spallation criteria [77]:

• Pressure limit model: this limits the minimum hydrostatic pressure to a specified

cut-off value within the model. If a pressure that is more tensile than this limit

is calculated, this model resets the pressure value to the specified minimum value

for that element within the model. With this model, the deviatoric stresses are

unaffected if the pressure reaches the pressure cut-off value and the latter remains

unchanged throughout the analysis.

• Maximum principal stress model: this detects spall if the maximum principal

stress within the model exceeds a limiting value, such as the ultimate tensile strength

(UTS) of the material.

• Hydrostatic tension spall model: this limits the minimum pressure value like

the pressure limit model. However, in this case, once spall is detected for an element

within the model, the deviatoric stresses are reset to zero for that element, resulting in

the elimination of elements that are not carrying any load. Moreover, the pressure is

required to be compressive and if hydrostatic tension is calculated, then the pressure

is reset to zero for that element within the model.

2.4 State-of-the-art and current studies

The energy stored in a single beam of the LHC particle accelerator is equivalent to about

80 kg of TNT explosive. This large amount of energy, which is stored in a transverse beam

area with a typical value of 0.3 mm × 0.3 mm, is potentially destructive for accelerator

equipment directly impacted by particle beams. This is the case during uncontrolled beam

loss due to a failure in the MPS. As a matter of fact, various detailed studies have been

carried out over the years to evaluate the damage in metal structures subjected to high
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energy deposition due to particle beams. Different approaches can be found in literature to

solve similar problems. A short discussion about these approaches developed by different

research centres will now be presented.

A lot of work has been performed in this field by Tahir et al. [73, 87–89], with the aim

to obtain an estimate of the scale of damage resulting from a failure in the LHC MPS.

In particular, a solid cylindrical copper target, irradiated by 100 LHC bunches at 7 TeV,

was assessed in [43] by carrying out 3-dimensional (3D) energy deposition calculations

with FLUKA. This was followed by 2D numerical simulations of the hydrodynamic and

thermodynamic response of the target using the BIG-2 code [90]. The model includes a

sophisticated multi-phase semi-empirical equation of state (EOS)5 to describe the target

behaviour during the different phases of heating and expansion. Using this approach, the

authors estimated that the penetration depth of the LHC protons will be between 10 m

and 40 m in the solid copper target. The numerical simulations also showed that the

density decreases at the inner part of the beam-heated region because of the outgoing

shock wave in the transverse direction. This results in the tunnelling effect which means

that the proton bunches that will be subsequently delivered in the later part of the pulse

will penetrate further into the target.

As a result of the density variation, the intensity and structure of the particle cascade

will also change and this will influence the energy deposition. The previously adopted

methodology was thus further extended by performing a calculation of the particle cascade

using a dynamic density distribution. This was presented by Tahir et al. in [91] where

detailed numerical simulations of the full impact of one LHC beam on a cylindrical solid

carbon target were carried out.

The energy deposition was first evaluated with the FLUKA code. This was then

directly used as input in the BIG-2 code to study the corresponding thermodynamic

and hydrodynamic response of the target that leads to a reduction in the density. The

modified density distribution was then used again in FLUKA to calculate a new energy

loss distribution and the two codes were thus run iteratively. The authors concluded that a

5An EOS is a constitutive relation between state variables and describes the state of the matter.
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suitable iteration step is considered to be the time interval during which the target density

along the axis decreases by 15% - 20%. The simulations suggest that the full LHC proton

beam penetrates up to 25 m in solid carbon whereas the range of the shower from a single

proton, or the hydrodynamic tunnelling effect, is just about 3 m.

Moreover, detailed studies [92] were also carried out by Tahir’s team on a cylindrical

tungsten target that has been facially irradiated by the full SPS beam. The beam comprised

288 bunches of 450 GeV/c protons with three different focal spot sizes determined by

σ = 0.088 mm, 0.280 mm and 0.880 mm respectively. The numerical simulations of

hydrodynamic and thermodynamic response have shown that the target will be completely

destroyed in these cases, generating large samples of high energy density matter.

The phenomenon of significant hydrodynamic tunnelling due to hydrodynamic effects

was further investigated through a dedicated novel experiment [93] carried out at the

experimental HiRadMat facility [94] at CERN. The impact of the 440 GeV proton beam

generated by the SPS on extended solid copper cylindrical targets was studied. Substantial

hydrodynamic tunnelling of the protons in the target material was observed, leading

to significant lengthening of the projectile range. Such experimental results were in

good agreement with the theoretical predictions obtained through numerical simulations

presented in [91].

Damage evaluation in copper and tungsten metal structures subjected to high energy

deposition due to particle beams has also been thoroughly studied by Peroni et al [76, 77,

95, 96]. Similar to the approach by Tahir et al, the evaluation of thermal loads on the hit

material was performed using the Monte Carlo based statistical code FLUKA. The energy

map, which takes into account all the particles in the cascade generated by the interaction

between the proton beam and the target, was then used as input for thermo-structural

studies. These studies were however carried out via the FE code LS-DYNA. The validation

of the numerical procedure was first performed on a simplified geometry, consisting of a

copper cylindrical bar that was facially irradiated by 8 bunches at 7 TeV, each of them

having 1.11 × 1011 protons. A Lagrangian 2D axi-symmetric model was used with an
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explicit time integration scheme. Since the simplified model represented the irradiated part

of a bigger component, the external surface was modelled with a non-reflection boundary

in order to simulate the presence of other material.

The thermo-mechanical response of the hit material was studied by Peroni’s group by

taking into account both the hydrodynamic behaviour using a dedicated EOS and the

deviatoric behaviour using a dedicated material model. The material models used for

the description of the mechanical strength behaviour of the material were either the

Johnson-Cook (J-C) or the Steinberg-Lund (S-L) models in which damage criteria and

spall models were introduced. The EOS used in the numerical simulations was a polynomial

EOS that was linear in energy, whose coefficients were calculated by fitting a multi-phase

tabular EOS for each energy level. The results in [77] show that the copper component

is damaged until a maximum radius of 4 mm while in the longitudinal direction, the

proton beam impact causes the perforation of the material. The FLUKA/BIG-2 and

FLUKA/LS-DYNA approaches by Tahir et al. and Peroni et al., respectively, are compared

in [97] and good agreement is achieved.

Peroni et al. then applied the same method to simulate the beam impact against a real

complex TCT geometry [78]. The implemented Lagrangian 3D numerical model still

represented a simplified structure with respect to the full TCT geometry. However, it

considered the presence of two different material parts - an internal tungsten part (the hit

part) and an external C-section in copper - and the contact between the different model

components. The simulation provides the impact of 8 bunches each having 1.13 × 1011

protons at 5 TeV.

Following the energy deposition, a shock wave is generated which moves from the tungsten

region to the copper part. Due to the significant difference in impedance between the two

materials (copper and tungsten), the shock wave is in part reflected at the interface with

the potential spallation of tungsten and the reduction of the pressure level transmitted

to copper. The temperature is limited to the normal melting temperature of tungsten

since in the hit zone it could reach several thousands of K (plasma condition). The level of
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stress is high in the tungsten part resulting in heavy deformation after the beam impact.

In the melted part of the component, the Von Mises stress is zero and the behaviour is

purely hydrostatic. On the other hand, the Von Mises stress reaches the maximum value

behind the shock wave profile. The authors also developed a FLUKA/LS-DYNA coupling

approach [98, 99] in order to take into account the dynamic density distribution.

A. Dallocchio studied the problem of rapid internal heating of beam-like structures through

an analytical approach [70, 72]. The proposed method allows to quickly evaluate the

temperature field, the quasi-static and dynamic thermal stresses as well as the thermally

induced vibrations provoked by particle beam impacts. Analytical solutions were used

as a benchmark to qualify numerical FE tools and to identify their limit of applicability.

The commercial code ANSYSr was used to study the thermo-mechanical behaviour of

TCSs. The thermo-structural effects provoked by high-energy particle beams on the

carbon-carbon jaw of such collimators was evaluated in case of steady-state and slow

transient thermal loads as well as in case of an abnormal beam loss resulting from an

injection error. Comparison with experimental measurements resulted in good agreement

and thus confirmed the validity of the adopted analytical and numerical approaches.

A similar approach was carried out in [100, 101]. However, in this research, the energy

calculation as a result of a high-energy beam impact on a solid material is performed via

the MARS code [102] instead of FLUKA. The temperature rise is calculated from the

energy map and then used either in LS-DYNA for an explicit analysis or in ANSYSr for

an implicit analysis in order to calculate the dynamic stresses in the target.

A number of simulations have also been carried out by A. Bertarelli et al. in [47] in

order to identify different damage levels for the TCT up to catastrophic failure. It has

been concluded that thermally induced dynamic phenomena up to the melting point

of metals can be reasonably well-treated with standard FE codes. However, advanced

wave propagation codes, known as hydrocodes, become necessary when changes of state

and density occur. Following the energy deposition calculation by FLUKA, a thorough

numerical analysis of a TCT was carried out using the AUTODYNr code.
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The CERN team led by Bertarelli studied several asynchronous beam abort cases with

different values of beam emittance, energy and intensity. It has been found that single-bunch

accidents at 3.5 TeV and 7 TeV, at all beam emittances, induce jaw damage which does

not require collimator replacement as an appropriate spare surface (with the required

flatness) can be obtained by shifting the full collimator. The size of the damaged region

is already much larger than the beam size so that no sensible difference is found when

varying the beam emittance. Multi-bunch accidents always require collimator replacement.

Risk of very severe damage leading to long LHC downtime has been estimated for impacts

with more than 4 bunches at 5 TeV, with risk of water leakage detected for an impact

with 8 bunches at 5 TeV. For the multi-bunch cases, it was implicitly assumed that the

density variation caused by preceding bunches is negligible: this only holds for a limited

number of bunches (up to 8 bunches at 5 TeV) after which density changes become too

large to be disregarded.

An overview of the research contribution given by the study presented in this thesis will

now be introduced. The purpose of this work is to advance the knowledge on the robustness

of TCTs by investigating their thermo-mechanical response in novel beam impact scenarios.

This is achieved through the use of advanced simulation techniques applied to a complex

3D model. The numerical simulations are performed on the whole collimator jaw assembly,

taking into account the jaw insert blocks, the block housing, the cooling circuit and the

back stiffener, together with all respective contact interfaces. The starting point of the

analysis is the energy deposition map on the component, that is calculated and provided

in collaboration with another member of the research team (L. Lari, CERN) using the

FLUKA code. The energy deposition distributions are converted into thermal power

distributions, and are then used as an input to the thermo-structural analyses that are

performed using the commercial code ANSYSr.

A numerical FEM approach is developed and presented in this thesis. Sequential

fast-transient thermo-structural analyses are performed in the elastic-plastic domain

in order to correctly evaluate the thermo-mechanical response of TCTs to beam impact.

The thermal problem is first solved to obtain the temperature distribution as a function
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of space and time. The results of the temperature analysis are then used as body loads

for the structural analysis so that the dynamic thermal stresses and displacements are

evaluated. Finally, a quasi-static step is necessary in order to calculate potential permanent

deformations of the structure.

The focus of this study is an asynchronous beam dump accident with a single dump module

pre-fire, which is one of the most serious accident scenarios identified in the LHC. This

work presents novel case studies of realistic proton beam impact scenarios on TCTs as a

result of an asynchronous beam dump. Slight angular misalignment errors of the collimator

jaw are taken into account and different cases are derived scanning through different jaw

angles and varying beam energies. Moreover, since the LHC is also designed to bring into

collision heavy ions, this work also investigates, for the first time, the effects of direct

ion beam impacts on collimators. This is considered a new vital case to study, as the

ion loss case can result in different damage aspects for the collimator due to the different

particle-collimator interaction mechanisms for protons and lead ions. The developed FEM

approach is used to evaluate the thermo-mechanical response of TCTs in these critical

beam load cases.

This work also describes how a thorough integral assessment of beam accident scenarios

involving a complete TCT is achieved through the design and setting up of a dedicated

beam experiment at the CERN HiRadMat facility. The main aim of the experiment was to

address the effects of an asynchronous beam dump considering a relevant nominal 7 TeV case

as well as to benchmark simulations for the LHC cases at 5 TeV that have been considered

during the LHC Run 1 [47]. A complementary dedicated experiment [103] has also been

carried out at the same facility in order to address novel materials of interest for collimators

like dispersion-strengthened copper, molybdenum, and metal-diamond/metal-graphite

composites.

Additionally, reliable FEM simulations are strongly dependent on a correct material

model. Temperature-dependent thermal and structural properties are required in FEM

calculations with large temperature variations. However, such properties were not available
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for the collimator jaw insert material, INERMETr 180, and as previously described,

studies on TCTs have in fact always been performed assuming pure tungsten as the

material of the jaw inserts, instead of INERMETr 180. Material characterisation tests on

INERMETr 180 have thus been commissioned as part of this study in order to obtain

a full thermo-physical and structural characterisation of this alloy over a wide range of

temperatures and strain-rates. The obtained material properties are presented in this thesis

and subsequently used for the material model of the jaw inserts in the FEM simulations.

2.5 Conclusions

The overview of the LHC collimation system serves as a useful introduction to

better understand the numerical approach adopted in this study for investigating the

thermo-mechanical effects provoked by high-energy particle beams during an impact on

collimators. The functional specifications of LHC collimators pose a serious challenge to

the mechanical design of these components. This chapter has presented the main features

and characteristics of the technical concept addressing these requirements. The different

thermal load conditions on the collimator jaw inserts and the resulting damage mechanisms

have also been discussed, with a focus on accidental scenarios with abnormal beam losses.

Moreover, it has been shown that various detailed studies have been carried out over the

years to evaluate the damage in metal structures subjected to high energy deposition by

particle beams. Different methodologies have been adopted and it has been concluded that

it is very difficult to accurately predict the structural efficiency and robustness of such

metal structures. This is because beam-induced damage for high-intensity and high-energy

scenarios occurs in a regime where practical experience does not exist. Additionally, an

overview of the scientific contribution given by the study presented in this thesis has

been discussed and it has been shown that this work will advance the knowledge on the

thermo-mechanical response of TCTs in various relevant scenarios for the operation of

the LHC and its risk optimisation. This will be achieved through the use of advanced

simulation techniques that take into account all relevant collimator damage limits.
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Numerical Modelling Approach

3.1 Introduction

The interaction of high-energy particle beams with matter provokes a sudden non-uniform

temperature increase on the hit structure. This gives rise to thermal stresses and

deformations that may affect the integrity or the proper functionality of the hit equipment.

As the collimator is a multi-component system composed of different materials and contact

interfaces, a numerical FEM approach, rather than an analytical analysis, was used to study

the response of the collimator to an asynchronous beam abort. The implementation of such

an approach is imperative for an in-depth study of the fast and complex thermo-mechanical

phenomena induced within the impacted structure [72]. In this respect, a numerical FEM

approach found direct application in the frame of the LHC collimation project [51].
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3.2 Simulation framework

3.2.1 Energy deposition maps

A detailed energy deposition map is essential to correctly simulate thermal loads as

an input for thermo-mechanical calculations of complex structures. In this study, the

evaluation of the thermal loads on the collimator jaw inserts was done using the Monte

Carlo based statistical code FLUKA. A FLUKA model of the jaw inserts was set up in

collaboration with another member of the LHC collimation research team (L. Lari, CERN)

and full shower simulations provided the spatial distribution of the energy deposition (in

GeV/cm3/proton) for the defined accident cases (Figure 3.1).

Figure 3.1: An example of an energy deposition map for an x-z cross-section of the
collimator jaw inserts along the symmetry plane (y=0) at the end of the energy deposition
(t = 1 ns). This example represents the case of 1 nominal LHC bunch of protons (1.15 ×
1011 protons) at 7 TeV with a beam size of 0.30 mm (σx) × 0.30 mm (σy) directly hitting
the tungsten jaw inserts. The beam impact parameter (transverse distance to the point
of first contact of the beam with the collimator) is set to 0.5 mm (results obtained in
collaboration with L. Lari, CERN).
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The FLUKA calculation takes into account a large number of primary particles (around

200,000 in the case studies presented in this thesis). This ensures that statistical errors,

related to the adopted scoring mesh, are kept to a minimum over the whole target

component. Additionally, statistical errors should have much lower values in the region

with peak energy deposition. The results are then normalised to one ideal proton. This

means that, by sampling from a Gaussian distribution, adding all contributions up, and

dividing these by the number of sampled particles, the FLUKA result turns out to be

representative of the whole distribution. The FLUKA maps can then be rescaled by the

real bunch intensity.

3.2.2 Thermo-mechanical analyses

The FLUKA maps were then processed via a dedicated sub-routine in order to obtain

the correct input thermal load, in terms of power density distribution (in W/m3), for the

FEM solution. The single impact parameters, which could be varied in order to generate

different energy deposition scenarios from the same FLUKA output file, included the

number of bunches, the number of particles per bunch and the impact duration.

Non-linear transient thermo-mechanical analyses were then performed to correctly evaluate

the temperature distribution and other thermally induced effects as a function of time.

Such analyses were conducted exploiting the implicit FE code ANSYSr and the steps

involved in these detailed analyses are explained in Section 3.3. A summary of the used

simulation chain is depicted in Figure 3.2.
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Figure 3.2: The simulation chain showing the inputs and outputs of the FE code ANSYSr.
The FLUKA simulations are performed in collaboration with another member of the LHC
collimation research team. The focus of this thesis is the thermo-mechanical analyses with
ANSYSr.

3.3 Finite element modelling

3.3.1 Geometry and component setup

This study focuses on beam accidents involving horizontal TCTs due to the fact that

an asynchronous beam dump accident can only act on the horizontal plane, as will be

explained in Section 4.2.1. A detailed 3D model of a horizontal TCT collimator jaw

assembly was imported into the FE program ANSYSr. The considered beam impact

leads to a symmetrical energy deposition in the longitudinal (x-z) plane of the collimator

jaw. Since both the collimator model (Figure 3.3) and the FLUKA shower distribution

(Figure 3.4) were symmetric about the mid-plane of the jaw inserts (y=0), it was only

necessary to model the upper or lower half of the collimator jaw structure (Figure 3.5).
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Figure 3.3: A 3D model of the left jaw assembly of a TCT (as seen by the incoming
beam). The symmetry plane (x-z plane) is shown in red.

Figure 3.4: Comparison of the energy deposition density peak profiles for a whole
collimator model and a symmetrical model (cut at y=0 plane), with both cases having
the same mesh density. It can be observed that the two models have an identical energy
deposition density peak profile, thus justifying the use of symmetry.
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Figure 3.5: A 3D model of the lower symmetrical half of the left jaw assembly of a TCT
(as seen by the incoming beam). The symmetry plane (x-z plane at y=0) is shown in red.
This is the model used for the sequential thermal and structural analyses in ANSYSr.

These symmetry conditions considerably reduced the computational time necessary to

perform the calculation without compromising accuracy. Moreover, FEM simulations were

only performed on either the left or the right collimator jaw assembly; in fact, this choice

does not make a difference since the two jaw assemblies are symmetrical with respect to

the beam.

Furthermore, in the ANSYSr calculation, the contact interfaces between the various

components were also modelled. The brazed contact surfaces between the cooling circuit

and the block housing/back stiffener were modelled to never slip, meaning that the copper

housing, the cooling circuit and the back stiffener were fixed despite any other deformation

of the collimator. The thermal conductance value at these contact interfaces was estimated

experimentally [104], from which it was decided to use a conservative value of 5000 W/m2K

in the numerical simulations.

Similarly, the effect of the stainless steel screws between the copper housing and the

jaw inserts was modelled with a thermal conductance value estimated experimentally
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at 10,000 W/m2K [104]. These experimental measurements are backed up by analytical

studies [105, 106] in which all the calculations of tightening torque and pre-load are done

according to the German Standard VDI 2230.

The stainless steel screws were not physically modelled and the screwed tungsten-copper

contact interfaces were modelled to never slip similar to the brazed contact surfaces.

Although OFE-Cu has a larger coefficient of thermal expansion when compared to

INERMETr 180, the temperature rise on the copper block housing is insignificant when

compared to that on the jaw inserts during the considered asynchronous beam dump

accident. This means that while the jaw inserts will undergo thermal expansion, this is

not the case for the copper block housing. The result is that the jaw inserts will expand

and will force the copper block housing to expand with them such that the block housing

(and consequently the brazed cooling pipes and back stiffener) must exhibit the same

deformation as the jaw inserts, as the latter are not allowed to slip in the FE model. This

is not fully the case in reality as the jaw inserts are allowed to undergo some relative

slipping and the block housing is not forced to take the full deformation of the inserts.

However, this assumption is considered acceptable given that the FE model represents

a conservative approach and gives the correct deformation of the jaw inserts that are

ultimately the components whose behaviour is of most interest.

Moreover, no contact interface was modelled between the collimator jaw inserts themselves.

This means that in the FE model, the inserts were allowed to expand into each other.

In reality, the inserts are machined with a length of 200 mm and a tolerance of between

-0.1 mm and -0.2 mm, meaning that there is a gap of at least 0.1 mm between each two

inserts. It will be shown in Sections 4.4.2 and 7.4.2 that the total longitudinal deformation

of the collimator jaw assembly due to the particle beam impact in the studied jaw error

cases is, in fact, smaller than 0.1 mm, thus confirming that no contact model was necessary.
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3.3.2 Finite element discretisation

In finite element analysis (FEA), a mesh convergence sensitivity study is required to find

a satisfactory balance between accuracy and computational resources. An initial mesh

convergence study had to be carried out in FLUKA in order to obtain convergence of the

energy deposition values. FLUKA simulations were carried out for different mesh densities

of a particular case, from which it was concluded that a mesh size of 0.1 mm (x) × 0.1 mm

(y) × 5 mm (z) on the jaw inserts was the minimum required so that a further mesh

refinement did not increase the estimated peak power density by more than 10% [52].

The mesh density of the collimator jaw inserts for the thermal analyses was then set equal

to that used in the FLUKA model in order to obtain one-to-one mapping of the energy

deposition values between the FLUKA and ANSYSr models. This finest mesh size of

0.1 mm (x) × 0.1 mm (y) × 5 mm (z) was implemented within a region of 5 mm (x) ×

5 mm (y) around the beam impact location in order to correctly capture the maximum

energy deposition on the jaw inserts (Figure 3.6). Once energy deposition distributions

were known, the maximum temperature Tmax at the end of the heat load deposition could

be verified (assuming adiabatic conditions) with a simple analytical calculation given by

Equation 3.1 [107, p. 71]:

Tmax =
Pmax τ

ρ
∫ Tmax

Tref
cp(T ) dT

+ Tref, (3.1)

where Pmax [W/m3] is the maximum power density, τshock [s] is the thermal shock duration,

and Tref [oC] is the reference temperature. The density ρ [kg/m3] refers to the initial

condition of the material (solid state at the nominal density) and the heat capacity at

constant pressure (cp [J/kgK]) can be integrated as a function of temperature.

Good agreement between the analytical and numerical values for Tmax proved the choice

of a sufficiently fine mesh at the location of the beam impact. Since all the jaw error

cases to be simulated in this study deal with a beam impact parameter of 0.5 mm in the

x-direction, this region of fine mesh proved to be sufficient for all load cases, thus enabling
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Figure 3.6: A detailed cross-sectional (x-y) view of the collimator jaw inserts as discretised
for the thermal analyses. All dimensions are in mm.

the same mesh configuration to be used for the different cases. The rest of the jaw inserts,

together with the remaining collimator components (the block housing, the water pipes

and the back stiffener), were then discretised with a coarser mesh due to computational

requirements (Figure 3.7).

Furthermore, different meshes were employed for the jaw inserts in the thermal and

structural analyses. A mesh convergence study was carried out in ANSYSr to justify the

choice of the transverse discretisation density for the collimator jaw inserts in the structural

solution. A number of different transverse mesh sizes were considered for a particular case,

with the finest achievable transverse mesh size being limited to 0.5 mm × 0.5 mm from

a computational resources point of view. The imported body temperatures (Figure 3.8),

together with the Von Mises stress at a point within the area of interest and the central

processing unit (CPU) time of calculation (Figure 3.9), were monitored for the different

mesh sizes.
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Figure 3.7: FE discretisation of the whole collimator jaw assembly for the thermal
analyses. All dimensions are in mm. The total number of elements used for the whole
model during the thermal analyses was 1,056,265.

Figure 3.8 highlights that no significant difference is obtained in the imported temperature

profile on a mesh refinement beyond a transverse mesh size of 1 mm × 1 mm. Moreover,

Figure 3.9 shows that a refinement of the transverse mesh size beyond 1 mm × 1 mm

would adversely affect the CPU time of calculation, and that the Von Mises stress values

differ by only 8% on doubling the mesh size from 0.5 mm × 0.5 mm to 1 mm × 1mm

when compared to the 62% difference on doubling the mesh size from 2 mm × 2 mm

to 4 mm × 4 mm. It was thus concluded that a mesh size of 1 mm (x) × 1 mm (y) ×

5 mm (z) for the structural solution (Figure 3.10) would be the best compromise to ensure

sufficient convergence of stresses while keeping the interpolation errors of the temperature

mapping and the solution processing time to a minimum. Contact elements were also

implemented between the different component interfaces as identified in Section 3.3.1.
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Figure 3.8: Temperature profiles along the collimator length as mapped from the thermal
(fixed transverse mesh size: 0.1mm × 0.1mm) to the structural solution (varying transverse
mesh sizes).

Figure 3.9: Mesh convergence study in the structural analyses. The convergence of the
Von Mises stress is monitored together with the CPU time of calculation for different
transverse mesh sizes.
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Figure 3.10: A cross-sectional (x-y) view of the discretised model of the collimator
jaw assembly as used for the structural analyses. All dimensions are in mm. The only
difference between the thermal and structural meshes is the mesh of the collimator jaw
inserts (enclosed within the dashed yellow line), with a coarser mesh used for the structural
analyses. The total number of elements used for the whole model during the structural
analyses was 368,335.

3.3.3 Material modelling

Material modelling is considered a very important step in any FEA as it essentially

drives the behaviour of the model and thus greatly influences the results. In FEM

calculations with large temperature variations, such as in cases of shock beam impact,

temperature-dependent thermal and structural properties are required in order to correctly

evaluate the thermo-mechanical response of the structure. The materials of all the

components making up the jaw assembly were modelled as isotropic and homogeneous,

meaning that the material properties were not dependent on the direction and that each

material had uniform composition throughout the component, respectively.

Temperature-dependent thermo-physical properties were initially defined for the thermal

analyses. The Fourier’s thermal conductivity equation (Equation 3.2) establishes the

inter-relationship between the four basic thermo-physical properties - thermal conductivity
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k(T ), specific heat capacity cp(T ), density ρ(T ) and thermal diffusivity κcc(T ) - under the

assumptions of a conservative system, of homogeneity of the thermally conducting medium

(no spatial dependence of the material properties k(T ), cp(T ) and ρ(T )) and of the neglect

of any non-linearity. In general, κcc(T ) describes the so-called transport coefficient of the

thermal conductivity problem. Equation 3.2 [107, p. 72] is given by:

∂T (~x, t)

∂t
=

[
k(T )

ρ(T ) · cp(T )

]
·∆T (~x, t) := κcc(T ) ·∆T (~x, t), (3.2)

Moreover, when an object is heated or cooled, its length L(T ) changes by an amount

proportional both to the original length L0 and the change in temperature ∆T (T ). The

relation between the linear thermal expansion of an object, ∆L(T )/L0, and the change

in temperature, ∆T (T ), is given by the coefficient of linear thermal expansion, α(T ), as

expressed by Equation 3.3 [108, p. 70-71]:

α(T ) =
1

∆T (T )
· ∆L(T )

L0

, (3.3)

These thermo-physical properties (k(T ), cp(T ), ρ(T ) and α(T )) were input in ANSYSr in

the form of tabular data as a function of temperature. For property evaluation at element

temperatures beyond the supplied tabular range, ANSYSr assumes a constant property

at the extreme range value [68].

Temperature-dependent structural properties were subsequently defined for the structural

analyses. In the 1-dimensional (1D) (uniaxial test) case, a specimen deforms up to yield

and then generally undergoes hardening (Figure 3.11). Such behaviour depends on the

temperature and strain-rate conditions. For high-temperature applications, significant

recovery occurs and the material displays a rigid plastic deformation. Moreover, high

strain-rates have the same effect as lowering the temperature, limiting material recovery

in both cases and increasing the flow stress. For linear structural analyses, linear elastic
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material properties, namely the Young’s Modulus E(T ) and the Poisson’s Ratio ν(T ),

must be defined. The elastic behaviour of metals is most commonly described by the

stress-strain (σ-ε) relationship of Hooke’s Law, given by Equation 3.4 [108, p. 68]:

σ = E · ε, (3.4)

Figure 3.11: The uniaxial stress-strain curve (for a typical metal). The linear elastic
part satisfies the stress-strain relationship of Hooke’s Law given by Equation 3.4.

During elastic response, if the induced stresses are below the material’s yield strength

σyield(T ), the material can fully recover to its original shape upon unloading - this is called

elastic unloading. On the other hand, when a ductile material experiences stresses beyond

the elastic limit, it will yield with resulting permanent deformations upon unloading - this

is referred to as plastic unloading (Figure 3.11). In this case, the total strain, ε, is composed

of the elastic strain, εel, and the plastic strain, εpl. The portion of the overall strain that is

recovered when an applied load causing the strain is removed is εel, while εpl represents

the non-recoverable strain upon unloading that results in permanent deformations.
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Plasticity is available as a non-linear material model in ANSYSr [68]. If the tangent

modulus is zero, the model represents the perfectly plastic idealisation. For a perfectly

plastic model, the stress will be kept at σyield for all higher strain values. If the stress

is reduced, elastic unloading occurs. In the hardening case, once yield occurs, the stress

needs to be continually increased in order to drive the plastic deformation.

Elastic-perfectly plastic materials exhibit no hardening and the yield surface remains

unchanged. In the more general case, the evolution of the yield surface, in terms of size,

shape and position during plastic deformation, is determined by hardening parameters.

The description of how the yield surface changes with plastic deformation is called the

hardening rule. In this work, the kinematic hardening rule is used in which the yield

surface is defined to remain constant in size and translate in the direction of yielding [109].

Two different types of stress-strain curve representations - the bilinear model and the

multilinear model - are possible for material data input in ANSYSr (Figure 3.12). Moreover,

temperature-dependent values can be defined for both models via tabular input. The

Bilinear Kinematic Hardening model can be introduced just by defining the yield strength

and the tangent modulus in addition to the linear elastic modulus. The initial slope of

the curve is in fact taken as the Young’s Modulus of the material. At the specified σyield,

the curve continues along the second slope defined by the tangent modulus. The tangent

modulus cannot be less than zero nor greater than the Young’s Modulus. The case of a

tangent modulus equal to zero represents the elastic-perfectly plastic material model [68].

In a similar procedure, the Multilinear Kinematic Hardening model is described by a

piecewise linear curve that is continuous from the origin and is defined by a number of

stress and corresponding plastic strain points. The slope of the first segment of the curve

must correspond to the Young’s Modulus of the material and no segment slope should be

larger. Moreover, for stress-strain curves at different temperatures, each stress-strain curve

must have the same set of strain values. The slope of each stress-strain curve is assumed

to be zero beyond the last user-defined stress-strain data point [68].
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Figure 3.12: Two different types of stress-strain curve representations - the bilinear
model (left) and the multilinear model (right). While the bilinear model consists of one
constant slope (equivalent to the tangent modulus) after yielding, the multilinear model is
composed of a series of straight lines upon yielding. Temperature-dependent stress-strain
curves can be defined for both models via tabular input in ANSYSr.

3.3.4 Loading and boundary conditions

Accident cases entail rapid energy deposition on the hit structure. The thermal shock

typically lasts from a few nanoseconds to some microseconds, depending on the bunch

structure of the incoming beam. In the case of the asynchronous beam dump considered

in this study, the thermal shock duration, τshock, is equal to the length of one bunch (1 ns),

as will be explained in Section 4.2.1. In ANSYSr, the thermal load from the beam impact,

as calculated by FLUKA, was applied as an instantaneous source of heat within the body

of the collimator jaw. Transient thermal analyses were then performed for the whole

collimator structure.

Thermal boundary conditions (BCs) included the convection on the internal surface of the

cooling pipes and the thermal fluxes between the component interfaces. The heat convection

coefficient of the inner wet surface of the cooling pipes was analytically calculated as a

function of hydraulic parameters (thermal conductivity, kinematic viscosity) at the water

temperature, water flow rate and inner diameter of the pipes, leading to a film coefficient

of 13,500 W/m2K on each pipe. Due to the very short duration of the beam impact, the
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cooling system does not exchange any heat with the jaw during this time so that the

total deposited energy is equal to that of the beam. Moreover, thermal fluxes between the

component interfaces were calculated based on the thermal conductance values provided

for the contact interfaces as explained in Section 3.3.1.

With regard to structural constraints, the collimator jaw assembly was simply supported at

its extremities (Figure 3.13), meaning that while the two ends could not move transversely

(toward or away from the beam), one end could elongate (along the beam). The motion in

the remaining degree of freedom (DOF) was zero by the symmetry condition. The effect of

inner pressure due to the water flow on the cooling pipes was also considered. A pressure

of 15 bar was experimentally measured [72] and an equivalent load was applied to the

inner surface of the cooling pipes in the FE model.

Figure 3.13: Back view of the collimator jaw assembly simply supported at its extremities.
The coordinate systems at A and B are cylindrical and cartesian respectively.
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The temperature {T} and the displacement {u} DOFs must be evaluated by solving both

the thermal and structural problems, which are given in matrix form by Equations 3.5

and 3.6 respectively:

[Cthermal]{Ṫ}+ [kthermal]{T} = {Qheatgen}+ {Qconvection}+ {Qflux} (3.5)

[M ]{ü}+ [C]{u̇}+ [K]{u} = {Fthermal}+ {Fpressure}, (3.6)

where [Cthermal] is the thermal specific heat matrix, [kthermal] is the thermal conductivity

matrix, {T} is the temperature DOF vector, {Ṫ} is the time derivative of the temperature

DOF vector, {Qheatgen} is the heat generation rate nodal load vector, {Qconvection} is the

convection nodal load vector, {Qflux} is the heat flux nodal load vector, [M ] is the mass

matrix, [C] is the damping matrix, [K] is the structural stiffness matrix, {u} is the

displacement DOF vector, {u̇} and {ü} are the first and second time derivatives of the

displacement DOF vector respectively, and finally {Fthermal} and {Fpressure} are the thermal

strain and pressure nodal load vectors respectively.

The characteristic thermal diffusion time, τdiffusion, is the typical time it takes for heat

energy to diffuse along distance l within the considered structure. One important term of

comparison is the diffusion time with respect to the typical dimension of the beam or a

fraction of this value. The τdiffusion is calculated by Equations 3.7 [72, p. 117] and 3.8 [107,

p. 68]:

τdiffusion =
l2

κcc

, (3.7)

κcc =
k

ρcp

, (3.8)
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where l [m] is the typical dimension of the structure along which heat diffusion is computed,

κcc is the thermal diffusivity [m2/s], k is the thermal conductivity [W/mK], ρ is the density

[kg/m3] and cp [J/kgK] is the specific heat capacity at constant pressure.

As shown by Kalbreier et al. [110], it is possible to assume that no heat diffusion occurs

during τshock because τdiffusion is generally much longer than τshock. This means that heat

would not significantly diffuse across l during the shock duration. This is in fact the case

for the studied accident scenarios as will be shown in Sections 4.3.2, 6.5.3 and 7.3.2.

Thus, given the rapidity of the phenomenon (τshock) when compared to the typical τdiffusion,

heat conduction plays a minor role on the short time scale. In this case, the thermal

deformations are too small to affect the overall structural response. It is thus possible to

consider such cases as weakly-coupled thermo-elastic problems where the elastic strains are

influenced by the temperature distribution, but not the inverse. The non-linear transient

thermal and structural analyses could be consequently decoupled and sequentially solved,

with the calculated temperature field initially obtained used as an input for the evaluation

of thermally induced stresses (Figure 3.14). Such an adopted approach means that very

short time steps must be used to perform the analysis in order to maintain the validity of

the short time scale and weakly-coupled thermo-elastic assumptions. The choice of the

used time steps will be explained later by Equation 3.10.

The integration time steps (ITSs) and the mesh size need to be carefully chosen in order to

capture the correct thermo-structural behaviour of the collimator jaw assembly. The rapid

temperature increase provokes a dynamic response of the structure in terms of longitudinal

and flexural vibrations, as well as propagation of thermal stress waves. The frequency

range of these phenomena starts from a certain value, which corresponds to the first period

of flexural oscillation of the jaw assembly, as calculated by Equation 3.9. Higher modes of

longitudinal and transverse vibrations can reach a higher frequency range. Thus, this wide

range of interest entails that simulations should have the correct time durations and ITSs

to ensure that all the phenomena are correctly captured. Equation 3.9 [72, p. 117] is given

by:
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tflex =
2

π

√
ML3

EI
, (3.9)

where M , L and I are the mass [kg], length [m] and cross-sectional inertia [m4] of the

collimator jaw assembly respectively, and E is an equivalent Young’s Modulus obtained as

an average value between the various materials of the jaw assembly.

Moreover, the ITS also depends on the mesh size as given by ∆t in Equation 3.10 [72,

p. 124] that represents the Courant criterion [111] for the solution of dynamic structural

problems:

∆t ≤ 0.9Lmesh

csound

, (3.10)

where Lmesh [m] is a typical mesh size in the structural solution (0.001 m) and csound [m/s]

is the speed of sound in the jaw insert material.

Although the implicit method is intrinsically stable, the Courant principle of stability

should be applied to avoid numerical damping, which is typical of implicit codes. In

ANSYSr, Equation 3.6 is solved implicitly, which means that {u} is determined by

computing the inversion matrix of [K] while neglecting the mass and damping matrices in

the process. The implementation of temperature-dependent material properties in the FE

model introduces a non-linearity in the system. The matrix [K] becomes a function of

the displacement vector {u} and hence, methods such as the Newton-Raphson method

are used for the solution of non-linear equations. Meanwhile, each iteration carried out

by an implicit solver is relatively computationally intensive due to the stiffness matrix

inversion operation involved. In this study, the numerical simulations were performed using

ANSYSr Academic Research licenses on a 32 GB RAM 4-core machine with a processor

speed of 4.0 GHz.
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Figure 3.14: The data flow for a typical sequentially-coupled thermo-structural analysis. Inputs for the thermal analysis
include the energy deposition maps provided from FLUKA and the applied thermal BCs (cooling convection and thermal
conductance at the contact interfaces). Temperatures output from the thermal analysis are then applied as loads at different
time steps in the structural analysis. Structural BCs (simply supported conditions and pressure on the inner surface of the
cooling pipes) are defined and the structural analysis is then performed to give the resulting thermally induced effects such as
thermal stresses and deformations.
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The transient thermal and structural load cases were implemented as a sequence of load

steps, as will be shown in Sections 4.3.2 and 7.3.2. The temperature distributions, obtained

from the thermal analysis, were applied as a load at different time steps, in the structural

analysis. ANSYSr linearly interpolates between load time steps, therefore closely following

the actual temperature evolution to calculate deformations and other thermally induced

effects (Figure 3.15).

Figure 3.15: Temperature distribution as a function of time as applied from the thermal
to the structural analysis. ANSYSr linearly interpolates between the load time steps, thus
closely following the actual temperature evolution.

The thermo-mechanical solution was based on three sequential steps:

1. Once the heat load was known, the thermal problem could be solved and the

temperature distribution could be calculated as a function of space and time.

2. The results of the temperature analysis were used as body loads in the structural

analysis so that the dynamic thermal stresses and displacements could be evaluated.
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3. A final quasi-static step was necessary in order to calculate any potential permanent

deformations of the structure once the dynamic response had vanished.

This approach, generally valid for structures submitted to rapid heat loads, has already

been successfully applied to the study of the LHC collimators [72]. It will be shown that

the case studies presented in this work are characterised by the development of stress

waves in the plastic domain due to the absence of material melting for cases studied

within the structural domain, and as explained in Section 2.3.2, such cases can still be

reasonably well-treated with FE codes using an implicit scheme of integration such as

ANSYSr. Moreover, the use of an implicit code allows the evaluation of any potential

plastic deformations through the performance of a static structural analysis after the

dynamic effects have disappeared. Thus, the thermo-mechanical problem in this study

was completely solved exploiting the implicit code ANSYSr, thereby avoiding the use of

different codes for dynamic and static analyses.

3.4 Conclusions

The LHC collimators should withstand accident scenarios entailing large amounts of very

rapidly deposited energy. Numerical methods have found an important application in the

study of LHC collimators as has been presented in this chapter. An FE model, based on

an implicit algorithm of integration, was thus developed in this study in order to evaluate

both thermally induced vibrations on the short time scale as well as permanent plastic

deformations on the long time scale resulting from a beam impact.

This chapter has given an overview of the FLUKA-ANSYSr simulation framework, with

a focus on the numerical FE model developed in ANSYSr. The component setup, FE

discretisation, material modelling, loading and boundary conditions were described in

detail. This numerical model will be used in Chapter 4 and Chapter 7 in order to investigate

the thermo-mechanical response of a TCT in defined novel jaw error cases based on an

asynchronous beam dump. Moreover, the validity of the developed numerical model will
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be provided in Chapter 6 through a comparison between simulations and experimental

measurements on a TCT at the CERN HiRadMat facility.
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Jaw-Beam Angle Case Studies

4.1 Introduction

Accident scenarios must be well studied in order to assess if the collimator design is

robust against possible error scenarios in operation. One of the serious accident scenarios

identified within the LHC is an asynchronous beam dump. This chapter presents a

number of novel jaw error cases that are derived based on conservative assumptions of

this accident scenario and also take into account angular misalignment errors of the

collimator jaw. The numerical FEM approach presented in Chapter 3 is implemented and

sequential fast-transient thermo-structural analyses are performed in the elastic-plastic

domain. The thermo-mechanical response of TCTs to beam impact in these realistic

scenarios is evaluated. Relevant collimator damage limits are taken into account, with the

aim to identify optimal operational conditions of the LHC.
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4.2 Studied accident scenario

4.2.1 Asynchronous beam dump

One of the worst accident scenarios in the LHC corresponds to an asynchronous trigger

of the beam dumping system [45]. The LHC beam dumping system is located at Point 6

of the LHC (Figure 1.11) and it is shown schematically in Figure 4.1. Its function is to

fast-extract the beam in a loss-free way from each LHC ring and to transport it to an

external absorber.

Figure 4.1: Schematic layout of the beam dumping system elements around Point 6 of
the LHC [112].

A loss-free extraction requires a particle-free abort gap in the circulating beam, during

which the field of the ejection dump kicker (MKD) magnets can rise to its nominal value.

In order to achieve this, the beam dumping system is composed of the following for each

ring of the collider:

1. Horizontally deflecting MKD magnets

2. Vertically deflecting steel ejection dump septum (MSD) magnets

3. Diluter dump kicker (MKB) magnets

4. An external graphite dump absorber block known as the dump for ejected beam

(TDE)
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The MKD system, which consists of 15 fast-pulsed extraction magnets and their generators,

horizontally deflects the beam into the MSD magnets that then deflect the beam vertically

out of the LHC machine into the beam-line. The extracted beam is then swept in a

quasi-circular figure by two sets of orthogonally deflecting MKBs. The beam size is

increased in both planes and ultimately, the beam is deposited 600 m further downstream

onto the TDE (Figure 4.1) [112, 113].

An asynchronous beam dump refers to a situation where one (or more) of the 15 pre-charged

MKD circuits spontaneously fires out of time with the particle-free abort gap. The result

of this accident scenario is that the beam is partially horizontally deflected. Consequently,

spraying of beam pulses onto LHC machine elements occurs before the MPS can fire the

remaining kicker circuits and bring the beam to the dump. Such unsynchronised beam

aborts cannot be excluded. Moreover, if they occur, they can seriously damage downstream

accelerator components as they might result in one or more high energy density bunches

directly impacting the MSD magnets, the experimental low-β triplet magnet apertures

and the horizontal collimators.

A system of protection devices is however in place in order to prevent the mis-directed

bunches from causing local equipment damage. Such dilution devices include a dedicated

fixed dump septum collimator (TCDS) and a movable TCDQ. These are placed in front of

the MSD magnets and the SC quadrupole Q4 respectively (Figure 4.2). Such devices also

prevent bunches with large excursions from causing damage where aperture is restricted

(notably the arcs at 450 GeV and the low-β insertions around the LHC experiments at

7 TeV) as well as reduce the number of bunches deposited on the collimator jaws. If the

collimators are set up correctly, sensitive equipment, such as the SC magnets, is in the

shadow of the TCDQ block and is thus protected from the mis-directed bunches in case

of such a failure. While the TCDQ, and the robust TCP and TCS system, are designed

to withstand full bunch beam impacts and to protect the cold regions of the LHC and

the experiments, there may however be machine conditions [48, 49] that expose the TCTs

and thus put them at risk of damage. This is for example the case during the setup of the

collimation system.
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Figure 4.2: Schematic and functional layout of the TCDS and the TCDQ diluter elements
for Beam 1 [113].

The probability that an asynchronous beam dump event occurs was originally estimated

to be once per year [45]. However, the probability that a TCT is hit directly by a full

intensity bunch is lower as other conditions must be simultaneously present for this to

happen. When an asynchronous abort is detected, the remaining MKDs are re-triggered

within 0.9 µs and only one bunch should escape the beam dump system. This results in a

thermal shock duration of 1 ns in case of a beam impact on a collimator involving one

bunch. In this context, a scenario with such combined errors [49] was considered in this

thesis as a conservative case study in order to understand the consequences of a potentially

severe beam impact event on a tungsten-based collimator.

4.2.2 Studied jaw error cases

Different jaw error cases were identified based on the worst case scenario described in

Section 4.2.1. These novel jaw error cases take into account conditions when the planar

collimating surface of the horizontal TCT jaw is either exactly parallel to the beam or

has a slight inclination of a few milliradians due to misalignment errors of the collimator

installation at the beam-line (Figures 4.3 and 4.4).
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Figure 4.3: Top schematic view of a horizontal TCT (not to scale). The blue bars
represent the five tungsten jaw inserts (total length = 0.2 m × 5 = 1 m) that are screwed
to the copper housing (grey).

Figure 4.4: Schematic diagrams (not to scale) of the studied jaw error cases: an ideal
case that constitutes perfect alignment of the collimator jaws with respect to the beam
direction (A), and cases with a tilt (θ) of one collimator jaw due to misalignment errors
(B, C). Each blue bar comprises the five jaw inserts, where the dimensions of each insert
are 20 mm (x) × 34 mm (y) × 200 mm (z), while the considered beam impact parameter
is 0.5 mm in the x-direction. The sign of the tilt angle is shown and the dashed black line
refers to the collimator position in design orbit.
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The studied jaw error cases used a beam bunch of 1.30 × 1011 protons with a Gaussian

transverse profile of 0.30 mm (σx) × 0.30 mm (σy) RMS beam size. A charge of 1.30 × 1011

protons per bunch constitutes a conservative but realistic approach with respect to the

nominal bunch intensity (1.15 × 1011 protons per bunch) [47]. This choice also serves

as a good representation of the LHC Run 1 operational conditions, during which the

design bunch intensity was surpassed and the average bunch intensities in 2011 and 2012

operation were 1.20 × 1011 and 1.40 × 1011 protons per bunch respectively (Table 1.1).

The beam impact parameter, which is the transverse depth at which the beam first makes

contact with the jaw material, was assumed to be 0.5 mm. Studies with an impact

parameter of 2 mm have been carried out in [47, 114], which investigated the impact of

the full mis-directed bunch on the bulk material of the jaw inserts. By using an impact

parameter of 0.5 mm in this study, the effects of grazing of the mis-directed bunch on the

TCT’s planar collimating surface were investigated. In this way, this study complements

the other studies in analysing a range of reasonable impact parameter values for an

asynchronous beam dump scenario [27].

As will be described in Section 4.3.1, a FLUKA study was carried out for different jaw-beam

angles and beam energies in order to provide the required inputs for the thermo-mechanical

analyses. The tilt of one collimator jaw was changed from θ = -5 mrad to θ = +5 mrad

in steps of 1 mrad where the tilts of ±5 mrad were studied as limiting cases. Thus, this

study presents the cases of θ = 0 mrad and θ = ±5 mrad to represent the studied angle

range as well as the case of θ = -1 mrad due to the indications that such a tilt can actually

reduce the damage caused by an asynchronous beam dump on a hit collimator.

Table 4.1 summarises the studied cases. The lower values of deposited energy for the tilted

jaw cases when compared to the perfectly aligned ones indicate more shower leakage from

the faces of the collimator jaw. As shown schematically in Figure 4.4, when the tilt angle

is +5 mrad, the beam strikes the upstream face and the nominal exit point is 10 cm away;

when the tilt angle is -5 mrad (-1 mrad), the beam strikes the inner jaw surface 10 cm

(50 cm) from its downstream end.
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Table 4.1: List of studied jaw error cases. The convention for the positive and negative
values of the angle is as depicted in Figure 4.4. The LHC operation started at a
lower-than-design energy of 3.5 TeV in 2010, with the goal to reach the design parameters
of 7 TeV per beam in the future.

Case Energy Angle, θ Deposited energy on 1 jaw TNT equivalent

[TeV] [mrad] [kJ] [g]

1 7 0 48.50 11.56

2 7 +5 12.11 2.89

3 7 -5 10.32 2.46

4 3.5 0 23.08 5.50

5 3.5 +5 6.39 1.52

6 3.5 -5 5.22 1.24

7 7 -1 29.73 7.09

8 3.5 -1 14.18 3.38

4.3 Numerical analysis

4.3.1 FLUKA energy deposition maps

A FLUKA jaw-beam angle scanning study was carried out in order to provide inputs for the

ANSYSr calculation (Figure 4.5). The general inputs of beam size, intensity and impact

parameter given in Section 4.2.2 were used in a simplified impact model in FLUKA in

order to investigate what happens to the collimator structure in case of different jaw-beam

angles and beam energies.

4.3.2 Finite element modelling

The developed numerical FEM approach described in Chapter 3 was implemented. The

detailed modelling approach, specific to the jaw-beam angle case studies considered in this

chapter, is described below.
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Figure 4.5: Comparison of the FLUKA energy deposition maps of the tungsten collimator
jaw inserts for the different jaw-beam angle case studies. All cases consider 1 LHC bunch
with 1.30 × 1011 protons, a beam size of 0.30 mm × 0.30 mm and an impact parameter
of 0.5 mm. These maps show energy deposition x-z distributions (in kJ/cm3) along the
symmetry plane (y=0) for a 7 TeV particle beam impact case at θ = 0 mrad (top), θ =
+5 mrad (middle) and θ = -5 mrad (bottom) angles (results obtained in collaboration with
L. Lari, CERN).
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Geometry, component setup and FE discretisation

The jaw-beam angle case studies evaluated beam impacts on the left collimator jaw

assembly, whose geometry and component setup were described in Section 3.3.1. Moreover,

the 3D model of the lower symmetrical half of the left jaw assembly was discretised as

shown in Section 3.3.2.

Material modelling

As described in Section 2.2.3, the material of the TCT jaw inserts is a commercial alloy

of tungsten, known as INERMETr 180, and composed of W (95 wt.%), Ni (3.5 wt.%)

and Cu (1.5 wt.%) [59]. Data providing properties of such a metal alloy under extreme

conditions is not easily available. Thus, in this study, it was decided to use the more

defined temperature-dependent thermal and structural material properties of pure tungsten

for the jaw inserts (Figures 4.6, 4.7 and 4.8).

Figure 4.9 shows that a bilinear kinematic hardening model at different temperatures was

defined for the jaw inserts. The values of E(T ) and σyield were extracted from Figure 4.7

resulting in an elastic-perfectly plastic idealisation as described in Section 3.3.3. Given the

complexity of the simulations involved, a 5% modelling error (resulting from using pure

tungsten instead of INERMETr 180) is still considered reasonable as highlighted in [47]

where a similar approach was adopted.

The OFE-Cu of the block housing, the Cu-Ni alloy of the cooling pipes and the GlidCopr

AL-15 of the back stiffener were modelled with the thermo-physical and structural properties

given in Tables 4.2, 4.3 and 4.4 respectively.
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Figure 4.6: Temperature-dependent thermal properties of tungsten used for the material
model of the collimator jaw inserts. The density was assumed constant at ρ = 19,300 kg/m3

[115].

Figure 4.7: Temperature-dependent structural properties of tungsten used for the material
model of the collimator jaw inserts. The very small values of E on nearing the melting
temperature of the material are due to the fact that the material loses its shear strength
at such high temperatures and starts to behave like a fluid [115].
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Figure 4.8: The temperature-dependent Poisson’s ratio ν of tungsten used for the material
model of the collimator jaw inserts [115].

Figure 4.9: Elastic-perfectly plastic material models used for the collimator jaw inserts
(material: pure tungsten). The temperature-dependent structural properties (elastic E
and σyield) of tungsten are extracted from Figure 4.7.
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Table 4.2: Thermo-physical and mechanical properties of OFE-Cu at ambient temperature
used for the material model of the block housing.

Property Value

Density, ρ [kg/m3] 8940

Specific heat capacity, cp [J/kgK] 383.46

Thermal conductivity, k [W/mK] 400.68

Coefficient of linear thermal expansion, α [K−1] 1.52 × 10−5

Young’s Modulus, E [GPa] 105

Poisson’s ratio, ν 0.343

Table 4.3: Thermo-physical and mechanical properties of the Cu-Ni alloy at ambient
temperature used for the material model of the cooling pipes.

Property Value

Density, ρ [kg/m3] 8900

Specific heat capacity, cp [J/kgK] 380

Thermal conductivity, k [W/mK] 50

Coefficient of linear thermal expansion, α [K−1] 1.71 × 10−5

Young’s Modulus, E [GPa] 130

Poisson’s ratio, ν 0.345

Table 4.4: Thermo-physical and mechanical properties of GlidCopr AL-15 at ambient
temperature used for the material model of the back stiffener.

Property Value

Density, ρ [kg/m3] 8900

Specific heat capacity, cp [J/kgK] 250

Thermal conductivity, k [W/mK] 320

Coefficient of linear thermal expansion, α [K−1] 1.65 × 10−5

Young’s Modulus, E [GPa] 130

Poisson’s ratio, ν 0.300
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Loading and boundary conditions

As explained in Section 3.3.4, the τdiffusion for the jaw inserts must be calculated using

Equations 3.7 and 3.8. The transverse edge length of one mesh element in the thermal

solution (0.10 mm) was considered as the typical dimension of the structure along which

heat diffusion is computed; this characteristic dimension is also representative of a fraction

of the beam dimension (0.30 mm) as specified in Section 3.3.4. Therefore, considering l

= 0.10 mm and pure tungsten as the material of the jaw inserts, τdiffusion was found to

be approximately 153 µs for the studied jaw error cases. Since τshock was equal to the

length of 1 bunch, i.e. τshock = 1 ns, this confirmed that τdiffusion >> τshock. Thus, it was

possible to assume that no heat diffusion occurred during τshock and that the thermal and

structural analyses could be decoupled and sequentially solved, provided very short time

steps were used.

The first period of flexural oscillation of the jaw assembly was approximately 100 Hz

(Equation 3.9). Since higher modes of vibrations could reach a frequency range on the order

of kHz, the duration of the simulations was chosen to be, at least, of the order of 100 ms

compared with an ITS of the order of 1 µs for the cooling time after the beam impact.

In this way, all the phenomena could be correctly captured. Temperature evolution was

simulated until 120 ms according to the typical response time of the structure (tflex =

10 ms as calculated by Equation 3.9).

A more accurate value of the ITS can be calculated using the analytical estimation of

the Courant criterion given by Equation 3.10. Using Lmesh = 1 × 10−3 m and csound ≈

5180 m/s [115], the minimum step size was fixed to 0.1 µs for the structural analysis after

the beam impact in order to ensure the capture of all dynamic phenomena. Due to the

unconditional stability of implicit integration schemes, the ITS could be progressively

incremented (Table 4.5). In this way, excessive CPU time of calculation was avoided while

still ensuring that the higher frequency phenomena were correctly captured on the very

short time-scale. Moreover, temperature distributions were applied as a load at different

time steps in the structural calculation (Table 4.5).
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Table 4.5: Load step sequences used for the FEM transient thermal and structural analyses in the jaw-beam angle case studies.
The first load step represents the beam impact while the remaining load steps represent the cooling time after the beam impact.
The computational time needed to achieve the given structural ITSs is very significant (∼3 weeks per simulation on a 32 GB
RAM 4-core machine with a processor speed of 4.0 GHz).

Load Step Load Step Thermal ITS, Structural ITS, Imported Temperature Load

Number End Time [s] ∆tthermal [µs] ∆tstructural [µs] Time Step [s]

1 1.00 × 10−9 1.25 × 10−4 1.25 × 10−4 1.00 × 10−9

2 1.00 × 10−6 0.10 0.10 1.00 × 10−6

3 1.00 × 10−4 2.50 1.00 1.00 × 10−4

4 2.00 × 10−3 20.00 10.00 2.00 × 10−3

5 0.02 200.00 100.00 0.02

6 0.06 500.00 250.00 0.06

7 0.12 500.00 250.00 0.12
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4.4 Results and evaluation

4.4.1 Thermal analyses

A preliminary assessment of the extent of beam-induced damage was done by evaluating

the maximum temperatures reached and consequently, the dimension of the molten region

on the jaw inserts. The first step of solution was a transient thermal analysis, where given

the energy deposition map, it was possible to calculate the temperature distribution and

its evolution over time. During the 1 ns beam impact duration, the system received all the

energy and reached the maximum temperature on the collimator jaw inserts.

The studied jaw error cases (Table 4.1) led to different results, both in terms of peak

temperature value as well as its location (Figure 4.10). The temperature computation was

done starting from the internal energy value and using the heat capacity and density of the

solid material. For this reason, the simulated temperature values are realistic only in the

solid material part of the component and temperatures exceeding the melting temperature

are thus shown in dashed lines.

On analysing the temperature distribution results (Figure 4.10), it is clear that in most

of the cases, the melting temperature of the jaw insert material was exceeded in certain

regions. The molten region caused by the beam impact signifies the formation of a groove

on the jaw surface. The high temperatures reached and the extent of the molten region

prove the highly destructive nature of the LHC beams.

The impact of the beam at different jaw-beam angles also influenced the spread in the

energy deposition and thus, the cross-sectional temperature distribution on the collimator

jaw inserts. The differences in the extent of the molten region at 7 TeV, in particular

between the most loaded case (‘7 TeV, 0 mrad’) and the least loaded case (‘7 TeV, -1 mrad’),

is evident (Figure 4.11).
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Figure 4.10: Temperature peak profiles along the beam direction for the different jaw-beam angle error cases. The melting
temperature of the jaw inserts is marked at 3420 oC, assuming pure tungsten as the jaw insert material. The reason for the
dashed graph lines above the melting temperature is that the simulated temperature values are realistic only in the solid material
part of the component.
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Figure 4.11: Comparison of the cross-sectional temperature distributions at Tmax-section
for the different jaw-beam angle error cases after the beam impact at 7 TeV. The red region
represents temperatures exceeding the melting temperature of pure tungsten (3420 oC).
The enclosed area is the same as that shown enclosed within the dashed yellow line in
Figures 3.6 and 3.7.
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An analysis of the temperature peak profiles in Figure 4.10 also shows that the ‘7 TeV,

-1 mrad’ and ‘3.5 TeV, -1 mrad’ cases exhibit different behaviour when compared to the

other scenarios. The 0.5 mm impact parameter and -1 mrad jaw tilt mean that the first

point of impact of the central 1σ of the beam (assumed 0.30 mm wide RMS) was spread

between z = 0.2 m and z = 0.8 m along the collimator length, thus reducing the peak

thermal load. As a comparison, at θ = -5 mrad, the same first point of impact of the

0.30 mm RMS beam was only spread between z = 0.84 m and z = 0.96 m.

Although the ‘3.5 TeV, -1 mrad’ case involved a larger energy deposition than the ‘3.5 TeV,

±5 mrad’ cases (Table 4.1), the former case has a better temperature distribution along

the jaw as shown in Figures 4.10, 4.12 and 4.13. This was a very interesting observation;

hence it was decided to focus on the ‘3.5 TeV, -1 mrad’ case in Section 4.4.2 for further

detailed structural analyses.

Figure 4.12: Logarithmic temperature distribution on the collimator jaw model for the
‘3.5 TeV, -1 mrad’ case as provoked by the beam impact at 1 ns.
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Figure 4.13: Logarithmic temperature distribution on the collimator jaw model for the
‘3.5 TeV, -1 mrad’ case as provoked by the beam impact at 120 ms.

Since the jaw insert material was assumed to be pure tungsten for the purpose of these

simulations, the melting temperature (Tmelt = 3420 oC for tungsten) was not exceeded

in any part of the collimator jaw for the ‘3.5 TeV, -1 mrad’ case. This meant that there

was no change of state in the material, resulting in the formation of stress waves in the

plastic domain as explained in Section 2.3.2. Consequently, the use of an FE model with

an implicit scheme of integration was sufficient for this study and it was in fact used for

the structural analyses presented in Section 4.4.2.

Given that in reality the material of the jaw inserts is INERMETr 180 and not pure

tungsten, the copper-nickel matrix melts before the tungsten grains, thus lowering the

operating temperature of the whole material. Taking into account this lower melting

temperature limit, the molten region in the ‘3.5 TeV, -1 mrad’ case will still be limited to

a small region when compared to the other jaw error cases. Thus, a jaw tilt of -1 mrad

will still classify as an optimised jaw-beam orientation for an asynchronous beam dump

accident.
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4.4.2 Structural analyses

This section will present the structural analyses of the collimator structure in the

elastic-plastic domain of its constituent materials for the ‘3.5 TeV, -1 mrad’ case. This

includes the evaluation of both the dynamic response and the potential permanent damage

of the jaw assembly as calculated with ANSYSr.

Once the expected temperature increase was known, simple formulae could be applied to

estimate the range of compressive stresses as well as to predict the plasticisation provoked

by the thermal shock. Assuming that no longitudinal expansion occurs (plane-strain case),

compressive strains, ε, and linear elastic stresses, σlinear, can be estimated analytically

using Equations 4.1 [108, p. 70-71] and 4.2 [108, p. 71-74] respectively:

εzmax = −α∆Tmax, (4.1)

σlinear
zmax

= −Eα∆Tmax

1− 2ν
, (4.2)

where E, α and ν are the Young’s Modulus, coefficient of thermal expansion and Poisson’s

ratio of the jaw insert material respectively, and ∆Tmax = Tmax - Tref.

The analytical and FEM approaches to find the compressive strains and stresses that

develop within the jaw inserts during the beam impact are compared (Figure 4.14).

The compressive strains show good agreement, with both methods giving a maximum

compressive longitudinal strain of approximately 0.012 at the end of the impact duration.

Both approaches also give compressive thermal stresses on the order of GPa. Moreover,

the longitudinal deformation of the collimator jaw assembly due to the particle beam

impact does not exceed 0.1 mm (Figure 4.15), thus justifying the modelling approach of

the contact interface between the jaw inserts as described in Section 3.3.1.
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Figure 4.14: Maximum compressive longitudinal stresses and strains that developed
within the jaw inserts over the duration of the beam impact (τshock = 1 ns). Values obtained
as a result of FEM simulations, as well as analytically using Equations 4.1 and 4.2, are
compared.

Figure 4.15: Longitudinal deformation (z-direction) of the collimator jaw assembly due
to the studied particle beam impact. The maximum longitudinal deformation is ∼35 µm.
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On comparing the temperature distribution (Figure 4.12) to the stress distribution

(Figure 4.16), it can be observed that the region of maximum compressive stresses is

the same as the region of maximum temperatures induced during the beam impact. The

high temperatures cause the expansion of this region of material. However, due to the

very fast temperature change occurring within the collimator jaw, thermal expansion

is prevented by the inertia of the surrounding material, thereby establishing a coupling

between thermally originated elastic forces and inertia forces.

Figure 4.16: Longitudinal stresses (z-direction) on the collimator jaw assembly due to
the particle beam impact. High compressive stresses dominate the region of the maximum
energy deposition. A detailed view is shown in the inset.

In the case of a simply supported beam, which is the case of the collimator jaw, this effect

gives rise to dynamic stresses propagating along the beam axis. Assuming a very short

τshock from the beam impact, at t = τshock, the system would still be in a compressive

state. The stress relaxation due to the elastic forces starts from the extremities of the

beam - two stress waves appear travelling from the extremities, superimposing at the

centre and reflecting at the other ends [70].
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The structural dynamic effects provoked by the thermal shock can be studied as the

response of the system to two dynamic thermal loads acting at the extremities of the beam

- axial force and bending moment. These loads are superimposed to the quasi-static field

and are necessary to ensure the dynamic equilibrium. Since no heat diffusion is assumed

to occur during τshock, these two loads grow linearly from zero to the maximum value at

the end of the energy deposition. From this time onwards, the force remains constant

since it is proportional to the deposited energy while the bending moment decreases as the

temperature distribution tends to become more uniform because of thermal diffusion [70].

The main frequency of flexural oscillation, approximately 100 Hz as calculated in

Section 4.3.2 using Equation 3.9, was correctly predicted by the transient structural

simulations. The jaw assembly, hit by the high-energy particle beam, showed a dynamic

flexural response with a main frequency of approximately 95 Hz (Figure 4.17). Furthermore,

the jaw assembly vibrated with an underdamped response around its quasi-static deflected

position.

Figure 4.17: Dynamic flexural displacement (x-direction) of the collimator jaw assembly
at z = 0.430 m, as provoked by the particle beam impact. The quasi-static deflection due
to the thermal bending moment is also shown.
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The interpretation of the structural dynamic effects provoked by the beam impact as

two dynamic thermal loads helps to explain the development of the longitudinal and

flexural vibrations, as well as of the dynamic thermal stresses. Figures 4.18 and 4.19 show

the longitudinal and flexural response of the collimator structure to the beam impact as

obtained from the numerical FEM analysis.

Figure 4.18: Dynamic flexural displacement (x-direction) and dynamic longitudinal stress
(z-direction) on the collimator jaw assembly at z = 0.430 m, as provoked by the particle
beam impact during the first few microseconds. It can be observed that oscillations start
at a frequency range on the order of kHz.

A typical mode of material failure during high velocity impact is spallation. As described in

Section 2.3.3, the maximum principal stress model can be used to detect if spallation occurs.

The dependence of the UTS of pure tungsten on temperature is given in Figure 4.20. It can

be noticed that the highest temperature developed in Figure 4.12 exceeds the temperature

at which the UTS data of pure tungsten is available (Figure 4.20). It can however be

concluded from the contour plot of the maximum principal stress on the collimator jaw

(Figure 4.21) that the highest tensile stresses are concentrated over a small region resulting

in limited crack formation and consequent damage.
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Figure 4.19: Dynamic flexural displacement (x-direction) and dynamic longitudinal
stress (z-direction) detected on the collimator jaw assembly at z = 0.430 m between t =
0.06 s and t = 0.12 s after the particle beam impact. It can be observed that oscillations
settle at a main frequency of approximately 95 Hz, which is equivalent to the first period
of flexural oscillation of the jaw assembly.

A quasi-static structural analysis was finally performed after the dynamic response had

disappeared to investigate if the collimator jaw assembly would remain permanently

deformed due to the particle beam impact. Figure 4.22 shows the residual plastic strains

on the collimator jaw inserts. As expected, the region of the jaw inserts that is subject to

the high temperature distribution (Figure 4.12) expands outwards resulting in a permanent

deformation of approximately 82 µm of the collimator jaw assembly as shown in Figure 4.23.
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Figure 4.20: The ultimate tensile strength (UTS) of tungsten as a function of temperature
[116].

Figure 4.21: Contour plot of the maximum principal stress on the collimator jaw assembly
at the end of the dynamic response. The region with the highest tensile stresses is subject
to the formation of micro-cracks and ultimately, spallation. A detailed view is shown in
the inset.
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Figure 4.22: Equivalent plastic strains on the collimator jaw assembly due to the beam
impact. A detailed view is shown in the inset.

Figure 4.23: Total deformation of the collimator jaw assembly resulting from the beam
impact. The deformation scale factor is 310.
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4.5 Conclusions

This work focuses on the study of a conservative accident scenario involving the direct

impact of 1 LHC bunch on a TCT jaw as a result of an asynchronous beam dump. This

study is important because if such an accident happens during physics or collimation

beam-based alignment setups, it can have catastrophic consequences which must be

understood a priori.

In this chapter, the thermo-mechanical response of TCTs in novel jaw error cases was

evaluated and the most interesting load cases were identified for further detailed analyses.

A thermal evaluation of the extent of beam-induced damage was performed. Comparison

of the peak temperatures reached and of the extent of the molten region indicated that the

most loaded case was when the beam impact occurred on jaw inserts that were perfectly

aligned with the beam direction (θ = 0 mrad). Significant peak temperatures were also

observed when the collimator jaws were slightly inclined.

However, it was found that in the case of a jaw inclination of -1 mrad, no region with very

focused energy deposition resulted from the beam impact, leading to an overall lower peak

temperature. Such a tilt, together with an impact parameter of 0.5 mm, meant that the

0.30 mm RMS beam hit the jaw surface 50 cm from its downstream end and that the first

point of impact was spread from z = 0.20 m to z = 0.80 m.

Subsequently, the thermally induced dynamic response of the collimator structure was

studied for the ‘3.5 TeV, -1 mrad’ asynchronous beam dump case. This was followed

by a quasi-static analysis to calculate potential permanent deformations of the structure

once the dynamic response had disappeared. A permanent deformation of approximately

82 µm was observed on the collimator jaw assembly for the ‘3.5 TeV, -1 mrad’ jaw error

case, which damage is much lower than what is expected of the perfectly aligned case.

In conclusion, it was shown that a tilt of the jaw can actually mitigate the effect of the

beam-induced damage caused by an asynchronous beam dump on TCTs.
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Material Characterisation Tests

5.1 Introduction

Reliable FEM simulations are strongly dependent on a correct material model. When the

high-energy particle beam impacts the collimator structure during an asynchronous beam

dump, a great percentage of the energy is deposited within the collimator jaw inserts.

This makes the material modelling of the jaw inserts extremely critical in order to be able

to numerically simulate beam impact events with a high level of confidence. Research

in tungsten heavy alloys is mostly boosted by their ballistic applications as anti-armour

kinetic energy penetrators, and as explained in Section 4.3.2, data providing properties of

such materials under extreme conditions is very scarce. For this reason, full thermal and

structural material characterisation campaigns were commissioned for INERMETr 180 in

different test laboratories, as will be explained in this chapter.
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5.2 INERMETr 180

5.2.1 Composition

The outstanding thermal properties of tungsten metal make it suitable for a wide range of

applications. However, some of the properties of tungsten metal, such as the electrical

and thermal conductivities, the sensitivity towards oxidation and the poor workability, are

unsatisfactory for certain applications and thus restrict its use. Such limitations have led

to the development of two-phase alloys that combine the useful properties of tungsten

with those of the additive [116]. Two important alloy systems include:

• Tungsten heavy metal alloys: this term refers to a group of two-phase alloys

based on W-Ni-Fe and W-Ni-Cu-(Fe). Such alloys are characterised by a high density

and a unique combination of strength and ductility. They are therefore used wherever

high density, excellent mechanical properties and good workability are necessary.

• W-Cu and W-Ag alloys: such alloys combine the high electrical and thermal

conductivities of copper, or silver, with the high hardness and wear resistance of

tungsten.

INERMETr 180 is a tungsten heavy metal alloy with a composition of 95 wt.% W -

3.5 wt.% Ni - 1.5 wt.% Cu. A typical microstructure (Figure 5.1) consists of spherical

tungsten grains (20 to 60 µm in diameter) embedded in a tough metallic copper-nickel

matrix that also provides the necessary thermal and electrical continuity to the material.

The elemental composition is shown in Figure 5.2.

While the tungsten grains show the typical body-centred cubic (BCC) structure with a very

high Young’s Modulus, the structure of the binder phase that contains around 20 wt.% W

in solid solution is commonly face-centred cubic (FCC) [116]. Moreover, INERMETr 180

does not have a unique melting temperature due to its composition of W and Cu-Ni phases.

The melting temperature of pure tungsten is around 3420 oC. However, a conservative
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value for the melting temperature of INERMETr 180 is taken as 1343 oC; this is equivalent

to the melting temperature of the Cu-Ni phase of the alloy which corresponds to loss of

shear strength and if exceeded, might create instability in the material.

During a beam impact on INERMETr 180 which causes the melting of the Cu-Ni phase,

there is no sufficient time for the molten phase to flow out of the pores of the material.

The expansion of the Cu-Ni phase thus results in a large internal pressure that can provoke

degradation of the thermo-mechanical properties as well as create zones with different

porosities and composition. The mechanical properties of the final alloy are therefore

mainly related to the properties of the individual phases as well as the complex interaction

between them.

Figure 5.1: Scanning electron microscope image at low magnification (100×) showing
the typical microstructure of INERMETr 180 by means of a quadrant back scattering
detector. The tungsten grains are clear while the binder phase appears black.
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Figure 5.2: Elemental composition of INERMETr 180 obtained through the production
of characteristic X-rays with the scanning electron microscope. As expected, the main
chemical elements are W, Ni and Cu. The carbon peak represents the presence of a surface
contamination; this in fact appears as a large black circle on the left hand side of the
microstructure in Figure 5.1.

5.2.2 Manufacture and Fabrication

Conventional manufacturing techniques such as melting and casting in a mold are commonly

applied for most metals. However, due to the high melting temperature of pure tungsten,

such techniques cannot be used for the manufacture of tungsten heavy alloys. In such

cases, a powder metallurgy technique (Figure 5.3) is alternatively used for the material

production.

In the case of INERMETr 180, the tungsten powders are mixed with the low melting

elements (copper and nickel) in the desired ratio. The liquid phase sintering process implies

that the mixed powders are first compacted to form a green body and then subjected to

heat treatment below the melting temperature of tungsten. In this way, the lower melting

elements undergo melting and form the matrix that bonds the unmolten tungsten particles
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Figure 5.3: Powder metallurgy process used for the manufacturing of INERMETr

products [59].

together. As a matter of fact, the spheroidised microstructure shown in Figure 5.1 is the

result of the sintering process in which the rounded phase is pure tungsten surrounded

by a metallic binder phase also containing dissolved tungsten in solid solution. Both

die pressing and isostatic pressing (dry- and wet-bag pressing) can be used during the

manufacturing process. Since the green strength is high enough to handle the compacts,

no lubricant is commonly added. Powder injection moulding (PIM) is used where net

shaping is desired and large quantities of complex parts are produced [59].

5.2.3 Properties

As is the general case for most materials, mechanical properties are very sensitive to

processing conditions, impurities and microstructure. Thus, problems with controlling

porosity, impurities and microstructural homogeneity are commonly found in heavy alloy

fabrication. Residual sinter porosity and the formation of interface precipitates must be

avoided as they are the main reason for inferior material properties.

Besides the high density and the unique combination of high strength and ductility, other

attributes [59] that make heavy metal alloys, such as INERMETr 180, a versatile product

are:
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• High modulus of elasticity

• Excellent vibration damping characteristics

• Good machinability

• High absorption ability for X-rays and gamma-rays

• Good thermal and electrical conductivities

• Low coefficient of thermal expansion

• Low electrical erosion and welding tendency

• Good resistance to corrosion

• Inexpensive manufacturing of complex products and components

• Harmless to the health and environment

Additionally, a clear advantage of W-Ni-Cu alloys lies in their non-magnetic characteristics.

Members of the W-Ni-Cu group also exhibit a higher electrical conductivity when compared

to W-Ni-Fe alloys. The nickel-to-copper ratio in W-Ni-Cu alloys ranges from 3:2 to 4:1;

for the case of INERMETr 180, this ratio is 3.5:1.5. On the other hand, W-Ni-Cu alloys

exhibit lower strength and ductility at room temperature when compared to W-Ni-Fe

alloys. This effect is caused by the amount and the dimension of the tungsten particles,

both of which influence the fracture mode of the material [117].

A microstructure and fractographic analysis [118] of both W-Ni-Cu and W-Ni-Fe alloys

demonstrated that the W-Ni-Fe alloy has smaller tungsten grains and a smaller amount

of tungsten-tungsten interfaces when compared to the W-Ni-Cu alloy. The dimension of

the tungsten grains depends on the sintering temperature and since the W-Ni-Cu alloys

require a higher temperature, this results in the formation of bigger grains [117]. This in

turn implies a lower amount of binder phase and an increase in the tungsten-tungsten

interfacial area. As described in Section 2.3.3, the tungsten-tungsten interfaces act as

the weak link in the microstructure and thus a larger amount of such interfaces for the

W-Ni-Cu alloy compromises the material strength and ductility.
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5.2.4 Applications

Heavy metals are used in applications where the high specific weight of the material plays

an important role. Such applications include counterweights, rotating inertia members,

X-ray and gamma-radiation shields, rigid tools for machining as well as mechanisms for

defence purposes (such as kinetic energy penetrators and fragmentation devices).

With a density of around 18,000 kg/m3 and a high X-ray and gamma-ray absorption

capacity, such tungsten heavy metal alloys are the ideal materials for collimators and

shielding components in radiotherapy. In comparison to other materials, these alloys

have exceptional stability and freedom from distortion. Apart from the applications in

high-energy physics, collimators are also used in medical technology where they serve as

channels for filtering radiation, concentrating the beam directly onto the treatment site

while protecting the surrounding healthy tissue. Shielding components are also built into

linear accelerators to ensure the protection of the surrounding area right up to the end

collimator. In addition, the good machinability of such alloys makes them appropriate for

a broad range of applications in the aerospace, automotive and construction industries

[59].

5.3 Thermal characterisation

5.3.1 Thermo-physical deliverables

Due to the use of INERMETr 180 as a collimator jaw insert material, knowledge of its

temperature-dependent thermo-physical properties is of paramount importance for the

correct modelling of collimators in such a high-temperature application. A thermo-physical

analysis of INERMETr 180 was thus commissioned at the Austrian Institute of Technology.

This test campaign involved the solid state measurements of the basic thermo-physical

properties, as described in Section 3.3.3, of INERMETr 180 between room temperature
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and 1450 oC. The aim was to obtain the thermo-physical properties over the widest possible

range of temperatures, however taking care not to induce significant melting of the material

due to potential damage to the testing equipment.

The methodologies used for the different thermal characterisation tests as well as the

results of the measurement campaign are presented in the next sections as indicated for

each thermo-physical property listed below:

• Coefficient of linear thermal expansion, α(T ) (Section 5.3.3)

• Density, ρ(T ) (Section 5.3.3)

• Specific heat capacity, cp(T ) (Section 5.3.4)

• Thermal diffusivity, κcc(T ) (Section 5.3.5)

• Thermal conductivity, k(T ) (Section 5.3.6) - calculated out of the measurement data

of ρ(T ), cp(T ) and κcc(T )

5.3.2 Overview of thermal characterisation tests

All adopted methods were used in accordance with the relevant standards. The statement

of a measurement result is only complete if it contains both the value attributed to

the measurement as well as the uncertainty associated with the measurement result. A

statistical analysis [119] was thus carried out according to DIN V ENV 13005 [120] as

explained below.

When a physical quantity Xi is measured repeatedly, the best estimate of Xi is the

arithmetic mean qi of the n individual measurements qi,1, qi,2, . . . qi,k, . . . qi,n (Equation 5.1).

The best estimate of the uncertainty of an individual qi,k is the standard deviation of the

individual measurements, s(qi,k) (Equation 5.2). The uncertainty of the arithmetic mean

of the full set of {qi,k} is u(qi) (Equation 5.3). The best output estimate y is calculated

with Equation 5.4, using the best input estimates qi as shown in Equation 5.1. Finally, the

uncertainty of the output estimate uc(y) is calculated by Equation 5.5, and it is called the
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standard uncertainty of the output estimate, well known as the Gaussian Error Propagation

Law.

qi =
1

n
·

n∑
k=1

qi,k, (5.1)

s(qi,k) =

√√√√ 1

n− 1
·

n∑
k=1

(qi,k − qi)2, (5.2)

u(qi) =
1√
n
· s(qi,k) := u(xi), (5.3)

y = f(q1, q2, ...qi, ...qn), (5.4)

u2
c(y) =

n∑
i=1

(
∂f

∂xi

)2

· u2(xi), (5.5)

Equation 5.5 calculates the standard uncertainty of the output estimate with respect to a

66% confidence interval. Measurement results of technical data are usually attributed with

uncertainties of a 95% confidence interval, which is achieved by multiplying Equation 5.5

with a coverage factor of 2 as shown in Equation 5.6.

u2
c;95%(y) = 2 ·

n∑
i=1

(
∂f

∂xi

)2

· u2(xi), (5.6)

Each thermo-physical method has specific reference materials as will be given in

Sections 5.3.3, 5.3.4 and 5.3.5 for each respective method. Measurements performed

with such reference materials show that the uncertainties of measurement results should

typically be around 1% of the measured values, provided that tests are performed on a
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suitable specimen. The use of a suitable specimen is important to eliminate any possible

influences caused by the material or the specimens themselves. The calculated thermal

conductivity can then be obtained with an uncertainty of less than 5%.

Schematic diagrams of the sample geometries used for the thermal characterisation tests

are shown in Figure 5.4. All types of measurements had to be repeated a number of

times for statistical reasons and thus three samples were respectively provided for each

measurement of α(T ), cp(T ) and κcc(T ).

Figure 5.4: Schematic diagrams of the sample geometries used for the thermal
characterisation tests.
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5.3.3 Coefficient of linear thermal expansion

The linear thermal expansion of INERMETr 180 was measured using the pushrod

dilatometry method. A high temperature dilatometer, NETZSCH DIL 402C (Figure 5.5),

was used for the specific temperature range of [+25 oC, +1450 oC] and measurements were

performed according to the standards DIN 51909, DIN 51045, DIN EN 821-1 and DIN V

ENV 1159-1.

A dilatometric analysis is used to determine dimensional changes versus temperature or

time while a sample undergoes a controlled temperature program. It is performed by

inserting the sample into a special holder within a movable furnace. A pushrod is positioned

directly against the sample and transmits the length change to an LVDT (Figure 5.6). As

the sample length changes during the temperature program, the LVDT core is moved and

an output signal proportional to the displacement is recorded. The temperature program

is controlled using a thermocouple located in direct proximity to the sample, thus yielding

reproducible temperature measurements. Moreover, a thermostat ensures that neither

variation in air temperature nor heat radiation from the furnace affect the measurement

result.

Since the sample holder and the front part of the pushrod are being exposed to the same

temperature program as the sample, they are also expanding. The resulting dilatometer

signal is therefore the sum of the length changes of the sample, the sample holder and

the pushrod. It is thus necessary to correct the raw dilatometer data in order to obtain a

true view of the sample behaviour. The measuring process is consequently done in two

sequential steps:

1. The determination of the expansion behaviour of the dilatometer itself (using a

reference material R)

2. The measurement of the specimen S
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Figure 5.5: 3D sectional view of a high temperature pushrod dilatometer NETZSCH
DIL 402C [121].

Figure 5.6: Functional diagram of a pushrod dilatometer [121].
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The highly vacuum-tight construction of the pushrod dilatometer DIL 402C (Figure 5.5)

allows measurements to be carried out both in a pure gas atmosphere or in a vacuum in

order to avoid corrosion at high temperature. In this measurement campaign, the high

temperature dilatometer was operated under helium conditions with a gas flow rate of

50 ml/min. Furthermore, a heating rate of 2 K/min was used in accordance with the

relevant standards, leading to sufficiently low uncertainties.

The physical definition of the linear thermal expansion ∆L(T )/L0, and the knowledge of

the thermal expansion behaviour of a reference material, enable to derive the equation

for the correction function KR(T ) to eliminate systematic errors in the measurement

process (Equation 5.7). This allows the calculation of the values of the linear thermal

expansion of an unknown material (sample: S) with Equation 5.8 when the curve of the

temperature-dependent position PS(T ) is known. Equations 5.7 [119, p. 8] and 5.8 [119,

p. 8] are given here, where the subscriptions R, Lit and S indicate measurements done

with a reference material R (typically sapphire, fused silica, alumina or platinum) or with

a specimen S, or else refer to reference data from Literature respectively:

KR(T ) =

[
∆LR(T )

L0;R

∣∣∣∣
Lit

− PR(T )

L0;R

]
, (5.7)

∆LS(T )

L0;S

=
PS(T )

L0;S

+KR(T ) =
PS(T )

L0;S

+

[
∆LR(T )

L0;R

∣∣∣∣
Lit

− PR(T )

L0;R

]
, (5.8)

The uncertainty of ∆LS(T )/L0;S, and the equipment specific uncertainty (ESU) of the

dilatometer, ESU |∆L/L0 , are respectively given by Equations 5.9 [119, p. 10] and 5.10

[119, p. 10] below:

uc
2

(
∆LS

L0;S

)
= 12.u2

(
PS

L0;S

)
+ 12.u2

(
∆LR

L0;R

∣∣∣∣
Lit

)
+ 12.u2

(
PR

L0;R

)
, (5.9)
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ESU2
∣∣
∆L/L0

= u2

(
PR

L0;R

)
+ u2

(
∆LR

L0;R

∣∣∣∣
Lit

)
, (5.10)

The coefficient of linear thermal expansion, α(T ), and ESU2
∣∣
α

are then given by

Equations 5.11 [119, p. 8] and 5.12 [119, p. 10] respectively:

αS(T ) :=
1

∆T (T )
.
∆LS(T )

L0;S

, (5.11)

ESU2
∣∣
α

=
1

∆T 2
· ESU2

∣∣
∆L/L0

, (5.12)

The variation of ∆L(T )/L0 and α(T ) are presented in Figures 5.7 and 5.8 respectively.

The drop in the measurement values of ∆L(T )/L0 and α(T ) observed at high temperature

is the result of the initiation of melting of the Cu-Ni binder phase. The variation with

temperature of the relative thermal density, ρ/ρ0, and the relative volume, V/V0, were also

extracted from the measurements of ∆L(T )/L0 and are given in Figure 5.9.
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Figure 5.7: Linear thermal expansion of INERMETr 180 as a function of temperature.

120



C
h
ap

ter
5.

M
aterial

C
haracterisation

T
ests

Figure 5.8: Coefficient of linear thermal expansion of INERMETr 180 as a function of temperature.
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Figure 5.9: Relative thermal density and volume of INERMETr 180 as a function of temperature.
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5.3.4 Specific heat capacity

The value of the specific heat capacity of INERMETr 180 was measured using the

differential scanning calorimetry (DSC) method in accordance with the standards DIN

V ENV 1159-3 and DIN ENV 821-3. The DSC method is an experimental technique for

measuring the energy necessary to establish a nearly zero temperature difference between

a test specimen S and an inert reference material R while the two samples are subjected

to an identical temperature program.

A high temperature calorimeter, NETZSCH DSC 404C (Figure 5.10), was used for the

specific temperature measurement range of [+25 oC, +1450 oC]. This calorimeter was

operated dynamically under argon conditions with a gas flow rate of 50 ml/min in order to

avoid corrosion at high temperature. A heating rate of 20 K/min was used in accordance

with the relevant standards, leading to sufficiently low uncertainties.

Figure 5.10: Sectional view of a high temperature calorimeter NETZSCH DSC 404C
[122].
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The DSC 404C system operates according to the heat flux principle (Figure 5.11). With

this method, a sample and a reference material are subjected to a controlled temperature

program (heating, cooling or isothermal). The measuring process consists of three sequential

steps:

1. The determination of the behaviour of the empty calorimeter (base-line: B)

2. The measurement of a reference material R (typically sapphire)

3. The measurement of the sample S

The actual measured properties are the temperature of the sample and the temperature

difference between the sample and the reference material measured with a thermocouple.

From the raw data signals, the heat flow difference between the sample and the reference

material can be determined, from which the specific heat capacity of the sample can then

be calculated as will be shown by Equation 5.15. To ensure an optimum representation of

the occurring heat consumptions, base-line corrected DSC signals are used.

Figure 5.11: Functional principle of a heat-flux DSC [122].

The physical definition of the specific heat capacity cp(T ) (Equation 5.13), together with

the mathematical description of the heat content of a material as a function of temperature

(Equation 5.14), lead to the derivation of the dynamic calorimeter equation (Equation 5.15).

The specific heat capacity can then be calculated based on the measured DSC data from
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Equation 5.15. Equations 5.13 [119, p. 13], 5.14 [119, p. 13] and 5.15 [119, p. 13] are given

below, where V means the volume of the sample, ρ is the density and DSC refers to the

sensor signal:

∆Q = cp ·m ·∆T ↔ cp =
∆Q

m ·∆T
=
Q |T+dT

T

m.dT
; [cp] = 1

J

g ·K
, (5.13)

Q(t) =

∮
V

dV · ρ(~x, T ) ·
∫ T (~x,t)

0

cp(~x, T ) · dT, (5.14)

cp
(S)(T ) =

DSC(S)(T )−DSC(B)(T )

DSC(R)(T )−DSC(B)(T )
· m

(R)

m(S)
· cp

(R)(T ), (5.15)

where m(R)

m(S) · cp
(R)(T ) = fe(T ) and DSC(S)(T )−DSC(B)(T )

DSC(R)(T )−DSC(B)(T )
= DSC(T )

The ESU |cp and the combined standard uncertainty of the measured cp results are given

by Equations 5.16 [119, p. 14] and 5.17 [119, p. 14] respectively:

ESU2
∣∣
cp
∼= f 2

e ·
[

(DSC(S) −DSC(B))2

(DSC(R) −DSC(B))4
· u2(DSC(R))

]
+ f 2

e ·
[

(DSC(S) −DSC(R))2

(DSC(R) −DSC(B))4
· u2(DSC(B))

]
+

(
m(R)

m(S)

)2

·DSC2(T ) · u2(cp), (5.16)

u2
c(cp

(S)(T )) = ESU2 + f 2
e ·

u2DSC(S)

(DSC(R) −DSC(B))2
, (5.17)

The measured variation of the specific heat capacity with temperature is shown in

Figure 5.12. The curves obtained from the measured cp values of the three INERMETr 180

samples indicate the enthalpy effect. This effect cannot be separated from cp effects using

125



Chapter 5. Material Characterisation Tests

standard DSC methods. Thus, the recommended specific heat capacity is calculated using

extrapolated values which then give the correct inner transformation intervals.
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Figure 5.12: Specific heat capacity of INERMETr 180 as a function of temperature.
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5.3.5 Thermal diffusivity

The thermal diffusivity of INERMETr 180 was measured using the laser flash analysis

(LFA) method. This method replaces the measurements of the absolute quantity of laser

energy absorbed by the sample, and of the resulting absolute temperature increase, with a

more accurate and direct measurement of the time and relative temperature increase. A

high temperature NETZSCH LFA 427 (Figure 5.13) was used for the specific temperature

range of [+25 oC, +1450 oC]. The measurement procedure was carried out conforming to

the standards DIN 51936, DIN V ENV 1159-2, DIN EN 821-2 and ASTM E1461-01.

Figure 5.13: Schematic sectional view of the hardware of a NETZSCH LFA 427 [123].
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The laser flash apparatus (Figure 5.14) consists of four essential components:

• Measuring unit with furnace, sample carried and infrared detector

• Controller for measuring unit

• Laser system connected via fibre optics

• Data acquisition (DAQ) system and computer

Figure 5.14: Functional principle of the laser flash apparatus [123].

The LFA was operated under isothermal (δT/δt < 0.1 K/min) and helium conditions with

a gas flow rate of 50 ml/min. Similar to the other methods, operation with a pure gas

is chosen to reduce the possibility of corrosion at high temperature. In general, coplanar

discoid samples of a height h are used for the LFA method. Each sample is mounted on a

carrier system which is located in a furnace. After the sample reaches a pre-determined

temperature, a burst of energy emanating from a pulsed laser is absorbed on the front

face of the sample, resulting in homogeneous heating. Reference materials for this method

typically include steel 4970, graphite and silicon carbide.
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The measuring process is then done in one step and is based on the detection of the

time-dependent temperature curve at the rear side of the specimen (away from the laser

heated top side of the specimen). The relative temperature increase on the rear face of

the sample is measured as a function of time by an infrared detector. The relevant data

used to determine the thermal diffusivity are the maximum temperature increase on the

rear side ∆Tmax, and the time till half of this temperature increase occurs, t1/2, where

0.5∆Tmax = ∆T (t1/2).

In case of flash experiments, adiabatic boundaries are applied, meaning that an ideal

thermal insulation of the considered volume is assumed. After the initial heat impact

applied by the laser pulse, no further heat exchange between the specimen and the thermal

environment occurs. The thermal diffusivity is computed by the DAQ software using the

time/relative temperature increase data. For adiabatic conditions and under the basic

assumptions of Parker’s description of a flash technique, the thermal diffusivity κcc is

determined by the Equation 5.18 [119, p. 17]:

κcc(T ) = −
ln(1

4
)

π2
· h

2(T )

t1/2
, (5.18)

The ESU of the flash setup and the standard uncertainty of κcc are given by Equationn 5.19

[119, p. 17] and 5.20 [119, p. 17] respectively:

ESU2(κcc) = κcc
2 ·

[
4 · u2(h)

h2
+

(
a · π2

ln(1/4) · h2)

)2

· u2(t1/2)

]
, (5.19)

u2
c(κcc) = SDV 2(κcc) + ESU2(κcc), (5.20)

The measured variation of the thermal diffusivity with temperature is given in Figure 5.15.

The phenomenon of the onset of densification is marked on Figure 5.15 and it refers to when
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the process of sintering occurs, resulting in a decrease in the sample thickness. Thickness

relevant data (such as thermal diffusivity) become highly uncertain at temperatures higher

than onsets like this and thus such measurement values were not used for the material

model in ANSYSr.

5.3.6 Thermal conductivity

One of the most widely used methods for determining the thermal conductivity k(T ) is to

measure the density ρ, the thermal diffusivity κcc and the specific heat capacity cp as a

function of temperature using the methods explained above. In this case, the computation

of k(T ) as a product of these data was performed for the temperature range [+25 oC,

+1450 oC] using Equation 5.21 [107, p. 68]:

k(T ) = ρ(T ) · κcc(T ) · cp(T ), (5.21)

The calculated variation of the thermal conductivity with temperature is given in

Figure 5.16. The phenomenon of the onset of densification comes from the thermal

diffusivity measurements as explained in Section 5.3.5.
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Figure 5.15: Thermal diffusivity of INERMETr 180 as a function of temperature.
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Figure 5.16: Thermal conductivity of INERMETr 180 as a function of temperature.
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5.4 Structural characterisation

5.4.1 Structural deliverables

In addition to the thermo-physical characterisation presented in Section 5.3, a structural

test campaign was also necessary in order to completely characterise the material behaviour

of INERMETr 180. A suitable strength material model for INERMETr 180 was needed

to be able to correctly reproduce the mechanical behaviour over a wide strain-rate and

temperature range as required for the cases studied in this thesis.

For this reason, a structural characterisation campaign was commissioned and performed

at the DYNLab at Politecnico di Torino. This test campaign involved the investigation of

the mechanical behaviour of INERMETr 180 under static and dynamic loading conditions

at different temperatures. This was achieved through a series of tests consisting of:

• Tests at different strain-rates (ε̇ = 10−3 s−1, 10−1 s−1, 101 s−1, 103 s−1) at a fixed

temperature (T = 25 oC) to characterise the strain-rate sensitivity of the material

(Section 5.4.3)

• Tests at different temperatures (T = 25 oC, 100 oC, 200 oC, 400 oC, 600 oC) at two

fixed strain-rates to characterise the thermal softening of the material in static (ε̇ =

10−3 s−1) and dynamic (ε̇ = 103 s−1) loading conditions (Section 5.4.4)

The experimental setup and methodologies used to obtain the temperature and strain-rate

behaviour of INERMETr 180 are presented in the following sections as indicated for each

set of tests above. The results of the test campaign are then presented in Sections 5.4.5

and 5.4.6.
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5.4.2 Overview of structural characterisation tests

Temperature and strain-rate are two variables of fundamental importance for the description

of the mechanical behaviour of materials. In some elastic-plastic models, the effects,

resulting from these two variables, are considered to act independently. Such an approach

allows the simplification of the experimental setup corresponding to the parameter

identification of the material model. This is because while the parameters for the strain-rate

sensitivity can be extracted from tests at different strain-rates at a fixed temperature,

the parameters for the temperature sensitivity can be extracted from tests at different

temperatures at a fixed strain-rate.

However, in applications such as high energy deposition on metals where the materials are

deformed at very high speed (which implies self-heating due to the adiabatic process) in

high-temperature conditions, it is not acceptable to decouple the effects of strain-rate and

temperature. In such cases, the stress-strain behaviour of the material is the result of the

mutual effects of both hardening (due to strain and strain-rate) and thermal softening.

Thus, in this perspective, a methodology for testing materials by varying both strain-rate

and temperature was applied for the commissioning of the structural characterisation tests

of INERMETr 180.

The experimental tests were performed in tensile loading condition on standard dumbbell

(dog-bone) shaped specimens. Such specimens consist of a central zone with a constant

cross-section and two transition zones in which the cross-section gradually increases

(Figure 5.17). Unique specimen geometry was used for all the performed tests in order

to avoid the influence of geometry and dimensions on the results, as well as to have the

possibility to directly compare the results coming from the different loading conditions.

An effective structural characterisation campaign is normally composed of three main

steps [124], which in this case were carried out and provided by the research group at

Politecnico di Torino:
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1. The completion of experimental tests performed at different strain-rates (from

quasi-static loading to high strain-rate) and different temperatures (from 25 oC to

600 oC) (Sections 5.4.3, 5.4.4 and 5.4.5).

2. The fitting of the obtained experimental results with analytical models that can be

used in numerical FEM simulations in order to obtain reference material strength

parameters. Such parameters serve as starting trial points in the inverse method

optimisation procedure (Section 5.4.6).

3. The optimisation of the material strength parameters via a numerical inverse method

in order to obtain a reliable strength material model (Section 5.4.6).

Figure 5.17: Specimens of INERMETr 180 used for the structural characterisation tests:
schematic diagram of the standard dumbbell (dog-bone) shaped specimen used for the
tensile tests (φ = 3 mm, L = 5 mm) (top), and 60 samples of INERMETr 180 used for
the experimental test campaign (bottom).
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5.4.3 Tests varying the strain-rate

The strain-rate behaviour of INERMETr 180 and the effects of hardening (strain and

strain-rate) on the material strength were obtained through experimental tests with

strain-rate variation. A series of tests were thus performed at different strain-rates and

at room temperature in order to obtain information about the strain-rate sensitivity of

the material. The nominal strain-rates (ε̇) of the tests were 10−3 s−1, 10−1 s−1, 101 s−1

and 103 s−1. The choice of such values was to provide a good overview of the strain-rate

behaviour of the material over a wide range of strain-rates while at the same time taking

into account testing machine limits.

While the low strain-rate tests were performed on a standard electro-mechanical testing

machine - the Zwick Z-100 (maximum load = 100 kN, maximum travel speed = 5 mm/s),

the medium strain-rate tests were achieved using a standard servo-hydraulic testing

machine - the Dartec HA100 (maximum load = 100 kN, maximum speed = 100 mm/s).

The experimental setup used for the quasi-static (ε̇ = 10−3 s−1), low (ε̇ = 10−1 s−1) and

medium (ε̇ = 101 s−1) strain-rate tests at room temperature (25 oC) is shown in Figure 5.18.

The Split Hopkinson tensile bar setup (Figure 5.19) was then used to perform the high

strain-rate (ε̇ = 103 s−1) tests. The setup consists of a gas-gun, an impactor, and incident

and transmitter bars. The specimen is fixed to the incident and transmitter bars. The

gas-gun is 1.5 m long and uses compressed air. The striker bar is a 750 mm long tube made

of glass reinforced nylon. The incident and the transmitter bars are made of martensitic

high strength precipitation-hardening stainless steel (17-4 PH) with a diameter of 10 mm

and they have a length of 6.8 m and 3.4 m respectively.

The outer end of the incident bar is hit by the striker, which is pneumatically accelerated.

An initial compression wave, which propagates along the incident bar towards the specimen,

is generated. When this compression wave (incident wave) reaches the specimen, it is partly

reflected back off the free end of the incident bar as a tensile wave (reflected wave) and

partly transmitted to the transmitter bar (transmitted wave). As a result, the specimen

137



Chapter 5. Material Characterisation Tests

Figure 5.18: The experimental setup used for the quasi-static up to medium strain-rate
tests at room temperature using the Zwick Z-100 and the Dartec HA100 machines
respectively.

Figure 5.19: Schematic diagram of the Split Hopkinson tensile bar setup used for the
dynamic tensile tests (direct tension up to a strain-rate of 103 s−1). A detailed view of the
dog-bone-shaped test specimen fixed into the incident and transmitter bars is shown in
the inset (adapted from [125]).
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is subjected to a high strain-rate tensile load through its interaction with the reflected

tensile wave.

The strain histories corresponding to the incident, reflected and transmitted waves are

measured by means of semiconductor strain gauges located on both the incident and

transmitter bars (Figure 5.20). Such strain gauges surpass traditional resistance strain

gauges in that they are able to obtain a signal with a very low level of noise. Moreover,

due to their higher gauge factor, they do not require the use of a dedicated amplifier but

can be directly connected to the DAQ system.

Figure 5.20: The Split Hopkinson bar experimental setup used for the high strain-rate
tests: experimental setup in DYNLab of Politecnico di Torino (left), and two types of
strain gauges used for the strain measurements (right).

5.4.4 Tests varying the temperature

The mechanical behaviour of INERMETr 180 was fully characterised by performing tests

varying the temperature in order to be able to describe the thermal softening effects on

the material strength. Thus, a series of tests at different temperatures were carried out

both in quasi-static and in high dynamic loading conditions. In both cases, the specimen
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was heated using an induction coil system, properly designed in order to concentrate the

heat flux in the gauge length of the specimen (Figure 5.21).

In the case of quasi-static tests (ε̇ = 10−3 s−1), the nominal temperatures (T ) of the tests

were 25 oC, 100 oC, 200 oC, 400 oC and 600 oC. Quasi-static tests at higher temperatures

could not be performed because of the high test duration in these cases and the limitation

that the testing equipment could not tolerate to remain at such a high temperature for

a long time. In high dynamic loading conditions (ε̇ = 103 s−1), the temperatures (T )

investigated were 25 oC, 200 oC, 400 oC and 600 oC. In this case, the maximum temperature

was fixed to that attainable during the quasi-static tests.

Figure 5.21: The experimental setup for the quasi-static and dynamic tests at high
temperature: photo of the setup for the quasi-static test (strain-rate: 10−3 s−1) at 600 oC
(left), and photo of the heating and cooling system for the Hopkinson test (strain-rate:
103 s−1) at 600 oC (right).

The temperature was controlled by a proportional-integral derivative (PID) controller that

provided feedback on the basis of the thermocouple measurements. The thermocouples

were welded directly on the specimen surface, far from the gauge length in order to avoid

inducing any changes or altering the area of necking. Each specimen was kept for about

5 minutes at the desired temperature before the test was performed in order to reach

uniformity.
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A calibration procedure was performed on the specimen before the experimental tests were

performed. The specimen was mounted in the machine to replicate the testing condition.

Three thermocouples were used in order to correlate the temperature in the middle of

the gauge length of the specimen, T2, with the temperature where the thermocouples

were welded (T1, T3), and to monitor the uniformity of the heating (Figure 5.22). Two

different calibrations were performed for the quasi-static and the dynamic tests. Due to the

small dimension of the specimen and the high power of the heating induction system, the

difference in temperature between T2 and T3 was on the order of 2%, while that between

the control thermocouple T1 and the other thermocouple T3 was less than 1%.

Figure 5.22: Schematic diagram of the calibration procedure used for the temperature
control in the tests varying the temperature.

5.4.5 Experimental results

For each test, the load (F ) applied by the testing equipment and the change in length

(∆L) of the specimen were recorded. From these values, and considering the nominal

cross-sectional area (A0 with a diameter of 3 mm) and the nominal gauge length (L0 = 5 mm)

of the specimens, it was possible to evaluate the engineering stress-strain curves of the

material using Equations 5.22 [126, p. 134]) and 5.23 [126, p. 135] given by:

σeng =
F

A0

, (5.22)
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εeng =
∆L

L0

, (5.23)

Three repetitions were at least performed for each testing condition in order to ensure

control over the data scattering; however, for the sake of clarity, Figures 5.23, 5.24 and 5.25

only show the experimental results obtained from two different samples per test condition.

It can be observed that, as expected, the material behaviour is both temperature and

strain-rate sensitive [127].

Figure 5.23 shows that the material behaviour at room temperature becomes quite brittle

on increasing the strain-rate, with a consequent reduction in the ductility. In fact, the

maximum strain at failure for a specimen under high strain-rate at room temperature is

only about 1%. On the other hand, on increasing the temperature at high strain-rate, the

material becomes more ductile and reaches strains greater than 10% (Figure 5.25).

Moreover, it can be observed from Figure 5.23 that the flow stress increases on increasing

the strain-rate. This effect is also evident on comparing Figures 5.24 and 5.25 and it is

due to the fact that there is less time for material recovery in high strain-rate conditions.

The presence of initial oscillations in the dynamic tests is not related to the material

yield stress but it is due to inertia or misalignment factors in the experimental setup.

Both in the quasi-static and dynamic regimes, the strain to failure grows on increasing

the temperature until it reaches a maximum after which it decreases again for very high

temperatures (Figures 5.24 and 5.25).
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Figure 5.23: Experimental results of INERMETr 180 in terms of engineering stress versus engineering strain for dynamic
tests at different strain-rates at room temperature (T = 25 oC).
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Figure 5.24: Experimental results of INERMETr 180 in terms of engineering stress versus engineering strain for quasi-static
tests (ε̇ = 10−3 s−1) at different temperatures.
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Figure 5.25: Experimental results of INERMETr 180 in terms of engineering stress versus engineering strain for high strain-rate
tests (ε̇ = 103 s−1) at different temperatures.
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In general, the stress-strain curve results in Figures 5.23, 5.24 and 5.25 indicate repeatability

with a low level of scattering. This is summarised in Table 5.1 that gives an estimate of

the data scatter by means of the normalised root mean square error (NRMSE) value.

Table 5.1: Data scatter evaluation in terms of NRMSE (%) for tests at different
temperature (T ) and strain-rate (ε̇) loading conditions.

ε̇ \ T 25 oC 100 oC 200 oC 400 oC 600 oC

10−3 s−1 0.93 0.15 0.39 1.94 0.96

103 s−1 1.98 ... 1.39 8.36 0.39

5.4.6 Modelling and numerical inverse method

The experimental results presented in Section 5.4.5 were finally used to identify a suitable

strength material model for the mechanical behaviour description of INERMETr 180.

The engineering stress-strain results given in Figures 5.23, 5.24 and 5.25 were analytically

converted into true stress-strain results under the hypothesis of volume conservation

(Equations 5.24 and 5.25). Finally, the true (or effective) plastic strain, εpl, was obtained

by subtracting the elastic part of the deformation (Equation 5.26). Equations 5.24, 5.25

and 5.26 [126, p. 151] are given by:

σtrue = σeng (1 + εeng) , (5.24)

εtrue = ln (1 + εeng) , (5.25)

εpl = εtrue −
σtrue

E
, (5.26)
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The reference material strength parameters of INERMETr 180 were initially obtained

by fitting the experimental curves with an analytical Johnson-Cook (J-C) model [128].

These parameters were then implemented into the commercial FE code LS-DYNA in order

to numerically simulate the performed experimental tests and ultimately correlate the

resulting model parameters with the experimental data. In order to reduce the CPU time

of calculation and to correctly reproduce the experimental tests, FE models consisted

only of the specimen with the applied load history directly registered from the testing

equipment.

It was however observed that the model parameters obtained as an outcome of these

numerical simulations did not fit the experimental data of INERMETr 180. In fact, the

reference material parameters obtained from a standard analytical fit of the experimental

data and used for the numerical simulations were based on a number of assumptions

including:

• Uniaxial stress-strain fields are assumed inside the specimen. However, three-axial

stress-strain fields are in fact provoked by the necking of the specimen during the

tensile tests.

• A constant strain-rate is assumed inside the specimen. This is not the case during

the dynamic tests and thereby such a choice influences the stain-rate sensitivity

parameters.

• A uniform temperature is assumed inside the specimen. Once again, the temperature

has a certain distribution proportional to the distribution of plastic deformation

inside the specimen, and this effect is even more pronounced for dynamic tests.

Consequently, this assumption influences the identification of the thermal softening

parameters.

A numerical optimisation procedure of the reference material parameters was thus deemed

necessary in order to cater for these assumptions and to determine a selected set of unknown

parameters in the numerical model, which would correctly reproduce experimental tests with
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FEM calculations. The main advantage of this numerical inverse optimisation procedure

is that no hypothesis about the internal specimen stress-strain, temperature or strain-rate

fields is made. As a matter of fact, the comparison is made in terms of macroscopic

quantities that are usually force and displacement. Moreover, the adiabatic self-heating

can be taken into account for dynamic tests. On the other hand, the main disadvantage of

the inverse method is the high computational times that the optimisation algorithms need

as the latter must iteratively perform a certain number of FEM simulations. The number

of iterations also dramatically increases when the DOFs of the problem increase or when

the trial parameters are far from the optimum ones.

The procedure consists of iteratively solving numerical simulations, having the experimental

curves as objective functions and starting from trial values of the parameters obtained from

a standard analytical optimisation method. For each experimental curve, the normalised

distance between the experimental data and the model prediction was minimised, varying

all model parameters. Optimisation of the parameter identification has been performed

with a dedicated algorithm included in the software LS-OPT. The optimisation algorithm

consisted of a multi-objective procedure, in which at the same time the true stress versus

true plastic strain curves of all the experimental tests were used as target functions. All

the simulations were then run simultaneously relative to a specific set of parameters that

had to be optimised.

The most popular strength material models are the J-C model, the Zerilli-Armstrong (Z-A)

model or other models in which strain-rate and temperature are mutually related. The

J-C model was implemented as a first optimisation procedure. However, the J-C model is

a multiplicative model in which the effects of plastic strain, strain-rate and temperature

are assumed to act independently. It is shown by Equation 5.27 that a strain-rate or

temperature variation only implies a scaling, and not a modification in the shape of the

strain hardening curve. Equation 5.27 [128] describes the flow stress as follows:

σ = (A+Bεnpl)

(
1 + Cln

˙εpl

ε̇0

)(
1−

(
T − Tref

Tmelt − Tref

)m)
, (5.27)
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where A is the yield strength, and B and n are the work hardening parameters that

influence the slope of the flow stress in the plastic domain. The parameter n usually

assumes values between 0 (for a perfectly plastic model) and 1 (for a piecewise linear

model). C is the strain-rate sensitivity coefficient and m describes the thermal softening.

The thermal effects are also described as a function of the reference temperature Tref at

which there are no thermal effects, and the melting temperature Tmelt at which the material

mechanical strength drops down to zero, and the material loses its shear strength and

starts to behave like a fluid.

The Z-A model was subsequently chosen as a constitutive model for the visco-plastic

flow behaviour as it is able to couple the effects of temperature and strain-rate with

a sufficient level of accuracy. The Z-A material model is partially physically based on

simplified dislocation mechanics and in fact, it is able to differentiate between BCC and

FCC materials. The Z-A model expresses the flow stress for BCC metals as given by

Equation 5.28 [129]:

σ = C1 + C2e
[−C3+C4ln( ˙εpl)]T + C5ε

n
pl, (5.28)

where T is the temperature, εpl and ˙εpl are the effective plastic strain and strain-rate, while

C1, C2, C3, C4, C5 and n are experimental constants used as the variables of optimisation.

A modified version of the Z-A model as proposed in [130] was used by the team at the

Politecnico di Torino for this study, resulting in a more suitable constitutive equation

for the flow stress. This is given by Equation 5.29 that takes into account the coupling

between strain and temperature in addition to that between temperature and strain-rate:

σ = (C1 + C2ε
n
pl)e

−(C3+C4εpl)T
∗+(C5+C6T ∗)lnε̇∗pl , (5.29)
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where T ∗ is the temperature increment with respect to the reference condition and ε̇∗pl is

the ratio between the actual and reference strain-rates. The model parameters C1, C2, C3,

C4, C5, C6 and n are the variables of optimisation.

Although all investigated material models were able to partially reproduce the material

response at different loading conditions, the modified Z-A formulation presented the best

solution as it entailed a reduction in the error for all loading conditions. The comparison

between the experimental data and the modified Z-A model prediction for different loading

conditions is shown in Figures 5.26, 5.27 and 5.28. It can be observed that for most cases,

the error is around or less than 5% except for some quasi-static cases in which the error is

between 10 - 20%.

In conclusion, the modified Z-A model is able to correctly reproduce the material behaviour

at high strain-rates over a wide range of temperatures as well as the material response

at different strain-rates at room temperature. The model is slightly less accurate in the

prediction of the behaviour at different temperatures in the quasi-static regime, especially

over 400 oC.
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Figure 5.26: Comparison between experimental and numerical results in terms of true stress versus effective plastic strain for
dynamic tests (different ε̇) at room temperature (T = 25 oC).
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Figure 5.27: Comparison between experimental and numerical results in terms of true stress versus effective plastic strain for
quasi-static tests (ε̇ = 10−3 s−1) at different temperatures.
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Figure 5.28: Comparison between experimental and numerical results in terms of true stress versus effective plastic strain for
high strain-rate tests (ε̇ = 103 s−1) at different temperatures.
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5.5 Conclusions

Rapid energy deposition during beam impact on a TCT causes a fast temperature increase

on the jaw inserts. This makes the implementation of temperature-dependent thermal

and structural material properties extremely important for a reliable FE model. In this

regard, this chapter has introduced the microstructure and properties of the TCT jaw

insert material, INERMETr 180, focusing on material characterisation tests. Such tests

have been commissioned in order to obtain a full thermal and structural characterisation of

this alloy over a wide range of temperatures and strain-rates. The material characterisation

campaigns in such extreme conditions proved to be very challenging both in terms of cost

and resources.

A thermo-physical analysis of INERMETr 180 was commissioned at the Austrian

Institute of Technology. The main thermo-physical properties, including the coefficient

of linear thermal expansion α(T ), the density ρ(T ), the specific heat capacity cp(T ), the

thermal diffusivity κcc(T ) and the thermal conductivity k(T ), were defined between room

temperature and 1450 oC.

The structural characterisation campaign was commissioned at the DYNLab at Politecnico

di Torino in order to obtain a complete strength material model of INERMETr 180. This

test campaign involved the investigation of the mechanical behaviour of INERMETr 180

under static and dynamic loading conditions, at different temperatures. These tests were

performed to obtain information about the thermal softening and strain-rate sensitivity of

the material.

The experimental stress-strain curve data was then processed via a numerical inverse

method based on FEM numerical simulations. The best description of the flow stress was

obtained with a modified version of the Z-A model that takes into account the coupling

between both strain and temperature, as well as between strain-rate and temperature.

The maximum correlation coefficient between the experimental and predicted flow stress

was obtained with this strength model, which has in fact allowed the reproduction of the
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experimental data with the lowest error value over the entire range of temperatures and

strain-rates.
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Chapter 6

Experimental Validation at

HiRadMat Facility

6.1 Introduction

A dedicated beam experiment (HRMT-09) was set up at the CERN HiRadMat facility in

order to investigate better the effects of an asynchronous beam dump on a complete TCT,

as well as to benchmark numerical simulations. This chapter gives an overview of the

collimator robustness experiment. It first presents the experimental setup, and describes

the installation layout and the used measurement sensors. This is followed by an overview

of the experimental tests performed, and the main beam test results including some first

outcomes from visual inspection. Finally, a comparison of these experimental results with

numerical simulations, together with other direct outcomes of the tests, are discussed.

6.2 Experimental setup

The collimator robustness experiment (HRMT-09) was carried out in August 2012 at

the CERN HiRadMat test facility [94], which is located in the TNC tunnel in the SPS
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BA7 area. The HiRadMat facility was designed and recently commissioned to provide

high-intensity pulsed beams to an irradiated test area where full assemblies can be tested.

The facility uses an LHC-type particle beam that is extracted from the CERN SPS, and

delivered to HiRadMat via the TT60 and TT66 transfer lines. Both protons and ions can

be used for tests within the facility.

The collimator tests were performed at different intensities using 440 GeV proton beams.

Table 6.1 gives the HiRadMat beam design parameters for proton operation. It should be

noted that for a given emittance, the size of the proton beam is a function of the beam

optics, which then depends on the quadrupole settings and on the longitudinal position

in the region of the experimental area. The beam-line is capable of providing beam radii

between σ = 0.10 mm and σ = 2.00 mm at the different focal point positions of the

experimental area (σ values corresponding to the nominal emittance). Moreover, different

beam spot sizes are then achievable at the different test stands, as further explained in

[131].

Table 6.1: Key beam design parameters for the HiRadMat proton beam [94].

Paramaters Protons

Energy 440 GeV

Bunch intensity (max) 1.70 × 1011

Number of bunches (max) 288

Pulse intensity (max) 4.90 × 1013

Pulse energy (max) 3.4 MJ

Bunch length 11.24 cm

Bunch spacing 25 ÷150 ns

Pulse length (max) 7.2 µs

Transverse normalised emittance (1σ) 2 ÷ 4 µm

A fully operational, series production horizontal TCT was mounted on a support frame,

and the fully assembled table (Figure 6.1) was lowered to the experimental area. The

collimator was installed a few metres upstream of a beam dump. An installation layout

sketch is shown in Figure 6.2, and more details on the beam-line can be found in [94].
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Figure 6.1: The collimator tank mounted on the fully assembled table to be lowered to
the HiRadMat experimental area.

Figure 6.2: Installation layout for the collimator in the HiRadMat experimental area.
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The response of the collimator to the different beam impacts was captured by relying on

embarked instrumentation. During the experiment, movements of the jaws and of the

whole collimator tank were done remotely via a control application. Furthermore, the

water cooling pipes, that are an integral part of the collimator structure, were connected to

the external cooling circuit provided in the HiRadMat experimental area. The total flow

of the cooling water was adjusted according to the settings for standard LHC collimators

(Section 2.2.2).

The collimator prototype was equipped with additional instrumentation compared to a

standard LHC TCT. Standard LHC collimator instrumentation includes two stepper

motors per jaw, position sensors as well as temperature sensors (Section 2.2.1 and

Figure 2.5). A vacuum pump with external power connection, a fifth stepper motor

allowing vertical movements of the whole collimator tank (20 mm full stroke), and some

additional temperature and pressure sensors on various components of the collimator,

were also installed, specifically for the HiRadMat experiment. All sensor read-outs were

monitored online and stored for analysis. The main technical specifications of the various

measurement sensors and other equipment are listed in Table 6.2.

To benchmark simulations, one of the most important physical entities to be acquired was

the temperature developed within the jaws of the collimator. The four jaw temperature

sensors were attached to the back of the copper housing at the left upstream (LU), left

downstream (LD), right upstream (RU) and right downstream (RD) locations, in the same

way as in a standard TCT unit (Figure 6.3). The location of the water temperature and

water pressure sensors is given in Figure 6.4. In addition, three microphones (sensitivity =

4 mV/Pa) were installed in the tunnel area for sound DAQ (Figure 6.2) [132].
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Table 6.2: Main characteristics of the DAQ system and other equipment used in the HiRadMat experiment. The number of
standard LHC collimator equipment is represented by *. The rest is equipment added specifically for the experimental tests.

Sensor type / Equipment Specification Quantity Acquisition range/ Sampling

Bandwidth frequency

Position sensor (LVDT) HCA 2000 7* ± 50.8 mm 1 Hz

Jaw temperature sensor PT100 4* −200 oC ÷ 650 oC 1 Hz

Collimator tank temperature sensor PT100 Model S100820 2 −50 oC ÷ 260 oC 1 Hz

Water temperature sensor PT100 1* + 1 −100 oC ÷ 200 oC 1 Hz

Water pressure sensor CTE 9000 (signal 4 - 20 mA) 2 100 mbar ÷ 35 bar 1 Hz

Vacuum pressure sensor Pirani gauge 2 10−4 mbar ÷ 1000 mbar 0.5 Hz

Microphone B&K 4939 3 4 Hz - 100000 Hz ...

Stepper motor Maccon SM 87.2.18M2N 4* + 1 5 µm - ... ...

End-position switch Saia Burgess V3FN 12* ... ...
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Figure 6.3: Schematic diagrams of a standard horizontal TCT. Top view (left) and
front view (right) of the cross-section of the left jaw assembly. The positions of the jaw
temperature sensors (LU, LD, RU and RD) are indicated. All dimensions are in mm.

Figure 6.4: Top view of the collimator prototype, indicating the location of water
temperature and water pressure sensors.
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A remotely controlled computer was placed in the TA7 access tunnel for DAQ purposes

(Figure 6.2). A TPG 300 controller was also installed in the electronics bunker outside the

high radiation area. Moreover, BLMs, BPMs and BCTs were provided at the HiRadMat

test facility in order to monitor the beam orbit, and to obtain values for beam intensity

and beam losses.

6.3 Overview and goal of tests

The goal of the collimator tests was to investigate the robustness and performance integrity

of a fully assembled TCT, following direct beam impact that reproduced realistic fast

failure scenarios in the LHC. Such scenarios included an asynchronous beam dump at

nominal 7 TeV conditions, and important accident scenarios at 5 TeV that had been

considered during the LHC Run 1 [47]. Three high-intensity impacts were foreseen to test

different equivalent damage levels for the considered cases.

Since the collimator robustness tests were performed using 440 GeV proton beams, it

was essential to calculate the necessary beam intensity at 440 GeV to respectively obtain

the equivalent damage levels of the 5 TeV and 7 TeV accident scenarios to be studied.

Preliminary simulations were first completed with FLUKA to determine the equivalent

intensity, Iequiv, based on the equivalence of the energy peak for each case. Since different

energy particles were involved (440 GeV compared to 5 TeV/7 TeV), the damage zone in

the target might have been different in the two cases, even if the peak values of the energy

deposition for the SPS and LHC cases were made equal by adjusting the intensity.

Consequently, starting from the intensity determined by FLUKA, AUTODYNr simulations

[133] were carried out to investigate what value of intensity at 440 GeV would give an

equivalent level of jaw damage between the 440 GeV and 5 TeV/7 TeV cases. This meant

that a realistic Iequiv was established for the tests, thus reproducing the studied cases more

correctly. Table 6.3 compares the intensity and peak energy deposition values for the LHC

and SPS cases.
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Table 6.3: Comparison of the intensity and the peak energy deposition values for the
LHC cases and the equivalent SPS cases to be studied in Tests 1 and 3. Iequiv from FLUKA
is based on the equivalent energy peak, while Iequiv from AUTODYNr is based on the
equivalent jaw damage level. The peak energy deposition for the SPS cases is calculated
based on Iequiv from AUTODYNr.

Test Test 1 Test 3

LHC Cases
Beam energy [TeV] 7 5

Intensity, I [protons] 1.50 × 1011 5.20 × 1011

Peak energy deposition [J/kg] 2.237 × 106 5.531 × 106

SPS Cases

Beam energy [GeV] 440 440

Iequiv - FLUKA [protons] 3.00 × 1012 7.50 × 1012

Iequiv - AUTODYNr [protons] 3.00 × 1012 9.75 × 1012

Peak energy deposition [J/kg] 2.143 × 106 6.964 × 106

The equivalent jaw damage level was compared based on two direct effects of the beam

impact:

1. The damage extension on the tungsten jaw in terms of the dimensions (i.e. the

height or radius) of the formed groove.

2. The maximum plastic deformation of the cooling pipes.

An equivalent damage level provoked on the cooling pipes was not reproducible for all the

tests in the HiRadMat facility due to a large number of required SPS bunches. It was

thus concluded to use Iequiv based on the damage extension of the tungsten surface for the

three high-intensity shots. It is important to point out that since the penetration depth

of 5 TeV and 7 TeV protons is much longer than that of 440 GeV protons, the damage

equivalence in the target was done in terms of the height of the groove only, and not of

the length of the groove.

The tests performed on the TCT will now be explained. The details of the tests are given

in Figure 6.5. The objective of Test 1 (7 TeV-equivalent intensity of 3.00× 1012 protons)

was to investigate the effect of an asynchronous beam dump, inducing the impact of one

LHC bunch on the TCT jaw. On the other hand, Test 2 (7 TeV-equivalent intensity

163



Chapter 6. Experimental Validation at HiRadMat Facility

of 9.00 × 1011 protons) was intended to inspect the onset of damage caused by a beam

impact on the TCT. Finally, Test 3 (5 TeV-equivalent intensity of 9.75 × 1012 protons)

was designed to reproduce a disruptive scenario for asynchronous beam dump, involving

the direct impact of 4 LHC bunches at 5 TeV as studied in [47].

As indicated in Figure 6.5, all tests were performed at an impact parameter of 2 mm

from the outer surface. Such an impact parameter was chosen as a compromise in order

to ensure that the bulk material of the jaw insert was hit during the experiment, while

still being a reasonable value for an asynchronous beam dump scenario. Hitting jaws at

different locations was possible thanks to the fifth axis vertical movement of the collimator

tank (±10 mm). The choice of the locations for the tests was done in such a way as to

minimise interference between the high-intensity shots in case of material projection. A

beam size of 0.50 mm (σx)× 0.50 mm (σy) was specified for all the cases on the basis of

HiRadMat output beam parameters [131].
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Figure 6.5: Schematic diagrams for Tests 1-3. The parts of the left and right collimator
jaws enclosed within the dashed blue lines in (A) represent the schematic diagrams of
Jaw 1 and Jaw 2 in (B), (C) and (D). A distance of 28 mm between the jaws is equivalent
to the collimator gap when the jaws are in their parking positions, i.e. completely open
with the maximum collimator gap. The beam impact location is shown in red and all
dimensions are in mm.
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6.4 Beam test results

6.4.1 Beam-based alignment (BBA)

In order to ensure a precise location of the beam impact, a BBA was required before each

high-intensity shot. This was done with safe intensity (using pilot bunch) to avoid damage

that could compromise the results. Prior to each high-intensity test, several low-intensity

(on the order of 109 protons) beam extractions were used to correctly set up the beam-line

and the experiment (Figure 6.6). This was essential in order to ensure an accurate setup

for the tests with the correct impact parameter.

Figure 6.6: Low-intensity SPS pilot beam extraction intensities (on the order of 109

protons) used for the BBA before and after Test 1.

The same beam setup was performed for all measurement campaigns. In order to ensure

reproducibility of orbit and beam size, the same SPS cycle, that is normally used in

high-intensity operation, was used for these tests. The adopted procedure was then to

scrape down these high-intensity beams in the SPS to the required pilot intensity.

The left and the right jaws were respectively moved in steps (step sizes ranging from

0.25 mm to 1 mm) and the developed losses, as measured from the BLMs installed in the

beam-line, were recorded for each calibration shot. Alignment fits were generated for both

jaws from which the beam centre was determined (Figure 6.7).
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Figure 6.7: One example of the alignment fits generated for the beam-based setup,
showing movements with the left and right jaws in order to determine the location of the
beam centre.

Table 6.4 summarises the sequence of the beam-based alignments and the experimental

tests, and gives the total intensity that the TCT has been subjected to during these tests.

It can be seen that following the beam-based alignments, each respective test could be

performed using a high-intensity shot (on the order of 1012 protons).

Table 6.4: Sequence of the tests. Tests 2 and 3 were carried out on a different day from
Test 1. The intensity of pilot and high-intensity bunches is on the order of 109 and 1011

protons, respectively.

Test Intensity No. of bunches

[1011 protons]

BBA before Test 1 5.67 79 pilot

Test 1 33.60 24 high-intensity

BBA after Test 1 1.51 18 pilot

BBA before Test 2 4.05 35 pilot

Test 2 10.36 6 high-intensity

BBA after Test 2/before Test 3 2.32 22 pilot

Test 3 93.40 72 high-intensity

TOTAL 147.90
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6.4.2 Experimental measurements

Beam parameters of high-intensity tests

The beam parameters used for each test, as well as their physical effect on the impacted

jaw, are summarised in Table 6.5. Although a beam size of 0.50 mm (σx) × 0.50 mm (σy)

was specified (Section 6.3), it was not easy to obtain the same precise beam optics for each

test. However, it was shown by simulations [47] that small changes in beam size do not

considerably affect the damage extension in case of highly disruptive tests at the chosen

impact parameter. The precision on the beam size at impact, as given in Table 6.5, is in

the order of 10%.

Table 6.5: Summary of the test parameters.

Test 1 2 3

SPS extraction intensity [1012 protons] 3.36 1.04 9.34

Number of bunches 24 6 72

Average bunch intensity [1011 protons] 1.40 1.73 1.30

Bunch spacing [ns] 50 50 50

Beam energy [GeV] 440 440 440

Beam size at impact (σx × σy)[mm2] 0.38 × 0.38 0.50 × 0.50 0.49 × 0.49

Energy on jaw [kJ] 87.89 27.72 249.87

TNT equivalent [g] 21.01 6.62 59.72

Surface integrity

A beam-based setup was performed after Test 1 and Test 2 as an attempt to check the

surface integrity of the jaws and the collimator mechanics following the beam shots. Major

damage of the jaw might result in different values in the results of the BBA procedure. As

can be observed from Figure 6.8, there are no large variations between the beam positions

before and after the shot, apparently indicating the absence of critical damage to the jaw

surface. It is however difficult to conclude on errors in the range of 100 µm.
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Figure 6.8: Beam-based alignment of the left jaw to check the surface integrity after
Test 1. Alignment 1 and Alignment 2 are performed before Test 1, while Alignment 3
represents the check after Test 1.

As will be shown in the preliminary post-irradiation analysis (Section 6.4.3), it results

that grooves from Test 1 and Test 3 can in fact be observed on the surface of the jaws.

The reason why the alignment checks in Figure 6.8 did not indicate the presence of such

grooves is because the grooves do not cover the full length of the jaw. In such cases, the

unperturbed part at the end of the jaw still determines the closest point to the beam that

in turn determines the alignment.

Temperature and pressure measurements

Temperature and pressure measurements were made during the three tests using the

installed instrumentation. Some of the most significant temperature and vacuum pressure

results obtained for Test 1 and Test 3 are presented in Figures 6.9 and 6.10 respectively.

The recorded jaw temperature profiles show a temperature rise following the impact, which

although clearly observable, is much lower than expected and is not really compatible with

the post-irradiation observations presented later in this chapter.
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Figure 6.9: Test 1: temperature and pressure profiles captured by the LU and LD jaw
temperature sensors, the water outlet temperature sensor, and the vacuum pressure sensor.
A peak in vacuum pressure for Test 1 is observed at the moment of impact. Beam impact
at 6:53:51 PM (corresponding to dashed vertical line).

Figure 6.10: Test 3: temperature profiles captured by the RU and RD jaw temperature
sensors, and the water outlet temperature sensor. Beam impact at 4:46:20 PM
(corresponding to dashed vertical line).
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The reason for the low experimental jaw temperature measurements is the high thermal

resistance (due to the low contact pressure) between the temperature probe and the support

to which it is attached, leading to temperature recordings with a very low sensitivity.

This reasoning will be explained in more detail in Section 6.5.3 where it will be shown in

Figure 6.19 that the expected temperature reading for the Test 3 beam impact was around

150 oC.

Sound measurements

Rapid energy deposition by the beam on the collimator jaws causes pressure waves inside

the jaw material. Microphones capture the response of the whole collimator structure

to this impulsive excitation, depending on the acoustic transfer function of the reflective

tunnel area specific to each microphone location [132]. The signals in Figure 6.11 show

the sound pressure during the test beam impacts.

Figure 6.11: Filtered signals during Test 2 (top), Test 1 (middle) and Test 3 (bottom) for
Microphone 1 shown in Figure 6.2. A noise spike with a slow refraction decay is generated
in the sensor electronics by radiation effects and it can be used as an event trigger of the
beam impact. A high-pass filter of 3rd order at 100 Hz removes the slow decay and reveals
the real sound data (results obtained in collaboration with D. Deboy, CERN).
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6.4.3 Post-irradiation visual inspection

Following the collimator robustness tests, measurements of the residual contact dose rates

of the collimator were recorded at different locations. Two months after the experimental

tests were performed, the hottest activation point of the collimator was found to be

approximately 100 µSv/h located around the middle of the collimator tank. The dose

rate levels at the entrance window were much lower at a value of approximately 20 µSv/h.

After the necessary cool-down of the irradiated collimator, a preliminary visual inspection

(Figure 6.12) was performed at the beginning of 2013 by means of a camera, in order to

give a qualitative damage evaluation before further analysis can be carried out.

Figure 6.12: Post-irradiation visual inspection of the tested collimator. Damage on the
left jaw caused mainly by Test 1 beam impact (left). Damage on the right jaw caused by
Test 3 beam impact (right). The marked dimensions of the grooves are known from the
34 mm dimension of the jaw inserts and they only take into account the estimated height
of the groove.
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Grooves from Test 1 and Test 3 can clearly be identified, showing that there was a local

temperature rise exceeding the melting temperature of the Cu-Ni phase of the jaw insert

material (approximately 1343 oC). Various fragments of tungsten can also be observed

between the jaws on the bottom of the tank. Such projections might compromise the

correct functionality of movable parts (such as RF fingers sliding on upper and lower rails).

Moreover, vaporisation deposit around the molten region is visible. This implies the extent

of the damage caused by the beam impacts, as well as the risk for contamination due

to activated tungsten particles, and UHV degradation along the beam-line. A dedicated

post-irradiation campaign, including metallographic inspections of the impacted TCT, is

foreseen in the near future once the radiation dose will be low enough.

6.5 Numerical benchmarking

6.5.1 Simulation approach

The FLUKA-ANSYSr simulation approach explained in Chapter 3 was used for

benchmarking purposes. Table 6.5 showed that a number of SPS bunches were used

for the three high-intensity tests to reproduce the LHC accident scenarios to be studied.

The high pressure produced in the deposition region after beam impact generates a radially

outgoing pressure wave. This is followed by a rarefaction wave that in turn leads to a

density reduction between one bunch and the next. In practice, the protons in subsequent

bunches will penetrate much deeper into the target. Once the error in density becomes too

high, FLUKA should be run iteratively with the modified density distribution obtained

from ANSYSr in order to provide an updated energy deposition map [98]. As stated in

Section 2.4, a suitable iteration step is considered to be the time interval during which the

target density decreases by 15%-20% [91].
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In the test cases studied here, the temperature and density variations for Test 3 (most

loaded test case) were monitored at 5 sampling points placed at the most loaded longitudinal

collimator section. Figure 6.13 gives the temperature plot during the energy deposition at

the 5 points indicated on the schematic diagram. Moreover, the density plot in Figure 6.14

shows that the most loaded element, which from the temperature plot in Figure 6.13 is

represented by Point 3, has a 12% density reduction which is within the acceptable target

density reduction range quoted in [91].

Thus, since for these studied cases, the change in density induced by the impinging

particles was within the acceptable density reduction range, it was justified to assume that

the density remained constant for the duration of the impact. Therefore, an uncoupled

FLUKA-ANSYSr approach was used, meaning that the energy deposition calculated for

the first bunch on the pristine material was maintained also for subsequent bunches. The

same approach was followed for similar calculations on other structures [95].
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Figure 6.13: Simulated temperature profiles over time for Test 3 at 5 different sampling
points placed at the most loaded longitudinal collimator section. The sampling points
are located on the same plane as the beam impact, as indicated on the cross-sectional
schematic diagram of the bottom half of the jaw insert. Sampling Point 1 is at 0.5 mm
from the external surface, Point 2 is 1 mm distant from Point 1, Point 3 is 1 mm from
Point 2, and so on for Point 4 and Point 5 (results obtained in collaboration with F. Carra,
CERN).

Figure 6.14: Simulated density profiles over time for Test 3 at 5 different sampling points
placed at the most loaded longitudinal collimator section. The sampling point locations
are the same as indicated on the schematic diagram in Figure 6.13 (results obtained in
collaboration with F. Carra, CERN).

175



Chapter 6. Experimental Validation at HiRadMat Facility

6.5.2 FLUKA simulations

Full shower simulations with FLUKA provided energy deposition distributions for the

studied accident cases (Figure 6.15).

Figure 6.15: Energy deposition cuts at the maximum temperature on the tungsten inserts
in longitudinal section, as calculated by FLUKA for Test 1 (top) and Test 3 (bottom) at
the end of the beam impact (results obtained in collaboration with L. Lari, CERN).
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6.5.3 FEM analysis

The FLUKA energy deposition maps were then used to conduct non-linear transient

analyses with ANSYSr. The numerical modelling approach involved FEM simulations

that were performed as described in Chapter 3 in order to evaluate the temperature

distribution and other thermally induced effects due to the beam impact. The material

properties used for the jaw inserts were those obtained from a full thermal characterisation

performed on INERMETr 180 as explained in Chapter 5. An overview of the implemented

thermo-physical properties is given in Figure 6.16. Table 6.6 then gives a summary of the

simulated test parameters, and Figure 6.17 shows the different peak temperatures reached

along the jaw length for the three tests.

Figure 6.16: An overview of the temperature-dependent thermo-physical properties
implemented for INERMETr 180.
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Table 6.6: Summary of the test parameters as simulated by ANSYSr.

Test 1 2 3

SPS extraction intensity [1012 protons] 3.36 1.04 9.34

Number of bunches 1 1 1

Simulated bunch intensity [1012 protons] 3.36 1.04 9.34

Thermal shock duration, τshock [µs] 1.174 0.256 3.622

Energy on jaw [kJ] 87.89 27.72 249.87

TNT equivalent [g] 21.01 6.62 59.72

Figure 6.17: Simulated temperature peak profiles within the jaw inserts as a function of
distance along the beam direction for Tests 1-3.

Equations 3.7 and 3.8 were used to calculate τdiffusion for the jaw inserts, which was found

to be approximately 306 µs, considering INERMETr 180 as the material of the jaw inserts,

and the transverse edge length of one mesh element (0.1 mm) as the typical dimension of

the structure. Table 6.6 shows that τshock for the three test situations is on the range of

a few microseconds (Test 1: 1.174 µs, Test 2: 0.256 µs, Test 3: 3.622 µs), considering a

bunch length of 1 ns and a bunch spacing of 50 ns.
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Thus, τshock is much shorter than τdiffusion, concluding that heat diffusion does not play a

significant role and can be neglected during the deposition of the energy. This justifies the

assumption to consider the deposited energy as linearly growing during τshock (Figure 6.18).

This enabled the system to be simulated in a way that the local temperature increases

linearly with energy deposition (in time) since limited heat diffusion on relatively small

volumes prevents the temperature to decrease between one bunch and the following bunch.

Figure 6.18: Comparison of the real and simplified energy depositions from simulations
of Test 1 (24 bunches). The real energy deposition is performed bunch by bunch while
in the simplified case, the local temperature is taken to increase linearly with energy
deposition (in time) due to the limited heat diffusion assumption.

In order to benchmark numerical simulations, the evolution of temperature as a function

of time was simulated for each test. This was done by means of temperature sampling

points at the locations where the jaw temperature sensors were installed on the collimator

jaws in the experiment. Originally, the direct temperature of the copper housing at the

location of the temperature sensors was taken but this showed a greater temperature rise

than that captured by the sensors in the experiment.
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The temperature sensor was then modelled as a small component placed at the location

of the sensor at the back of the copper housing. The thermal conductance value at the

contact interface between the sensor and the copper housing was calibrated for the obtained

experimental results. Such an approach led to more similar simulated temperature profiles

with respect to the experimental ones. In fact, a thermal conductance value of 0.5 W/m2K

was found to give the closest temperature profile, both in terms of maximum temperature

reached as well as temperature profile over time. This means that during the experiment,

the contact pressure between the temperature sensor and the copper housing was extremely

low, leading to a transient temperature reading that proved to have a very low sensitivity.

The outcomes for Test 3 are shown in Figure 6.19.

Figure 6.19: Comparison of experimental and simulated thermal transients at the
location of the right upstream temperature sensor for Test 3. The left axis represents the
temperature on the copper housing at the location of the right upstream temperature
sensor (blue curve), while the right axis represents the temperatures given by the right
upstream temperature sensor in the experiment (green curve) and in the simulations (red
curve).
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The tested collimator could not be extensively manipulated immediately after the

HiRadMat experiment due to the high radiation level. Thus, based on preliminary

observations (no detailed metrology), the only structural comparison between the

experiment and the simulations was limited to the dimension and shape of the groove

generated by the beam impacts on the jaw inserts.

In order to visualise the groove generated by each beam impact, the molten region was

investigated in ANSYSr, considering the melting temperature of INERMETr 180 as

1343 oC. Figures 6.20, 6.21 and 6.22 illustrate the target damage by showing the extent

of the molten regions for the three tests, together with qualitative and quantitative

comparisons of the shapes and dimensions of the real grooves. It is important to point

out that the molten volume is not necessarily exactly identical to the removed volume

(observed groove size) since some solid fragments are actually ejected by inner highly

energetic volumes as shown in Figure 6.20.
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Figure 6.20: Comparison of the extent of the molten region caused by Test 1 beam
impact between numerical simulations and post-irradiation analysis. The molten region
is simulated by ANSYSr on the left TCT jaw, and a groove with a height of 2 mm is
obtained from simulations on the top half of the first INERMETr 180 jaw insert block.
However, it results that the volume of molten material is even larger inside the insert block,
with the dimension of the simulated molten region being in fact 5 mm. The simulated
molten region inside the inserts also extends partly into the second insert block. This is in
good agreement with the post-irradiation observations shown. The marked dimensions of
the grooves only take into account the estimated height of the groove.
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Figure 6.21: Comparison of the extent of the molten region caused by Test 2 beam
impact between numerical simulations and post-irradiation analysis. The molten region is
simulated by ANSYSr on the left TCT jaw. No groove is obtained from simulations on
the surface of the bottom half of the INERMETr 180 jaw insert blocks. However, a small
volume of molten material exists within the jaw insert, which means that there may be
some structural changes to the material inside the bottom half of the first insert block.
This is in good agreement with the post-irradiation observations shown.
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Figure 6.22: Comparison of the extent of the molten region caused by Test 3 beam
impact between numerical simulations and post-irradiation analysis. The molten region is
simulated by ANSYSr on the right TCT jaw. It can be observed that a groove results from
simulations on the bottom half of the first two INERMETr 180 jaw insert blocks, and that
the simulated molten region inside the inserts extends partly into the third insert block.
This is in good agreement with the post-irradiation observations shown. The marked
dimensions of the grooves only take into account the estimated height of the groove.
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The graph in Figure 6.23 summarises the groove sizes for the three tests and provides a

comparison of the damage extent between the observed and simulated values. Simulation

outcomes for the three tests are in good accordance with the post-irradiation visual

inspection. Therefore, the preliminary experimental test results have confirmed the

reliability of the developed numerical method and the material model adopted to simulate

beam impact scenarios on a TCT. In addition, such simulation results have been

complemented by simulations performed with AUTODYNr [114].

Figure 6.23: Summary plot with a comparison of the damage extent between the observed
and the simulated (ANSYSr) values for the three tests.

6.6 Additional experimental outcomes

6.6.1 New collimator robustness limits

The preliminary post-irradiation observations shown in Figure 6.12, together with the

outcomes of the advanced materials test [103], have led to some crucial conclusions on safe
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7 TeV limits for TCTs, and have in fact helped to update collimator robustness limits.

Damage thresholds in case of an asynchronous beam dump accident involving the impact

of a 7 TeV bunch, with an impact parameter of 0.5 mm and a beam size of 0.50 mm (σx)

× 0.50 mm (σy), on a TCT have been identified [134], and include the following:

• The threshold for the onset of plastic damage is in the order of 109 protons.

• The limit for tungsten fragment ejection (with plastic deformation) is set to

2.00 × 1010 protons.

• The limit for 5th axis compensation (with severe plastic deformation and fragment

ejection) is set to 1.00 × 1011 protons.

6.6.2 New temperature sensor fixation method

The low experimental temperature measurements given in Section 6.4.2, and the results

shown in Figure 6.19, have led to the identification of a new temperature sensor fixation

method for the collimators (Figures 6.24 and 6.25). So far, the temperature sensors on the

collimators have been held in place with just an adhesive. Following this experiment, a

spring has been added to the new collimators installed in the ring for the LHC Run 2 (2015 -

2018) to enable an adequate contact pressure to be achieved between the temperature sensor

and the copper housing. This will thus ensure that the required thermal conductance is

present between the two surfaces, consequently leading to reliable temperature recordings.
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Figure 6.24: Comparison between the old and new temperature sensor fixation methods
for the collimators. A spring is introduced in the new configuration to ensure adequate
contact pressure is achieved between the temperature sensor and the back of the copper
housing.

Figure 6.25: New temperature sensor fixation method for the collimators.
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6.7 Conclusions

This chapter has given an overview of an experiment that has been designed and recently

carried out at the CERN HiRadMat facility. The aim of the experiment was to investigate

the robustness and effects of beam accidents on a fully assembled TCT collimator, based

on accident scenarios in the LHC which were defined by accelerator physics studies.

The performed tests consisted of the controlled impact of intense and energetic proton

pulses on both jaws of a TCT. Preliminary experimental results and post-irradiation visual

inspection of the outcome of these tests have been presented and discussed. The extent of

the damage caused on the jaws of the collimator could be observed and good agreement with

the results of advanced simulations has been achieved. The experiment results have thus

confirmed the effectiveness of the numerical method and material models used to reliably

predict beam-induced damage. In addition to mechanical damage, potential machine

protection issues due to the projection of fragments from the impacted components were

also highlighted. Other immediate outcomes from these tests include a new temperature

sensor fixation method for the collimators as well as newly defined safe 7 TeV limits for

TCTs.

Moreover, an extensive post-irradiation campaign, implying further direct observations,

non-destructive and destructive testing on the tested collimator, is foreseen in the near

future in order to provide additional valuable information on the beam-induced damage.

Such investigations will help to provide an integral assessment of beam accident scenarios

together with a more in-depth view of the robustness and effects of beam impacts on a

TCT.
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Chapter 7

Comparative Analysis: Proton and

Heavy Ion Beam Impacts

7.1 Introduction

The LHC mainly operates with proton beams. However, heavy ion collisions have been

included in the conceptual design of the LHC from an early stage [135], and collisions

between beams of fully stripped lead (208Pb82+) ions have been successfully carried out

during the first years of operation of the LHC [136, 137]. Moreover, the success of the first

two Pb-Pb runs led the experiments to request a proton-ion run [138], as a first extension

to the LHC design, for the last exploitation period before the first long shutdown of the

LHC.

While the major hardware systems of the LHC ring are compatible with both proton

and heavy ion operation, the physics of the ion beam’s interaction with matter varies

qualitatively and quantitatively from that of the proton beam, resulting in different beam

dynamics and performance limits for the two types of beam [135]. This chapter implements

the numerical FEM approach presented in Chapter 3, and the material characterisation

results of INERMETr 180 presented in Chapter 5, in order to evaluate and compare the
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thermo-mechanical response of TCTs in case of critical beam load cases, involving proton

and heavy ion beam impacts.

7.2 Particle-matter interactions for protons and

heavy ions

The LHC is designed to accelerate and bring into collision high-energy protons as well

as heavy ions. The main LHC beam parameters for protons and heavy ions are listed in

Table 7.1.

Table 7.1: Design parameters for the LHC’s proton and 208Pb82+ beams in collision
conditions [135].

Particle proton 208Pb82+

Energy/nucleon [TeV] 7 2.759

Number of bunches 2808 592

Particles/bunch 1.15 × 1011 7.00 × 107

Transverse normalised emittance (1σ) [µm] 3.75 1.5

RMS momentum spread 〈δ2
p〉1/2 1.13 × 10−4 1.10 × 10−4

Stored energy per beam [MJ] 362.00 3.81

Design luminosity L [cm−2s−1] 1034 1027

Horizontal and vertical β∗ [m] 0.55 0.50

The physics of the particle-matter interactions for heavy ions is different from that for

protons (Table 7.2), and thus the ion-matter interaction processes in collimators result in

ion-specific beam losses [135]. Ions undergo nuclear fragmentation and electro-magnetic

dissociation (EMD). An impinging nucleus may lose one or several nucleons, in particular

neutrons, through EMD. In an EMD process, one of the lead ions (208Pb82+) makes a

transition to an excited nuclear state that then decays with the emission of a neutron,

leaving a lighter isotope of lead (207Pb82+). Another important EMD process is the

production of a secondary beam of 206Pb82+. However, the rates of transmutation of the

190



Chapter 7. Comparative Analysis: Proton and Heavy Ion Beam Impacts

lead ions to isotopes of lighter elements are very small compared with the processes in

which the lead ion emits one or two neutrons. Moreover, the nuclei may also split up in

smaller fragments through nuclear inelastic reactions.

Once the ions have fragmented, the resulting hadronic shower behaves similarly for both

particle types (protons and heavy ions), and the heat deposition is proportional to the

beam energies [135]. It can be expected that the heat deposition of the heavy ions on the

collimators nowhere exceeds that of the protons [135].

Other important physical processes that occur when both heavy nuclei and protons traverse

the collimator material are the energy loss through ionisation, and the change of direction

through many small-angle scattering events, known as multiple coulomb scattering (MCS).

However, the ionisation energy loss is much higher for ions than for protons. The energy

loss through ionisation, which is described by the well-known Bethe-Bloch formula [139],

rises proportionally with the square of the particle’s atomic number (Z). This means that

a lead ion will lose more energy per unit path length in a material than, for instance, a

proton. Angular deviation can also be caused by nuclear elastic scattering, which is a

significant effect for protons but negligible for lead ions.

The role of the primary collimator (TCP) in the LHC collimation system is to intercept

halo and off-momentum particles whilst increasing their betatron amplitude by means

of MCS. In the case of protons, it can be assumed that the main action of TCPs on an

intercepted particle is scattering while energy loss has a comparably small effect on the

particle trajectories. This assumption is however no longer valid for heavy ions because:

1. The relative energy loss due to ionisation is two orders of magnitude larger for ions

than for protons.

2. Peripheral collisions of heavy ions with collimator nuclei lead to nucleon losses by

hadronic fragmentation and EMD, whose effects are comparable to a change of

longitudinal particle momentum from a beam dynamics point of view.
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3. The RMS scattering angle is proportional to the square root of the penetration depth

and the proportionality coefficient is similar for protons and ions.

As a conclusion, due to the complexity of the physical processes involved, the collimation

system tends to put ions on trajectories characterised by large momentum errors but of

moderate betatron amplitude increase when compared to protons. This is because nuclear

fragmentation and EMD in the TCPs create ion fragments with a wide range of Z/A

(i.e. atomic number/atomic mass) ratios. In addition, the secondary collimator (TCS)

is designed to cut into the betatron amplitude of secondary halo particles scattered out

of the TCP. Thus, since ion beam fragments scattered out of the TCPs exhibit only a

small betatron amplitude increase with respect to the primary particles, such fragments

have a high probability of exiting the TCP without being intercepted by the TCS. These

fragments can consequently be lost where the dispersion has grown sufficiently large in the

LHC machine.

As a result, the cleaning efficiency for 208Pb82+ ion beams in the LHC is substantially worse

than for proton beams. The LHC collimation setup, designed as a three-stage system for

proton operation, is thus effectively reduced to a one-stage system for ions [135].
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Table 7.2: 208Pb+ ion-matter interactions in comparison with proton-matter interactions. Values are for particle impact on
graphite [135].

Physics Process
Injection Collision

proton 208Pb+ proton 208Pb+

Energy per nucleon [TeV] 0.44 0.1774 7 2.759

Ionisation energy loss, dE
Edx

[%/m] 0.12 9.57 0.0088 0.73

Multiple scattering (projected RMS angle) [µrad/m
1
2 ] 73.5 73.5 4.72 4.72

Electron capture length [cm] ... 20 ... 312

Electron stripping length [cm] ... 0.028 ... 0.018

Electron capture pair production (ECPP) interaction length [cm] ... 24.5 ... 0.63

Nuclear interaction length (including fragmentation) [cm] 38.1 2.5 38.1 2.2

EMD length [cm] ... 33.0 ... 19.0
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7.3 Numerical Analysis

7.3.1 FLUKA energy deposition maps

The 3D FLUKA maps provided the spatial distribution of the specific energy deposited on

the jaw inserts in the longitudinal (Figure 7.1) and transverse (Figure 7.2) planes. These

energy deposition maps were then loaded in the developed FE model in order to provide

the input thermal load in terms of power density distribution (in W/m3).

7.3.2 Finite element modelling

The numerical FEM approach defined in Chapter 3 was applied, and the modelling details,

specific to the comparative study considered in this chapter, are described below.

Geometry, component setup and finite element discretisation

FEM simulations for proton and heavy ion beam impacts were performed on the lower

symmetrical half of the right collimator jaw assembly. The discretisation of the jaw

components was performed as explained in Section 3.3.2.

Material Modelling

Following the material characterisation tests presented in Chapter 5, a complete

thermal and structural material model could be implemented for INERMETr 180 in

ANSYSr. The thermal model of INERMETr 180 consisted of temperature-dependent

thermo-physical properties based on the thermal characterisation results presented in

Section 5.3 (Figure 6.16).
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Figure 7.1: Energy deposition cuts in the x-z plane at the collimator insert half-height
(symmetry plane) for heavy ions and protons: 1 nominal bunch of lead ions - 7.00 × 107 ions,
2759 GeV/n (top), and 1 nominal bunch of protons - 1.15 × 1011 protons, 7 TeV (bottom)
(results obtained in collaboration with L. Lari, CERN).
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Figure 7.2: Energy deposition cuts in the x-y plane at the location of Tmax in the
z-direction for heavy ions and protons: 1 nominal bunch of lead ions (7.00 × 107 ions,
2759 GeV/n) with Tmax occurring at z = 6.5 cm (top), and 1 nominal bunch of protons
(1.15 × 1011 protons, 7 TeV) with Tmax occurring at z = 7 cm (bottom) (results obtained
in collaboration with L. Lari, CERN).
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Moreover, a multilinear kinematic hardening model at different temperatures was adopted

for the collimator jaw insert material, based on the structural characterisation results

presented in Section 5.4 (Figure 7.3). The stress-strain results at the fixed strain-rate of

10−3 s−1 were used in order to be able to investigate the cumulative damage in the part

of the component that was still solid after the beam impact. The results at the higher

strain-rate of 103 s−1 were then used in the study of spallation in order to investigate

if the UTS of the material was exceeded in the region subject to high tensile stresses,

temperatures and strain-rates close to the beam impact.

Figure 7.3: The multilinear kinematic hardening model used in ANSYSr for
INERMETr 180. This model is based on a modified version of the Z-A model as explained
in Section 5.4.6.

The material models of the OFE-Cu block housing, the Cu-Ni cooling pipes and the

GlidCopr AL-15 back stiffener were implemented as specified in Section 4.3.2.
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Loading and boundary conditions

The typical τdiffusion for the INERMETr 180 jaw inserts has already been calculated in

Section 6.5.3. Given the rapidity of the beam impact duration (1 ns) when compared

with the typical τdiffusion (approximately 306 µs), it can be concluded that it is possible to

decouple and sequentially solve the non-linear, transient thermal and structural analyses.

Thus, the same approach as that presented in Chapter 4 was used for the study of the ion

and proton beam impact scenarios.

The first period of flexural oscillation of the jaw assembly was calculated by Equation 3.9,

considering INERMETr 180 as the jaw insert material, and it was found to be around

105 Hz. As explained in Section 3.3.4 and implemented in Section 4.3.2, the integration

time step (ITS) must be optimised depending on the mesh size. The Courant criterion

was calculated using Equation 3.10 and the minimum step size was again fixed to 0.1 µs

for the structural analyses. The transient thermal and structural load cases were then

implemented as a sequence of load steps, as given in Table 7.3.
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Table 7.3: Load step sequences used for the FEM thermal and structural analyses in the comparative study on proton and
ion beam impacts. The first load step represents the beam impact. The computational time needed to achieve these transient
thermal and structural solutions on a 32 GB RAM 4-core machine with a processor speed of 4.0 GHz was ∼1 day and ∼4 weeks
per solution respectively.

Load step Time at end of Thermal ITS Structural ITS Imported Body Load

number loadstep [s] ∆tthermal [s] ∆tstructural [s] Step Time [s]

1 1.00 × 10−9 1.25 × 10−10 1.25 × 10−10 1.00 × 10−9

2 1.00 × 10−6 1.00 × 10−7 1.00 × 10−7 1.00 × 10−6

3 1.00 × 10−4 2.50 × 10−6 1.00 × 10−6 1.00 × 10−4

4 2.00 × 10−3 2.00 × 10−5 1.00 × 10−5 2.00 × 10−3

5 5.00 × 10−3 2.00 × 10−4 1.00 × 10−4 5.00 × 10−3

6 0.01 2.00 × 10−4 1.00 × 10−4 0.01

7 0.02 2.00 × 10−4 1.00 × 10−4 0.02

8 0.04 5.00 × 10−4 2.50 × 10−4 0.04

9 0.06 5.00 × 10−4 2.50 × 10−4 0.06

10 0.12 1.00 × 10−3 2.50 × 10−4 0.12

11 0.25 5.00 × 10−3 1.25 × 10−3 0.25

12 1.00 0.05 2.50 × 10−3 1.00

13 5.00 0.20 5.00 × 10−3 5.00
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7.4 Numerical simulation results

7.4.1 Thermal analyses

An initial comparison between protons and lead ions can be done by evaluating the energy

deposited by 1 nominal bunch of each particle type on the collimator jaw inserts. It is

observed from Figures 7.1 and 7.2 that the energy deposited by a nominal ion bunch is

around two orders of magnitude smaller than that for a nominal proton bunch. This

results from the fact that the stored energy of the nominal ion beam is only 1% of that of

the nominal proton beam (Table 7.1). Figures 7.4 and 7.5 show that a different maximum

temperature Tmax is reached for the nominal proton and ion beam impact cases. This

subsequently influences the dimension of the molten region on the jaw inserts and the

extent of the beam-induced damage.

Figure 7.4: Logarithmic temperature distribution provoked by the nominal proton beam
impact at 1 ns. The red region represents temperatures above the melting temperature of
INERMETr 180 (approximately 1343 oC). This region gives an indication of the molten
region caused by the beam impact and of the extent of the resulting groove formed on the
surface of the collimator jaw inserts. A detailed view is shown in the inset.
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Figure 7.5: Logarithmic temperature distribution provoked by the nominal lead ion beam
impact at 1 ns. The melting temperature of INERMETr 180 (approximately 1343 oC) is
not exceeded in any region in this case. A detailed view is shown in the inset.

Another interesting aspect was to simulate the number of protons per bunch that would

give the same Tmax as 1 nominal ion bunch, considering the same beam size and the same

impact parameter. The graph in Figure 7.6 shows that 4.48 × 109 protons per bunch

would in fact give the same Tmax as 1 nominal ion bunch. This intensity is very close to the

intensity of an LHC pilot bunch. However, some differences between the two temperature

profiles can be observed. One of the main differences is the discrepancy between the energy

deposition values close to the jaw entrance. This difference is caused by ionisation. As

shown in Table 7.2, the relative energy loss due to ionisation is two orders of magnitude

larger for heavy ions than for protons. This means that ions lose their energy to the target

material more quickly than protons.

From the thermal analyses, it can be concluded that the heat deposition, and consequently

the damage caused by the impact of a nominal ion bunch, nowhere exceeds that resulting

from a nominal proton bunch. Thus, in order to be able to qualitatively compare the

effects resulting from the differences between the interactions of protons and heavy ions

with matter, it was decided to consider impact cases of the two particle types where the
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Figure 7.6: Temperature peak profiles within the jaw inserts along the beam direction
for heavy ions and protons.

same peak temperature is reached. In fact, some differences in the temperature profiles

of these two cases were observed, with such discrepancies mainly arising from ionisation

effects. Section 7.4.2 will now discuss if such differences will play any role in the structural

behaviour of the collimator when subject to an asynchronous beam dump.

7.4.2 Structural analyses

Once the expected temperature increase was known, the plasticisation provoked by the

thermal shock and the range of compressive stresses were estimated by Equations 4.1 and

4.2 respectively. Given that ∆Tmax and the jaw insert material (INERMETr 180) were set

to be the same for the proton and heavy ion cases, the values of εzmax and σlinear
zmax

resulted to

be the same for these two cases, as expected. Thus, considering the ion beam impact case,

Figure 7.7 shows a contour plot of the longitudinal elastic strain on the collimator jaw

assembly, following the impact of 1 nominal ion bunch. Good agreement is achieved with
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the analytical calculation that is performed using Equation 4.1 with α = 5.25 × 10−6 K−1

and Tmax = 742 oC as shown in Figure 7.5.

Figure 7.7: Normal elastic strain along the z-direction on the collimator jaw assembly
after the nominal ion beam impact. A detailed view is shown in the inset. A similar plot
with comparable peak values has been obtained for the case of the proton beam impact
(involving 1 bunch with 4.48 × 109 protons).

The behaviour of the compressive stress developed within the collimator jaw assembly

is very similar to that of the normal elastic strain shown in Figure 7.7. A maximum

compressive longitudinal stress of around 3 GPa was developed at the same location as

the maximum compressive longitudinal strain, both for the ion and proton beam impact

cases. This value of maximum compressive stress is also comparable with that achieved

with Equation 4.2, using E = 360 GPa and ν = 0.28 in addition to α = 5.25 × 10−6 K−1

and Tmax = 742 oC as given previously. Moreover, the longitudinal deformation due to

the particle beam impact does not exceed 0.1 mm (Figure 7.8), thus once again justifying

the modelling approach of the contact interface between the jaw inserts as described in

Section 3.3.1.
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Figure 7.8: Longitudinal deformation (z-direction) of the collimator jaw assembly due to
the studied ion beam impact case. The maximum longitudinal deformation is approximately
89 µm.

The numerical results of the dynamic response of the collimator jaw assembly, as calculated

by ANSYSr, will now be presented. Figure 7.9 shows that the jaw assembly, hit by the

high-energy particle beam, shows a dynamic flexural response with a main frequency of

approximately 100 Hz. The main frequency of flexural oscillation, analytically calculated

as 105 Hz by Equation 3.9 in Section 7.3.2, is thus once again correctly predicted by

numerical simulations.

Moreover, it can be noticed that the jaw assembly vibrates, with an underdamped response,

around its quasi-static deflected position. Theoretically, for a given system, the value of

the quasi-static deflection should be equal to the value of the dynamic deflection at the end

of the dynamic response. It is calculated that for both the proton and the ion case studies,

there is a discrepancy of around 3.65% between these two values. Given the complexity of

the FEM simulations involved, this is still considered as being within an acceptable limit.

The developed dynamic thermal stresses, obtained from the FEM analysis, are also given

in Figure 7.10.
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Figure 7.9: Dynamic flexural displacement (x-direction) of the collimator jaw assembly
at z = 0.530 m for protons, as provoked by the proton (1 bunch with 4.48 × 109 protons)
beam impact, and at z = 0.532 m for ions, as provoked by the ion (1 nominal ion bunch)
beam impact. The quasi-static deflection due to the thermal bending moment is also
shown for both cases.

As highlighted in Section 2.3.3, spallation is an important mode of failure during high

velocity impact. In this study, the maximum principal stress model is used as the spallation

criterion. The maximum principal stress on the collimator jaw for the ion case study is

shown in Figure 7.11, and it can observed that the highest stresses develop in the region

subject to the highest temperatures (Figure 7.5) and strain-rates. An overview of the UTS

of INERMETr 180 can be obtained from experimental data presented in Section 5.4.5.

It can be deduced from interpolation of Figure 5.25 that under high strain-rate and high

temperature (Tmax ≈ 742 oC from Figure 7.5) conditions, the UTS of INERMETr 180 is

expected to be approximately 550 MPa. This value is thus used as a limit above which

spallation is expected to occur.
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Figure 7.10: Dynamic longitudinal stress (z-direction) of the collimator jaw assembly at
z = 0.530 m for protons, as provoked by the proton (1 bunch with 4.48 × 109 protons)
beam impact, and at z = 0.532 m for ions, as provoked by the ion (1 nominal ion bunch)
beam impact. It can be observed that oscillations start at a frequency range on the order
of kHz and settle at a main frequency of approximately 100 Hz, which is approximately
equal to the first period of flexural oscillation of the jaw assembly.

A comparison between the ion and proton impact scenarios is given in Figure 7.12, from

where it can be seen that the UTS of INERMETr 180 is slightly exceeded in both cases.

A slightly larger region can be observed for the ion case, meaning that a slightly larger

region of the first jaw insert is subject to the formation of cracks. However, it can be

concluded that in both cases, crack formation and other related subsequent damage are

limited to a very small region.
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Figure 7.11: Maximum principal stress on the collimator jaw assembly as provoked by
the ion (1 nominal ion bunch) beam impact. The red region indicates the region of the jaw
where the UTS of INERMETr 180 is exceeded, leading to the formation of micro-cracks
and ultimately, spallation.

Figure 7.12: Comparison of the maximum principal stress on the collimator jaw assembly
for the proton and ion beam impacts. For each case, the maximum principal stress is
plotted along Path AB shown in Figure 7.11.
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Due to the fact that the beam-induced thermal stresses on the collimator jaw exceed

the yield strength of INERMETr 180, the collimator jaw will remain subject to some

permanent deformation after the beam impact. Figure 7.13 shows that for the case of the

ion beam impact, residual plastic strains lead to a permanent deformation of approximately

94 µm of the collimator jaw assembly. A comparison of the total and flexural deformations

for the proton and ion case studies is then given in Figure 7.14, from which it can be

observed that there are no significant differences between the two cases.

Figure 7.13: Total deformation of the collimator jaw assembly as provoked by the ion (1
nominal ion bunch) beam impact. The deformation scale factor is 280.

It can be noticed that the deformation mode of the collimator jaw in Figure 7.13 varies

from that shown in Figure 4.23. The different deformation modes of the collimator jaw are

in fact the result of the different temperature distributions resulting from the beam impact.

The uniform temperature distribution along the whole collimator length, as a result of the

-1 mrad jaw inclination (Figure 4.12), causes the jaw to expand outwards along the whole

length, with the result that the jaw remains with a permanent deformation towards the

beam as shown in Figure 4.23. On the other hand, the focused temperature development
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Figure 7.14: Comparison of the total and flexural deformations of the collimator jaw
assembly for the proton (1 bunch with 4.48 × 109 protons) and ion (1 nominal ion bunch)
beam impacts. The deformations are plotted along Path CD shown in Figure 7.13.

at the upstream part of the jaw (Figure 7.5) due to the parallel jaw-beam setup, together

with the structural constraints of the jaw, subject the jaw to a permanent deformation

away from the beam as shown in Figure 7.13.

7.5 Conclusions

The LHC is designed to bring high-energy protons as well as heavy ions into collision.

Accidents involving impacts on collimators can happen in both cases. This chapter has

presented the study performed to compare, for the first time, the thermo-mechanical

response of TCTs in case of an asynchronous beam dump, involving proton or heavy ion

beam impacts. For both cases, the same impact conditions were assumed, changing only

the particle type when simulating the interaction with matter. A numerical FEM approach

was implemented, and sequential fast-transient thermo-structural analyses were performed

209



Chapter 7. Comparative Analysis: Proton and Heavy Ion Beam Impacts

in the elastic-plastic domain. Recent thermo-physical and structural characterisation

properties of the collimator jaw insert material, INERMETr 180, were used, thus providing

a more precise material model for the analyses.

From the thermal analyses, it has been shown that the heat deposition of 1 nominal ion

bunch on TCTs nowhere exceeds that of 1 nominal proton bunch. However, some qualitative

differences in the temperature profiles of the proton and ion beam impact case studies were

observed, with such discrepancies mainly arising from ionisation effects. Consequently,

further detailed studies were carried out in the structural domain to investigate if such

variations in energy deposition, resulting from different beam-matter interactions, play

any role in the structural behaviour of the collimator structure, when subject to an

asynchronous beam dump.

For this structural study, the proton bunch intensity was selected such that it provided

the same temperature increase on the jaw as a nominal ion bunch. This bunch intensity

corresponded to 4.48 × 109 protons per bunch which is very close to that of an LHC

pilot bunch. The thermally-induced dynamic response of the collimator structure was

studied, followed by a quasi-static analysis to calculate potential permanent deformations

of the structure once the dynamic response had vanished. No major discrepancies resulted

between the proton and ion case studies. Both cases had a permanent deformation of

approximately 94 µm and a maximum principal stress of approximately 750 MPa on the

collimator jaw assembly. It can thus be concluded that heavy ion operation with a nominal

ion bunch intensity of 7.00 × 107 ions and a beam size of 0.30 mm (σx) × 0.30 mm (σy)

poses no additional qualitative challenges, when compared to protons, on the structural

integrity of collimators in case of an asynchronous beam dump.
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Conclusions

.

8.1 Summary of work achievements

The correct functioning of the collimation system is crucial to safely and successfully

operate high-energy particle accelerators such as the LHC. With a nominal stored beam

energy of 362 MJ and a beam momentum of 7 TeV/c, the requirements to handle the

high-intensity beams are unprecedented. Thus, predicting the consequences of high-energy

particle beams impacting protection devices, such as collimators, is a fundamental issue in

the accelerator machine design. Accident scenarios must be studied well in order to assess

the robustness of collimators in case of possible error scenarios.

One of the serious accident scenarios identified within the LHC is an asynchronous beam

dump. In the case of a single dump module pre-fire, one of the 15 pre-charged kicker

circuits fires out of time with the abort gap, spraying beam pulses onto LHC machine

elements before the MPS can fire the remaining kicker circuits and bring the beam to

the dump. If a proton bunch directly hits a collimator during such an event, severe

beam-induced damage such as magnet quenches and other equipment damage might result,
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with consequent downtime for the machine. While the robust TCP and TCS system are

designed to withstand such beam impacts, there may be machine conditions that expose

the TCTs and put them at risk of damage. This study has thus focused on accident

scenarios involving TCTs since they are the first metallic collimators exposed to a high

risk of damage in case of an asynchronous beam dump.

The interaction of high-energy particle beams with matter provokes a sudden non-uniform

temperature increase on the structure. This gives rise to thermal stresses and deformations

that may affect the integrity or the proper functionality of the hit equipment. It is, in this

respect, that the implementation of a numerical FEM approach, as opposed to analytical

solutions, is imperative for an in-depth study of the fast and complex thermo-mechanical

phenomena induced within the impacted structure. Such an approach is also essential for

the study of multi-component systems with contact interfaces, as well as for the study of

problems exhibiting material non-linearities that have a strong influence on the results.

Therefore, a numerical FEM approach found direct application in the framework of the

LHC collimation project.

This study has developed and applied a numerical FEM approach based on an implicit

algorithm of integration in order to evaluate both thermally induced vibrations on the

short time scale as well as permanent deformations on the long time scale resulting from

the beam impact. A challenging simulation campaign, especially in terms of computational

resources, was set up. Sequential transient thermal and structural analyses were performed

in the elastic-plastic domain in order to investigate the consequences of LHC particle

beams hitting TCTs.

Detailed energy deposition maps were essential to correctly simulate thermal loads as

an input for thermo-mechanical calculations of complex structures. The evaluation of

the thermal loads on the TCT for the studied accident cases was provided through

simulations with the Monte Carlo based statistical code FLUKA. This work focuses on

the thermo-mechanical study of the collimator jaw assembly whose detailed model was set

up in ANSYSr. An optimised FE discretisation procedure was implemented, and the heat
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convection coefficient together with the effect of the water flow pressure on the inner wet

surface of the cooling pipes were also taken into account.

The thermo-structural behaviour of the collimator jaw assembly was correctly modelled

through the choice of an appropriate integration time step (ITS) based on the Courant

criterion. The thermal and structural load cases were implemented as a series of load steps

and the solution was then based on three sequential steps. Once the heat load was known,

the temperature distribution could be calculated as a function of space and time. The

results of the thermal analysis were subsequently used as loads in the structural analysis

so that the dynamic stresses and displacements could be evaluated. A final quasi-static

step was then necessary to calculate potential permanent deformations of the structure

once the dynamic response had vanished.

Material modelling plays an important role in the performance of reliable FEM simulations.

Temperature-dependent thermal and structural material properties are required in FEM

calculations with large temperature variations as is the case of a beam impact on a TCT.

Due to the lack of available temperature-dependent properties for the collimator jaw insert

material, INERMETr 180 (composition: 95 wt.% W - 3.5 wt.% Ni - 1.5 wt.% Cu), it was

decided to use the more defined temperature-dependent properties of pure tungsten for

the initial case studies on the jaw-beam angle effect. The use of pure tungsten instead of

INERMETr 180 introduced a 5% modelling error which was nevertheless still considered

acceptable in the context of the complex numerical simulations involved.

Two sets of material characterisation tests on INERMETr 180 were then commissioned as

part of this study in order to obtain an overview of the temperature-dependent behaviour

of the jaw insert material under extreme conditions. Thermo-physical characterisation

tests were commissioned at the Energy Department of the Austrian Institute of Technology.

Measurements of the coefficient of linear thermal expansion, density, specific heat capacity,

thermal diffusivity and thermal conductivity were obtained between room temperature

and 1450 oC. Additionally, structural characterisation tests were commissioned at the

DYNLab of the Politecnico di Torino, and stress-strain curves at different temperatures
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and strain-rates were provided. This experimental data was processed via a numerical

inverse method and the Z-A model was then used to obtain a unique material strength

model with a sufficient level of accuracy.

The probability that a collimator is hit directly by a high-intensity bunch comes as a result

of concurrent errors such as collimator settings and orbit errors. In this context, a scenario

with such combined errors was defined as a conservative case study in order to understand

the consequences of a potentially severe beam impact event on a tungsten-based collimator.

Additional case studies presented in this thesis investigate the behaviour of TCTs in

the special case that the impacted jaw has a slight inclination of a few milliradians due

to misalignment errors of the collimator installation at the beam-line. Specifically, the

thermo-mechanical response of TCTs is studied in case their planar collimating surface is

either exactly parallel to the beam or is tilted by -1 mrad or ±5 mrad during 3.5 TeV and

7 TeV bunch impacts with 1.30 × 1011 protons.

An estimate of the expected damage for the different jaw error cases could be obtained

from the peak temperature profiles. This is because higher temperature values will result

in larger deformations and thermal stresses. It was found that a jaw tilt of -1 mrad leads

to a better temperature distribution when compared to the other cases. In fact, such a

jaw inclination, together with a beam impact parameter of 0.5 mm, mean that the first

point of impact of the 0.30 mm (σx) × 0.30 mm (σy) RMS beam will be spread from z =

0.2 m to z = 0.8 m along the collimator length.

One of the design requirements of LHC collimators is that they must survive proton beam

impacts whilst keeping their correct functionality. The deformation of collimator jaws due

to thermal loads induced in nominal steady-state conditions must not exceed the limit

of 40 µm in order to ensure geometric stability. The accident scenario considered in this

study is of a serious nature when compared to steady-state conditions. In this regard, a

resulting jaw deformation of approximately 82 µm obtained for the ‘3.5 TeV, -1 mrad’ case

could still be considered acceptable, especially when compared to the larger deformation

expected for the ‘3.5 TeV, 0 mrad’ case. It has thus been concluded that a -1 mrad tilt of
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the jaw could actually reduce the beam-induced damage caused by an asynchronous beam

dump on a TCT.

Furthermore, the conservative accident scenario that was considered for the jaw-beam

angle scanning study was also used as a case study to evaluate and compare, for the first

time, the thermo-mechanical response of TCTs to proton and heavy ion beam impacts.

The LHC operates with both high-energy protons and heavy ions. The physics of the

interaction with matter varies quantitatively as well as qualitatively for the proton and lead

ion beams, resulting in different beam dynamics and performance limits for the two types

of beam. Case studies were thus considered for both proton and heavy ion beams. The

same impact conditions were assumed, changing only the particle type when simulating

the interaction with matter.

A qualitative comparison between proton and ion beam impacts was obtained by selecting

a proton bunch intensity such that it produced the same temperature increase on the

collimator jaw as a nominal ion bunch. Such a proton bunch intensity is, in fact, very close

to that of an LHC pilot bunch. Transient thermal and structural analyses were performed

for the two scenarios, implementing the material model of INERMETr 180 obtained from

the material characterisation tests. No major discrepancies were observed between the

proton and ion case studies. It has thus been concluded that heavy ion operation with a

nominal ion bunch intensity of 7.00 × 107 ions and an RMS beam size of 0.30 mm (σx)

× 0.30 mm (σy) poses no additional challenges from a collimator damage point of view,

when compared to protons, during a beam impact on collimators.

Different damage mechanisms have been described for the impacted collimator and they

have been investigated as part of the performed thermo-mechanical analyses. The thermal

analyses led to an evaluation of the maximum temperatures reached on the collimator jaw.

An estimate of the extent of the molten region was produced through a comparison between

the obtained temperature distributions and the melting temperature of the material. No

change of state in the material was present in the cases for which a detailed structural

analysis was performed with ANSYSr in this study. As concluded by Bertarelli et al.
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[47], such cases are usually characterised by the development of stress waves in the plastic

domain and thus can still be reasonably well-treated with FE models using an implicit

scheme of integration such as ANSYSr. Changes in the density of the material due to

the outgoing pressure waves, as resulting from the beam impact, were also accounted for

through the use of a temperature-dependent density variation included as part of the

material model.

An important mode of failure during high velocity impact occurs when the developed

stresses exceed the ultimate tensile strength (UTS) of the material. Therefore, the maximum

principal stress model was used as the damage criterion. In this case, sequential stages of

the damage include the appearance of micro-cracks, the coalescence of micro-cracks into

one major crack and finally, spallation close to the beam impact location. Residual plastic

strains and permanent deformations of the collimator jaw assembly were finally studied to

investigate the extent of the cumulative damage caused by an accidental beam impact.

Since high-energy and high-intensity beam impacts expose collimators to extreme

conditions, the possibility for experimental tests on different accident scenarios is limited.

It is therefore crucial to develop reliable computational models that can be efficiently

applied to estimate the damage occurring during an impact. Benchmarking of the complex

numerical simulations is thus essential and for this reason, a dedicated beam experiment was

designed and set up at the CERN HiRadMat facility. This test was designed to investigate

the robustness and effects of beam accidents on a fully assembled TCT. The preliminary

post-irradiation analysis has confirmed the validity of the developed FEM approach as good

agreement was achieved between the dimensions of the observed grooves and the simulated

molten regions. Other important experimental outcomes include updated safe 7 TeV limits

for TCTs and an improved temperature sensor fixation method for collimators.

The next sub-section will now summarise the main contributions of this work to the

development of the research field.
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8.2 Main contributions

This thesis has presented a thorough assessment of the thermo-mechanical response of

TCTs to accidental beam impacts in a detailed study of various relevant scenarios for the

operation of the LHC and its risk optimisation. A more in-depth view of the robustness of

TCTs in case of an asynchronous beam dump has been achieved by taking into account

all relevant collimator damage limits. The main contributions of this work to the research

field consist of:

1. The development of a working and validated numerical FE model has been successfully

achieved. All studied cases deal with stress waves generated in the plastic domain

whereby an implicit algorithm of integration, as implemented with ANSYSr, is

considered sufficient. Such an approach has been found to be highly effective to

study both thermally induced vibrations on the short time scale as well as permanent

deformations on the long time scale.

2. The developed FE model has been implemented to identify the effectiveness, from a

collimator damage point of view, of operating with tilted collimator jaws in case of

an asynchronous beam dump accident. Jaw error cases with different beam energies

and jaw-beam angles were studied and it has been found that in the case of a jaw

inclination of -1 mrad, no region with very focused energy deposition results from

the beam impact, leading to an overall lower peak temperature. It has in fact been

concluded that a jaw tilt of -1 mrad can mitigate the effect of a beam impact on a

TCT. This means that for the same beam impact conditions (beam energy, beam size,

impact parameter), the collimator will be subject to less damage and can possibly

survive a high-energy beam impact while keeping its correct functionality.

3. The developed FE model has also been used to give an assessment of the

thermo-mechanical response of TCTs to proton and heavy ion beam impacts.

The physics of the ion beam’s interaction with matter varies qualitatively and

quantitatively from that of the proton beam. It has however been concluded that
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operation with heavy ions (1 nominal bunch, 0.30 mm RMS beam size) poses no

additional qualitative challenges, when compared to protons, on the structural

integrity of collimators in case of an asynchronous beam dump.

4. Thermal and structural material characterisation tests of INERMETr 180, under

varying temperature and strain-rate conditions, have been commissioned and the

obtained results have enabled the implementation of a more reliable material model

in the FEM simulations. Such test campaigns were challenging both in terms of cost

and resources. However, due to the limited temperature-dependent INERMETr 180

data available, such tests were considered an essential contribution to the research

field in order to be able to correctly reproduce the material behaviour and to perform

the numerical FEM simulations with a higher level of confidence.

5. A dedicated beam experiment has also been designed and carried out at the CERN

HiRadMat facility in order to experimentally investigate the effects of beam accidents

on the robustness of a fully assembled collimator, and to benchmark the complex

numerical simulations. Such an experiment has successfully confirmed the validity

and reliability of the developed FE model, thus giving confidence in the prediction

of damage by such numerical simulations. This is crucial since the experimental

phase in such extreme conditions is also very expensive in terms of cost as well

as resources, and the possibility to perform experimental tests to study different

accident scenarios is therefore limited. A new temperature sensor fixation method

was another important outcome of such tests and it has already been implemented

for the new collimators installed in the machine for the LHC Run 2.
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8.3 Future work

8.3.1 Post-irradiation analysis of the tested collimator

An extensive post-irradiation campaign on the tested HiRadMat collimator is foreseen

in order to provide additional valuable information on the robustness of TCTs in case

of beam impacts. The visual inspection presented in this study consisted of preliminary

observations done based on photos taken with a camera. Due to the high-radiation level,

transportation of the collimator to dedicated laboratories for further analysis has so far

been restricted.

Future post-irradiation analysis will involve direct observations including detailed metrology

as well as destructive and non-destructive testing of the collimator jaws. Any permanent

deformations of the jaws will be investigated, and metallographic inspections will specifically

give insight into the damage caused by the beam on the microstructure of the material.

These results should then be complemented with numerical simulations in order to validate

the FE model developed and presented in this thesis within the structural domain.

8.3.2 Beam damage studies and numerical simulations

This study has investigated the effects of an asynchronous beam dump scenario when

combined with other concurrent errors. Further studies on realistic losses in case of an

asynchronous beam dump are ongoing [140, 141] and it will be interesting to investigate

and compare the thermo-mechanical response of TCTs in these new scenarios.

It was found in this study that a jaw-beam angle of -1 mrad can actually mitigate the

effect of the beam-induced damage caused by an asynchronous dump on TCTs. A useful

complementary study will be the investigation of the number of escaping high-energy

protons in case of such a jaw inclination as such protons can potentially be lost in the SC

magnets located downstream of the impacted collimator.
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The comparative analysis on proton and heavy ion beam impacts presented in this thesis

showed that heavy ion operation creates no additional challenges when it comes to beam

impacts on collimators. This investigation was done considering a nominal ion bunch with

an RMS beam size of 0.30 mm (σx) × 0.30 mm (σy). An interesting aspect will be to

study at what intensity, or beam size, heavy ions might potentially become problematic.

Material defects as a result of beam damage can act as hindrance to dislocation movement

within the material, and thus future work can also include the study of the effect of beam

damage on the material properties at the atomic level.
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