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Introduction

The Large Hadron Collider (LHC) is �nally entering the collision mode
after about 20 years of R&D, design, construction and commissioning.
For a safe commissioning of the machine, the beam energy will be rump
up in several steps: after few �pilot� runs at 450 GeV and 1.18 TeV per
beam in 2009, the LHC is expected to rump up the beam energy to 3.5
TeV by February 2010 and to run with these energies until a signi�cant
data sample has been collected and experience in running the machine
has been gained. At the end of 2010, the LHC will circulate lead ions
beams for the �rst time. In 2011 the LHC will shut down and work
will begin to bring the machine towards 7 TeV per beam. Four detec-
tors, CMS (Compact Muon Solenoid), ATLAS (A ToroidaL ApparatuS),
LHCb (The Large Hadron Collider beauty experiment) and ALICE (A
Large Ion Collider Experiment) are ready for the data-taking phase with
intense detector commissioning works underway.

The much awaited discoveries at the LHC have to be preceeded by the
rediscovery of the Standard Model (SM) physics, and early discoveries,
though possible, will be challenging. On the other hand, from early phase
on, i.e., starting from an integrated luminosity of mere 1 pb−1, various
SM processes can be studied; in particular, heavy quarkonia states (e.g.
J/Ψ and Υ) will shine well above background in the low mass range of
the invariant mass distribution of dilepton �nal states.

Electroweak processes of W and Z productions, having reasonably
large cross sections and clean leptonic decay mode signatures (e/µ), are
part of the early physics studies at the LHC and they will be studied as
well at all luminosities. These will be also used as standard candles for
a large variety of LHC measurements.

Besides being fundamental backgrounds to new physics searches and
providing a raw luminosity monitoring, the study of Z and W events will
improve the knowledge of the Parton Distribution Functions (PDFs) in
an unexplored kinematic region. These analyses hold the key for all the
subsequent physics searches because they provide the way to control the
main experimental and theoretical systematics at the LHC.

In addition, before any discovery can be claimed, a well-founded con-
trol of the detector and reconstruction performances is needed: the muon
momentum scale and resolution must be measured from data. Because of
the large production cross-section and the detailed knowledge of its mass
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resonance curve from LEP experiments, the Z boson decay into a muon
pair provides a perfect process to perform both the scale calibration and
the resolution measurement. The Z boson events analysis provides also
a fast way to tune the Monte Carlo simulation, in order to obtain from
the Monte Carlo the most realistic description of real data.

This thesis is focused on prospects for the measurement of the muon
momentum resolution from data and the tuning of the Monte Carlo simu-
lation with the �rst 10 pb−1 integrated luminosity of pp → Z + X → µµ

+ X events with CMS detector.
Studies have been performed on Monte Carlo samples generated with

SHERPA including a realistic detector simulation and addressing the most
relevant systematic e�ects, focusing on the CMS Silicon Strip Tracker,
as I dedicated a large part of my Ph.D. to the calibration of this very
complex object.

After a general introduction in Chapter 1 about the Electroweak
physics at the LHC and the rediscovery of the Standard Model in CMS,
from Chapter 2 onwards the thesis describes my Ph.D. work.

In Chapter 2, a description of the CMS Silicon Strip Tracker is given,
starting from the layout and going ahead with the description of the
calibration and reconstruction algorithms.

Since few years the CMS detector is being commissioned using cosmic
muons. These have proved to be very valuable to test hardware operation
and software algorithms. I analyzed the cosmic ray data collected in the
last three years for the Tracker commissioning to perform calibration
and to study local reconstruction performances. The results obtained
are shown in Chapter 3 and have been published in [1], [2].

The measurement of the transverse momentum of charged particles
has a vital importance at CMS. In particular the transverse momentum
and its resolution are the most subjected to the details of the detector
integration and operation, being highly sensitive to the precise alignment
of the silicon tracker and of the muon chambers, and in general to their
performance. The silicon tracker has a leading role in the momentum
resolution of muons up to 200 GeV: its calibration and alignment condi-
tions will be a pivotal requirement during the real data taking in order
to have the best possible resolution. An algorithm has been developed
to measure the muon momentum scale and the resolution exploiting well
known di-muon resonances (Z, Υ, J/ψ) on a wide mass range. I used this
algorithm on a Monte Carlo sample of Z → µµ, comparing the results
obtained on the sample reconstructed in ideal and realistic detector con-
dition. In the realistic scenario I introduced the residual miscalibrations
and misalignments which are expected to still a�ect the data after the
collection of an integrated luminosity of 10 pb−1. A total of about 5000
Z→ µµ events are expected to be collected in this �rst phase, and in
Chapter 4 I will show how it will be possible to measure the resolution
directly from these data.
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Finally, for precision measurement and for early discoveries as well, it
is very important that the Monte Carlo simulation is able to reproduce
the data with good approximation. In the last part of Chapter 4 a
method is thus shown to tune the Monte Carlo simulation of the CMS
detector with early data in order to have the most realistic description
of the detector and to obtain from the Monte Carlo the most precise
description of data. This is a fundamental requirement to be enabled to
perform new physics searches.
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Chapter 1

Standard Model physics at the
Large Hadron Collider (LHC)

1.1 Motivations for LHC
The Standard Model (SM) of electroweak interaction is the theory that
nowadays describes best the elementary particle physics, since the ob-
servation of the neutral current interaction in 1973 with the Gargamelle
detector [3] and the observation of the W and Z bosons in 1983 at the
UA1 experiment [4] gave the experimental proof of it. Since then, the
LEP and SLC experiments gave con�rmations of the Standard Model
predictions from 1989 to 2000, measuring with better than per-mill pre-
cision the W and Z bosons properties: their masses, their widths, their
couplings with fermions and among themselves. Tevatron observation
of top quark complemented �nally these measurements. The last piece
missing of the SM is the Higgs boson, which should be the remnant of
the scalar �eld that provides mass to the particles [5]. Precision mea-
surements of the electroweak observables (mW , αem, θW ) indicate a light
Higgs boson. The accuracy reached in the measurement of these observ-
ables in fact requires that, if one relates them among each others, genuine
electroweak corrections ∆r should be included, namely:

m2
W =

παem

GF

√
2

1

sin2θW (1−∆r)
(1.1)

where the quantum corrections have a quadratic dependence on the mass
of the top quark mtop and a logarithmic dependence on the Higgs mass:
∆r = f(m2

top, ln mH). Once mW , mtop and sin2θW are measured, mH can
be extracted from a global �t of the electroweak observables, as shown
in Fig. 1.1.

LEP has established at 95% con�dence level [6] the lower limit on the
Higgs mass: 114.4 GeV/c2. On the other hand, an upper limit around 1.2
TeV is derived within SM requiring that the amplitude for the scattering
of longitudinally polarized vector bosons VLVL → VLVL does not violate
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Figure 1.1: Global �t to electroweak precision measurements done by the
LEP Electroweak Working Group for Winter 2008, with the additional
Tevatron excluded region.

unitarity [7]. Moreover, another recent exclusion region at 95% con�-
dence level has been found by the CDF and D0 experiments at Tevatron,
in the range of mass 163-166 GeV/c2.

The existence of the Higgs boson is just one of the possibilities to
break the symmetry and provide masses to the particles. The Goldstone
theorem and the Higgs mechanism do not require the existence of ele-
mentary scalars. It is also admitted as a possibility that bound states are
responsible for electroweak symmetry breaking. Taking into account that
unitarity is nothing but a statement of conservation of total probability,
it is evident that it cannot be violated in nature. Violation of pertur-
bative unitarity would imply the SM to become a strongly interacting
theory at high energy. If the Higgs mass was large or the Higgs didn't
exist, by analogy with low energy QCD, one might expect the presence
of resonances in VLVL scattering. But unfortunately the mass, spin and
number of these resonances are not uniquely determined.

The discovery of the mechanism which gives origin to the masses
requires the deep investigation of the energy range from 100 GeV to 1
TeV. For this reason LHC has been designed as a discovery machine for
processes with cross sections down to some tens of fb and in the energy
range from 100 GeV to 1-2 TeV. This physics goal in�uenced the main
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design parameters of the machine:

• being a hadron collider, the colliding entities are the partons, which
carry a variable fraction x of the whole hadron momentum. There-
fore the center-of-mass energy of the hard scattering process

√
ŝ

can span di�erent order of magnitude.
Considering the center-of-mass energy √s = 14 TeV, and the in-
coming partons carrying momentum fraction x1, x2 ≈ 0.15-0.20
of the incoming hadrons momenta, the partonic CM energy is√

ŝ = x1x2

√
s ≈ 1-2 TeV, which matches exactly the energy range

to be explored.

• the beams are made of protons. This has a fundamental e�ect,
which is the ease with which protons can be accelerated, with re-
spect to electrons and positron (LEP). In fact the energy lost by
synchrotron radiation is proportional to γ4 (where γ = E/m), and
this is much smaller for protons than for electrons and positrons.
Moreover, the choice to accelerate two protons beams instead of
a proton and an antiproton beam permit to obtain high intensity
beams (it is easier to accumulate protons with respect to antipro-
tons) without losing much in the Higgs production, as it is a process
dominated by gluon fusion which has almost the same cross section
in p− p and p− p collisions.

Another main parameter strongly in�uenced by the physics goal is
the luminosity. In order to compensate for the low cross section of the
interesting processes, LHC must provide a very high number of collisions.
This is achieved with a very short bunch crossing interval (25 ns, which
means a frequency of 40 MHz) and a high number of bunches accelerated
by the machine (2808 per beam). This will allow to reach a peak lumi-
nosity of 1034 cm−2s−1. Only about 80% of the bunches will be �lled. All
this arrangement will permit to accumulate, during the �rst three years
of operation at the design center of mass energy, an integrated luminosity
of

∫ Ldt = 20 fb−1 per year with L = 2×1033 cm−2s−1, and later
∫ Ldt

= 100 fb−1 per year with L = 2×1034 cm−2s−1.
The whole set of parameters of the LHC is summarized in Table 1.1.
The main drawback of this powerful design is that the total event

rate will be so high that several interactions overlap in the same bunch
crossing, creating the so called pile up. It has been estimated that, with a
55 mb cross section for p-p non-di�ractive inelastic process predicted by
PYTHIA, there will be on average 17.3 events occurring at every bunch
crossing, with about 50 charged tracks per interaction. The high bunch
crossing frequency, the high event rate and the pile-up of several events
in the same bunch crossing dictate strict requirements on the design of
the detectors. The bunch crossing of 25 ns and the pile-up of about 20
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Parameter p-p Pb
CM energy (TeV) 14 1148

Number of particles per bunch 1.1×1011 ∼8×107

Number of bunches 2808 608
Design luminosity (cm−2s−1) 1034 2×1027

Luminosity lifetime (h) 10 4.2
Bunch length (m) 53 75

Beam radius at interaction point (µm) 15 15
Time between collisions (ns) 24.95 124.75
Bunch crossing rate (MHz) 40.08 0.008

Circumference (km) 26.659 26.659
Dipole �eld (T) 8.3 8.3

Table 1.1: LHC parameters for p-p and Pb-Pb collisions.

events per crossing in�uence the time response and the readout electron-
ics, which have to be very fast. The presence of pile-up means instead
that a high granularity is necessary to avoid the overlap of particles in the
same sensitive elements. High granularity in turn means a large number
of channels and therefore high cost. Moreover, LHC detectors will also
have to stand extremely high radiations doses, so all the electronics will
need to be radiation hard. Finally, additional requirements apply to the
online trigger selection, that has to deal with a background rate several
orders of magnitude higher than the signal rate.

1.1.1 The LHC physics program
In Fig. 1.2 the cross sections and the production rates of interesting
processes at LHC are shown as a function of the center-of-mass energy
and of the mass of the produced particles. In Table 1.2 the cross section
and the number of events produced for a given process per experiment
for low luminosity (L = 2×1033 cm−2s−1) are reported.

Process σ Events/s Events/y Other machines
W → eν 20 nb 15 108 104 LEP/107 Tev.
Z → ee 2 nb 1.5 107 107 LEP

tt 1 nb 0.8 107 105 Tevatron
bb 0.8 mb 105 1012 108 Belle/Babar

g̃g̃ (m=1 TeV) 1 pb 0.001 104

H (m=0.8 TeV) 1 pb 0.001 104

H (m=0.2 TeV) 20 pb 0.01 105

Table 1.2: Expected cross sections and number of events per second and
per year for an experiment at LHC.

As the Higgs cross section increases steeply with the center-of-mass
energy while the total cross section (i.e. the background) remains almost
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Figure 1.2: Cross section as a function of the center-of-mass energy (left)
and event rates at LHC as a function of the mass of the produced particle
(right) for interesting processes.

constant, the highest center-of-mass energy should be used.

The conception of the Large Hadron Collider had as background idea
to reuse the existing 27 km long LEP tunnel to install a new collider,
substituting electron beams with proton beams. This idea permitted
considerable �nancial saving, considering that the tunnel itself and many
infrastructures (experimental caverns, pre-accelerators) already existed.
The drawback is that the maximum center-of-mass energy to 14 TeV
is limited by the dimension of the tunnel itself, since the beams must
be bent by dipole magnets whose maximum �eld is currently limited at
about 8 T.

One very remarkable aspect of LHC physics is the overwhelming back-
ground rate compared to the interesting physics processes: the Higgs pro-
duction, for example, has a cross section at least ten orders of magnitude
smaller than the total inelastic cross section, as shown in Fig. 1.2. This
is due to the fact that the bulk of events produced in the proton-proton
collisions is either due to the low-p̂T scattering, where the protons collide
at large distances, or to QCD high-p̂T processes of the type:
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qiqi → qkqk

qiqj → qiqj

qig → qig
qiqi → gg
gg → qkqk

gg → gg

(1.2)

All these events are collectively called �minimum bias�. They consti-
tute the background for other processes in which massive particles are
created in the hard scattering, so they are in general considered uninter-
esting in LHC physics studies. This classi�cation can be in some case
misleading, as it includes for example also processes like bb which are
interesting for B physics.

Another implication of the choice of colliding protons is the span in
the energy of the initial state partons, whose energy fraction is given
by the Partons Density Functions (PDFs). Two examples of CTEQ4M
PDFs for two di�erent Q2 are shown in Fig. 1.3.

Figure 1.3: Parton density functions for Q2 = 20 GeV/c2 and Q2 = 104

GeV/c2.

The fact that the collisions between the two partons happens at an
unknown energy has two fundamental consequences. The �rst implica-
tion is that it is impossible to know which is exactly the total energy of
an event, because the proton remnants, that carry a sizable fraction of
the proton energy, are scattered at small angles and are predominantly
lost in the beam pipe, escaping undetected. Experimentally, it is there-
fore not possible to de�ne the total and missing energy of the event, but
only the total and missing transverse energies (in the plane transverse
to the beams). Moreover, the center of mass may be boosted along the
beam direction.
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This is the reason for which it is necessary to use experimental quan-
tities which are invariant under such boosts as the transverse momen-
tum pT . Another experimental quantity can be introduced, the rapidity,
which is de�ned (choosing the beam direction as z axis) as:

y =
1

2
ln

E + pz

E − pz

(1.3)

and it is additive under boosts along the beam axis. Therefore the shape
of the dN/dy distribution is invariant under such boosts and this is the
reason why it is more convenient to use the rapidity to describe angular
distributions.

In the limit of ultra-relativistic particles (p À m) the rapidity is
approximated by the pseudorapidity :

η = − ln tan
θ

2
(1.4)

where θ is the angle between the particle momentum and the z axis.
Therefore the pseudorapidity can be simply reconstructed measuring the
θ angle, independently on the mass and the momentum measurements.
As statistical particle distributions are �at in η for many physics pro-
duction models (for instance the distribution of charged particles in the
underlying event in the central region) it is often useful to de�ne a cone
around a given particle in terms of pseudorapidity:

∆R =
√

∆η2 + ∆φ2 (1.5)

This variable is often used in isolation algorithms and in the Monte
Carlo truth method.

1.2 Precision Tests of the Standard Model
In addition to the large discovery potential for Higgs bosons and new
physics phenomena, like for instance Supersymmetry, experiments at the
LHC will also be able to perform precise measurements of many Standard
Model processes. The huge cross sections and the high collision energy
will allow the exploration of less well tested areas of the Standard Model
and to improve signi�cantly on the precision of many parameters. There-
fore the detailed experimental study of known Standard Model processes
at the LHC will not only prepare the anticipated discoveries but also
complement their interpretation.

1.2.1 The structure of the proton
Most of the interesting reactions at the LHC are hard scattering processes
of the partons inside the protons. Therefore the accurate knowledge
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of the parton distribution functions (PDF) of quarks, anti-quarks and
gluons is mandatory for the interpretation of the data.

Figure 1.4: LHC area of interest in the x − Q2-plane of the scattering
partons compared to the regions accessible at HERA and �xed target ex-
periments.

The region of the fractional parton momentum x and the momen-
tum transfer Q2 interesting for LHC physics is shown in Fig. 1.4. This
is compared to the area investigated by �xed target experiments and
at the electron-proton collider HERA. As the overlap of both regions
is small, theoretical models like the DGLAP evolution [8] are required
to extrapolate from the experimentally tested regions of low Q2 to the
higher momentum transfers important for the LHC physics. It is there-
fore desirable to determine the PDFs for all parton species directly from
LHC data, to test the extrapolation models and to improve the precision.
SM processes provide various means to measure and constrain the PDF
through di�erential distributions like the distributions of transverse mo-
mentum pT and pseudo-rapidity η. Obvious examples are measurements
of di�erential cross sections in W and Z production, but also quark gluon
scattering processes like gq → qγ. These reactions have a large cross sec-
tion and thus lead to small statistical uncertainties already in the initial
phase of the experiments. However the achievable precision of such anal-
yses still has to be demonstrated taking into account full detector and
background simulations. Because of the high cross section of these pro-
cesses the analyses are particularly suited for the start-up phase at lower
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luminosities.
Another issue related to the composite structure of the proton is

the so-called underlying event which is understood as the proton-proton
interaction without the hard scattering process. The precise modelling
of the underlying event is important for the experimental quantities like
jet de�nition and resolution and therefore for the correct interpretation
of the data. Experimental studies of the underlying event have been
performed at the Tevatron [9] but their extrapolation to the LHC energy
is rather uncertain [10]. Again, the initial LHC data will be important to
perform experimental studies and to improve the theoretical description
of this e�ect.

A new experimental problem at the LHC is the event pile-up due to
the high instantenous luminosity. Also these interactions must be, at
least on a statistical basis, separated from the hard scattering process
which requires experimental studies as well as a very good theoretical
description.

1.2.2 QCD and jets

Figure 1.5: Di�erential jet cross section as a function of the transverse
jet energy (ATLAS).

Hadron colliders are a predestined tool for probing strong interactions
and the physics of jets. The observable spectrum of transverse jet energies
(ET ) ranges from about 200 GeV to several TeV with the corresponding
cross sections varying over 11 orders of magnitude. This is illustrated
in Fig. 1.5, showing the di�erential cross section dσ/dET in various
intervals of rapidity. Of particular interest are the jets at the highest
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energies. For an integrated luminosity of 300 fb−1 which corresponds to
a few years of LHC operation at the highest instantaneous luminosity
about 4 million jets with ET > 1 TeV and still 400 with ET > 3 TeV
are expected. These samples will allow to probe QCD at the smallest
distance scales and provide information on a possible quark substructure.

1.2.3 Electroweak physics
The LHC will abundantly produce W and Z bosons which provide rela-
tively clear signatures and are readily identi�able through their leptonic
decays. The experiments will hence be able to study the properties of W

and Z bosons and to complement and extend the tests of the electroweak
theory performed so far at e+e− and pp̄ colliders.

1.2.3.1 The mass of the W± bosons
An important parameter for precision tests of electroweak theory, which
has a fundamental role in the global �t of the Standard Model quantities
to estimate the Higgs mass, is the mass of the W boson. Techniques
to measure this parameter at hadron colliders have been developed and
already today the Tevatron experiments provide results competitive to
the precision reached at LEP. At the LHC the overwhelming statistics
on Z bosons can be used to experimentally constrain theoretical uncer-
tainties on the production and to determine accurately the detector re-
sponse. This will minimise the dependence on Monte Carlo simulations
and the corresponding uncertainties. A method for tuning the resolu-
tion in Monte Carlo simulation will be accurately illustrated in the �nal
chapter of my thesis, as main topic of my analysis.

Fig. 1.6 shows the expected experimental distribution of the electron
transverse energy in selected W → eν decays. The background contribu-
tions from other processes are small and already with 1 fb−1 of integrated
luminosity large statistics can be accumulated. The determination of the
W mass from this and other distributions will be limited by experimental
and theoretical systematic uncertainties. Detailed studies [11] show that
the LHC experiment have the potential to further improve the error on
mW beyond the anticipated uncertainty of about 20 MeV from �nal LEP
and Tevatron Run II data. A very good understanding of the detector
and improved theoretical calculation are required to achieve this goal.

1.2.3.2 The Drell-Yan process
Drell-Yan production of lepton pairs qq̄ → e+e−, µ+µ− is the equivalent
of the reaction e+e− → hadrons which was extensively studied at LEP
and SLC. This process is not only an important tool to constrain the
PDFs but also the discovery channels for heavy new particles decaying
into leptons, e.g. a Z ′ boson.
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Figure 1.6: Expected transverse energy spectrum of electrons scaled to
the W mass in the channel W → eν together with the contributions from
background sources (CMS).

Fig. 1.7 shows the expected number of events per di-lepton channel
and experiment as a function of the mass for a total luminosity of 100 fb−1

in comparison to the expectation at the Tevatron Run II (10 fb−1) [12].
The higher luminosity and energy at the LHC will extend the sensitivity
well beyond the reach of the Tevatron into the TeV range. Already with
the modest integrated luminosity of approximately 1 fb−1 the sensitivity
of the LHC will extend beyond the reach of the Tevatron experiments.

1.2.4 Physics of the top quark
The LHC is also a real top quark factory which will permit precision
measurements of the properties of the heaviest SM fermion. Contrary
to the Tevatron the dominant production process for top quark pairs
is gluon fusion gg → tt̄ contributing with about 87% much more than
quark annihilation qq̄ → tt̄. The top quark decays to almost 100% into
a b quark and a W boson such that the signature of a tt̄ pair is given by
the decay topology of the W pair in addition to the two b quarks in the
�nal state. The experimentally cleanest modes are characterised by the
leptonic (electron or muon) decay of one or both W bosons which are
referred to as semi-leptonic and di-lepton channel, respectively.

The experiments will be able to establish a tt̄ signal very quickly with
relatively low integrated luminosity. As an example Fig. 1.8 shows the
result of a selection for di-leptonic events for 1 fb−1 [13]. After removing
the contribution of Z + jets events with a cut on the invariant mass of
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Figure 1.7: Mass spectrum of Drell-Yan lepton pairs in 50 GeV bins.

the lepton pair the only signi�cant background remaining are other tt̄

�nal states.

1.2.4.1 Measurement of the top quark mass

An important measurement is the precise determination of the top quark
mass which is a crucial quantity for precision tests of the SM as it enters
quadratically in quantum corrections. The most promising channel for
a precise top mass measurement is the semi-leptonic �nal state which
provides a clear signature from the high momentum lepton together with
a high branching ratio and full mass information from the hadronically
decaying top quark. The top mass is then reconstructed from the two
light quark jets exploiting a W mass constraint and one b-quark jet.

Fig. 1.9 shows a mass distribution obtained from kinematic recon-
struction of the semileptonic events [14]. Very clean top samples can
be obtained in this channel where the signal to background ratio can be
adjusted by the selection criteria. This o�ers the possibility to optimize
the analysis for the available integrated luminosity, balancing statistical
and systematic errors and to obtain a signi�cant result for the top mass
rather quickly. The achievable ultimate precision from this channel is ex-
pected to be ∆mt ≈ 1 GeV/c2 where the knowledge of the energy scale of
b quark jets and of �nal state radiation will be the main limiting factors.
Also the other tt̄ decay modes will contribute to the top mass determina-
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Figure 1.8: Mass distribution of the lepton pair in di-lepton tt̄ candi-
dates corresponding to 1 fb−1 (CMS). The broken lines indicate the mass
window used to remove Z + jets events.

tion. The fully hadronic decay mode has a large branching ratio of 45%
but the large QCD background and the six jets in the �nal state create
a di�cult environment and ambiguities. Even though the two neutrinos
present in the di-lepton channel lead to kinematically under constraint
events, methods have been developed and applied to exploit this channel
for the top mass measurement [13]. Another interesting mode for the
mass measurement are top decays where a J/Ψ meson emerges from the
b fragmentation and the W decays into an electron or muon. The J/Ψ is
readily identi�able by its decay into two leptons and the invariant mass
of the J/Ψ and the lepton from the W decay is rather sensitive to mt

[14]. The partially reconstructed top mass is independent of the b jet
energy scale, thus circumventing the problem limiting the precision of
the inclusive semi-leptonic channel.

1.2.4.2 Total and di�erential cross sections

Evidently the determination of the total cross section pp → tt̄ at 14 TeV
is an important and interesting measurement in itself. Moreover as it
depends strongly on mt it can provide another handle on the top mass
provided that the experimental, namely the luminosity, and theoretical
uncertainties can be controlled to the percent level. Also precise mea-
surements of di�erential cross sections as dσtt̄/dpT and dσtt̄/dη are very
valuable as they constrain quark and gluon PDFs at high Q2 values and
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Figure 1.9: Top mass distribution in the semileptonic channel obtained
from a kinematic �t and using 1 fb−1 (CMS).

help to reduce uncertainties on discovery channels like Higgs and SUSY
production channels.

Of particular interest is also the invariant mass distribution of the tt̄

system. A hypothetical particle decaying preferentially into the heaviest
SM particle would show up as a resonance in the di�erential cross section
dσtt̄/dmtt̄.

The large statistics available at the LHC will allow to search for rare
decays of the top quark. Such analyses comprise rare SM decays such
as the CKM suppressed modes t → W+s, W+d and the higher order
processes t → W+Zb, t → W+W−c as well as �avour changing neutral
current decays like t → cZ.

1.2.5 The Standard Model physics as a mean to cal-
ibrate detectors

Beyond constituting the possibility to test the Standard Model to an un-
precedent scale, the analysis of some of the processes described until now
will allow to calibrate the detectors in the �rst phase. Exploiting the di-
lepton mass resonances (Z, J/ψ and Υ) will permit to keep under control
the lepton energy scale, whilst the measurement of the W transverse mass
will allow the calibration of the missing transverse energy. Finally, with
the huge rate of tt it is possible to calibrate jets and measure b-tagging
e�ciency. Some processes will be very useful at the �rst stages to tune
the Monte Carlo SM description. Moreover W/Z + jets are the largest
backgrounds for many new physics searches therefore the inclusive Z pT

spectrum and the rate of events with di�erent jet multiplicities will be
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measured from data.
Once the main experimental systematics will be under control and

the Monte Carlo description of the SM at the LHC energy scale will
be tuned from data, the conditions will have been established for any
possible claim of new physics.

1.3 The Higgs boson search at the LHC
One of the main goals of the two general purpose experiments at LHC,
CMS and ATLAS is to study the mechanism that breaks the symmetry
of the SM Lagrangian giving rise to the particle masses. Within the
Standard Model, this means to search for the Higgs boson from mH =
100 GeV to mH = 1 TeV. If the Higgs is found, it is necessary then to
understand if it is a SM Higgs or a SUSY Higgs.

If the Higgs is not found, alternative models will have to be consid-
ered. In this case, search for new physics will become the main aim.

Concerning supersymmetry, all the s-particles with mass ms̃ ≤3 TeV
will be accessible. For exotic models (like extra dimensions, composite
particles, technicolor, new strong interaction, new lepton families, addi-
tional bosons ) the mass reach is 5 TeV. The detailed description of the
physics beyond Standard Model goes beyond the purpose of this thesis.

1.3.1 The Standard Model Higgs boson
The Higgs boson mass is a free parameter of the Standard Model, which
means that it is not predicted by the theory. On the other hand, the
Higgs boson couplings to the fermions and bosons are predicted to be
proportional to the corresponding particle squared masses. This implies
that the Higgs boson production and decay processes are dominated by
channels involving the coupling to heavy particles. In particular for mH

< 130 GeV/c2 the Higgs boson mainly decays in bb̄, while for mH >
130 GeV/c2 it preferably decays into the vector bosons. Regarding the
remaining gauge bosons (photons and gluons), the coupling cannot be at
tree level, but only by one-loop graphs where the main contribution is
given by top loops for the gg → H channel and by W+W− and top loops
for the γγ → H channel.

1.3.1.1 The Higgs Boson production
The main processes contributing to the Higgs boson production at a
hadron collider are represented by the Feynman diagrams in Fig. 1.10.
The corresponding cross sections for a center of mass energy √s = 14
TeV are shown in Fig. 1.11.

• gluon-gluon fusion
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Figure 1.10: Typical diagrams for all relevant Higgs boson production
mechanisms at leading order: (a) gluon fusion, (b) vector boson fusion,
(c) Higgs-strahlung, (d) Higgs bremsstrahlung o� top quarks.

The gg fusion, shown in Fig. 1.10, is mediated by top and bottom
quark loops (Fig. 1.10a). Due to the large size of the Yukawa cou-
plings and the gluon densities, this process will provide the largest
production cross section at the LHC over the whole Higgs boson
mass spectrum. A 50 to 100% increase of the cross section is to
take into account if the next-to-leading (NLO) QCD corrections
to the top and bottom quark loops [17, 18, 19] are considered in
the calculation. Another ∼ 20% increase in the total cross sec-
tion shows up in the limit of very heavy top quarks, for which the
NNLO QCD corrections have been recently calculated [20, 21, 22].
A full massive NNLO calculation is not available but the approxi-
mate NNLO results have been improved by a soft-gluon resumma-
tion at the next-to-next-to-leading log (NNLL) level, which yields
another increase of the total cross section by about 10% [23]. Elec-
troweak corrections have been computed and turn out to be small
[24, 25, 26, 27]. The theoretical uncertainties of the total cross sec-
tion can be estimated as 20% at NNLO due to the residual scale
dependence, the uncertainties of the parton densities and due to
neglected quark mass e�ects. The production of the Higgs boson
through gluon fusion is sensitive to a fourth generation of quarks.
Finally, as the Higgs boson couples proportionally to the fermion
mass, including a fourth generation of very heavy quarks will more
than double the cross section.
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Figure 1.11: Higgs boson production cross sections at √s = 14 TeV as a
function of the Higgs boson mass. The cross sections are calculated using
HIGLU and other programs [15]; they contain higher order corrections
and the CTEQ6m [16] PDF has been adopted.

• vector boson fusion

For large Higgs masses the W and Z boson-fusion processes (Fig.
1.10b) become competitive. These processes are relevant in the
intermediate Higgs mass range, too, since additional forward jets
o�er the opportunity to reduce background processes signi�cantly,
providing a clear experimental signature. Both leading and next-
to-leading order cross sections for this process are known with small
uncertainties and the higher order QCD corrections are quite small.

• higgs-strahlung

In the intermediate mass range MH < 2MZ Higgs-strahlung o�
W, Z gauge bosons (Fig. 1.10c) provides alternative signatures for
the Higgs boson search. The cross section for this process is several
order of magnitudes lower than gg fusion and V V fusion ones. Since
only the initial state quarks are strongly interacting at LO, the NLO
QCD corrections can be inferred from the Drell-Yan process. They
increase the total cross section by O(30%) [28, 29, 30]. The NNLO
has been recently calculated and are resulted to be small [31].
Moreover, the full electroweak corrections have been calculated,
resulting in [32] a decrease of the total cross sections by 5 - 10%.
The total theoretical uncertainty is of O(5%).
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• radiation o� top quark
This channel (Fig. 1.10d) plays a signi�cant role for Higgs masses
below ∼ 150 GeV/c2. Also in this case the cross section is several
order of magnitudes lower than the ones of gg and V V fusion, but
a good experimental signature is provided by the presence of the
tt pair in the �nal state. The LO cross section in known since long
time ago [33, 34], while the full NLO QCD calculations are more
recent and resulted in a moderate increase of the cross section by
∼ 20% [35, 36].

1.3.1.2 The Higgs Boson decay
The Higgs decay modes can be divided into two di�erent mass ranges
and are shown in Fig. 1.12. For MH lower than ∼ 135 GeV/c2 the
Higgs boson mainly decays into bb and τ+τ− pairs with branching ratios
respectively of about 85% and 8% (Fig. 1.12, right plot). The decay
modes into cc and gluon pairs, with the latter mediated by a top and
bottom quark loops, accumulate branching ratio of up to about 10%,
but do not play a relevant role at the LHC. One of the most important
Higgs decays in this mass range at the LHC is the decay into photon
pairs, mediated by W boson, top and bottom quark loops. It reaches
a branching fraction of up to 2 × 10−3. The NLO QCD [37, 38] and
electroweak [39, 40, 41] corrections are known to be small in the Higgs
mass range relevant for LHC.

Figure 1.12: Left plot: total decay width (in GeV/c2) of the SM Higgs
boson as function of its mass. Right plot: branching ratios of the dom-
inant decay modes of the SM Higgs particle. All relevant higher-order
corrections are taken into account.

For Higgs masses above 135 GeV/c2 the main decay modes are those
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into WW and ZZ pairs, where one of the vector bosons is o�-shell below
the corresponding kinematical threshold. These decay modes dominate
over the decay in tt pairs, whose branching ratio does not exceed ∼ 20%.
The electroweak corrections to the vector bosons decay modes are of
moderate size [42, 43, 44, 45].

The total decay width of the Higgs boson, shown in Fig. 1.12 (left
plot), does not exceed about 1 GeV/c2 below the WW threshold. For
very large Higgs masses the total decay width grows up to the order of
the Higgs mass itself so that the interpretation of the Higgs boson as a
resonance becomes questionable.

1.4 The CMS Experiment
CMS is one of the two general purpose experiments at LHC. Its structure
is driven by the con�guration of the magnetic �eld, which has been chosen
in order to maximize the BL2 term to optimize the resolution on the
measurement of the muon momentum. In fact, in order to ful�ll its
physics program, a good resolution for muons from few GeV up to 1 TeV
is mandatory.

The interesting particles emerging from the p − p collisions are pro-
duced over a wide range of energy (from few hundred MeV to a few TeV)
and over the full solid angle. The ideal detector would not permit to any
particle to escape unseen. This would imply to avoid any crack in the
acceptance, which is not possible of course. It is nevertheless possible to
minimize the cracks.

The CMS experiment has chosen a compact layout with a solenoid
producing a very intense magnetic �eld B = 3.8 T in a moderate volume
(R = 3). The main technological challenge for CMS is to reach such a
high magnetic �eld uniformly over a large volume. This is obtained with
a superconducting solenoid which encloses the three innermost detectors
(the inner tracker and the two calorimeters).

Brie�y, the structure of the CMS detector (Fig. 1.13), going from the
innermost detector towards outside, is the following (more details can be
found in [51]):

• Inner Tracker
The CMS tracker is completely made of silicon strips and pixels sen-
sors. The resolution on the charged particle momentum is σpT /pT ∼
1.5 × 10−4pT⊕ 0.005. This detector will be described in more detail
in Chapter 2.

• Electromagnetic calorimeter
The homogenous electromagnetic calorimeter is made of PbWO4

crystals. Measuring the energy resolution with the electron beams
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Figure 1.13: General view of the CMS detector.

with momenta between 20 and 250 GeV and limited to a 4 × 4 mm2

region around the point of maximum containment of the tested
supermodule, the value obtained is:
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+ (0.30%), (1.6)

with E in GeV.

• Hadronic calorimeter
The CMS hadronic calorimeter is made of Cu-scintillator with an
energy resolution of

σE

E
∼ 100%√

E
⊕ 0.05, (1.7)

where E is in GeV. As the hadronic calorimeter is located inside
the magnet and so it is limited from its size, it is not long enough to
contain the hadronic showers entirely. For this reason an additional
tail catcher (the HO detector, a layer of scintillators) has been
placed after the calorimeter in order to limit the punch through
into the muon system.
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• Muon detectors
Muons provide clean and unambiguous signatures of much of the
physics that CMS was designed to study. The muon system is com-
posed of Resistive Plate Chambers (RPC) and Drift Tube cham-
bers (DT) in the barrel, and of DT and Cathod Strip Chambers
(CSC) in the endcaps. All the chambers are placed in the iron of
the magnet yoke and the muon transverse momentum resolution is
σpT /pT ∼ 5% at 1 TeV.

• CMS Trigger
For the nominal LHC design luminosity of 1034 cm−2s−1, an aver-
age of 17 events occurs at the beam crossing frequency of 25 ns,
a time interval too small even to read out all raw data from the
detector. This input rate of 109 interactions every second must be
reduced by a factor of at least 107 in order to achieve a frequency
of 100 Hz, the maximum rate that can be archived by the on-line
computer farm. CMS has chosen to reduce this rate in two steps,
namely Level-1 Trigger (L1) [52] and High Level Trigger (HLT)
[53]. At the �rst level all data are stored for 3.2 µs, after which
no more than 100 kHz of the stored events are forwarded to the
High Level Triggers. This must be done for all channels without
dead time. The HLT then can operate on longer timescales, but
always consistent with the overall Level-1 output rate. The L1 sys-
tem is based on custom electronics, while the HLT system, relies
upon commercial processors. The former uses only coarsely seg-
mented data from calorimeter and muon detectors, while holding
all the high-resolution data in pipeline memories in the front-end
electronics. The latter is provided by a subset of the on-line pro-
cessor farm which, in turn, passes a fraction of these events to the
remainder of the on-line farm for more complete processing.
The trigger is the start of the physics event selection process. A
decision to retain an event for further consideration has to be made
every 25 ns. This decision is based on the event's suitability for
inclusion in one of the various data sets to be used for analysis. The
data sets to be taken are determined by CMS physics priorities as a
whole. These data sets include di-lepton and multi-lepton data sets
for top and Higgs searches, lepton plus jet data sets for top physics,
and inclusive electron data sets for calorimeter calibrations. In
addition, other samples are necessary for measuring e�ciencies in
event selection and studying backgrounds. The trigger has to select
these samples in real time along with the main data samples.
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Chapter 2

The CMS Tracker: Structure,
Calibration and Local
Reconstruction

The detection and study of the diverse signatures for new physics at the
LHC will rely on the clean identi�cation and precise measurement of
leptons, photons and jets. Robust tracking and detailed vertex recon-
struction within a strong magnetic �eld are essential tools to reach these
objectives. In order to meet these requirements, the CMS Collaboration
proposed to adopt a Silicon Pixel vertex detector close to the beam pipe
surrounded by a Silicon Strip Tracker (SST). Its goal is to provide a
precise momentum estimate for charged particles, and to allow a precise
determination of the position of secondary vertices.

LHC events will be very complex, hence track reconstruction comes
as a complex pattern recognition problem. In order to ease pattern recog-
nition two requirements are fundamental:

• low detector occupancy,

• large hit redundancy.
The low hit occupancy is achieved with a highly granular detector,

while the redundancy is realized with a large number of detecting layers.
In this chapter the CMS Tracker [54] is described in detail.
In Sec. 2.1 a brief overview of the Pixel Vertex Detector is given. Then

starting from Sec. 2.2 onward the Silicon Strip Tracker is described in
all the details, from the operation principle of the single detection unit
to the layout and readout system, from the calibration to the principles
of the reconstruction algorithm and of the alignment procedures.

2.1 The Pixel Vertex Detector
The CMS pixel detector shown in Fig. 2.1 is the innermost part of the
tracking system. It has a paramount importance as a starting point in
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the reconstruction of the charged particle tracks. It covers a region of
pseudorapidity |η| < 2.4 and it is constituted of three barrel layers, each
53 cm long, positioned at r = 4.4, 7.3 and 10.2 cm, and two disks per
each side, placed at z = ±34.5 cm and z = ±46.5 covering radii between
6 and 15 cm to guarantee at least two crossed layers per track. When
the high luminosity condition will be reached, the inner barrel layer will
be substituted by an outer layer placed at r = 13 cm to improve the
resolution and limit the radiation damages.

Figure 2.1: Perspective view of the CMS pixel system in the high lumi-
nosity con�guration.

Each layer is composed of modular detector units, containing a 250 µm
thin-segmented sensor plate with highly integrated readout chips con-
nected to each pixel using bump-bonding technique [55]. A scheme of
a pixel detector unit is shown in Fig. 2.2. A squared pixel shape has
been chosen in order to optimize measurements in rφ and z coordinates,
both important for vertex �nding and impact parameter resolution. The
pixels have a size of 150 × 150 µm2 and are combined with analog sig-
nal readout to pro�t of charge sharing e�ects among pixels and improve
position resolution by interpolation.

The charge sharing between pixels is due to the Lorentz drift of charge
carriers, which is about 32◦ for electrons in a 4 T magnetic �eld, three
times wider than for the holes. Therefore initial n-type substrate sensors
are chosen to collect electron signals on n+ implants, which in turn are
more radiation hard. However it can not be avoided that in the barrel
layers with r < 10 cm the pixel and the readout chip lifetime is reduced
by hostile radiation environment below CMS lifetime. Hence the layer at
r = 7.3 cm should be replaced after six or seven years of operations.

In the barrel the pixels are tilted to induce signi�cant charge sharing
between neighboring implants in rφ plane improving the intrinsic hit
resolution down to 10-15 µm, far below the 150 µm width of each n+

implant. Charge sharing is present also along z direction for inclined
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Figure 2.2: Schematic view of a pixel detector unit.

tracks, leading to a similar resolution.
The detectors placed on the disks are rotated with an angle of 20◦

around the central radial axis to bene�t of charge sharing improved both
in r and rφ directions by induced Lorentz e�ects. Despite a reduced
Lorentz angle with respect to the barrel case, the resolution in r and rφ
is expected to be 15 µm at CMS start and degrading to 20 µm when
radiation damages arise.

Each pixel signal is readout by a Pixel Unit Cell (PUC) bump-bounded
directly to the pixel module. The PUC is integrated on the readout chip,
which attends to 52 columns and 80 rows for a total of 4160 pixels. Since
the number of channels is very high (44 millions), zero-suppression is
mandatory to reduce the huge data volume down to a reasonable size.
To perform the Zero Suppression each PUC is equipped with an analog
circuit, which provides a logical positive output if the collected signal ex-
ceeds a tunable threshold. To reduce the number of channels to readout,
two near-by PUC columns are read by one circuit placed in the periphe-
ry. The analog signals are temporarily stored into dedicated pipelines
and on positive Level-1 trigger decision are transmitted through optical
�bres to the front-end driver in the counting room.

2.2 The Silicon Strip Tracker
2.2.1 Silicon strip detectors working principle
The outer part of the tracker is made with layers of silicon microstrip
detectors. Its fundamental active element is the module, which is made
of a silicon microstrip sensor together with its associated readout elec-
tronics. The sensor is an n-type phosphorus doped substrate with p+

implant strips, as shown in Fig. 2.3.
The p+-n junction is reversely biased applying a positive voltage (hun-

dreds of Volts) to the n side keeping the strips at ground. In this way the
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region between the junction and the backplane is completely depleted of
free charge carriers, with exception of the termally created ones. When
an ionizing particle passes through the silicon, it interacts in the bulk
creating electron-hole pairs (e/h) which drift in the electric �eld towards
the backplane and p+ implants respectively. The mean energy required
to create a e/h pair in silicon is 3.6 eV, therefore a minimum ionizing par-
ticle (m.i.p.) with an average energy loss per path length of 390 eV/µm
should create 32500 e/h pairs passing through a 300 µm thick sensor.
Since the energy loss distribution is Landau shaped, the most probable
value, being about 288 eV/µm, di�ers from the average. For this reason
it is preferred to quote the most probable value of e/h pairs produced
by a m.i.p., which is 24000 in a 300 µm sensor and represents a rough
estimate of the charge to collect.

Figure 2.3: Principle of operation of a silicon microstrip detector.

Some arrangements are made to permit a better working of the devise.
The n+ implant backplane forms an ohmic contact and avoids charge
injection into the bulk from the connected aluminium layer. On the
opposite side the active area is surrounded by two p+ implants. The inner
is a bias ring and is used to uniformly bias the strips through 1.5 MΩ
polysilicon resistors, the outer is a guard ring and limits the dark current
contribution from sensor bounds. At the detector edges, n+ implants
are placed to limit charge injection from the regions damaged by the cut
on the wafer. Insulating capacitor layers of dielectrics (SiO2, Si3N4) are
grown between the p+ implants and the aluminum strip electrodes to
decouple the readout electronics from the detector leakage current.

The strips are bonded to an array of readout chips APV [56] housed
on a thin hybrid circuit. The analog signal of each strip is transmitted
to ADCs located in the counting room via optical links.
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With these microstrip sensors it is possible to measure one coordi-
nate, interpolating the crossing position by means of the charge sharing
between adjacent strips. A con�guration to allow the bidimensional mea-
surement of coordinates is realized gluing two detectors back-to-back with
100 mrad tilted strip directions. This con�guration is referred to as stereo
or double-sided and is preferred to the pixel segmentation, although the
resolution is worse, because the number of readout channels is smaller.
The hit ambiguities present in this detector con�guration are resolved at
track reconstruction level.

2.2.2 The Tracker layout
The silicon strip tracker covers a tracking volume up to r = 1.1 m with
a length of 5.4 m and is divided in three parts:

• inner tracker
4 barrel layers (Tracker Inner Barrel - TIB)
3 disks per endcap (Tracker Inner Disks - TID)

• outer tracker
6 barrel layers (Tracker Outer Barrel - TOB)

• tracker endcaps
9 disks per endcap (Tracker End-Cap - TEC)

The TIB has four layers assembled in shells; the two innermost layers
host double-sided detectors, pointed out in blue in Fig. 2.4. The two
TIDs, each one made of three small disks, complement the TIB region
in the forward part. The outer barrel structure (TOB) consists of six
concentric layers, and also in this case the two innermost are double-
sided. The TEC modules are mounted on nine disks on both sides of the
barrel. The disks are then subdivided in rings, with trapezoidal-shaped
modules to follow the ring geometry [57]. The detectors of ring 1, 2 and
5 are made of double-sided modules.

The main di�erences between the inner and the outer tracker are
the thickness and dimensions of the silicon modules. The inner tracker
is made with thin sensors 320 µm thick, with 117 mm long strips and
64 mm total width. The outermost modules have thick sensors, the
bulk thickness being 500 µm, with 190 mm long strips (because of the
lower occupancy) and total width of 96 mm. The layer thickness permits
to collect a larger signal to compensate the higher noise due to longer
strips. Moreover, this size reduces both the front-end electronic channels
and the sensor costs, because 500 µm thick sensors are produced by 6"
wafer commercial lines in a cheapest way.
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Figure 2.4: View of a quarter of the silicon strip tracker in the rz plane.
The horizontal and vertical axes are in mm; the top axis shows the pseu-
dorapidity. The red lines represent single-sided module layers, blue lines
stereo (double-sided, back-to-back) module layers. Modules marked with
a thin (thick) line are equipped with 320 µm (500 µm) thick sensors.

Tracker detectors thickness pitch
[µm] [µm]

Inner Barrel (TIB) 2724 320 81/118
Outer Barrel (TOB) 5208 500 123/183
Inner Disks (TID) 816 300 97/128/143

Outer Disks (thin) (TEC) 2512 300 96/126/128/143
Outer Disks (thick) (TEC) 3888 500 143/158/183

Table 2.1: Thicknesses and pitches of the tracker sensors in the di�erent
substructures.

The TEC modules are divided in two categories: thick substrates for
the outermost three rings, thin for the rest. In Tab. 2.1 the thickness
and the distance between two adjacent strips (the pitch) for the tracker
sensors are reported. In the barrel, the modules are rectangular-shaped,
with the strips parallel to the beam direction for ϕ and r coordinate mea-
surements. The endcap modules are trapezoidal-shaped (wedge-shaped)
to allow a radial strip disposition for ϕ and z measurements. The total
number of modules is 15 148 (about 198 m2 silicon active area), 6054
thin and 9 096 thick for a total of 9 648 128 electronic channels (strips)
to be readout in groups of 128 by 73 736 APV chips [58].
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2.2.3 The readout system
The strip signal is collected through the metallized strip by one of the 128
input channels of the APV chips placed on the front-end hybrid. Since
the strip pitch is di�erent from module to module and only one type of
readout chip is foreseen, a pitch adapter is designed to connect groups
of 128 strips to the input pads of the APV. The signal of each strip is
readout through a charge sensitive ampli�er followed by a RC-CR shaper
with a time constant of about 50 ns. The output voltage is sampled at 40
MHz, synchronously with the LHC bunch crossing frequency, and analog
signals are stored temporarily into a pipeline. The pipeline is a 128×192
matrix of capacitor cells that contain the output of all the 128 strips for
a maximum of 192 locations, which correspond to the number of bunch
crossings and amount to a total time depth of 4.8 µs. The dimension of
a cell is 30×35 µm2 and comprises two transistors to perform the read
and write operations, and a 0.25 pF storage capacitor.

Figure 2.5: Output signal of the APV25 ampli�er in peak and deconvolu-
tion mode. Only in deconvolution mode a proper separation of individual
bunch crossings can be achieved for an LHC like timing of 25 ns between
two events. The curve is sampled at a given time (latency) and the sam-
pled signal height is stored. Careful adjustment of the latency setting is
important to sample the signal curve at the maximum.

In case of Level-1 positive response, the pulse height signals stored
into the pipeline are processed by an Analog Pulse Signal Processor cir-
cuit (APSP), which performs the analysis of the signal samplings in two
di�erent scenarios:

• Peak Mode: the peak amplitude of the signal is obtained by the
shaper output corresponding to the triggered bunch crossing.
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• Deconvolution Mode: the triggered and the two preceding sam-
ples are weighted and combined together to e�ectively reduce the
signal duration to one bunch crossing, at expense of increasing
noise[59]. This mode of operation is the most suitable at LHC
rates, especially at high luminosity, because it reduces the signal
tails of adjacent bunch crossings.

When the trigger is sent to the APV, its output is read. The out-
put �frame� consists of 12 digital control bits followed by 128 analog
signals as output of a 20 MHz multiplexer. The total readout time is
(12+128)×50 ns = 7 µs, hence if two trigger signals were closer than
7 µs, the information from the APV would be lost. To avoid this po-
tentially long APV dead time, an internal FIFO is able to temporary
store up to a maximum of 31(10) trigger �frames� when working in peak
(deconvolution) mode, thus allowing to absorb the Level-1 trigger time
�uctuations.

The pulse height data coming from two APVs are ampli�ed, converted
to light by an Analog Opto Hybrid (AOH) and sent via optical �bers to
the Front End Driver board (FED), where they are digitized and further
processed prior to transmission to the central Data Acquisition (DAQ)
system.

The scheme of the readout system for the CMS silicon tracker is
sketched in Fig. 2.6.

Clock, trigger signals and slow control communications with the front-
end electronics are managed by the Front End Controller (FEC) boards
and sent via optical �bers to the Digital Opto Hybrid (DOH) for each
control ring of the Tracker. Signals are distributed by the DOH to every
Communication Control Unit (CCU) in a control ring. Finally each CCU
sends signals to Tracker modules, in particular clocks and triggers via a
Phase Locked Loop (PLL) circuit on each module. It receives monitoring
data provided by each module from the Detector Control Unit (DCU)
chip.

The design of the CMS tracker readout system of Fig. 2.6 is organized
to maintain analog data as long as possible basically to interpolate the
strip signals and increase the resolution. This should also reduce the
complexity of the front-end chips and lower the power dissipation within
the tracker volume. The tracker electronics located on the detector is
completely optically decoupled from the digitizing and control systems
placed in the counting room. To fully exploit this feature in keeping the
noise to an acceptable level, also the power supply system (both low and
high voltages) is completely �oating with a high coupling impedance to
the external world in the whole interesting frequency range.
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Figure 2.6: Scheme of the readout system for the CMS silicon strip
tracker.

2.2.4 Radiation damage of silicon microstrip detec-
tors

The tracker is the CMS subdetector closest to the interaction point, hence
it has to sustain the higher radiation �ux, which deteriorates the modules.
The radiation damage is caused not only by the particles produced in
primary proton-proton collision, but also by albedo neutrons emitted
from the calorimeters surrounding the tracker. Two di�erent e�ects of
the radiation have been observed in silicon detectors: surface damages
and bulk damages.

The surface damages [60] are caused by the missed recombination of
the e/h pairs created onto the oxide layers of the detector surface by
the crossing particles. The macroscopic consequence of this e�ect is the
increasing of interstrip capacitance leading to a worsening of the Signal-
to-Noise ratio of the device. A signi�cant increase has been found in the
interstrip capacitance after irradiation on detectors with 〈111〉 crystal
orientation, but not on sensors with 〈100〉 crystal orientation, therefore
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the latter have been chosen for the tracker [61].
The interstrip capacitance can be reduced overdepleting the junction,

choosing, when possible, a working point around twice the value of the
depletion voltage.

Bulk damages originate from the removal of some atoms from their
regular sites on the silicon lattice [62]. In this case a point-like defect in
the lattice (vacancy) is created and can be considered an acceptor impu-
rity, while the displaced atom behaves as a donor; this couple of defects
is referred to as Frenkel pair. Various combinations and even clusters of
these defects can be observed. One of the major e�ects of bulk damages
due to radiation is the change in the e�ective doping concentration of the
silicon crystals, which depends on the �uence of irradiating particles, the
time elapsed after exposition and the absolute silicon temperature. The
current passing through the junction (dark current) is also increased pro-
portionally to the �uence, with the proportionality constant depending
on the temperature. As a result, the electronic noise contribution coming
from the leakage is enhanced. By lowering the working temperature to
-10◦ C or less this e�ect is minimized. Furthermore the signal collected to
the electrodes is reduced by charge trapping into the damaged bulk. An

Figure 2.7: Change in the depletion voltage with respect to the absolute
e�ective doping concentration as measured immediately after the radia-
tion.

empirical model, called Hamburg model [63], in agreement with experi-
mental data, describes the behavior of the e�ective doping concentration
as a function of the �uence, the annealing time and the storage tempera-
ture. When the �uence, normalized to a 1 MeV neutron equivalent, has
reached a certain value, the e�ective bulk donor density approaches zero.
At that point, continuing the irradiation, the bulk behaves as p-type
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and an e�ective acceptor density starts to grow up. This phenomenon
is called �bulk type inversion� [64] and leads to an increase of the deple-
tion voltages for the highly irradiated silicon sensors, as shown in Fig.
2.7. The reverse bias polarity of the device does not change after the
inversion, while the junction moves from the p+ strip side to the n+ side.

Figure 2.8: Depletion voltage Vdepl as a function of the neutron �uence
φ for two kinds of silicon detectors, 〈100〉 �Low Resisitivity� ρ = 1.13 ±
0.16 kΩ cm and 〈111〉 �High Resistivity� ρ = 5.8 ± 1.1 kΩ cm.

In Fig. 2.8 the depletion voltage is shown as a function of the neu-
tron �uence φ for two kinds of silicon detectors, 〈100〉 �Low Resisitivity�
and 〈111〉 �High Resistivity�. The CMS collaboration chose to build the
tracker with an initial low resistivity n-type substrate in order to de-
lay the type inversion and keep the detector depletion voltage as low as
possible when it is heavily irradiated.

Irradiated detectors should work at low temperature to minimize both
the dark current and the reverse annealing e�ect that increase the deple-
tion voltage when the irradiated material is kept at room temperature
for a long time. Furthermore, the high bulk current present in irradiated
detectors prevents the possibility to operate them through the so called
mechanism of thermal runaway. This is a positive feedback process that
induces an increase of the sensor temperature that can not be removed by
the power supply unit. This would lead to an unstable situation making
impossible to deplete the detector.
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2.3 Commissioning and calibration procedures
Before starting to collect physics data, the detector needs to be fully com-
missioned and calibrated in order to have the most reliable measurements
to be used for physics studies.

The commissioning of the tracker is made in two stages. First the
electronic of each module is tuned, adjusting the clock arrival (timing),
the AOH gain and bias (Optical Scan), the analog baseline level (VPSP
scan), the pulse shape (Calibration scan) and eventually measuring the
pedestal and the noise of each strip together with a calibration pulse. In
a second stage, a synchronization with the trigger is necessary in order
to read the signal from the APV at the right time, at the peak of the
signal shape. This is done with a procedure called Latency Scan.

The performance of the tracker strongly depends on the front end
electronics supply voltage and its operating temperature. These quan-
tities are measured by the DCU chip located on each module hybrid,
which can be read out digitally via the control ring protocol through the
electronic chain (DCU, CCU, DOH, FEC). As this electronic chain can
be one of the major sources of noise and miscalibration, it is necessary to
fully test it and keep every possible e�ect under control before starting
the data taking.

For the SST the calibration procedure can be summarized in the
following steps:

• electronic gain measurements

• noise performance studies

• detector quality investigation.

In this section I will just describe the procedures, whilst in the next
chapter I will report the results of these calibration during the cosmic
data taking in which I have taken part.

2.3.1 Electronic gain measurements
When reading out the signal from the silicon strip modules it is funda-
mental to have the same gain among the di�erent APVs associated to
the same module. One of the calibration procedures is the adjustment of
the gains of individual APVs to a common and known value.

Instabilities in the low or high voltages or changes in temperature can
also a�ect the gain. Measuring the electrical stability of the tracker as a
function of time, voltage, temperature and other variables should lead to
an improved understanding of the likely performance of the full tracker
system during actual LHC operations.

The commissioning procedure [76] determines optimal settings of the
electronics to achieve a uniform electronic gain. This is obtained by
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measuring the value of the height of synchronization pulses, referred to
as tick-marks, generated by the APV. This provides a stable value that
can be used as reference to equalize the response of the full electronic
chain. The tick-mark height of each APV is required to be within the
FED dynamic range and, by varying the AOH o�set and gain, should
correspond closely to the target value of 640 ADC channels. The full
commissioning procedure here described has to be consistently applied
whenever changes in coolant temperatures or in the APV parameters or
in the hardware con�guration are applied. Commissioning runs, referred
to as timing runs, provide precise measurements of the tick-mark heights,
therefore of the electronic gain.

However, even after the commissioning procedure the tick-mark height
distribution can still show a spread in electrical gain due to the coarse
precision of the AOH laser gain settings. An o�ine calibration of the
electronic gain is hence necessary to improve the precision of the mea-
surement of noise and signal. This can be achieved by normalizing to an
assumed digital header of 640 ADC counts, therefore applying a correc-
tion factor of

Ccorr =
640

TickMark
. (2.1)

2.3.2 Noise performance studies
Before irradiation, the noise of a module is almost completely determined
by the input capacitance load of the APV chips, which in turn is domi-
nated by the silicon strips. Thus one expects a linear dependence of the
noise on the length of the silicon strips for all modules.

Moreover, when the modules are mounted on the �nal support struc-
tures and therefore they are in close proximity to each other, other pos-
sible sources of noise can arise. In particular grounding loops, cross talk
from neighboring modules, digital noise, cables, power supply, could af-
fect the �nal noise performance.

The pedestal and noise are measured per strip using a cyclic trigger at
low frequency. Pedestals are �rst calculated as the mean of the raw data
and then subtracted from the raw data values. A common mode bias
evaluation per chip and per event is then made calculating the median
of the pedestal-subtracted data for each APV for each event. This bias
is subtracted and then the �nal pedestal and noise can be calculated as
the mean and rms of the �nal distribution per strip integrated over all
events.

The commissioning procedure plays a fundamental role, since it op-
timizes many system parameters and consequences are observed on the
noise performance. For this reason the noise has to be renormalized for
each pair of adjacent APV, belonging to the same AOH laser, in or-
der to take into account the di�erent electronic gains. This is done by
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multiplying the noise for a correction factor.

2.3.3 Detector quality analysis
Complementary to the noise measurement one can study the normality
of the noise distribution in order to remove strips with non-Gaussian
noise behavior that may lead to unwanted higher occupancy after zero
suppression.

For each strip an histogram of the signal after the subtraction of
pedestal and common mode noise is �lled and �tted to a normal dis-
tribution. In order to tag non-Gaussian behavior a Kolmogorov test is
performed on the distribution tails with respect to a normal distribution
whose central value and width are equal respectively to the measured
mean and RMS of the signal.

Once these tests are done, modules or �bers which show problems or
any bad behavior can be masked or removed from DAQ and from data
analysis.

The �nal fraction of missing �bers and modules has to remain low
in order to keep the sensitive area as wide as possible. On the other
hand, it is convenient to exclude the bad �bers and modules from the
DAQ and/or the reconstruction in order to minimize the possibility of
fake hits and noise in the detector.

2.3.4 The latency scan procedure
In order to collect physics data in the best possible conditions it is con-
venient to ensure that the signal is readout in the moment in which it is
at the maximum. In fact the signal shape in peak mode is, ideally, the
transfer function in the time domain of a CR-RC circuit:

Speak(t) ∝ t

τ
e−

t
τ (2.2)

where τ is the rise time. The pulse from the APV ampli�er lasts about
300 ns, which is large with respect to the time interval of 25 ns between
two subsequent bunch crossings.

The APV stores a voltage proportional to the input charge in an inter-
nal memory pipeline every 25 ns. The latency of the moment in which the
storage of this value happens determines the pipeline cell containing the
maximum charge from the traversing particle. During the commissioning
(timing) runs the synchronization of all the Tracker modules is done in
order to make the storage for all of them happening in the same pipeline
cell, accomodating the delays introduced by the hardware con�guration
(�ber lengths, CCU con�gurations, FEDs, etc.).
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2.4 Local reconstruction
The local reconstruction is done transforming the digitized information
from the silicon strips into reconstructed hits in the local coordinate of
the silicon sensors. The resulting reconstructed hits are input to the
various track reconstruction algorithms, which are described in Sec. 2.5.

The raw data coming from the readout electronics of the silicon strip
detectors are unpacked and grouped according to the detector modules.
After the unpacking step, the raw data are commonly referred to as digis,
which denotes pedestal-subtracted and zero suppressed ADC counts for
individual strips. The digis are associated with a detector ID, a unique
number which encodes the location of each module in the numerical struc-
ture of the CMS tracker. Starting from the digis, the local reconstruction
is performed in two stages: cluster reconstruction and hit conversion.

2.4.1 Cluster reconstruction
The cluster reconstruction groups adjacent strips whose associated charge
pass a set of thresholds. The thresholds depend on the noise levels char-
acterizing the strips of the cluster. Clusters are reconstructed by search-
ing for a seed strip with a signal-to-noise ratio (S/N) greater than 3.
Neighboring strips are attached to the cluster if their signal-to-noise ra-
tio exceeds 2. The total signal size of the cluster, which is the sum of the
ADC counts of all associated strips, must exceed �ve times the quadratic
sum of the individual strip noises. The cluster reconstruction algorithm
is referred to as 3-Threshold algorithm and is sketched in Fig. 2.9.

Once the gain calibration is performed, the corrections for the elec-
tronic gain can be applied, giving a more appropriate value for the signal.
Nevertheless the algorithm is based on the signal-to-noise ratio which is
not a�ected by the gain calibration. For this reason the signal-to-noise
ratio is also the most appropriate quantity to study in order to monitor
the performance.

2.4.2 Hit conversion
The hit conversion associates every cluster with a hit position and corre-
sponding errors. The hit position is determined from the centroid of the
signal heights. The position resolution is parametrized as a quadratic
function of the projected track width on the sensor in the plane perpen-
dicular to the strips [66]. Deviations from the ideal geometry (�misalign-
ment�) are taken into account by adding an additional uncertainty on the
module positions (Alignment Position Error, APE) to the hit errors. The
size of the APEs was initially estimated from survey data [67]. Once the
alignment with real data can be done and correction constants become
available, the APE can be reduced and it can reach values of about 150
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Figure 2.9: Sketch of the clusterizer 3-thresholds algorithm. The rectan-
gles represent the signal on the strips. The highest green rectangle has
passed the seed threshold, therefore the two adjacent strips that pass the
neighbor thresholds are attached to the cluster. The red rectangle instead
represents the signal on a strip that hasn't passed the neighbor threshold
so it is excluded from the cluster. Hence, the sum of the three signals
represented in green is calculated, and this is the �nal signal of the whole
cluster.

µm in the TOB and 500-600 µm in the other subdetectors.

2.5 Track reconstruction
For the LHC collisions two standard algorithms have been developed:
�Combinatorial Track Finder� (CTF) and �Road Search� (RS). Both use
the hits described in the previous section. The position estimates may
depend on the local track angles. In addition, a reconstruction geometry
describing the location of the modules and the distribution of passive ma-
terial and condition information about the status of the di�erent modules
are needed.

The tracking algorithms decompose the task of track reconstruction
into three stages:

1. seed �nding, which provides a selection of initial hits and a �rst
estimate of parameters,

2. pattern recognition, which associates hits to a track, and

3. track �tting, which determines the best estimate of parameters.

The �rst two items are speci�c to each of the algorithms while the
track �t is always performed by a Kalman �lter and smoother. All these
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software modules use some common services. Material e�ects - energy
loss and multiple Coulomb scattering - are estimated each time a track
crosses a detector layer. The amount of material at normal incidence is
obtained via the reconstruction geometry.

A third track algorithm has been developed particularly for the cos-
mics data taking: the Cosmic Track Finder. It is optimized to reconstruct
single track cosmic events, but not for the reconstruction of cosmic show-
ers. The stages of the reconstruction are the same as the ones listed for
the other two algorithms. The Cosmic Track Finder will be described in
detail in next chapter.

2.5.1 Combinatorial Track Finder
The Combinatorial Track Finder is based on the Combinatorial Kalman
Filter (CKF), which uses the capacity of the Kalman Filter [68] for si-
multaneous pattern recognition and track �tting. Starting from an initial
estimate of the track parameters the algorithm iterates through the layers
of the tracker and builds a combinatorial tree of track candidates.

Seeds are created in the innermost layers of the tracking system. A
seed is made out of a hit pair and a loose beamspot constraint or out
of a hit triplet. The starting parameters of the trajectory are calculated
from a helix passing through the three points. The selected hits must
be pointing towards the interaction point and a minimum transverse
momentum cut is applied.

Figure 2.10: Kalman Filter based pattern recognition.

The pattern recognition, that is the building of a candidate trajectory
by selecting hits out of all the hits in the event, is the computationally
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most time consuming part of the track reconstruction. It is sketched in
Fig. 2.10. From each seed a propagation to the next surface is attempted.
Hits are identi�ed in a window whose width is related to the precision
of the track parameters. If a hit is found within a window, it is added
to the candidate trajectory and the track parameters are updated. If
several compatible hits are found, a new candidate is created for each of
them. Candidates are sorted according to quality (basically on the χ2

and the number of hits) and the �ve best ones are retained for further
propagation. As hits are added to the candidate trajectory the knowledge
of the track parameters improves and the sizes of the search window
decrease. The propagation of a candidate ends if con�gurable cuts on
the number of layers or the number of consecutive layers without a hit
are exceeded.

In this contest it is evident how important can be the reduction of
the fake clusters in order to optimize the tracking algorithm.

2.5.2 Road Search
For seed �nding, the Road Search algorithm uses pairs of hits in seed
rings. The set of rings that composes the road will be that consistent
with the linear extrapolation between the seed rings in the r − z plane.
The seed is composed of a pair of hits in the seed rings within a maximum
∆φ, which e�ectively translates to a cut on the minimum transverse
momentum of the track. The roads are constrained to point back to the
luminous region of the beam, corresponding to roughly |z| < 15 cm.

In the �rst part of the pattern recognition step, an expected trajectory
is determined using the two seed hits and the beamspot. The trajectory
is extrapolated through the other rings of the road and hits are collected
inside a narrow window around the expected trajectory. This collection
of hits is referred to as a cloud. The cloud should contain all the hits
of a track, along with other hits that happen to overlap and lie close to
the track. In the second part of pattern recognition, the cloud is turned
into a trajectory. A trajectory is �rst built in low occupancy layers,
extrapolating backward. With the trajectory well-de�ned from the low
occupancy layers, hits from the higher occupancy layers are added to
the trajectory. The �nal track will contain at most one hit per detector
module, though potentially more than one hit per layer due to detector
overlaps.

2.6 The Tracker alignment
The large number of independent silicon sensors (about 15 148, as already
stated, plus 1 440 silicon pixel) make the alignment of the CMS strip and
pixel trackers a complex and challenging task. The residual alignment
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uncertainties should not lead to a signi�cant degradation of the intrinsic
tracker resolution. Therefore, the required accuracy of the alignment
has to be at least equal to, but ideally signi�cantly better than, the
ideal track parameter resolution. Certain physics requirements, such as
the W± boson mass measurement, place even more stringent constraints
on the alignment precision. To achieve a desired precision of σ(MW )
< 15-20 MeV, the momentum scale has to be known to an accuracy of
0.020-0.025%. This implies the absolute knowledge of detector positions
to be known with better than 10 µm uncertainty in the r − φ plane.
This level of accuracy can only be reached with a track-based alignment
procedure.

However, track-based alignment cannot be used as the only method
for alignment since it relies on tracks and, in turn, pattern recognition
for single track reconstruction already requires the position and orienta-
tion of tracking devices to be known with an accuracy higher than the
mechanical placement precision of the individual tracking subdetectors.
Therefore, the alignment has to be performed in 3 steps:

1. measurement of placement and its precision during assembly of
tracking devices, e.g., from photogrammetry and detector position
survey measurements;

2. measurement of relative positions of subdetectors using the Laser
Alignment System (LAS);

3. track-based alignment.

2.6.1 Tracker coordinate systems
CMS uses a right-handed coordinate system, with the origin at the nom-
inal collision point, the x-axis pointing to the center of the LHC, the y-
axis pointing upward (perpendicularly to the LHC plane), and the z-axis
along the anticlockwise-beam direction. The polar angle (θ) is measured
from the positive z-axis and the azimuthal angle (φ) is measured from
the positive x-axis in the x− y plane, whereas the radius (r) denotes the
distance from the z-axis.

In the barrel region, modules are arranged in linear structures pa-
rallel to the z-axis, such as ladders in the Barrel Pixel detector (BPIX),
strings in the TIB, and rods in the TOB. The endcaps are composed of
disks, which in turn contain wedge-shaped structures covering a narrow
φ region, such as blades in the Forward Pixel detector (FPIX) and petals
in the TEC. The BPIX and the TIB are composed of two half barrel
structures, separated along the x = 0 plane for the BPIX and the z = 0
plane for the TIB. A local right-handed coordinate system is de�ned for
each module with the origin at the geometric center of the active area of
the module.
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Figure 2.11: Illustration of the module local coordinates u, v, w and the
corresponding rotations α, β, γ for a single-sided strip module.

As illustrated in Fig. 2.11, the u-axis is de�ned along the most pre-
cisely measured coordinate of the module (typically along the azimuthal
direction in the global system), the v-axis orthogonal to the u-axis and
in the module plane, pointing away from the readout electronics, and
the w-axis normal to the module plane. When double-sided modules are
considered as a single entity, the coordinate system is referenced to the
rφ module. For the pixel system, u is always orthogonal to the magnetic
�eld, that is in global rφ direction in the BPIX and in the radial direction
in the FPIX. The v coordinate is perpendicular to u in the sensor plane,
that is along global z in the BPIX and at a small angle to the global rφ

direction in the FPIX. The angles α, β, and γ indicate rotations about
the u, v, and w axes, respectively.

In addition, local u′ and v′ coordinates are de�ned such that they are
parallel to u and v, but the direction is always chosen to be in positive φ,
z, or r directions, irrespective of the orientation of the local coordinate
system. For the TID and TEC wedge-shaped sensors, where the topology
of the strips is radial, the u′- and v′-axes change direction across the
sensor such that v′ is always directed along the strips and therefore u′

corresponds to the global rφ-coordinate.

2.6.2 General alignment strategy
During the assembly of the CMS Tracker, positions and orientations of
the tracker components (silicon sensors as well as support structures) are
being measured and stored in a database with the help of Coordinate-
Measurement Machines (CMM) and photogrammetry. The former were
used for measurements of the active elements, the latter for the alignment
of larger structures. Such measurements can be transformed, directly or
indirectly, into detector positions, therefore they provide a preliminary
correction to the otherwise assumed ideal tracker geometry. If no com-
plete measurement of all silicon detectors is available, because only sam-
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ples have been taken, the standard deviation of the measurements can
be used as an estimate of the placement uncertainty. The error of the
track hit position on a corresponding module is enlarged by this value,
leading to an improved e�ciency during initial track reconstruction.

After assembly, the LAS provides the positions of the tracker subde-
tectors TIB, TOB, and TEC (not including the pixel detector and the
TID) with respect to each other with a precision of about 100 µm.

At this point, an initial track-based alignment procedure can sig-
ni�cantly bene�t from the good prior knowledge of the positions and
orientation of the tracker substructures. In theory, global alignment un-
certainties of ≈ 10 µm or better can already be achieved with a sample
of tracks obtained from only few days of running at low luminosity. In
practice, however, the time dependent movements of individual detec-
tor components, as well as the systematic uncertainties involved in the
track-based alignment algorithm, are the limiting factors for the tracker
alignment. A combination of the LAS and the track-based alignment is
therefore used to monitor the time-dependence of the tracker alignment
due to shutdown operations, dry-out e�ects, or thermal stress during
operation.

Once the tracker is aligned, it de�nes the reference system relative to
which the positions of the calorimeter modules and muon detectors have
to be adjusted. In particular, for the optimal reconstruction of muon
tracks with high pT , it is important to combine information from the
tracker and the muon detectors.

2.6.3 Track-based alignment
Track-based alignment is absolutely necessary to achieve a sensor preci-
sion of the order of a few microns. The goal in track based alignment is
to determine the module positions from a large sample of reconstructed
charged particle trajectories.

This goal is achieved minimizing a global χ2 variable:

χ2(p,q) =
tracks∑

j

hits∑
i

rT
ij(p,qj)V−1

ij rij(p,qj) (2.3)

In this equation, r is the residual, the di�erence between the track
extrapolation and the hit; V is the residual covariance matrix; p and q
are the sensor and track parameters, respectively. The CMS tracker align-
ment employs two statistical methods: Millepede II [71], a global method
using global matrix inversion, and HIP (Hits and Impact Points)[69], a
local iterative method.

Millepede II minimizes the χ2 function in eq. 2.3 by taking into
account track and alignment parameters simultaneously. Since only the
n alignment parameters p are of interest, the problem is reduced to the
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solution of a matrix equation of size n. The value of n is of the order
of 105 for six degrees of freedom of 16 588 modules. The covariance
matrix Vij is approximated by a diagonal matrix with uncertainties σij

for uncorrelated hit measurements mij of the track j. Given reasonable
starting values, p0 and qj0, the track model prediction f ij(p,qj) can be
linearized. Since angular corrections are small, the linearized problem is
a good approximation for alignment.

The �rst step of the global method aligns the highest-level structures
(half-barrels, endcaps) with all six degrees of freedom together with all
module units, including rφ and stereo strip modules in a double-sided
module, with the most sensitive degrees of freedom each (u, w, γ, and
for pixel modules also v).

In the second step all modules (all double-sided or single-sided strip
modules with more than 150 hits and all pixel modules with more than
25 hits) are aligned in the TIB in u, w, α, β, γ; in the pixel system in
u, v w, γ; and in u, w, γ elsewhere. Compared to the previous step,
this recovers the remaining 10% of the modules and allows more degrees
of freedom for the TIB, which has larger assembly tolerance, but does
not allow independent alignment of the rφ and stereo modules within
double-sided combinations.

The third step is designed to recover lost correlations between the
�rst two steps and has the same con�guration as the �rst step, but the
minimum number of hits in the strip modules is increased to 450 with
respect to 425 used in the �rst step.

HIP approximates eq. 2.3 by assuming no track parameter q depen-
dence and therefore ignores correlations between alignment parameters
for di�erent modules in one iteration. The trajectory impact point fαj

is recalculated for each hit, removing the hit under consideration from
the track �t. The track parameters and correlations between di�erent
modules are taken into account through iterations of the minimization
procedure and re�tting the tracks with new alignment constants after
each iteration. The number of iterations is determined empirically. This
approach allows a simpli�cation of the formalism and leads to a solution
of the six-dimensional matrix equation for the six alignment parameters
of each module in each iteration.

The local iterative algorithm permits the inclusion of survey measure-
ment in the formalism of eq. 2.3. Including the survey constraints, eq.
2.3 becomes

χ2
m(p) =

hits∑
i

rT
i (p)V−1

i ri(p) +

survey∑
i

rT
∗j(p)V −1

i r∗j(p) (2.4)

The additional term is to be minimized independently for each module
in a given iteration. In this equation, j runs over all tracker survey
hierarchies, which are at the module level in the pixel detector and in
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TIB and TID, whilst in TOB and TEC the survey is only done at the
level of higher structures.

The track residuals ri(p) do not have explicit dependence on track
parameters and enter the sum over hits in a given module. The six-
dimensional survey residuals r∗j are de�ned as the di�erence between
the reference and the current sensor position. The survey measurement
covariance matrix V∗j re�ects both the survey precision and additional
uncertainties due to changes in the detector. These errors can be con-
�gured di�erently for di�erent hierarchy levels and for the degrees of
freedom that should be stable, such as the longitudinal direction in a
barrel ladder, and those which may change more with time.

The local iterative method uses the full implementation of the Kalman
�lter track reconstruction algorithm adopted in CMS. It requires a large
number of iterations and large computing resources to re�t the tracks
in each iteration. The global method, instead, allows the determination
of alignment parameters, properly accounting for the correlations among
them, in a single step. However, the global method does not take into
account the e�ects of material in the tracker and assumes a simple he-
lical trajectory for charged particles. The method also requires a large
amount of computer memory and the application of advanced techniques
for solving eq. 2.3. Each of the two alignment algorithms can be used
to obtain module positions independently and a comparison of results
between the two complementary approaches is part of the validation of
the tracker alignment procedure.
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Chapter 3

The Silicon Strip Tracker
commissioning with cosmic rays
data

The silicon strip modules, during their full path from the production sites
up to their �nal integration in the tracker and then the insertion in CMS
experiment, have been deeply and repeatedly tested to ensure they are
in the best possible working condition.

First experience with tracker operation and track reconstruction was
gained during summer 2006, when elements of the silicon strip tracker
were operated at room temperature in a comprehensive slice test (called
Magnet Test and Cosmic Challenge - MTCC ) involving various CMS
subdetectors [65]. The tracker setup was limited and represented by only
1% of the total electronic channels and an active area of 0.75 m2. Cosmic
rays detected in the muon chambers were used to trigger the readout of
all CMS subdetectors. The CMS superconducting solenoid provided a
magnetic �eld of up to 4 T. Over 35 million events were recorded and
the tracking performance was studied both using a dedicated algorithm
for cosmic rays tracking and a general algorithm for track reconstruction
in LHC collisions. In addition, tracks reconstructed in the silicon strip
tracker were compared with tracks detected by the muon chambers.

In the period from November 2006 to July 2007 the di�erent subsys-
tems of the silicon strip tracker were integrated and commissioned in a
large clean room at CERN, the Tracker Integration Facility (TIF). The
data taking performed once the whole tracker had been assembled is of-
ten referred to as Sector Test [1]. As part of the commissioning, large
samples of cosmic ray data were recorded under di�erent running condi-
tions. No magnetic �eld was present, and the tracker setup consisted of
up to 15% of the electronic channels. Over 4.7 million events were taken
while operating the detector at �ve di�erent temperature points. The
data were used to verify the reconstruction and calibration algorithms
for the LHC collisions modi�ed for cosmic rays tracking.
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After this relatively short test on a section of the whole detector,
the tracker was moved to its �nal position, inside the CMS detector, in
December 2007. Then the commissioning procedure was repeated in the
�nal environment starting from spring 2008, and the cosmic data taking
during CMS Global Runs (runs with the whole CMS detector switched
on) started in July 2008 and lasted almost four months. More than
35 million cosmic muons data were collected in the tracker, and many
analysis were done to calibrate the detector in its �nal con�guration, with
the magnetic �eld switched o� (CRuZeT - Cosmic Run at Zero Tesla)
and on (CRAFT - Cosmic Run At Four Tesla). Comparisons with Monte
Carlo simulations were also done in order to check that the performance
of the tracker was as expected.

In this section I will describe all the analysis done during the two
data taking in which I took part: the Sector Test at TIF and the Global
Runs CRuZeT/CRAFT in CMS.

For both tests I will give an introduction on the experimental setup
and a description of the commissioning procedure, which is fundamental
before any physics data can be taken. Then, after an illustration of the
local reconstruction and the tracking used for cosmic data, I will brie�y
describe the Data Quality Monitoring (DQM) system, to the development
of which I took part. I will focus on the DQM module I developed for the
monitoring of the signal-to-noise ratio of the clusters associated or not
to the tracks, and I will show the further analysis I did with the output
given by this monitoring module.

Finally, for each data taking I will show the results obtained and the
experience gained, in some cases also comparing the results with Monte
Carlo simulations.

3.1 The Sector Test at TIF

The goals of this test included commissioning the active sectors of the
Tracker under realistic cabling and grounding conditions, establishing
the data acquisition, and con�rming stable and safe operation under the
supervision of dedicated monitoring systems. The objectives were also
to develop and validate monitoring tools, to test the connections, to es-
tablish stable and safe running at low temperature, and to demonstrate
operating procedures. Finally, the acquisition of cosmic ray data al-
lowed the measurement of the detector performance, the understanding
of tracking algorithms, and to perform an initial alignment of the active
modules.
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3.1.1 The experimental setup
The test progressed in an incremental way, beginning with testing part
of the subsystems, then proceeding to a test of the barrel systems, and
�nally incorporating one endcap.

For the Sector Test a fraction of the tracker was selected to be read
out so as to maximize the crossing of all the di�erent layers or rings by
cosmic rays. The �rst quadrant in the z+ side of the tracker was chosen.
Details of Sector Test sub-detectors are shown in Table 3.1. Sensors were
biased with voltage of 300 V for TIB, TID and TOB, and 250 V for TEC.

Tracker Number Number Fraction
Sub-detector of Modules of Channels of Tracker

TIB 438 282 624 16%
TID 204 141 312 25%
TOB 720 476 460 15%
TEC 800 483 328 13%
Total 2162 1 383 424 15%

Table 3.1: Composition of the Sector Test with the di�erent subdetectors
fractions

The signal was read out and multiplexed using the APV chips used in
Peak mode. Data can be taken in two di�erent modes: Virgin Raw (VR)
or Zero Suppressed (ZS). In VR mode, all channels are read out with
the full 10 bits ADC resolution. In ZS mode, the FED applies pedestal
subtraction, common mode rejection and a fast clustering algorithm, us-
ing signal height with reduced 8 bits resolution: only channels forming a
cluster are output. Almost all cosmic ray data in this phase were taken
in Virgin Raw mode since low cosmic trigger rate did not require data
reduction, and VR running allowed o�ine optimization of thresholds (in
LHC collisions it will be compulsory to operate in ZS mode).

The cooling plant used for the Sector Test was simpler than the �nal
system and its cooling power limited. A minimum operating temperature
of -10◦C was obtained, compared to the -25◦C in the �nal system. The
temperatures measured at the cooling tubes proved to be very stable
with variations of less than 0.1◦C. A test was possible at a temperature
of -15◦C but only by limiting power to half of the Sector Test modules.

Dry air was supplied inside to maintain a su�ciently low dew point
to avoid condensation; it �owed in a semihermetic tent that contained
the tracker.

The safety of the tracker was constantly monitored through the Tracker
Safety System (TSS) and the Tracker Control System (TCS). These two
systems constantly monitored the temperatures, the voltages, cooling
plant failures, and other alarm conditions. All these systems were proto-
types of the ones that will be used during collision data taking that have
also been used during Global Runs.
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3.1.2 Cosmic Muon Trigger
The cosmic trigger con�guration was designed to allow studies of tracking
performance and detector alignment. The trigger design was constrained
by space above and below the tracker; in particular clearance below the
tracker allowed only 5 cm lead bricks for �ltering low momentum tracks.
Six scintillators (T1, T2, T3, T4, T5, T6) were placed above the tracker,
in a �xed position; below the tracker there was initially only one scintil-
lator (B0) mounted on a movable support structure; later a further set
of four scintillators was added (B1, B2, B3, B4) to increase the trigger
acceptance.

The upper scintillator signals were synchronized by simple NIM logic
using cosmic rays and put in a logical-OR to obtain a Top-scintillator
signal. This was put in coincidence with the lower scintillator signal. In
the same way, from synchronized logical-OR signals of scintillators B1,
B2, B3, B4 a Bottom-scintillator signal was obtained and was put in
coincidence with the Top-scintillator signal.

Three main trigger con�gurations have been used at the Sector Test:

• (TA) = (Top-Scintillator & B0) vertical position;

• (TB) = (Top-Scintillator & B0) slanted position;

• (TC) = (TA) + (Top-Scintillator & Bottom-Scintillator) slanted
position.

The schematic representations of these three con�gurations are shown
in Fig. 3.1. The rate of spurious coincidences relative to the true level
was of order 10−9. The trigger rates achieved were: 3.5 Hz (TA), 1.5 Hz
(TB), and 6.5 Hz (TC). Since the DAQ rate was limited to about 3 Hz
by the FED readout via VME, a trigger veto was implemented to keep
the rate under this level.

3.1.3 Data sets and reconstruction
Depending on the di�erent trigger con�gurations and operating temper-
atures, di�erent data sets have been de�ned, as they are summarized in
Table 3.2.

The APV parameters were studied for TIB and TOB detector mod-
ules only. For the TID and the TEC (where a large number of variants
exist) the APV parameters have not been optimized for each module
type: TID used the TIB parameters while the TEC used parameters
very close to the TOB ones.

Each run was checked using online and o�ine quality monitoring tools
(see Sec. 3.1.4). If a run did not meet the quality requirements or if a
con�guration or hardware problem was discovered, it was �agged as bad
and excluded from the o�ine analysis.
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Figure 3.1: Layout of the various trigger scintillator con�gurations used
during the cosmic data taking at the TIF (in chronological order): (a)
con�guration TA; (b) con�guration TB; (c) con�guration TC. The xy
view is shown on the left side, the rz view is shown on the right. The
straight lines connecting the active areas of the top and bottom scintilla-
tion counters indicate the acceptance region.

The complete data set was processed several times using di�erent
software releases to integrate improvements in track reconstruction.

Comparisons have also been done with Monte Carlo simulated sam-
ples. The simulation of a realistic cosmic muon spectrum relies on dedi-
cated parametrizations of the energy dependence and incident angle, also
accounting for the correlations between the two quantities. For compar-
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Run Trigger Operating Total Good
T (◦C) Events Events

6203-6930 A 15 703 996 665 409
7277-7296 A 15 191 154 189 925
7635-8055 B 15 193 337 177 768
9255-9341 C 15 132 311 129 378

10145-10684 C 10 992 997 534 759
10848-11274 C -1 893 474 886 801
11316-11915 C -10 923 571 902 881
12045-12585 C -15 656 923 655 301
12599-12656 C 15 112 139 112 134

Table 3.2: Sector Test data sets. TEC has been tested only starting from
run 7277.

isons with TIF data, cosmic muons have been generated starting from
an ideal cylinder coincident with the CMS surface using the CMSCGEN
generator [77]. The original parametrization of the spectrum is based
on a polynomial �tted to data above an energy of 10 GeV and cannot
be used at much lower energies. In order to cover the range from 200
MeV to 2 GeV the cosmic muon spectrum is produced assuming a simple
energy dependence in CMSCGEN and reweighted using the CAPRICE
[78] energy spectrum. The con�guration parameters used for the gener-
ation process are listed in Table 3.3. Since the tracker is on the surface
without any iron shielding from muon stations outside, the energy loss
scale factor was set equal to zero.

Parameter Value
Min(E) 200MeV
Max(E) 10 TeV
Min(θ) 0◦
Max(θ) 88◦
Min(φ) 0◦
Max(φ) 360◦
Min(T0) -12.5 ns
Max(T0) 12.5 ns

Energy Loss Scale Factor 0.0

Table 3.3: Parameter settings used for the generation of cosmic muons
(θ is the angle between the muon direction and the y-axis in the CMS
reference system and T0 is the allowed muon time of �ight).

Before the detector and electronics response are simulated, a special
�lter is applied reproducing the trigger setup. The scintillation counters
are modeled as virtual 1 × 1 m2 surfaces, and the muon trajectories are
extrapolated to the outside of the tracker where the intersection points
with the scintillator surface are calculated. Using the intersection points,
the trigger logic is applied and the cosmic muon event is either retained or
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discarded. Simulated events are generated separately for all three trigger
layouts.

3.1.3.1 Local Reconstruction

Event reconstruction and selection, data quality monitoring and analysis
of the Tracker Sector Test at the TIF were performed within the CMS
software framework, known as CMSSW [79]. Hit and track reconstruc-
tion was performed o�ine taking the raw data as input. A reconstruction
job is composed of a series of applications executed for each event in the
order speci�ed by a con�guration �le. A fundamental part of the pro-
cessing is the availability of non-event data such as cable map, pedestals,
alignment constants and calibration information.

The �rst step consists in mapping ADC counts for individual strips
as they are coming from the FED output, into objects that are uniquely
assigned to a speci�c detector module exploiting the cabling map infor-
mation stored in the con�guration database. In the case of data collected
without performing online zero-suppression (VR), the necessary pedestal
information must be acquired from the database. At this point, the input
data �les, whether real data or Monte Carlo simulated events, contain
the same information and can be further processed with identical code.

The three-threshold algorithm described in Chapter 2 has been used
to form the clusters.

3.1.3.2 Track reconstruction

The tracking was performed using the two tracking algorithms (CTF and
RS) described in Chapter 2, modi�ed in order to match the reconstruction
of cosmic tracks, plus a third one developed especially for the cosmic
tracks: the Cosmic Track Finder.

The CTF for cosmic rays is identical to the one designed for proton-
proton collisions except for the seed �nding stage, which has been adapted
for the reconstruction of cosmic tracks. In particular, no vertex constraint
can be applied, since the cosmic rays do not necessarily cross the tracker
pointing towards the interaction point, and seeds should be created also
in the outer layers, because these layers have higher acceptance for cos-
mic tracks. For the reconstruction of TIF data, hit triplets are used in
the inner or outer parts of the barrel and hit pairs in the endcaps. Hit
triplets are checked for compatibility with a straight line: the radius of
the circumference passing through the three hits has to exceed 5 m. The
di�erent combinations of layers used for seeding are summarized in Table
3.4.

In the RS algorithm, speci�c roads for cosmic track reconstruction
were generated, where the constraint on the extrapolation of the roads
was loosened to include any pair of seed rings within the acceptance of
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Seeds Layers
Inner barrel triplets TIB1+TIB2+TIB3
Outer barrel triplets TOB4+TOB5+TOB6, TOB3+TOB5+TOB6,

TOB3+TOB4+TOB5, TOB3+TOB4+TOB6,
TOB2+TOB4+TOB5, TOB2+TOB4+TOB6

Endcap pairs Any pair of adjacent TEC wheels

Table 3.4: Combination of layers used for seed �nding in the CTF algo-
rithm

the readout detector. An overview of the inner and outer seed rings for
the TIF geometry is shown in Fig. 3.2.

Figure 3.2: Overview of the ring structure of the CMS tracker. The
rectangles in the plot represent the rings as de�ned in the Road Search
algorithm. The inner seed rings are shown in blue, the outer seed rings
are shown in red. The seeding is asymmetric since modules located at -z
were not part of the cosmic data taking.

The choice to use the inner layers of both TIB and TOB as inner
seed rings (in addition to the inner rings of TID and TEC) was made to
avoid any geometrical acceptance loss and to have one seed ring structure
which �ts di�erent possible sub-detector readout combinations.

The Cosmic Track Finder is instead designed in order to meet the
speci�c task of reconstructing single tracks without imposing a region of
origin, but assuming a preferred direction. For cosmic track reconstruc-
tion in TIF data, a dedicated seeding is used. The total number of hits in
the whole tracking volume is expected to be several orders of magnitude
lower than in proton-proton collisions. Hence, all the hit pairs which are
geometrically compatible are considered as potential seeds. The de�ni-
tion of compatibility is the following:
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• The seed is built from a pair of hits lying in di�erent layers (barrel)
or wheels (endcaps). In the barrel, all the hit pair combinations of
either the three outermost TOB layers or of the three innermost
TIB layers are considered. In the endcap, hit pair combinations
are accepted if the hits are separated by at most one intermediate
wheel.

• The distance between the modules along the z-axis is less than 30
cm. This cut is not applied for seeds in TEC layers.

• The distance between the hits in global x is less than two times
the distance in global y. This requirement is motivated by the
small angles cosmic tracks are expected to have with respect to the
vertical direction. Again, this cut is not applied to seeds in TEC
layers.

All seeds that ful�ll the previous selection criteria are considered in
the pattern recognition. For each seed, preliminary track parameters are
calculated basing on the line connecting the two hits. The hit-selecting
algorithm is simpli�ed with respect to the Combinatorial Kalman Filter.
A seed, which comes from the previous step, can be at the top or bottom
of the instrumented region of the tracker. If it is at the top (bottom),
all the hits with a global y coordinate lower (higher) than the hit of the
seed are sorted in decreasing (increasing) order with respect to the global
y axis. A very simple procedure establishes if the hit can be selected or
not:

1. The trajectory is propagated to the surface of the module which
provided the hit. The uncertainty from multiple scattering is con-
sidered when the track is propagated.

2. The compatibility of the hit with the propagated trajectory is eva-
luated using a χ2 estimator. For this analysis a cut at χ2 < 40 was
chosen.

3. If the hit is compatible, the trajectory is updated with the hit.

A trajectory candidate is retained if it contains at least 4 hits. The
�nal selection is only done after the full track �t. The �tting procedure
is the same as for all the other CMS tracking algorithms and is based on
the Kalman Filter. At the end of this phase several trajectories are still
valid, but only one is retained since only one track per event is expected.
The best trajectory is selected on the basis of the criteria below, listed
in order of precedence:

• the highest number of layers with hits in the trajectory,

• the highest number of hits in the trajectory,
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• the lowest value of the χ2/d.o.f..

The main algorithm used in the analysis I will show is anyway the
Combinatorial Track Finder. The other two algorithms have been used
to cross check the results.

3.1.4 Data Quality Monitoring
The Data Quality Monitoring (DQM) system for the Tracker is designed
to ensure that good quality data are recorded and detector problems are
spotted very early on. The system is based on the �Physics and Data
Quality Monitoring� framework [80] of CMS. The task is ful�lled in
three steps:

• histograms, called Monitoring Elements (MEs), are de�ned and
�lled with relevant event information by the �Producer� (DQM
Source) application;

• a �Consumer� (DQM Client) application accesses the MEs, per-
forms further analysis and generates alarms;

• the �Graphical User Interface� (GUI) provides tools for the visual-
ization of the MEs.

The MEs are de�ned in the DQM source at various levels of data re-
construction chain. Starting from the level of pedestal, noise, digitization,
cluster reconstruction and �nally track-related properties are de�ned and
�lled in various MEs. The DQM Client accesses low-level MEs, performs
further analysis on them and creates summary MEs, performs quality
tests comparing MEs with references to generate alarms. The summary
plots are important as it would be too time consuming to check each of
the huge set of MEs for the more than �fteen thousand tracker modules.
The information from detector level MEs is accessed and summarized
in MEs at higher levels following the geometrical structure. Similarly
the detector level MEs are compared with reference MEs or parameters
and �Ok�, �Warning�, and �Error� alarms are generated, as appropriate,
based on the comparisons. The DQM system was operational with full
functionality during TIF data taking. Events were accessed from the
on-line data and full reconstruction was performed on an event by event
basis and provided to the DQM sources. The system was stable during
operations and the tracker DQM GUI, which is a web based application,
was accessible from CERN as well as from other institutes involved in
the Tracker activities.

The monitored quantities during the TIF data taking were, mainly:

• pedestals and digis;
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• cluster properties: signal, noise, signal-to-noise, width;

• track properties: χ2, number of hits, hit residuals.

Later on, I developed a DQM module to monitor the clusters proper-
ties not only in general but also distinguishing them when they are real
clusters associated to a track, or noise clusters not associated to any
track. This module became available and functional during the Global
Runs. During TIF I performed this kind of analysis o�ine, developing
an analysis program to study the properties of clusters, hits and tracks.
The results of these studies are illustrated in Sec. 3.3.1.

3.2 Commissioning and calibration at TIF
In Chapter 2.3 a description is given of the calibration procedure to be
executed before starting a physics data taking in order to keep all the
possible electronic sources of noise or instability under control. This
procedure is applied during the commissioning runs, also referred to as
timing runs. During TIF data taking, the commissioning runs were re-
peated at intervals to get more statistics on the stability of the system.

Here the results of the commissioning runs are reported.

3.2.1 Electronic gain measurements
Tick-mark height distributions obtained after the commissioning proce-
dures are shown in Fig. 3.3 for two di�erent temperatures. The di�erent
colors represent the components with di�erent AOH gain settings (called
0, 1, 2, 3 from lower to higher gain): the di�erence between the left and
right distributions is mainly due to the strong dependence on the temper-
ature of the AOH gain. The e�ect is manifest by the increased number
of AOH with gain equal 0 at lower temperature. This implies that the
average values of the tick-mark height distribution changes when varying
the temperature.

Even after the commissioning procedure the tick-mark height distri-
butions still indicate about a 10% spread in electrical gain. This variation
is consistent with the coarse precision of the AOH laser gain settings, as
already stated in the previous Chapter. Therefore the correction factor
of equation 2.1:

Ccorr = 640
TickMark

should be applied in all the analyses of signal and noise.
One limitation in the use of this equation is due to the di�erent modu-

le operating voltages for di�erent layers. It was known that the tick-mark
amplitude is linearly proportional to the 2.5 V operating voltage. The
signal at the APV ampli�er output is not much a�ected by changes in the
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Figure 3.3: APV tick-mark height distribution after commissioning pro-
cedure, run 7096 at T = 14◦C (left) and run 11176 at T = -10◦C (right)

supply voltage. Therefore to make a precise estimate of the electronic
gain it is necessary either to equalize all the operating voltages or to
correct the tick-mark value for the di�erence compared to 2.5 V. In the
following results the correction was not applied, therefore the electronic
gain can be considered having a systematic variation of about 5%, which
can a�ect direct comparisons between di�erent layers.

Figure 3.4: Tick-mark height distribution versus run number, during TIF
data taking. Error bars represent the statistical error on the average
value.

Fig. 3.4 shows average tick-mark heights for individual sub-detectors
as a function of run number (with the help of Table 3.2 the period at
di�erent temperatures can be identi�ed). At least one timing run was
taken as part of the commissioning procedure whenever the coolant tem-
perature changed. During the period at T = 14/15 ◦C (runs 6203-9341),
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in particular, there were several timing runs, which provide information
on the stability of the system.

TOB shows, in 7 runs, variations of ±0.6%. The TIB/TID shows
a large discrepancy in the �rst run (6094), where results are lower by
5%, but this is due to the fact that the modules were operating at low
electrical gain and therefore that was corrected by a very high AOH gain:
after removing this run the TIB shows, in 6 runs, variations of ±0.6%.
The TEC shows, in 4 runs, ±0.4% variations.

3.2.2 Noise performance studies
The noise has been �rst of all renormalized for each pair of adjacent APV,
belonging to the same AOH laser, in order to take into account the dif-
ferent electronic gains, by multiplying the noise for the correction factor
speci�ed by equation 2.1. Modules with known problems that a�ect the
noise distribution calculation have been removed from the analysis at
least for the period when the problem was present.

For each strip noise distribution, a �t to a Gaussian has been per-
formed and results for some layers are shown in Fig. 3.5.

Figure 3.5: TIB L1 (top left) and L3 (bottom left) noise pro�le at T =
-10◦. Gaussian �t is shown. On the x axis the noise is reported in ADC
counts.
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For most of the layers the noise distribution is very well represented
by a Gaussian, and �tted values and sigmas are almost identical for iden-
tical layers, showing that extra noise sources do not a�ect the detector
performance signi�cantly. The only relevant non-Gaussian tails at high
values are visible for TOB layers 2, 3 and 4, an example showed in Fig.
3.6. They are mainly due to channels close to APV edges and only for
modules at speci�c positions within a rod, closer to a clock distribution
board and a power cable.

Figure 3.6: TOB L2 (top �gure) and L4 (bottom �gure) pro�le for T =
10◦C with evident tail. Gaussian �t is shown. On the x axis the noise is
reported in ADC counts.

This noise pickup does not a�ect the TOB performance, given its
high signal to noise ratio, as it will be shown in the following section.
Nevertheless, during the Sector Test many possible grounding and �lter-
ing schemes were investigated in order to minimize this extra noise. A
solution which was found to be very e�ective consisted in grounding the
TOB power cable shields at the patch panel close to the tracker. This
grounding implementation was possible on the Sector Test setup only for
a fraction of the TOB, therefore the tails remained for most of the module
rods. This grounding scheme has subsequently been implemented during
installation of the tracker inside CMS.
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Figure 3.7: Noise vs run number for TIB (top �gure) and for TOB (bot-
tom �gure). Four periods at di�erent temperatures are visible: 10 ◦C, 0
◦C, -10 ◦C and -15 ◦C.

Stability of the noise performance was studied by taking pedestal and
noise runs at di�erent times when the tracker was running in stable con-
ditions with �xed electronics con�guration settings. Results are shown in
Fig. 3.7 displaying noise of all layers/rings versus the run number for TIB
and TOB: the steps in the trend represent the di�erent temperatures con-
sidered, 10◦C, 0◦C, -10◦C and -15◦C. The data average and mean value of
a Gaussian �t are displayed as solid and open symbols respectively. For
constant coolant temperatures the noise is stable to better than ±0.5%.
Most importantly, the noise decreases with the decreasing temperature
as expected by the laboratory studies made on the APV performance.
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Figure 3.8: Noise vs strip length for T = -10◦C.

The mean strip noise obtained from a Gaussian �t for each di�erent
type of module has been correlated with the module strip length. Results
are shown in Fig. 3.8 for a run taken at -10◦C, but similar results are
obtained at the other temperatures. Error bars represent the spread of
the mean module noise for each module type. As expected the behavior
is well represented by a linear behavior, within statistical �uctuation, for
modules from the same layer, although the average values show di�er-
ences for the same strip length but di�erent module geometries. This
can be explained by the di�erence in supply voltage and by the di�erent
APV settings used for di�erent sub-detectors.

3.2.3 Detector quality analysis
A �rst identi�cation of bad components is done during timing runs: the
dead components are identi�ed looking for low tick-mark heights. Pos-
sible dead components correspond to the broken �bers whose channels
showed problems during the timing runs. The number of missing �bers
in the tracker was found to be at the 0.1% level during Sector Test.

Remaining bad components can be identi�ed complementary to the
noise measurement, studying the normality of the noise distribution in
order to remove strips with non-Gaussian noise behavior that may lead
to unwanted higher occupancy after zero suppression. The procedure de-
scribed in Sec. 2.3.2 has been applied to isolate noisy or bad strips.
Isolated bad channels were identi�ed having higher than �ve sigmas
(�noisy�), or lower than �ve sigmas (�dead�), noise compared to the ave-
rage noise per module, and this was done for each module geometry of
the tracker.
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The number of dead channels is almost constant among several runs
for all sub-detectors, showing that the identi�cation of dead channels is
clear and stable.

The noisy components are instead subjected to �uctuations, in par-
ticular for TOB and TID. The fraction of dead (noisy) strips is 0.05%
(0.04%) for TIB, 0.04% (0.15%) for TID, 0.04% (0.3%) for TOB, and
0.08% (0.02%) for TEC.

Since the analysis of defective strips is made on a per run basis, it
is important to understand the number of runs in which a strip was
identi�ed to be bad. Dead strips identi�cation is stable: the majority of
dead strips (70%) were �agged in all runs. About 30% of the classi�ed
dead strips appear only in a single run which likely had a timing issue
or other unusual problems. On the contrary, only a small fraction of
the noisy strips were noisy throughout the Sector Test. In most cases
anomalous noise persists for one or two runs at the most. These runs may
re�ect special operating conditions or non-optimal system con�guration.
Finally, a comparison of the identi�ed faulty channels with data from the
Tracker construction database shows that 90% of the dead channels and
40% of the noisy channels had been �agged as such by the end of the
construction period.

3.2.4 Latency scan procedure
During the Sector Test, almost after every signi�cant change in the APV
settings or temperature, latency scans were done in order to determine
the new latency parameters. Typically 50 events were su�cient for each
latency step during the scans. About ten steps in latency were performed,
for a total of about 500 triggers on average.

Fig. 3.9 shows the results from one of the latency scans. The latency
which maximizes the signal peak for each single subdetector is obtained
from �ts to these plots. The optimal latencies for the four subdetectors
di�er from each other for small values, and this is due to the di�erent
lengths of the readout �bers from the front-end hybrid to the FED. No
tuning of the pulse shape was performed, therefore deviations from an
ideal RC-CR shape are present. To take into account the non-nominal
behavior of the pulse shape a smearing term has been introduced into
the �t. This smearing term obtained from the �t results to be larger
for TEC, since the pulse shape of individual APVs was not optimized
individually for the many di�erent TEC modules geometries.

The estimated di�erence between the optimal latency and the la-
tency used in the various phases of the TIF Sector Test is shown in Fig.
3.10. During the many di�erent operating periods of the Sector Test, the
commissioning process generally resulted in timing well within a 25 ns
window. In one week of running, an incorrect latency value was deter-
mined by mistake, which determined an error in timing of about 30 ns. A
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Figure 3.9: Fit of the signal as a function of the latency, for each of the
four sub-detectors. Data are from run 10947 and were used to set the
latency for the following period.

systematic relative di�erence of about 10 ns between the optimal timing
for TOB with respect to TIB/TID and TEC is also visible. The sta-
tistical error of these measurements has been estimated to be about ±1
ns.

Figure 3.10: O�set from the on-peak timing (left) and signal correction
factor (right) as function of the run number for the three sub-detectors
TIB/TID, TOB and TEC.

The non optimal sampling determines the loss in the signal perfor-
mance of the various sub-detectors. On the right side of Fig. 3.10, the
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horizontal lines mark the o�set corresponding to a loss of 1%, 5% and
10% respectively. The correction factor to compensate for the loss of
signal is plotted for each run on the left side of Fig. 3.10. The anoma-
lous week where a wrong latency was chosen, resulted in large correction
factors: 10% for TOB and 35% for TIB/TID and TEC. In the other
periods, the correction is less than 5% and this sets a scale for the ex-
pected accuracy of the absolute calibration. This means that comparing
results between di�erent sub-detectors or for the same sub-detector at
di�erent temperature conditions, this level of uncertainty is larger than,
for example, the contribution from time-of-�ight di�erences.

3.3 Cosmic rays analysis at TIF
The signal performance of the Tracker is fundamental; it depends on
several factors: charge collection in the silicon sensors, performance of
the APV with optimized parameters, performance of the full electronic
chain.

As the tracking e�ciency relies on a su�ciently large signal-to-noise
ratio (S/N) in the tracker modules, it is important to measure the S/N on
a layer by layer basis. Moreover, S/N analysis is independent on the gain
calibration. On the other hand, analysis of the signal size allows a direct
comparison of the performance of the di�erent layers as a mean of deter-
mining the absolute gain calibration and measurements of temperature
dependence.

The energy (Stot) deposited in the tracker modules can be para-
metrized as:

Stot =
dE

dx
tK; K =

1

cos(θ3D)
(3.1)

where θ3D is the angle of incidence of the track with respect to the silicon
detector normal, as shown in Fig. 3.11, and t is the silicon thickness.

In the following analyses signal values are normalized to the thickness
of silicon that the particle has actually traversed.

Sren =
Stot

K
=

dE

dx
t. (3.2)

Fig. 3.11 illustrates the de�nitions of two of the three angles which
will be used in the following analysis. The angle made by the track in
a plane orthogonal to the sensor surface and whose X axis is transverse
to the strip direction is denominated XZ angle. This is directly corre-
lated with the cluster size. The Y Z angle is instead de�ned in a plane
perpendicular to the surface and oriented along the strip direction.
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Figure 3.11: Angle de�nitions: θ3D on the left; θXZ on the right.

3.3.1 The signal-to-noise ratio
The signal-to-noise renormalized to the sensor thickness (Sren/N) is an
ideal parameter for measuring the stability of the tracker during a data
taking, since it should be largely independent of gain corrections, and
therefore allows an accurate comparison of results from modules in the
same layer or at di�erent temperatures from run to run.

Sren is the signal as de�ned in eq. 3.2. According to the theory of
the release of charge in thin detectors, the charge released by a particle
in a layer of silicon strips should be distributed accordingly to a Landau
shape.

N is the cluster noise, de�ned as N =
√∑

i N
2
i /nstrips where Ni is

the noise of the i-th strip of the cluster and nstrips is the number of the
strips of the cluster. The noise of all the strips of a module has in general
a Gaussian distribution, as shown in Sec. 3.2.2. It should be emphasized
that if the noise is constant for all the strips in the cluster, then the cluster
noise is independent of the cluster size and equal to the strip noise. Ni

is determined in each pedestal run and written to the o�ine database.
It is not remeasured continuously during the cosmic data taking.

Another issue that should be put in evidence is that the clusters we are
referring to in eq. 3.2 should be the real signal clusters, i.e. the clusters
which are actually associated to a track left by a particle passing through
the tracker. This distinction is important because there is a given amount
of cases in which fake clusters can be formed, mainly for the presence of
noisy strips that produce a signal over the zero suppression threshold. It
can happen that some of these strips are adjacent, and that they pass
the thresholds for the clusterization. In this case, there will be a given
amount of clusters that are not associated to any track.

Usually it is easy to isolate the �fake� clusters from the real ones, as
they have a very low Sren/N (below ∼10-15) with respect to the signal
clusters (Sren/N > 15) associated to particles passing through silicon and
releasing a large amount of charge. Hence the signal-to-noise ratio of fake
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clusters will mainly be visible as a spike at the low edge of the Landau
distribution of the clusters S/N.

In order to measure the signal-to-noise ratio during TIF data taking
I developed a tool which permitted to perform several and specialized
studies on the clusters, distinguishing the cases in which they were real
signal clusters or fake noise clusters.

This analysis program, developed in the environment of the CMS
framework (CMSSW), reads separately the hits associated to tracks in
the event and the hits not associated to any track. Then from both this
kind of hits it extracts the clusters and all the information related: the
charge released by the ionizing particle, the signal renormalized to the
thickness, the noise, the ratio between them, the width, the position.
Each of these quantities is then written into histograms separately for
the di�erent subsystems of the tracker, which di�er from each other for
dimension, geometry and thickness. These histograms are then saved in
an output �le, that can be then used for further analysis. For instance,
is then possible to perform �ts on the signal or signal-to-noise shape to
extract the peak value and monitor its stability in time.

The Sren/N distributions have been �tted with a function obtained
from the convolution of a Landau function and a Gaussian distribution.
The reason of this choice is that the presence of the Gaussian noise smears
the Landau shape of the signal.

In order to obtain a high purity signal, only those hits that are as-
sociated with a reconstructed track have been used. Nevertheless, some
cluster with very low Sren/N , probably noise one, can still happen to be
on a track trajectory, therefore ending up in this distribution. This fact
can cause the presence of a residual low charge peak also in the Sren/N

distribution even if only the hits associated to tracks are considered. In
order to avoid biasing the �t considering this region, some tests have
been made to optimize the �t range. Finally it was decided to perform
two subsequent �ts. In the �rst one, the range was set from about 6%
of the mean value up to the mean plus three times the R.M.S. of the
distribution. In the second iteration of the �t, once a �rst estimate of
the peak of the Landau, its FWHM, and the sigma of the Gaussian con-
voluted is available, the range has been set from a minimum value equal
to the 10% of the peak to a maximum equal to the peak position plus
three times the FWHM.

The �ts were performed separately for the di�erent layers of the bar-
rel and the di�erent rings of the endcaps, in order not to mix di�erent
geometries and thicknesses, which would cause a deformation of the Lan-
dau distribution.

The CTF track algorithm was used and only tracks with χ2/d.o.f. <
30 were considered. Only events with low track multiplicity (less than
three) and with a low hit multiplicity (less than 100) were considered.

In Fig. 3.12 the �t of the Sren/N at T = -10◦C is reported for TIB
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Figure 3.12: The signal-to-noise corrected for the track angle for (from
top to bottom) TIB L3, TOB L1, TID R2 and TEC R1 at T = -10◦C.

Layer 3, TOB Layer 1, TID Ring 2 and TEC Ring 1, while the full set of
results from the �ts of Sren/N at T = -10◦C are reported in Appendix in
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Fig. 1 for TIB, TOB and in Fig. 2 for TID, TEC. The χ2/d.o.f. values
for the �ts are excellent. For TEC and TID the statistics are lower than
for TIB and TOB, since the rate of large angle cosmic tracks is much
reduced with respect to the vertical ones. All tracker layers show a large
Sren/N , in all cases larger than 26.

Figure 3.13: Signal over noise corrected for the track angle: for TIB(top)
and TOB (bottom) for two di�erent temperatures.

A study of the stability of Sren/N performance was also done, exami-
ning measurements for every single run during long periods where the
tracker was running in stable conditions: the best periods are of course
the ones during which the tracker was running at low temperature. Fig.
3.13 shows the results for all the layers of TIB and TOB versus the
run number corresponding to temperature of 0◦C and -10◦C. The two
subdetectors show a very stable behavior with variations smaller than
0.3%. Similar results are obtained for TEC and TID, but the lower
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statistics per run gives rise to a higher statistical error on the run by run
measurement.

Sren/N increases by decreasing temperature, as expected from the
results on the temperature dependence of the noise. A more quantita-
tive analysis of the temperature dependence was not possible since it
requires an omptimization of the APV parameters for each module at
each temperature.

After the normalization of the signal to the sensor thickness, in prin-
ciple the Sren/N should be identical for identical modules, regardless to
their position. Nevertheless, the segmentation of the silicon microstrips,
combined with the e�ect of the clustering algorithm, which uses thresh-
olds to determine strips inclusion in a cluster, might introduce some
charge loss. The smaller the released charge, the more signi�cant the
fractional charge loss due to clustering threshold. This is particularly
true for cosmic rays, which do not come from the interaction point and
therefore produce tracks not according to the natural geometry of the
tracker. A study of this e�ect has been done based on the angle of inci-
dence of the tracks, as at higher angles charge tends to be shared among
more strips. Therefore the dependence on the track angle has been stud-
ied �rst with respect to the 3D angle. In order to separate the e�ect of
illuminating more strips from that of increasing the charge, the study has
been done for: the dependence on the XZ local angle for the tracks with
direction in a plane perpendicular to the silicon strips (Y Z local angle
less than 6 degrees), referred to as transverse tracks, where the sharing
among strips is maximized; the dependence on the Y Z local angle for
tracks that come in a plane along the direction of the silicon strip (XZ

local angle less than 6 degrees), referred to as longitudinal tracks, where
sharing among strips is almost independent on the angle. These studies
have been performed by looking at the dependence in Sren/N on track
path (K) within the silicon, where the path is expressed in units of silicon
thickness. Sren/N should be independent of K, as stated in equation 3.2.

Results obtained are shown in Fig. 3.14 for TIB and TOB, with
black circles for the Y Z angle and with open triangle for the XZ angle
dependence. TEC and TID results have not been included since the
variation of Sren/N for the di�erent rings is large and there is a correlation
between K and the statistics for each ring.

It is evident in Fig. 3.14 that for small K there is a nearly 5% loss
of Sren/N (and presumably signal) for TIB. In the case of longitudinal
tracks, most of the charge is released in one strip, and signal in neigh-
boring strips increases with K: once above the clustering threshold, they
are included in the cluster and therefore almost all the charge released
by the track is taken into account already for K = 1.3, where a sudden
increase is visible. On the other hand, in the case of transverse tracks,
the charge is shared among several strips and the charge loss at the edges
of the cluster will be less signi�cant as K increases. The transverse and
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Figure 3.14: Sren/N dependence on K for tracks perpendicular to the
strip direction (open triangles), i.e. the XZ local direction, and for tracks
parallel to the strip direction (black circles), i.e. the YZ local direction,
for TIB and TOB

parallel tracks give the same signal-to-noise value for K = 2.
TOB shows a similar behavior, with a nearly 6% estimated loss of

charge for small K. The charge released by particles with transverse
tracks increases almost linearly with K and parallel tracks show a sudden
increase at K = 1.2. Contrarily to the TIB, TOB does not reach a
constant value for parallel tracks, but Sren/N decreases starting from K

= 1.6. This e�ect can be interpreted considering the e�ect of departure
from linearity of the APVs for charges higher than 3 mips (minimum
ionizing particles) with gradual fall o� beyond, that in�uences the tail of
the Landau distribution for large charge release to single strips.

3.3.2 The o�ine gain calibration
The correction for the electronic gain as shown in Sec. 2.3.1 can be used
to improve the resolution on the signal performance. Fig. 3.15 shows the
signal before and after the correction. For all sub-detectors the calibra-
tion results in a decrease of the FWHM; it is clear that the electronic
gain calibration improves the FWHM. In TEC, after the electronic cali-
bration, it is even possible to distinguish the two peaks, as a consequence
of the use of thin and thick sensors.

Including this calibration permitted to check the level to which the
absolute calibration is understood.

To do this, an analysis at the module level has been done, looking
at the distribution of the most probable values of the signal, expressed
in ADC counts, for the thin detectors (TIB and TEC rings from 1 to 4)
and for the thick detectors (TOB and TEC rings from 5 to 7) separately.
Results are shown in Fig. 3.16 for the -10◦C period.

75



Figure 3.15: Signal corrected for the track angle (Sren), in full curve
without electronic gain calibration and in dots with it.

Modules of the same subdetectors distribute in Gaussian shapes with
fairly large sigmas at a level of 3.8% and 5.3% for TIB and TEC thin
sensor modules, and of 4.6% for TOB and TEC thick sensor modules.
Therefore, the signal performance of single modules can be understood
to these levels of precision within the same sub-detector, to be compared
with the spread of the tickmark height of about 13% before taking into
account the electronic gain. Further improvements in the evaluation of
the electronic gain can come, for example, by taking into account the
supply voltage for individual modules.

It should be noted also that modules of the same geometry but placed
in di�erent positions are di�erently illuminated by the cosmic rays and
this causes variations in Sren, as it has been illustrated in last section.
This constitutes another level of complexity in the study.

Some lessons can also be learned by comparing the average results
obtained by silicon modules of the same thickness: for the TIB and thin
sensors TEC modules, the average values are within 2.2%, while TOB
and thick sensors TEC modules have average values that di�er by 5%.
It should be borne in mind that signal performance can be a�ected by
changes in APV parameters. Typically, these are adjusted for reasons
other than equalizing the peak amplitude of the output signal.

The TEC has the interesting feature that all modules, both thin and
thick, have been run with the same APV parameters. The ratio of the
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Figure 3.16: Distribution of signal (Sren) most probable value, module per
module for TIB (top left), TEC thin sensors (top right), TOB (bottom
left) and TEC thick (bottom right).

mean values of thick over thin sensor module signal is: <Signal(TECthick)>
<Signal(TECthin)>

= 1.614±0.008, which is compatible with the ratio 1.62 of thicknesses of
470 µm and 290 µm. This is not so precisely the case when TIB and
TOB are compared.

In order to better understand the signal performance, this analysis
has been performed at two di�erent temperatures: 10◦C and -10◦C. The
signal changes of 2-3% within a given layer for the 20 degrees change
in temperature. It can be concluded that the conversion factor between
ADC counts and electrons must be done at individual layer level for each
temperature if a 5% level has to be reached. Further re�nements to
the calibration would require a module by module study based on track
information. This has been done later, during the Global Runs (Sec.
3.8.1).

3.3.3 Cluster width studies
In silicon sensors the electric �eld is normal to the strips and therefore,
in absence of magnetic �eld, the drift direction of charge carriers is co-
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incident with the �eld lines. Hence for normal incidence particles only
one strip is hit, and the cluster size increases with the incident angle.
In the presence of a magnetic �eld, the drift direction is no longer along
the electric �eld drift lines, as shown in Fig. 3.17. The di�usion path of
charge carriers inside the bulk silicon is in�uenced by the Lorentz force,
which hence modi�es the shape of the charge distribution of the clusters.
The net e�ect is a shift in the cluster position (relative to track intersec-
tion point) and a change of the cluster width. The shift and widening are
largely due to charge drifting across cell boundaries, but the capacitive
coupling between neighboring channels also has an in�uence on the �nal
position and cluster width.

Figure 3.17: Lorentz drift in the micro-strip sensors.

In the case of the Sector Test, where there was no magnetic �eld,
it is still interesting to evaluate the behavior of the cluster width as a
function of the track incident angle perpendicular to the strip direction
(angle XZ described in Fig. 3.11).

Since the value of the Lorentz angle might change as the silicon is
irradiated a calibration strategy has been developed which will determine
and monitor its value from data and write it in a database, so that it can
be retrieved by the o�ine analysis code, to correct the clusters position.
TIF datasets have been used to validate and test this software with real
data for the �rst time.

The average cluster width for tracks incident with an angle θt with
respect to the detector normal is given by:

< clusterwidth >= a + | t
p
· b · (tan θt − tan ΘL)| (3.3)

where t is the detector thickness, p is the pitch, a and b are coe�cients
expressing the carrier di�usion and the electronic capacitive coupling
between nearby channels, and ΘL is the Lorentz angle. Therefore, plots
of mean cluster width as a function of tan θt are produced for each
layer and the Lorentz angle is obtained �tting them with the function
above. In this �t the parameters are: the estimate of the Lorentz angle
(tan ΘL), the slope normalized to the ratio of thickness over pitch (that
should be constant), and the average cluster width at the minimum. Of
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course in the TIF setup there is no magnetic �eld and the Lorentz angle
determination is expected to return zero.

Figure 3.18: Cluster width versus θt for TIB layer 1 (top) and for TOB
layer 1 (bottom).

The results are shown in Figs. 3.18 for TIB Layer 1 and TOB Layer
1 and in Appendix Fig. 3 and 4 for all layers. The �tted Lorentz angles
are consistent with zero as expected within the statistical uncertainties,
and with a disagreement of 2% at the most in some cases likely due to
systematic misalignment e�ects.
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3.3.4 Hit occupancy
Occupancy for a given strip is de�ned as the fraction of events in which
it registers a signal exceeding the threshold required to be a �hit�. When
LHC will run at high luminosity, the occupancy of the innermost strip
layer (TIB layer 1) is estimated to be a few percent [54]. As described in
Sec. 2.4.1, seed strips and the cluster require a signal-to-noise ratio value
greater than 3 and 5 respectively. If strip noise is purely Gaussian then
the probability of a statistical �uctuation to become a cluster is very low,
less than 5×10−5, and is therefore negligible. The subdetector occupancy
has been measured during Sector Test by taking the mean value of the
distribution of the probability of a strip to be in a cluster, that is, the
strip occupancy distribution.

Figure 3.19: Distribution of strip occupancy for TIB: left (right) plot for
S/N below (above) 20.

In order to separate the contribution from real tracks, the strip oc-
cupancy has been studied for clusters with S/N higher or lower than
20. Results are shown in Fig. 3.19 for TIB. Cosmic rays account for an
occupancy of 3.5×10−6 with no tails in the distribution. Clusters from
statistical �uctuation accounts instead for an occupancy of 2.5×10−6 and
show much longer tails. It is evident that there are strips more active
than others, with occupancies up to 5% or larger.

It seems clear that the tails observed in some of the occupancy distri-
butions are the result of active (�hot�) strips. These strips have not to be
confused with the noisy strips described in Sec. 3.2.3, since these �hot�
strips are characterized by non-Gaussian �uctuation, above �ve times
the noise value. The number of �hot� strip occupancy above 1% is be-
low 0.05% and therefore does not signi�cantly a�ect module occupancy.
Similar results have been obtained for TOB, TEC and TID subdetectors.
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3.3.5 Hit e�ciency
The hit e�ciency is the probability to �nd a cluster in a given silicon
sensor that has been traversed by a charged particle. In order to calcu-
late the hit e�ciency, track seeding, �nding and reconstruction must be
performed. The results presented here have been determined using the
Combinatorial Track Finder for cosmic muon events introduced in Sec.
3.1.3.2, excluding the clusters in the layer of the tracker for which the hit
e�ciency is to be determined. The e�ciency for a given module in this
layer is then calculated by �nding tracks that pass through that module
and determining if a cluster is, in fact, present.

Figure 3.20: Layer e�ciency at T = -10◦ C. Layer 1 (TIB layer 1)
and layer 10 (TOB layer 6) are missing because of the de�nition of the
method: to measure their e�ciency, an external layer would have been
necessary to trigger.

A sample of high quality events was selected by requiring only one
track reconstructed, one hit in the �rst TIB layer, one hit in the two
outermost TOB layers, and at least four reconstructed hits (of which at
least three matched from stereo layers). Tracks were required to have
no more than �ve lost hits during the pattern recognition phase and not
more than three consecutive ones; �nally, an upper cut of 30◦ on θ3D was
applied to select tracks almost perpendicular to the modules.

In order to avoid genuine ine�ciencies present at the edge of the
sensor and in the bonded region between two sensors, additional cuts have
been applied to restrict the region in which e�ciency is measured. With
this event selection criteria and �ducial area restrictions, the e�ciency
exceeded 99.8% for all measured layers as is shown in Fig. 3.20.
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3.3.6 Tracking performance
To visualize the standard track reconstruction results, the data sam-
ple taken at -10◦C in trigger con�guration C using all silicon strip sub-
detectors has been chosen.

Figure 3.21: Number of reconstructed tracks and various track distribu-
tions in single track events using data taken at T = -10◦C in trigger
con�guration C with TIB+TOB+TEC as active detector.

The number of reconstructed tracks for all three tracking algorithms
is shown in Fig. 3.21, along with various track distributions in single
track events. Apart from the di�erent numbers of reconstructed tracks,
expected given the capability of the Cosmic Track Finder to reconstruct
only one track per event, all three tracking algorithms lead to similar
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results. The φ distribution shows a peak around -π/2, compatible with
tracks that originate from the top of the detector and travel outside in.
The η distribution is compatible with the trigger layout. The number of
rφ and stereo hits per track shows a most probable value of 8 hits for all
algorithms.

Figure 3.22: Control plots showing the mean of various reconstructed
track parameters for all three algorithms as a function of run number.
The scintillator positions and the operating temperatures (in ◦C) are in-
dicated at the top of each frame. All distributions are shown for single
track events: (a) number of single track events divided by triggered events;
(b) number of hits; (e) χ2/ndof; (f) cluster charge in ADC counts of hits
belonging to the track before gain correction. The di�erences observed at
-15◦C are due to the reduced number of active modules.

Control plots have been generated in order to monitor the stabil-
ity of the track reconstruction results and to study the dependence on
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the operating temperature as a function of time. Figure 3.22 shows the
distribution of various reconstructed track parameters for single track
events from all three algorithms. For each cosmic run, the mean of the
parameter under study has been extracted and is plotted as a function
of the run number. Each histogram indicates the active detectors, the
various scintillator positions and the respective operating temperature.
It is expected that the tracking parameters do not depend on the operat-
ing temperature, while a clear dependence on the trigger setup and the
active detectors should be seen. This can be observed for trigger con�g-
uration C, where the temperature was gradually decreased from +15◦C
to -15◦C. The reconstructed track parameters do not show a dependence
on the operating temperature, except for data taken at -15◦C. In order
to reach this operating temperature, a signi�cant amount of modules in
all four sub-detectors had to be turned o�, e�ectively changing the active
detectors. The tracking algorithms were not retuned for this situation.
The di�erences in their seeding con�gurations translate into a di�erent
acceptance and explain the variations in the number of reconstructed
tracks and the track parameter distributions.

3.3.7 Track reconstruction e�ciency
TIF data were used to measure for the �rst time the e�ciency of the
tracking algorithms on a fraction of the tracker. The estimation of the
tracking e�ciency is a challenging task, due to the poor prior constraints
available for cosmic tracks and the absence of an external reference other
than the scintillator counters. The strategy adopted for this analysis is
the reconstruction of partial tracks, using only a subset of the tracker.
These track segments serve as a reference for the reconstruction in the
remaining parts of the tracker. For statistical reasons, tracks in the TIB
and TOB were chosen as independent subsets of the tracker. In the
following, track segments reconstructed in TIB will be referred to as TIB
tracks, while track segments reconstructed in the TOB are referred to as
TOB tracks.

To isolate single track events, only events with less than 30 recon-
structed hits were analyzed. TIB and TOB tracks were accepted if the
normalized χ2 was smaller than 30 and if they contained hits with signal-
to-noise ratio greater than 8 in at least four di�erent layers. Based on
the selected events, the tracking e�ciency in TIB (TOB) was calculated
from the fraction of TOB (TIB) tracks with a matching track in the other
sub-detector. This conditional e�ciency can deviate from the global e�-
ciency if the TIB and TOB acceptance di�er after selection. The match
between tracks was based on a comparison of the azimuthal angles. The
di�erence was required to be smaller than �ve times the resolution deter-
mined from simulation. In addition, the reference track had to contain
at least two hits in stereo layers and the extrapolation had to be fully
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contained in the active region of the other sub-detector.

Figure 3.23: Conditional track reconstruction e�ciencies ε(TIB|TOB)
(black triangles) and ε(TOB|TIB) (red circles) for the CKF as a function
of the run number.

ε(TIB|TOB) [%] ε(TOB|TIB) [%]
Data MC Data MC

CKF 94.0±0.2 98.66±0.04 97.7±0.1 98.76±0.04
CosmicTk 93.1±0.2 94.46±0.09 96.9±0.1 97.36±0.06
RS 89.9±0.2 89.08±0.12 99.0±0.1 99.39±0.03

Table 3.5: Average conditional track e�ciencies and corresponding sta-
tistical uncertainties for the three track reconstruction algorithms in data
and Monte Carlo simulation.

The average e�ciencies for all three track reconstruction algorithms
for data and Monte Carlo simulation are shown in Table 3.5. The results
have been obtained using data taken at +10◦C, -1◦C and -10◦C in scin-
tillator position C. The stability of the conditional track reconstruction
e�ciency is demonstrated in Figure 3.23, which shows the distribution of
ε(TIB|TOB) and ε(TOB|TIB) for the CKF as a function of run number.

3.4 The Tracker alignment test
Accurate studies have been performed at TIF with the algorithms de-
scried in Sec. 2.6.3 in order to determine the maximal set of detectors
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that can be aligned and the aligned coordinates that are sensitive to the
peculiar track pattern and limited statistics of TIF cosmic track events.

In addition also a third statistical method have been applied, the
Kalman alignment algorithm [74]. This is a sequential method, derived
using the Kalman �lter formalism. It is sequential in the sense that
the alignment parameters are updated after each processed track. The
algorithm is based on the track model m = f(qt, pt) + ε. This model
relates the observations m to the true track parameters qt and the true
alignment constants pt via the deterministic function f . Energy loss is
considered to be deterministic and is dealt with in the track model. The
stochastic vector ε as well as its variance-covariance matrix V contain
the e�ects of the observation error and of multiple scattering. Therefore
the matrix V contains correlations between hits such that equation 2.3
is a sum over tracks, with residuals being of higher dimension according
to the number of hits along the track trajectory. Linearised around an
expansion point (q0, p0), i.e. track parameters from a preliminary track
�t and an initial guess for the alignment constants, the track model reads:

m = c + Dqqt + Dppt + ε (3.4)
with

Dq = ∂f/∂qt|q0 , Dp = ∂f/∂pt|p0 , c = f(q0, p0)−Dqq0 −Dpp0 (3.5)

By applying the Kalman �lter formalism to this relation, updated equa-
tions for the alignment parameters p and their variance-covariance matrix
Cp can be extracted.

For the tracker barrels (TIB and TOB), the collected statistics has
been su�cient to align at the level of single modules if restricting to a
geometrical subset corresponding to the positions of the scintillators used
for triggering. The detectors aligned are those whose centres lie inside
the geometrical ranges z > 0, x < 75 cm and 0.5 < φ < 1.7 rad where
all the coordinates are in the global CMS frame.

The local coordinates aligned for each module are

• u, v, γ for TOB double-sided modules,

• u, γ for TOB single-sided modules,

• u, v, w, γ for TIB double-sided modules and

• u, w, γ for TIB single-sided modules.

Due to the rapidly decreasing cosmic track rate proportional to cos2Ψ
(with Ψ measured from zenith) only a small fraction of tracks crossed the
endcap detector modules at an angle suitable for alignment. Therefore,
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the z+-side Tracker endcap (TEC) could only be aligned at the level of
disks. All nine disks were considered in TEC alignment, and the only
aligned coordinate was the angle ∆φ around the CMS z-axis. Because
there were data only in two sectors of the TEC, the track-based alignment
is not sensitive to the x and y coordinates of the disks. The Tracker Inner
Disks (TID) were not aligned due to lack of statistics. Fig. 3.24 shows

  [cm]x’res
-0.3 -0.2 -0.1 0 0.1 0.2 0.3

# 
hi

ts

0

1000

2000

3000

4000

5000

6000

7000

8000

9000

RMS = 0.1019
 = -0.0141µ 

Design

RMS = 0.0944
 = -0.0058µ 

Survey

RMS = 0.0766
 = -0.0056µ 

Aligned

TIB
single sided

  [cm]x’res
-0.3 -0.2 -0.1 0 0.1 0.2 0.3

# 
hi

ts

0

5000

10000

15000

20000

25000

30000

35000

40000

RMS = 0.0438
 = 0.0044µ 

Design

RMS = 0.0406
 = -0.0006µ 

Survey

RMS = 0.0325
 = -0.0008µ 

Aligned

TOB
single sided

Figure 3.24: Hit residuals for di�erent geometries: ideal (solid/black),
survey (dashed/red), and track-based alignment (dotted/blue, HIP). Two
Tracker sub-detectors are shown: TIB in the left �gure, TOB in the right
one. The residuals for the remaining subdetectors are shown in Appendix,
Fig. 5.

the hit residuals in TIB and TOB in the design geometry, after the survey
measurements, and after the alignment with the track-based algorithms.
Both the overall track quality and individual hit residuals improve in the
three steps. Fig. 3.25 shows the evolution of the χ2 from the design
geometry to the aligned one.

All the track-based algorithms produce similar results when the same
input and similar approaches are taken, as shown in Fig. 3.26 for TOB
as an example, and in Appendix in Fig. 6 for all the other subdetectors.
The distributions show the hit residuals with respect to the track, for
di�erent geometries from the three track-based algorithms. The com-
parison between the results is an important validation of the systematic
consistency of the methods. It can also be shown that the residual mis-
alignments are consistent with statistical uncertainties in the procedure.

The typical achieved precision on module position measurement in
the local x coordinate is estimated to be about 50 µm and 80 µm RMS
in the Tracker Outer and Inner Barrels, respectively. However, since
no magnetic �eld was applied in the tracker, no momentum estimate
of the cosmic tracks was possible. Therefore, detailed understanding of
alignment precision su�ered from uncertainties in multiple scattering of
tracks with unknown momentum, this being the dominant contribution to
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Figure 3.25: Distribution of the absolute χ2-values of the track �ts for
the design and survey geometries as well as the one from HIP track-based
alignment.

Figure 3.26: Hit residuals in TOB from three track-based algorithms: HIP
(solid/black), Millepede (dashed/red), and Kalman (dotted/blue) based
alignment. The absolute local x'-residuals are shown for single-sided mod-
ules.

the hit position extrapolation. A more accurate test has become possible
when the Tracker has been inserted in CMS and has taken data with
magnetic �eld switched on, during CMS Global Runs.

3.5 Summary on Sector Test
The Sector Test has been an excellent moment to test not only the de-
tector itself, but also the reconstruction and calibration algorithms, the
Data Quality Monitoring and the analysis work�ow. The 4.5 million cos-
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mic ray data collected have been used in all the possible ways to permit
a full comprehension of the Tracker, even if only a portion of it was oper-
ative. In this portion, the percentage of dead channel has been found to
be very low, much less than 1%. The Tracker behaved very stably, with
a signal-to-noise ratio larger than 26 for all layers and rings.

The Lorentz angle has been found to be zero in absence of magnetic
�eld, as expected, and a �rst gain calibration has been done.

The hit occupancy has resulted to be of the order of 10−6 and the hit
e�ciency showed a very high value of 99.8%.

The tracking e�ciency in the small available fraction of the detector
has been measured to be larger than 93% for ε(TIB|TOB) and larger
than 96.9% for ε(TOB|TIB) for both the Combinatorial Track Finder
and the Cosmic Track Finder.

A preliminary attempt to align the Tracker has been also done, and
the algorithms have been tested, giving a �nal alignment of about 50-80
µm as mean of the residuals, which is a very good result considering the
absence of the magnetic �eld and therefore the impossibility to measure
the momentum.

All this experience has been then used later, during the test of the full
Tracker within the whole CMS detector, described in the next section.

3.6 The Tracker in the CMS Global Runs
After the test performed at TIF on a small fraction of the whole tracker,
the silicon detector has been moved from the Integration Facility to its �-
nal location at the CMS site, and integrated into the experiment with all
the other subdetectors starting from December 2007. It was assembled
and installed in the CMS detector until spring 2008 and �nally commis-
sioned in summer 2008.

During Global Runs of CMS, cosmic rays were detected in the muon
chambers and used to trigger the readout of all CMS sub-detectors. In
this �rst phase the magnet was still o�, and the test was called Cosmic
Run at Zero Tesla (CRuZeT). Afterwards, the superconducting solenoid
provided a 3.8 T magnetic �eld. This test has been called Cosmic Run
at Four Tesla (CRAFT). I will focus in particular on this second phase,
describing all the studies done and the results obtained.

3.6.1 Data Sets
The whole CRAFT data-taking period can be splitted in several subsets
as shown in Table 3.6 according to tracker and magnetic �eld conditions.
In the �rst period part of the tracker was not correctly synchronized with
the rest of CMS. The reason was eventually traced to a wrong �ber lenght
value used during the synchronization and a new latency scan �xed the
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problem. Then, after a period of data-taking with stable magnetic �eld
at 3.8 T, some data were taken with magnet o�.

Period First Run Last Run Events/106

A 66604 69256 10.9
B 69269 70088 2.2
C 70195 70675 1.6

Table 3.6: Subsets of data with uniform conditions. Periods B and C
have similar signal and noise conditions, but in period C the magnetic
�eld is o�. The number of events refers to tracker pointing selection.

For tracker studies a selection of data is applied, here called tracker
pointing: the selected events must have at least one reconstructed track
in the tracker, or have a particle reconstructed in the muon chambers
pointing to a cylinder with 90 cm radius and 260 cm length modeling the
tracker. In total more than 2 million events were recorded in the tracker
pointing selection in period B. The data quality was monitored during
online and o�ine reconstruction and propagated to the CMS DataSet
Bookkeeping System which indexes event-data for the CMS Collabora-
tion. Unless stated otherwise only good runs taken at B = 3.8 T stable
�eld are used for the analyses presented in my thesis.

In addition to data, several analyses use a simulated sample of cosmic
muons to compare results. The sample was generated in similar way to
the sample generated for comparison with TIF data. The di�erence is in
the �lter before the detector simulation, which in this case selects only
those events with a cosmic muon in the �ducial tracker volume. Fur-
thermore, only muons with momentum greater than 4 GeV/c were kept,
as this corresponds to the minimum momentum required to penetrate
through the tracker. The �nal simulation sample contains more than 21
million events.

3.6.2 Data Quality Monitoring
During the period between the TIF data taking the DQM for the Tracker
has been intensively developed to meet the analysis requirements. I was
the responsible for one of the developments to increase the powerfulness
of the system for the monitoring of the data quality. I developed a
DQM module for the clusters properties monitoring, both when they are
associated to a track and when they are noise clusters. This module is
the natural evolution of the analysis program I illustrated in the previous
section, but with the fundamental di�erence that, being integrated in the
DQM, it makes possible to monitor the quantity related to the clusters
directly online, and this of course permit to spot possible problems very
soon and to react promptly.
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Moreover, thanks to the o�ine DQM, it is still possible to perform
the same analysis also o�ine, perform �ts and study the trends in long
periods. The results that will be shown in Sec. 3.8.2 has been obtained
using the output of this DQM module.

3.7 Commissioning and calibration
The di�erent phases of the tracker commissioning have been introduced in
Sec. 2.3. Here the results of these calibration procedures before starting
the CRAFT data taking are shown.

3.7.1 Preliminary gain calibration
The �rst calibration regards the gain and the AOH optimization. Fig.
3.27 shows the tick-mark height distribution after the AOH optimization.
The values are close to the planned 640 ADC counts and the spread is
due to the rough setting capabilities for the gain (1, 1.5, 2, 2.5).

Figure 3.27: TOB tick-mark height after AOH optimization.

The residual miscalibration has been corrected o�ine with the cali-
bration of the signal. The result will be reported in Sec. 3.8.1.

3.7.2 Synchronization to an external trigger
The main di�erence of the Global Run with respect to the data taking
at TIF is for sure the need to synchronize each tracker partition with
an external trigger, which is the Level 1 trigger of CMS. The trigger
needed for local runs was provided by the Drift Tube technical trigger, a
coincidence of central top and bottom chambers.

Two procedures were applied to perform the synchronization: the
latency scan, and a �ne delay scan.
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3.7.2.1 Latency scan
The �rst procedure is a coarse scan in time, by steps of 25 ns, by adjusting
the latency between the trigger arrival and the sampling time of the
APV chip. The mean signal of the leading strip (the channel with the
largest signal amplitude) in clusters associated to reconstructed tracks
was extracted as a function of the latency. The signal magnitude was
corrected for the track path length through the active sensor volume,
inferred from the track angle.

Figure 3.28: Mean signal of leading strip in clusters associated to tracks
as a function of the latency, for each of the four partitions.

The measurement was performed for the tracker as a whole (rather
than individual partitions). Unfortunately, it was discovered post data-
taking that an incorrect trigger cable length for TOB was used in the
calculation. This resulted in adjustments to the hardware con�guration
such that the front-end modules in the TOB received an out-of-phase
clock signal, shifted by 12.5 ns with respect to the three other partitions.
Since the statistics collected in the TOB dominated the measurement,
the adjustments were done relative to the TOB results. TIB and TEC-
were shifted by 12.5 ns and TEC+ by -12.5 ns, as shown by the �ts in
Fig. 3.28. Time-of-�ight is not taken into account in this procedure,
since the variations expected across the detector (≤10 ns with cosmics,
5 ns in collisions) are lower than the range of precision of 25 ns.

3.7.2.2 Fine delay scan
The last procedure comprises a �ne tuning of the synchronization and
was not performed until the very end of the CRAFT data-taking pe-
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Figure 3.29: Fine delay scan for the TOB layer 3, in deconvolution. The
mean position (-14.2 ns) has to be compared to the mean time-of-�ight
of particles from the muon system to the silicon sensors (12 ns).

riod. It consists in skewing the trigger and clock delay by steps of 1 ns
around the expected optimal value for all modules of a given test layer,
the other modules staying at the value obtained by the latency scan.
Clusters on the test layer compatible with a reconstructed track are used
to reconstruct the pulse shape.

Fig. 3.29 shows the resulting pulse shape from clusters found in mod-
ule of TOB layer 3, acquired in deconvolution mode. With collision data,
the time-of-�ight can be adjusted for each individual track, but this is
not the case for cosmics, for which the jitter from the trigger cannot be
subtracted. Additionally, the origin of the tracks is less well de�ned, as
there is no interaction point. The 14 ns shift observed is consistent with
the expected time-of-�ight (12 ns) of cosmic muons from the Muon Drift
Tube chambers to the TOB layer 3.

From the analysis of latency and �ne delay scans, correction factors
can be computed to compensate the residual mis-synchronization of each
partition. These factors are presented in Table 3.7. They correspond
to the ratio of the amplitudes at the supposed working point and at the
maximum of the CR-RC curve, and have to be used to correct the cluster
charge in calibration studies.
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Partition Correction Factor
TIB/TID 1.018 +0.012

−0.009

TOB 1.0013 +0.0065
−0.0012

TEC+ 1.058 +0.032
−0.023

TEC- 1.018 +0.012
−0.009

Table 3.7: Correction factors from synchronization for each partition.
The uncertainty accounts for a 3 ns resolution on the ideal sampling
time and includes residual time-of-�ight e�ects in the tracker volume.

3.7.3 Noise studies and detector quality tests
The noise is calibrated with the measurement described in Sec. 2.3.2.
The di�erent wafer geometry are studied separately to take into account
the various strip lengths and pitch adapters that are modifying the strip
input capacitance. The noise of TOB layer 3 rφ modules, expressed in
electrons, is shown in Fig. 3.30. Outliers correspond to missing high-
voltage on some modules, leading to a much higher input capacitance.

Figure 3.30: Normalized noise measurement for all APVs of TOB rφ
Layer 3 modules. Modules with HV OFF clearly appear.

Fitting the noise versus the strip length, also in this case as in TIF
data taking, a linear dependency is obtained:

N(e−) = (427± 39) + (38.7± 3)× L(cm) (3.6)
As already mentioned, Kolmogorov tests can be performed on the

noise distribution tails in order to spot non-gaussian (bad behaving) mod-
ules.
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Figure 3.31: The χ2 probability of all strips of the TOB is shown. It
cannot be used to build an e�cient rejection cut. The bottom plots shows
the Kolmogorov test results for all strips (red) and strips with Prob(χ2)
≥ 0.1 (green). A 2% cut rejects all bad strips.

The χ2 and Kolmogorov probabilities for a �t of the noise with a
Gaussian distribution obtained during Global Runs are plotted in Fig.
3.31. Very few strips (∼0.1%) fail the Kolmogorov test and can be re-
jected. Looking closely to bad strips it appeared that most of these strips
belong to a limited number of modules. A combined probability of rejec-
tion is built with the 20 worse strips and a �nal 2% cut on the number
of bad strips is applied to reject APVs.

3.8 Cosmic rays analysis at CRAFT
After the whole preliminary calibration described so far, the Tracker has
been inserted in Global Run together with all CMS detectors and with
the magnetic �eld switched on, and it has started to collect cosmic rays
data triggered by the CMS Drift Tubes.

In the following the results obtained analyzing the events collected
are shown.
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3.8.1 Gain calibration with cosmic ray data
The charge released in the silicon by the passage of an ionizing particle
is processed by the readout electronics chain, which includes the APV
and AOH chips, the optical �bres and the FED. The ratio of the ADC
counts output after FED digitization to the originally-released charge
corresponds to the gain of the electronics chain.

Particle identi�cation using energy loss in the silicon detectors is
known to be sensitive both to the absolute calibration scale and to
gain non-uniformities. It is therefore important to correct these non-
uniformities and to measure precisely the conversion factor between dE/dx

and ADC counts.
The electronics gain can be made uniform throughout the tracker

simply scaling the tickmark heights measured during commissioning (Sec.
2.3.1). This procedure however does not take into account non-uniformities
in the silicon or between the channels within an APV, nor it will account
for the other sources of possible non-uniformity. These kinds of non-
uniformities can only be correctly accounted for by determining inter-
calibration constants using the signals produced by particles.

Figure 3.32: Most probable value (MPV) of the cluster charge: (a) before
and (b) after gain calibration.

In order to determine the inter-calibration constants, the clusters as-
sociated with tracks were used to produce path length corrected charge
distributions for each APV. The resulting distributions were �tted with
a Landau curve. The most probable value of each distribution is then
used to compute the inter-calibration constant by normalizing the signal
to 300 ADC counts/mm - the value expected for a minimum ionizing
particle with a calibration of 270 e−/ADC count (Sec. 2.3). The distri-
bution of the most probable values, for modules with at least 50 clusters,
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is shown in Fig. 3.32(a) separately for 320 µm and 500 µm thick sensors.
The spread of this distribution is of the order of 10%.

The inter-calibration constants determined with this procedure were
used in the �nal data reprocessing of the CRAFT data, resulting in a
uniform response, as shown in Fig. 3.32(b).

3.8.2 The signal-to-noise ratio
The signal-to-noise ratio is considered a benchmark for the performance
of the tracker. It is particularly useful, as already stated, to spot possible
problems in the calibration procedures and for studying the stability of
the tracker over time.

The signal-to-noise ratio distributions, corrected for the path length,
are presented in Fig. 3.33 for TIB layer 1 and TOB layer 5. The dis-
tributions, obtained as output of the DQM module introduced in Sec.
dqmMonitoring, are �tted with a Landau function convoluted with a
Gaussian function to determine the most probable value for the signal-
to-noise ratio.

Figure 3.33: Signal-to-noise ratio distribution of clusters associated to
tracks in TIB (left) and TOB (right).

The �t of the signal-to-noise ratio can also be performed on a run-
by-run basis; Fig. 3.34 shows the most probable value of the signal-to-
noise ratio as a function of run number, allowing the stability of tracker
performance to be monitored over a period of time. Fig. 3.34 is divided
into the three main data-taking periods de�ned in Table 3.6. In period A
the signal-to-noise ratio value has been found to be lower than expected
from previous measurements at TIF. After investigation, it was clear that
the reason was that a signi�cant fraction of the tracker was not correctly
synchronized with the rest of CMS (Sec. 3.7.2.1). This has been a typical
example in which an e�cient monitoring tool has helped in spotting out
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Figure 3.34: Signal-to-noise ratio versus the run number. The error bars
are the uncertainty associated with the Landau �t.

a problem. After having tuned the synchronization, in periods B and C
of data taking, the value has been found to be instead compatible with
expectations and previous measurements at TIF and very stable. As
expected, the signal-to-noise ratio is larger in thick sensors, TOB and
TEC Rings 5-7, than in thin sensors, TIB, TID and TEC Rings 1-4. As
the noise is larger in thick sensors but the deposited energy increases
linearly with the thickness, thick sensors collect about 5/3 more charge.
In TEC and TID, �nally, the signal-to-noise ratio is even larger than in
TOB and TIB, because end-cap modules have a slightly lower noise than
the 300 barrel modules with the same thickness.

3.8.3 The Lorentz angle measurement
The measurement of the Lorentz angle has been introduced in Sec. 3.3.3
for the TIF data taking. The main di�erence here is that during Global
Run the magnetic �eld was switched on, hence a deviation from the zero
value should be seen in the �t of the cluster size versus the angle.

A pro�le plot of cluster size versus the tangent of the incidence angle
obtained during the Global Run is shown in Fig. 3.35 for a module of
TOB Layer 4.

The function f(θt) used to determine the minimum is again

f(θt) =
t

P
· p1 · | tan θt − p0|+ p2 (3.7)

where t is the detector thickness, P is the pitch and p0−2 are the �tted
parameters. The most important parameter, p0, is the estimate of tan θL,
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Figure 3.35: Cluster size versus incident angle in one module of TOB
Layer 4 at 3.8 magnetic �eld.

Figure 3.36: Measured values of µH for B = 3.8 T in TIB (top) and TOB
(bottom).

p1 is the slope normalized to the ratio of thickness over pitch and p2 is
the average cluster size in the minimum.

Given that the Hall-mobility is de�ned as µH = tan θL/B, where B
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is the magnetic �eld in Tesla, the result of the �tting procedure is, in ef-
fect, a measurement of µH . The mobility is measured for each individual
module, so the value for each layer can be determined simply as an aver-
age of the mobilities measured for each module in the layer. The results
for the barrel are shown in Fig. 3.36, where the uncertainties quoted are
the variances of the measured values in the layer. The results of the layer
by layer measurements are clearly consistent in TIB and in TOB, but a
small di�erence is observed between the two subdetectors because of the
di�erent thickness.

The measured values are used during the track reconstruction, and
have been con�rmed by the tracker alignment validation [75].

3.8.4 Hit e�ciency
A single run from the CRAFT dataset has been used in order to assure
that the number of excluded modules did not change. A very long run
was chosen to dispose of a su�cient track statistics. There were between
16 400 and 104 800 tracks per barrel layer and between 1 700 and 6
500 per end cap layer. The analysis was limited to events with only one
track, which was required to have a minimum of eight hits and no more
than four missing hits. To ensure that the muon has actually passed
through the module under study, the location of the extrapolation of the
track trajectory on the module surface was required to lie at more than
a certain distance from the sensor edge. That distance was de�ned to be
�ve times the position uncertainty of the extrapolated point.

Partition TEC+ TEC- TOB TIB/TID SST
Modules in system 3200 3200 5208 3540 15148
Functional modules 3189 3198 5196 3487 15070

Fraction (99.7%) (99.9%) (99.8%) (98.5%) (99.5%)
Module used 3175 3144 5106 3422 14847
Fraction (99.2%) (98.3%) (98.1%) (96.7%) (98.0%)

Table 3.8: Statistics of functional modules after the commissioning pro-
cedures.

The e�ciency results per tracker layer are shown in Fig. 3.37. These
measurements, which include all tracker modules, are compatible with
the expected overall percentage of excluded modules reported in Table
3.8. If the modules that were excluded because of known problems were
ignored in the e�ciency calculation, the resulting e�ciency would be
greater than 99% for most layers. No more than about 0.1% of the
ine�ciency arises from isolated dead strips, which are in total 21 574 and
have not been taken into account in the e�ciency calculation. The rest
is attributed to modules that were problematic only for a short period of
time and were therefore not identi�ed by the other procedures described
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Figure 3.37: Average module hit e�ciency per layer/disks, including
(top) or excluding (down) modules disconnected or otherwise excluded.
The e�ciency cannot be measured in the outermost layers of TOB (layer
6) or TEC (layer 9) without modifying the track reconstruction algo-
rithm, because the track reconstruction requires the presence of a hit in
the outermost layer or disk, depending on the track trajectory.

in this paper. Subsequent improvements, such as detailed logging of
modules a�ected by temporary power supply problems (HV trips etc.),
will remove this source of ine�ciency from the monitoring for future
data-taking.

3.8.5 Tracking performance
The two main algorithms used to reconstruct tracks from cosmic muons
in CRAFT data are the Combinatorial Track Finder (CTF) and the
Cosmic Track Finder (CosmicTF).

There have been two signi�cant changes in the Combinatorial Track
Finder since its �rst use in the Slice Test, both relating to the seed �nding
phase. The Sector Test at TIF was performed without the presence of
a magnetic �eld and with only limited angular coverage. Now that the
full tracker is available, seed �nding in the barrel uses TOB layers only.
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In the end caps, hits in adjacent disks are used to form hit pairs. The
presence of the 3.8 T magnetic �eld means that for hit-triplet seeds, the
curvature of the helix yields an initial estimate of the momentum. For
hit pairs seeds, an initial estimate of 2 GeV/c is used, which corresponds
to the most probable value.

The results presented here are based on data taken in Period B. This
ensures that data are una�ected by synchronization problem discussed
in Sec. 3.6.1 and that the data taking conditions are approximately
uniform. Period C is not used because it corresponds to data taken with
no magnetic �eld.

The number of tracks reconstructed by the two algorithms in the data
from Period B, without applying any additional track quality criteria,
except those applied during the track reconstruction itself, are 2 196 949
using the Combinatorial Track Finder and 2 785 396 using the Cosmic
Track Finder.

The number of reconstructed tracks per event is shown in Fig. 3.38,
where also a comparison with Monte Carlo simulation is shown. The large
number of events without reconstructed tracks is mainly due to muons
outside the �ducial volume for which less than �ve hits are reconstructed
in the tracker.

Figure 3.38: Distribution of the number of reconstructed tracks per event
for cosmic muon tracks reconstructed with the two di�erent algorithms.
For each algorithm, the total number of simulated Monte Carlo tracks are
normalized to the number of observed tracks.

Fig. 3.39 shows the distribution of χ2 and transverse momentum
compared between the two algorithm and between data and Monte Carlo
simulation.

It can be seen that reasonable agreement is found between data and
Monte Carlo simulation, although there are some discrepancies that are
thought to be due to the reconstruction of showers by the track recon-
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Figure 3.39: Distribution of χ2/ndf (top) and transverse momentum (bot-
tom) for cosmic muon tracks reconstructed with two di�erent algorithms
for single track events. Note that for the χ2/ndf a log-scale is used for
y-axis. For each algorithm, the total number of simulated Monte Carlo
tracks is normalized to the number of observed track.

struction algorithms. The CTF is capable of reconstructing more than
one track per event, but as it has not been optimized to reconstruct
showers, multi-track events tend to contain a number of fake or badly
reconstructed tracks. These are mostly low momentum tracks with a
small number of hits and large χ2 values, and the fake rate is estimated
to be around 1%. For this reason, only single track events are used for
the analysis here presented.

By design the Cosmic Track Finder reconstructs only one track. The
di�erence between the number of tracks reconstructed by the two algo-
rithms is mainly due to the minimum number of hits required during
the pattern recognition phase: in the CTF a minimum of �ve hits are
required, while only four hits are required in the case of the CosmicTF.
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3.8.6 Track reconstruction e�ciency
The track reconstruction e�ciency for the two algorithms described above
has been measured using two di�erent methods. First, the e�ciency was
measured by searching for a reconstructed track and matching it to a
muon reconstructed only in the muon chambers. In the second method,
the e�ciency was measured using data just from the tracker, by recon-
structing tracks independently in the upper and lower hemispheres of the
tracker.

In the �rst method, the track reconstruction e�ciency is measured
with respect to muons reconstructed using information from the muon
chambers, and required to point within the geometrical acceptance of the
tracker. This ensures that the muons have been identi�ed independently
of the tracker.

The muons are �rst reconstructed by the muon chambers, combining
segments of muon tracks reconstructed in the top and bottom hemi-
spheres of the muon detectors in a global �t. These reference muons are
required to have at least 52 hits in the muon chambers, which corresponds
to having hits in at least �ve Drift Tube chambers. Combining segments
from the two hemispheres removes muons which are absorbed by the
CMS steel yoke before reaching the tracker. It also improves the track
direction reconstruction, which is needed for the propagation through the
detector. To ensure that the muon does indeed cross the tracker and tra-
verses enough layers to be reconstructed by the algorithms, its trajectory
is propagated into the tracker and is required to point inside a cylinder
surrounding TOB layer 4. The e�ciency is then measured by searching
for the corresponding reconstructed track in the tracker.

The e�ciency is estimated with respect to reference muons with a
topology similar to the one expected in proton-proton collisions. This is
achieved by requiring that the point of closest approach of the extrapo-
lated muon to the centre of the detector is less than 30 cm in both the
transverse and longitudinal directions. The absolute value of the pseu-
dorapidity, |η|, is required to be less than 1 and the azimuthal angle is
required to be in the range 0.5 < |φ| < 2.5, e�ectively restricting the
tracks to the barrel. These cuts also ensure that the tracks cross most
of the layers of the tracker and cross most modules perpendicularly. The
e�ciencies measured in the data and in the Monte Carlo simulation are
compared in Fig. 3.40 and summarized in Table 3.9.

The e�ciencies are higher than 99% for both data and Monte Carlo
simulation for the two tracking algorithms. The di�erence between data
and Monte Carlo observed for values of transverse momentum around
20 GeV/c for the Cosmic Track Finder, while statistically signi�cant, is
small and has not been pursued further, since this algorithm will not be
used in proton-proton collisions. The overall di�erences between data
and Monte Carlo simulation are found to be smaller than 0.5%.
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Figure 3.40: Track reconstruction e�ciency as a function of the measured
transverse momentum of the reference track, as measured with the track-
muon matching method.

Data MC Data MC
(CTF) (CTF) (CosmicTF) (CosmicTF)

E�ciency 99.78 ± 0.02 99.88 ± 0.00 99.47 ± 0.04 99.72 ± 0.01

Table 3.9: Track reconstruction e�ciencies for the two algorithms in
Data and in Monte Carlo simulation, measured with the muon-matching
method.

In the second method, the e�ciency is measured using data from
the tracker; no muon chamber information is included. This removes
any possible bias arising from the reconstruction and the selection of the
muons or from matching muon chamber and tracker tracks. This method
had been already used during Sector Test, on a smaller fraction of the
tracker. As cosmic muons pass through the tracker from top to bottom,
the tracker was divided into two hemispheres along the y = 0 horizon-
tal plane for this study. The tracks were reconstructed independently
in the two hemispheres. Tracks reconstructed in the upper hemisphere
are referred to as top tracks and those reconstructed in the lower hemi-
sphere as bottom tracks. In order to measure the e�ciency in one of
the hemispheres, reference tracks in the other hemisphere are used. The
hemisphere under study is then searched for matching tracks. Two ef-
�ciency measurements can then be performed: ε(T|B), where, given a
bottom track, a matching top track is sought, and vice versa (ε(B|T)).
The matching is performed by requiring that the two opposite-half tracks
have pseudorapidities that satisfy |∆η| < 0.5. Only events containing a
single track with a topology similar to the one expected in proton-proton
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collisions are analysed and the same track requirements that were applied
for the �rst method were used. In order to reconstruct the two track legs
independently, only seeds with hits in the top or bottom hemisphere are
selected and, before the �nal track �t, the hits in the other hemisphere
are removed from the track. After track segment reconstruction, a track
is only retained for further analysis if it contains at least 7 hits and its
χ2 satis�es the requirement χ2/ndf < 10. Furthermore, to ensure that a
matching track can be reconstructed, the extrapolation of the reference
track into the other hemisphere is required to cross at least �ve layers.

Figure 3.41: Track reconstruction e�ciency as a function of the measured
transverse momentum of the reference track, as measured with top-bottom
comparison method.

Data MC Data MC
(CTF) (CTF) (CosmicTF) (CosmicTF)

ε(B|T)(%) 97.03±0.07 97.56±0.04 94.01±0.10 93.41±0.06
ε(T|B)(%) 95.6±10.08 95.79±0.05 92.65±0.11 93.19±0.07

Table 3.10: Overall track reconstruction e�ciency measured with the
top/bottom comparison method.

The e�ciencies measured using this method are summarized in Table
3.10 and shown in Fig. 3.41. The di�erence seen for low momentum
tracks for the Cosmic Track Finder is small, and has not been pursued
further. The lower e�ciency for top tracks is primarily caused by a large
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inactive area in the upper half of TOB layer 4, which would otherwise
be used to build track seeds. This will not be an issue for the track re-
construction that will be used in proton-proton collisions as in this case,
tracks are seeded principally in the pixel detector with the tracking then
proceeding towards the outer layers of the tracker. The e�ciencies mea-
sured in the Monte Carlo simulation are consistent with those measured
in the data to within 1%, provided that the known detector ine�ciencies
are accounted for in the simulation.

3.8.6.1 Inside-out tracking method

Finally, in order to evaluate the tracking e�ciency of the algorithm that
will be used during proton-proton collisions, i.e. the Combinatorial Track
Finder, the track reconstruction process has been repeated starting from
the centre of the tracker and proceeding inside-out, emulating the re-
construction in the LHC collisions. The default Combinatorial Track
Finder is optimized to reconstruct tracks that originate near the interac-
tion point. By contrast, very few cosmic muons pass through this region.
In order to take this into account, only tracks for which the point of
closest approach to the centre of the detector is less than 4 cm in the
transverse direction and 25 cm in the longitudinal direction are used.
This requirement assures that the tracks e�ectively cross the three barrel
layers of the pixel detector.

The tracks are reconstructed from a seed made with hit pairs from
any combination of the innermost three layers of the tracker; the nominal
beam spot is used as an additional constraint in the transverse plane to
provide the initial estimate of the track parameters. This is a legitimate
approximation as long as the transverse impact parameter of the tracks
is much smaller than the radius of the innermost detector layer used.
Hits in the silicon pixel detector are not used in this analysis in the seed
�nding phase, as this imposes too strong a constraint on the tracks to
come from the nominal beam spot. They are, however, identi�ed in the
pattern recognition phase and added to the track.

The reconstruction e�ciency is estimated with respect to a reference
track in one hemisphere of the tracker. A compatible seed and track is
sought in the other hemisphere within a cone of radius ∆R < 1.0 (where
∆R =

√
∆η2 + ∆φ2) opposite to the reference track. The cone size is

kept very large compared to the angular resolution so that the matching
procedure cannot bias the e�ciency measurements. To avoid multi-track
events, a track is not used as a reference if there is another track in
the same hemisphere or within the matching cone. Fake tracks created
by noisy hits are rejected by requiring that the reference tracks have at
least 10 hits. The e�ciency measured using this method is shown in Fig.
3.42 and in Table 3.11 as a function of the transverse momentum of the
reference tracks, for the Monte Carlo simulation and for cosmic data.

107



Figure 3.42: Track reconstruction e�ciency as a function of the mea-
sured transverse momentum of the reference track for inside-out tracking
method.

Ine�ciencies a�ecting only a few detector channels have not been
taken into account when calculating the overall e�ciency from the data,
while the e�ciency calculated using the Monte Carlo simulation assume
all detector channels working properly. The e�ciency measured in the
Monte Carlo simulation matches the one measured from data within 1%,
providing known detector problems are taken into account.

Data MC
Track reconstruction e�ciency (%) 98.96±0.13 98.94±0.09

Table 3.11: Reconstruction e�ciency of the inside-out tracking method.

3.8.7 Track parameter resolution
The track reconstruction can be further validated using the CRAFT data
sample by splitting the tracks into two separate parts. A measure of the
resolution of the track parameters can be determined by comparing the
two legs of the split tracks. To perform this study, tracks are split at the
point of closest approach to the nominal beam-line. The top and bottom
legs are treated as two independent tracks and re-�tted accordingly. The
track parameters are then propagated to their respective points of closest
approach to the beam-line. This method has been tested using Monte
Carlo simulation and is found to work well.
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For the purposes of this study, only events in which the Combinatorial
Track Finder reconstructed a single track whose point of closest approach
to the beam-line is inside the volume of the pixel barrel are considered.
The transverse momentum of the track must be larger than 4 GeV/c
and its χ2 must satisfy the requirement χ2/ndf < 100. In addition, the
track must contain a minimum of 10 hits, with at least two hits being
on double-sided strip modules. There must also be six hits in the pixel
barrel subsystem. After splitting, each track segment is required to have
at least six hits, three of which must be in the pixel barrel.

Using these selected tracks, the residuals de�ned as δx = (x1−x2)/
√

2

and the standardized residuals (or pulls) δ̃x = (x1 − x2)/
√

σ2
x1 + σ2

x2

are calculated. The indexes 1 and 2 stand for the two track legs, and
the factor

√
2 is needed to account for the fact that the two legs are

statistically independent.

Figure 3.43: Residual distribution (top) and pull distribution (bottom) of
the inverse transverse momentum 1/pT .

The distribution of the residuals and the pulls of the inverse trans-
verse momentum are shown in Fig. 3.43, the same distributions for the
azimuthal (φ) and polar (θ) angles are reported in Appendix Fig. 7.

In Table 3.12 the mean and the standard deviation (referred to as the
resolution) of a Gaussian �tted to the peak of the distributions are given.
The same quantities are used to characterize the pull distributions. In
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Residual distributions Pull distributions
Std. Dev. Mean Std. Dev. Mean

pT (GeVc−1) 0.083 0.000 0.99 0.01
1/pT (GeV−1c) 0.00035 0.00003 0.99 -0.01
φ (mrad) 0.19 0.001 1.08 -0.02
θ (mrad) 0.40 0.003 0.93 -0.01
I.P. ⊥ (µm) 22 0.30 1.22 0.00
I.P ‖(µm) 39 0.28 0.94 -0.01

Table 3.12: Standard deviation and mean of the residual and pull dis-
tributions of the track parameters (I.P. = Interaction Point). The units
indicated pertain only to the residual distributions.

this case, the standard deviations of the �tted Gaussians are taken as
the pull values. It can be seen that the transverse momentum shows
signi�cant tails. This is due to the fact that tracks within a wide range
of momenta are used and that the resolution degrades with increased
momentum.

3.9 Tracker alignment with cosmic rays data
Starting from the experience gained with the alignment of about 15%
of the CMS silicon strip tracker during the stand-alone commissioning
at TIF, signi�cant improvements have been introduced in the alignment
test during CRAFT. Inclusion of the pixel detector and of the full strip
tracker made the �rst alignment of the whole CMS tracker possible. The
magnetic �eld allowed an estimate of the multiple scattering e�ects on
a track-by-track basis. Two complementary statistical alignment algo-
rithms, a global and a local iterative method, described in Sec. 2.6.3,
were applied to data. Although both algorithms had been used previ-
ously during standalone commissioning, further improvements have been
introduced, such as inclusion of survey data together with tracks. Each
of the two alignment algorithms was used to obtain module positions
independently and a comparison of the results between the two comple-
mentary approaches was part of the validation of the tracker alignment
procedure. After verifying that the two methods yielded consistent re-
sults, the �nal results were obtained by applying the two algorithms in
sequence in order to take advantage of their complementary strengths.

The alignment analysis was performed after the proper calibration
of both the strip and the pixel detectors. In particular, an appropriate
Lorentz angle calibration was applied. A Lorentz angle miscalibration
would result in a systematic shift of the e�ective charge collection posi-
tion, in the same u-direction for all the modules with the same relative
orientation between the solenoid and the drift �eld. Since this would
appear as an e�ective shift of the modules, it would not be evident if
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corrected for by the alignment. Therefore, for validation purpose only,
alignment results were checked with the data collected with 0 T and with
3.8 T solenoid �elds. The precision achieved in the alignment analysis is
such that there should be clear evidence for a Lorentz angle miscalibra-
tion with an e�ective shift of only few microns. In fact, good agreement
with the Lorentz angle calibration was found.

Several approaches were employed to validate the alignment results.
The low-level quantities used in the χ2 minimization, such as residuals
and the χ2/ndf of the tracks, were monitored.

The track χ2/ndf distribution is shown in Fig. 3.44. The hit residuals
for TIB and TOB are shown in Fig. 3.45

Figure 3.44: Distribution of the χ2/ndf of the tracks before alignment
(black), and after alignment with the local (blue), global (green) and com-
bined (red) methods.

The hit residual width is dominated by two e�ects other than align-
ment: track extrapolation uncertainties due to multiple scattering and hit
position reconstruction uncertainties. Both of these e�ects are random,
while misalignment leads to systematic shifts of the residuals. For this
reason, the distribution of the median of the residuals (DMR) is taken
as the most appropriate measure of alignment. Median distributions are
shown in Fig. 3.46.

The results show that the application of the two method combined
give an excellent result, extremely close to the ideal Monte Carlo align-
ment scenario in TIB and TOB. In TID and TEC the result is as well
very good considering the di�culty to align endcap regions with cosmic
rays. The precision achieved on module position measurement in the
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Figure 3.45: Track residuals for TIB (left) and TOB (right). The four
lines correspond to positions before alignment (black) and alignment with
the global (green), local (blue) and combined methods (red).

Figure 3.46: Distribution of the median of residuals for modules with
more than 30 hits, shown for TIB (top left), TOB (top right), TID (bot-
tom left) and TEC (bottom right). The distributions are shown before
alignment (black) and alignment with and after the alitnment with global
(green), local (blue) and combined methods (red).

most sensitive coordinate results to be about 2.5 µm in the barrel and
ranging from 3.3 to 7.4 µm in the endcaps, respectively. This level of
precision is much higher than the one obtained during the Sector Test
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and much closer to the alignment precision expected with collision data.

3.10 Summary on CRAFT
The Cosmic Run at Four Tesla has been an important experience for the
commissioning of the tracker.

The control and readout system were successfully commissioned, syn-
chronized to the Level-1 trigger and operated in global runs with all the
other subdetectors of the CMS experiment, for the �rst time before colli-
sions. The total number of modules used corresponds to 98% of the total
system.

About 13 million events with a muon in the tracker were collected
with the magnet on. The hit and track reconstruction have shown ex-
cellent performances and the CTF default algorithm that will be used in
proton-proton collisions was tested successfully. The signal-to-noise per-
formance exceeded the detector design speci�cations, being in the range
15-30 for thin modules and 31-36 for thick ones. The e�ciency of the hit
reconstruction is above 99.5%. In addition, with the collected statistics,
a measurement of the Lorentz Angle has been possible.

The track reconstruction e�ciency has been measured with two dif-
ferent methods: one using muons reconstructed in the tracker and in the
muon chambers and one using only data from the tracker. The recon-
struction e�ciency in data was found to be high and well described by
the Monte Carlo simulation. For tracks which are close to the centre of
the detector and which have a direction close to the vertical axis, the
track reconstruction e�ciency was found to be higher than 99%. The
resolution on hit position and track parameters was also consistent with
expectations from Monte Carlo simulation.

The alignment has shown a strong improvement with respect to the
precision achieved during Sector Test, reaching precision on module po-
sition measurement in the most sensitive coordinate of about 3 µm in the
barrel and less than 8 µm in the endcaps combining the two alignment
methods. This alignment is compatible with the maximum statistics pre-
cision that can be achieved using cosmic tracks, which do not come from
the interaction point.

The CRAFT was an important milestone towards �nal commissioning
with colliding beam data and it showed that design performance can be
achieved.

The results obtained during CRAFT data taking will be used in next
Chapter to simulate a realistic detector condition in early data taking.
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Chapter 4

Z boson physics in early data
for the momentum resolution
measurement and the Monte
Carlo simulation tuning

In order to enable the CMS experiment to perform precise measurements,
it is mandatory to carefully calibrate its detector subsystems with �rst
collisions data.

Among the measurements provided by CMS, track parameters have
a paramount importance. Transverse momentum in particular is the
most subjected to details of the detector integration and operation, be-
ing highly sensitive to the precise alignment of the silicon sensors of the
tracker and of the muon chambers, to the material budget in the de-
tector, to the detailed map of the magnetic �eld inside and outside the
solenoid volume, and in general to the performance of tracking detectors.
The inner silicon tracker in particular has a leading role in the momen-
tum resolution of muons up to 200 GeV/c, therefore its calibration and
alignment conditions will be a pivotal requirement during the real data
taking in order to achieve the best possible resolution in this range.

The calibration of track momentum and the investigation of possi-
ble residual systematic e�ects introduced by the above sources and not
completely addressed, is greatly eased by the availability of reconstructed
resonance decays, typically, although not exclusively, those involving two-
body decays of neutral particles (i.e., Υ, J/Ψ, Z,...). Z boson is a perfect
candidate to perform this kind of measurement, given the high produc-
tion cross-section and the extremely low background. It is produced via
Drell-Yan process and its theoretical cross section is calculated at next-
to-next-to-leading order. A total cross section of 2.5095 ± 0.0241 nb is
expected at 10 TeV proton-proton center of mass energy. This is a rele-
vant cross section, which will permit to collect a large amount of Z events
already in the early phase of data taking.

115



Although the muon pairs originated from the Z decays have momenta
in the range from a few tens of GeV/c to less than a hundred GeV/c, and
are thus hardly useful for a direct check of the momentummeasurement in
the TeV range, they do constitute an invaluable tool to spot de�ciencies in
our Monte Carlo description of the detector, becoming bene�cial to tracks
of any momentum. A well-calibrated momentum scale is mandatory for
precise measurements of the top quark andW boson masses, for B-hadron
spectroscopy, and for a number of other �rst-class measurements that
CMS is expected to deliver. If handled properly, the large signals of di-
muon resonances like Z boson allow also a precise determination of track
momentum resolution, whose knowledge is as important as the one of the
momentum scale in several physics measurements, and whose modeling
in the simulations is very hard.

In the following it will be shown how a determination of both momen-
tum scale and resolution can be extracted with the same methodology
from suitable sets of data, and how from the measurement of the re-
solution on a real data sample it is possible to tune the resolution in
the Monte Carlo simulation, already with the �rst 10 pb−1 integrated
luminosity.

This Chapter is organized as follows: an introduction to the algorithm
used to measure the muon resolution from data and to correct the muon
momentum scale is given in Sec. 4.1. A description of the generation
and the reconstruction of the samples used for the analysis follows. In
Sec. 4.3 the results of the scale and resolution measurement on di�erent
Z samples are reported. Finally in Sec. 4.4 the description of the method
to tune the Monte Carlo resolution on muon momenta using �rst collision
real data is presented, together with the results.

4.1 Method description
Following the motivation just outlined, an algorithm has been developed,
capable of extracting all the information available from the combina-
tion of the reconstructed kinematics of the muon pair with the supposed
knowledge of the parent particle species. The reference quantity on an
event-by-event basis to the possible biases on the reconstructed muon
track parameters is, of course, the parent's invariant mass. This is not
a per-track variable, so a probabilistic approach is necessary in order
to relate the di�erence between expected and observed mass with a hy-
pothetical bias on the measured parameters of either or both daughter
tracks.

The connection between scale and resolution in the determination of
measurement biases is obvious: a potential bias in the momentum scale
can be meaningfully inferred from the measured di-muon mass on an
event-by-event basis only if a value is assumed for the uncertainty in the
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quadri-momentum of the daughter tracks, such that an estimate of mass
resolution is possible. The information on the scale is hidden by the �nite
mass resolution, but can be fully recovered by a probabilistic approach.

A multi-parameter likelihood �t is the best approach to the solution
of this problem. Once one de�nes a set of functions describing the de-
pendence of the biases (o�sets from the true values) on track kinematics
and on the measurement resolutions, the best estimate of the functions
parameters can be determined from a likelihood minimization, provided
that a su�cient set of homogeneous data is used. The problem thus sim-
ply becomes �nding the functions which describe most accurately those
biases and resolutions. Their features have a direct correspondence with
the possible shortcomings of the description of the detector material, of
the alignment of the sensitive devices, of the magnetic �eld map, and
of tracking reconstruction: by experiencing with di�erent simulated si-
tuations, it is possible to build a library of functions addressing those
potential shortcomings. Once real data become available, it will be pos-
sible not only to correct the observed biases, but also to judge what are
their sources, enabling in some cases their removal.

The details of the method are the following. In proton-proton colli-
sions, Z bosons are predominantly produced via quark-antiquark anni-
hilation. The initial state partons �sample� the relativistic Breit-Wigner
shape of Z production cross-section

σ̂(m) =
Γ2M2

ref

[(x2 −M2
ref )

2 + Γ2M2
ref ]

(4.1)

according to their parton distribution functions (PDF) fi(x,m2), thereby
producing a modi�ed lineshape, as dictated by the following factorization
integral (in leading-order approximation):

σ(m) = Σi=udscb

∫
dx1

∫
dx2 k2

i fi(x1,m
2)fī(x2,m

2) σ̂(m)δ(m2 − x1x2s)(4.2)

where s = 100 TeV2, ki is the appropriate weak factor, and where par-
ton distribution functions are evolved to the actual scale m2 at which Z
production occurs.

The muons produced in the decay of the Z boson then cross the
detector material and their trajectories are reconstructed starting from
the hits in the silicon layers and in the muon detectors.

With measured muon kinematics, a reconstruction of the mass of
the parent Z boson results in a resolution-smeared view of the modi�ed
Breit-Wigner lineshape σ̂(m) describing the produced Z bosons. A bias
will manifest as a shift of the most probable value from the one of the
produced Z boson, while the e�ect of resolution will result in a widening
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of the distribution1. If m is assumed to be the measured mass of the
di-muon pair, and s the resolution on the measured mass, derived from a
suitable model parametrizing the momentum resolution as a function of
muon kinematics, the probability can be de�ned, modulo a normalization
factor, as:

P (m, s) =

∫
dx

σ(x)

s
e−

(x−m)2

2s2 (4.3)

In order to construct a likelihood function to be minimized for this
purpose, the observed reconstructed mass m and the expected mass reso-
lution s must therefore be written as a function of the parameters which
describe the momentum scale correction function and the resolution on
the measured quantities. For this purpose muon momenta are expressed
as a function of the measured variables (pT , φ, cot θ):





E =
√

p2
T (1 + cot2 θ) + m2

µ;

Px = pT cos φ;
Py = pT sin φ;
Pz = pT cot θ.

(4.4)

The parametrization of scale correction can be thus written as

pcorr
T = F (~x; ~α) pT , (4.5)

such that F is understood to be close to unity. In the above formula
~x represents all the observable quantities on which the momentum scale
has been found to depend; these of course may include the �ve track
helix parameters of each muon, as well as other continuous variables (in-
stantaneous luminosity, track isolation, etc.), and discrete ones (number
and pattern of hits of the track, kind of track considered). The scale
correction function parameters ~α thus enter in the likelihood indirectly
through the dependence of the reconstructed mass on the corrected muon
transverse momenta, not a�ecting the angular variables:

m = m(P corr
T,1 , φ1, cot θ1; P corr

T,2 , φ2, cot θ2). (4.6)
The mass resolution of the resonance, s, can be formally written in the
chosen basis as

s =

√
(
∂m

∂pT

)2σ2
pT

+ (
∂m

∂φ
)2σ2

φ + (
∂m

∂ cot θ
)2σ2

cot θ, (4.7)

and it thus depends on three additional functions, modeling the resolu-
tion in track transverse momentum, azimuth, and cot θ:

1A small downward shift of the most probable value is also expected from a signif-
icant resolution smearing, due to the asymmetric nature of the convolution between
Breit-Wigner and proton PDF functions.
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σpT
= G1(~x; ~β); σφ = G2(~x;~γ); σcot θ = G3(~x;~δ). (4.8)

Suitable forms of G1, G2, G3, and initial values for their parameters ~β,
~γ, and ~δ can be pre-determined with preliminary studies on simulated
samples addressing di�erent features.

One can �nally write, for the likelihood de�nition, a sum of logarithms
of probabilities for the Nev di-muon events in the considered dataset:

− ln L = −ΣNev
k=1 ln(P (mk, sk)), (4.9)

where mk and sk are understood to be computed with the measured
characteristics of event k and to be functions of ~α, ~β, ~γ, ~δ. A minimization
of − ln L with respect to those parameters allows the determination of
scale and resolution.

The probability density functions that determine how likely a recon-
structed mass value is as a function of the expected mass resolution of
the di-muon pair have been evaluated previously during accurate studies
using Z samples generated with HORACE [87] event generator. HORACE is a
Monte Carlo event generator for Drell-Yan pp → `νX, `+`−X processes
which includes the exact 1-loop electroweak radiative corrections matched
with a QED Parton Shower to take into account also higher-order QED
leading e�ects.

For Z boson, whose lineshape exhibits a subtle rapidity dependence
due to proton PDF e�ects, the probability densities are a weak function
of the absolute di-muon rapidity. The probability density functions are
thus evaluated in rapidity bins from 0 to 2.4 in 0.1-wide rapidity intervals
and stored in 24 two-dimensional surfaces, in a 1000×1000 grid on the
mass-resolution plane. An example of these two-dimensional surfaces is
shown in Fig. 4.1.

Given the measured muon kinematics, the algorithm computes the
probability of observing a reconstructed mass m given the expected mass
resolution s by interpolating the discrete grid of probability measure-
ments to obtain a value for any (m, s) pair within their allowed support.
Plugging the value of the probabilities for each event into eq. 4.9 and
minimizing the likelihood, the algorithms gives as result the set of pa-
rameters of the scale and resolution ansatz functions given as input.

Of course, given the typically large number of parameters involved, a
�tting strategy must be designed to obtain a stable minimum by �xing
and then releasing parameters in a suitable order. The algorithm allows
the maximum �exibility of con�guring the number of iterations, the pa-
rameters to be released at each iteration, the order by which the release
has to occur, initial parameter values, etcetera.
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Figure 4.1: Probability density function for reconstructed Z bosons as a
function of the measured di-muon mass m (on the x axis) and the expected
mass resolution s (on the y axis). The calculation of the Z boson lineshape
convoluted with CTEQ parton distribution functions has been performed
with the HORACE Monte Carlo. The distribution obtained for Z rapidity
in the range 1.4 < |η| < 1.5 is shown.

4.2 Z boson samples generation and recon-
struction

The algorithm has been tested on samples of about 5000 Z → µµ recon-
structed events, corresponding to ∼10 pb−1 of data. The events have
been produced with SHERPA [86], a Monte Carlo event generator for the
Simulation of High-Energy Reactions of PArticles in a large variety of
collisions, including hadron-hadron ones. It is a Leading Order (LO)
generator and it calculates the Matrix Element (ME) at tree level, with-
out virtual loop corrections.

It contains the Next-to-Leading-Order (NLO) QED corrections, thus
it takes into account the irradiation of a photon from the decay muons.
The real QCD corrections up to third order are taken into account as
well.

Two samples have been generated: a sample in which the Z boson
has been produced without QCD radiation and a sample in which the Z
boson has been produced in association with real QCD radiation up to
third order.

In Fig. 4.2 the di-muon generated mass and the Z boson mass are
shown. The two lineshapes are �tted to a Breit-Wigner times an expo-
nential component to describe the Z/γ∗ interference term. The di-muon
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Figure 4.2: Generated MC Z boson mass (blue) and di-muon mass (red).
The result of the �t to two Breit-Wigner are reported. The di�erence
between the two lineshapes is due to the Final State Radiation (FSR)
and the convolution with the PDF.

mass peak (in red) is about 50 MeV away from the nominal mass (in
blue) because of the convolution with the PDF, while there is a further
shift of about 250 MeV because of the QED �nal state radiation.

The samples have been then reconstructed in di�erent conditions of
the Silicon Strip Tracker: in ideal condition, i.e. the design one, and in
a realistic detector scenario, which includes:

• an alignment scenario as foreseen after 10 pb−1 of collected data,
which takes into account the alignment performance obtained dur-
ing CRAFT data taking

• the mixing of the pure generated signal with the real tracker noise
measured during CRAFT

• the exclusion of the tracker modules which will be inactive in the
�rst data taking.

In the alignment scenario the detector modules in the simulation are
displaced from their original position by a random amount within the
uncertainty obtained after the alignment test performed during CRAFT
data taking. The residual misalignment is of the same order of magnitude
of the predicted uncertainty obtained after an alignment of the tracker
performed with the collection of 10 pb−1 of data.

The mixing with the real noise is performed re-digitizing the Z sig-
nal switching o� the noise in the simulation, and then mixing the �pure�
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signal with real noise events collected during CRAFT. The noise is ob-
tained inverting a �lter on the tracker pointing tracks skim, enlarging the
exclusion region with respect to the tracker dimension. In this way the
possible hits in the tracker are just noise hits, as no track at all is really
pointing to it. The mixing is performed at the digi level after the Zero
Suppression.

The exclusion of the tracker modules is based on the noise and bad
channels identi�cation described in Chapter 3. Some channels are known
to be bad and not recoverable, so that they will be excluded from the
data taking when LHC will start.

The result of the application of these three conditions in the simula-
tion and reconstruction of the generated Z events gives an idea of how
the �rst data might look like. For this reason Z events reconstructed in
realistic conditions have been also used as a �fake data� sample to test
the algorithm on a sample which mimics as closely as possible the �rst
real data.

4.2.1 Muon reconstruction
The reconstruction of the Z boson is performed through the reconstruc-
tion of the two decay muons.

Muon reconstruction is performed in three stages:

• local reconstruction in muon spectrometer: the local pattern recog-
nition starts from single hits to build track stubs (called segments)
separately in each subdetector (CSC and DT);

• stand-alone reconstruction: the segments reconstructed in the muon
chambers are used to generate �seeds� consisting of position and di-
rection vectors and an estimate of the muon transverse momentum.
These initial estimates are used as seeds for the track �ts in the
muon system, which are performed using segments and hits from
DTs, CSCs and RPCs and are based on the Kalman �lter technique.
The result is an object referred to as �standalone muon� (STA). To
improve the momentum resolution, a beam-spot constraint can be
applied in the �t.

• global reconstruction: �nally, standalone muon tracks are matched
with tracker tracks to perform a global �t. For each standalone
muon track, a search for a match with tracks among those recon-
structed in the inner tracking system (referred to as �inner tracker
tracks� - TRK) is performed, and the best-matching tracker track
is selected. For each �tracker track� - �standalone muon� couple,
the track �t is performed again with Kalman �lter technique using
all hits in both tracks. The result is an object referred to as �global
muon� (GLB).
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Tracker tracks and global muons have quite similar momentum and
angle resolutions, since the tracker measurement totally dominates the
precision on those quantities. The resolution on standalone muons the
resolution is instead much worse. The pattern recognition in the muon
spectrometer is, in fact, much more complex than in the tracker. There
are many non-gaussian e�ects which can induce a scale bias and worsen
the resolution: the multiple scattering and the energy loss in the material
is big, there are regions where the magnetic �eld is strongly not uniform,
�nally, in case of showering, the wrong combination of hits can be chosen.

The Z bosons have been reconstructed in each event selecting the two
opposite charge global muons in the CMS pseudorapidity range |η| < 2.4
whose invariant mass had the highest probability given by eq. 4.3 with
respect to the expected mass and the resolution values estimated from the
muon kinematics (Sec. 4.1). A cut on the minimum transverse momen-
tum of the decay muons has also been established in 20 GeV/c because of
the lack of statistics under this value, which caused problem in the like-
lihood minimization. The requirements just listed result in a selection
e�ciency of about 80%.

The muon momentum scale and the resolution measurement has been
performed mainly using the measurement of the transverse momentum
obtained from the inner tracker part of the the global muon. In order
to cross check the results, the algorithm has been also run using the
measurement of the momentum of the global track. This permits to check
for a relative misalignment of muon chambers with respect to the inner
barrel, or an incorrect modeling of the magnetic �eld in the outer toroids.
The transverse momentum measured with the stand-alone muons has not
been considered in the study because it is well known that their resolution
is much worse.

4.3 Results
In this section the results of the application of the described algorithm
are shown for the two di�erent samples used. I will focus on the results
obtained with the inner tracker tracks, leaving in Appendix the results
regarding global muons. I will �rst show the results on the momentum
scale calibration and the resolution measurement with the Z samples with
and without QCD radiation reconstructed in ideal detector conditions,
and successively with the samples reconstructed in the realistic scenario.

4.3.1 Ideal detector scenario
The �rst measurement has been done on the Z samples reconstructed
in the ideal detector scenario. In this case one expects that the small
biases which may act on the reconstructed muon momentum are just due
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to the di�erence between the parametrized Z boson probability density
function generated with HORACE and the reconstructed quantities, which
are subject to material interactions in the detector.

Before the likelihood �t can run on the set of data, it is necessary
to choose an ansatz function to correct muon momenta. To help such a
choice in the absence of any a priori knowledge of the possible sources
of biases that may a�ect the data, the average mass can be studied as
a function of the most basic kinematical variables: transverse momenta,
rapidity and azimuth angles. The study is a very basic check of the
existence of macroscopic e�ects.

In the case at hand, such a check does allow to spot very easily a
slight rapidity dependence of the muon momentum scale, which is in-
deed attributable to di�erences in the amount of material crossed by the
particles. As an ansatz thus, a function linear in transverse momentum
and parabolic in the pseudorapidity has been chosen:

p′T = [a0 + a1 × pT + a2 × |η|+ a3 × η2]× pT (4.10)
The biases found on the muon scale for the two kinds of reconstructed

muons (TRK, GLB) are listed in Table 4.1 for the sample with no QCD
radiation and the one with real QCD radiation. The parameters values
found using global muons and muon tracks in the �t are similar, accord-
ingly with the fact that the tracker resolution is dominant for muons at
the M(Z)/2 scale.

Par TRK GLB
a0 0.9999±0.0017 0.998574±0.00000414
a1 0.0 0.0
a2 0.0 0.0
a3 (4.499±1.10)× 10−4 (6.499±0.023)×10−4

(a) Ideal MC sample, no QCD correction
Par TRK GLB
a0 1.00126±0.000084 1.0067±0.0027
a1 (-1.45586±0.0122)×10−2 (-2.694±0.404)×10−4

a2 (1.188±0.099)×10−3 0.0
a3 (3.34±0.258)×10−1 0.0

(b) Ideal MC sample, QCD correction up to third order

Table 4.1: Biases found on the momentum scale for TRK and GLB
muons in the ideal detector scenario, using the ansatz functions of eq.
4.10. The values compatible with zero are indicated as zero.

The e�ectiveness of the corrections obtained by the �t can be checked
by studying the reconstructed mass as a function of the muon kinematics:
the sample is divided in bins of the interesting kinematic variable and
in each bin a lorentzian �t to the resonance peak is performed and the
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Figure 4.3: Average invariant di-muon mass for Z without (top) and with
(bottom) QCD radiation reconstructed in the ideal scenario with tracker
muons as a function of the pseudorapidity, before and after the calibration
of the muon momentum scale.

mean of the �t is considered. The result of this study is presented in
Fig. 4.3, where a pro�le of the average di-muon mass before and after
the correction as a function of the rapidity is shown. The convention is
to consider the bias corrected if the parabolic parameter (or whatever
other bias parameter) after the momentum scale correction results to be
compatible with zero within three standard deviations.

Here only the results obtained with TRK muons are shown. The same
is shown for cross check in Appendix in Fig. 8 for global muons.

It should be noted that the parabolic dependence found by the �t of
this plot is di�erent from the bias computed with the calibration algo-
rithm (reported in Table 4.1). This is because, in Fig. 4.3, an average
on all the other muon kinematic variables is implicit, while the calibra-
tion algorithm computes the dependence of the scale on all the muon

125



kinematic variables at once, taking into account cross-correlations. Thus
this kind of plot, which will be widely used in the following to show the
results, has to be interpreted just as a control plot to check that the al-
gorithm is correcting biases in the scale. In the control �t of Fig. 4.3 it is
possible to see that before the scale correction the parabolic term is clear
and signi�cative, while after the correction the parabolic term becomes
compatible with 0. In this case the scale is considered to be corrected by
the algorithm.

As in the calibration algorithm a complete probability density func-
tion is considered for the resonance, which also includes the Gaussian
convolution as explained in Sec. 4.1, it is possible to �t the di-muon
mass resolution together with the muon scale. This resolution is ex-
pressed, inside the likelihood, as a function of the resolution of the muon
kinematic variables of eq. 4.8 so that the �nal results of the likelihood
�t are values for the parameters which describe the resolution of these
quantities. To this aim, meaningful ansatz functions and starting values
of the parameters must be injected as input to the algorithm. A raw
preliminary estimation of the muon resolution as a function of the muon
kinematics is therefore needed.

In the ideal scenario, suitable forms for the σi = Gi(~x;~bj) of eq. 4.8
and initial values for their parameters ~bj have been pre-determined with
a Monte Carlo simulation of single muons originating from the CMS
vertex with momenta ranging from 5 to 100 GeV/c, reasonably assuming
that the resolution is not much di�erent for single muons and for muons
coming from the simulated resonance.

For the transverse momentum pT the �relative� resolution is studied,
i.e., the di�erence between reconstructed and generated pT values divided
by the generated one. For the azimuthal and polar angle the order of
magnitude of the resolution is not expected to be directly dependent on
the angle itself. Therefore the �absolute� resolution, i.e., the simple dif-
ference between reconstructed and generated values, is considered. The
resolution is computed as the standard deviation of a Gaussian �t in each
bin, in function of the muon kinematics. For the polar angle the resolu-
tion on cot θ is considered. In fact, in the barrel region of the tracker, the
longitudinal coordinate is measured by the silicon strips while the radial
coordinate is �xed by the position of the sensitive modules. The mea-
surement uncertainty is therefore proportional to the error on cot θ; the
resolution on θ or η is instead a non-linear function of the measurement
error.

The preliminary study performed on the simulation of single muons
gave as result the following dependencies:

• pT resolution linear as a function of pT :

σpT
= (1.5 + 0.01× pT )× 10−2 (4.11)
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and parabolic as a function of η in di�erent pseudorapidity regions.
In detail two parabolas can be identi�ed. One in the barrel region
(|η| ≤ 1.1) and one in the two endcap regions (|η| > 1.1). Never-
theless the parametrization has been done by point and not via a
�t in the two separate regions in order to keep low the number of
degrees of freedom in the likelihood �t. Two parabolas in fact have
as a drawback a total of 6 parameters that need to be �tted to min-
imize the likelihood. The function parametrized by point has been
demonstrated to have a good level of accuracy on the ideal scenario
sample without increasing the number of degrees of freedom. The
same function is not su�cient in the case of the realistic scenario,
as it will be shown in next section.

• φ resolution parabolic as a function of η and with 1/pT dependence

σφ = (1.1 + 0.22× η2)× 10−4 (4.12)

σφ = (0.065 + 3.6/pT )× 10−3 (4.13)

• cot θ resolution parabolic as a function of η and with 1/pT depen-
dence

σcot θ = (4.0 + 0.78× η2)× 10−4 (4.14)
σcot θ = (0.45 + 3.9/pT )× 10−3 (4.15)

The results of the single muon simulation study are shown in Fig.
4.4. Each of the shown �ts relies on an implicit average on all the other
kinematic variables. Moreover the resolution of the di�erent variables
are considered separately although they are correlated: for instance the
1/pT dependence of σφ and σcot θ is already taken into account by σpT /pT .

On the other side the muon calibration algorithm, described in Sec.
4.1, considers the resolution dependence on the full muon kinematic
at once, not implying any average. It also �ts the three resolutions
(σcot θ, σφ, σpT /pT ) together, through their impact on the di-muon mass
resolution, therefore it takes into account the correlations between them
avoiding any double counting.

After a �trial and error� procedure the following dependency was iden-
ti�ed:

σpT /pT = b0 × f(η, b1) (4.16)
where f(η, b1) is the resolution function individuated with the single muon
simulation study, which for each bin in η gives the resolution value as
measured from the single muon simulation. The parameter b1 is the value
of the resolution in the last bin in η (corresponding to |η| = 2.4, which
has been found to be variable and therefore it has been left as a free
parameter for the likelihood minimization.
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Figure 4.4: Relative resolution on pT (top), φ (middle), and cot θ (bot-
tom) as a function of muon pT (left) and η (right) for global muons, as
determined from Gaussian �ts to the di�erence between true and recon-
structed values in the single muon simulations (points with error bars).
The overlaid hatched curves show the parametrization of the resolution
used in the de�nition of the likelihood.

The results of the �t to the resolution function are listed in Table 4.2
and shown in Fig. 4.5 for the Z sample without and with QCD radiation.
The parameters of the resolution on the tracker tracks and the global
muons are compatible within the errors. It should be noted also that
b0 is, in both cases, compatible with 1, which means that the resolution
measured with muons from Z decay is the same as the one measured with
the single muon simulation.
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Par TRK GLB
b0 0.952±0.033 0.953±0.052
b1 0.0368±0.0058 0.049±0.0112

(a) Ideal MC sample, no QCD correction
Par TRK GLB
b0 1.0721±0.0401 1.111±0.0513
b1 0.0465±0.0088 0.0514±0.0095

(b) Ideal MC sample, QCD correction up to third order

Table 4.2: Parameters of the resolution function for TRK and GLB
muons in the ideal detector scenario, obtained �tting the ansatz function
of eq. 4.16.

hResolPtGenVSMu_ResoVSEta_resol

Entries  24
Mean   -0.01552
RMS     1.604

η
-3 -2 -1 0 1 2 3

pt
/p

t  
  

σ

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

0.09

0.1

hResolPtGenVSMu_ResoVSEta_resol

Entries  24
Mean   -0.01552
RMS     1.604

from MC truth before S.C.

from MC truth after S.C.

from ansatz function before fit

from ansatz function after fit

hResolPtGenVSMu_ResoVSPt_Bar_resol

Entries  27
Mean    37.73
RMS      7.82

pt(GeV)
0 10 20 30 40 50 60 70 80 90 100

pt
/p

t  
  

σ

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

0.09

hResolPtGenVSMu_ResoVSPt_Bar_resol

Entries  27
Mean    37.73
RMS      7.82

from MC truth before S.C.

from MC truth after S.C.

from ansatz function before fit

from ansatz function after fit

hRecBestRes_Mass

Entries  5621
Mean    90.41
RMS     4.863

) [GeV]µµMass(
75 80 85 90 95 100 105 110

a.
u

.

0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04

hRecBestRes_Mass

Entries  5621
Mean    90.41
RMS     4.863

hRecBestRes_Mass

Entries  5621
Mean    90.41
RMS     4.863

mass before corr

mass prob before corr

mass after corr

mass prob after corr

Figure 4.5: Relative muon pT resolution (σpT /pT ) as a function of the
muon pseudorapidity (top left) and the muon transverse momentum (top
right) for the Z sample with QCD radiation reconstructed in the ideal
scenario, computed using inner tracker tracks. The comparison with re-
lative resolution obtained from MC truth before and after the scale cor-
rection (S.C.) is also shown for cross check. The bottom plot shows the
comparison of the Z mass line-shape and probability before and after the
momentum scale correction and the resolution measurement.
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Fig. 4.5 shows the relative resolution on the transverse momentum
as a function of the pseudorapidity and the transverse momentum itself,
measured on the Z sample with QCD radiation using inner tracker tracks.
Very similar results are obtained on the sample without QCD radiation
and with global muons, shown in Appendix Fig. 12. The green curve
represent the resolution obtained from the relative di�erence between the
reconstructed pT values and the generated ones; the red curve reproduces
the ansatz function given to the algorithm before the �t and the blue
curve is the result of the likelihood minimization. It is evident that the
resolution function computed by the algorithm is in perfect agreement
with the one computed using the reconstructed-generated comparison.
The parabolic behavior as a function of the pseudorapidity is evident,
with di�erent shapes in the barrel and in the endcaps. In particular in
the barrel the resolution has a value which goes from 0.01 to 0.02, while in
the endcaps the resolution goes from 0.02 up to 0.04 in the very forward
part of the detector. The behavior versus the transverse momentum is
instead constant in the whole range.

The comparison between the reconstructed mass peak before (in black)
and after (in green) the muon scale calibration is also shown. The red
curve shows the probability computed with the initial values of the res-
olution parameters. In this case the resolution is overestimated and the
red lineshape is wider. The blue histogram describes the probability af-
ter the resolution measurement, computed using the �nal �tted values of
the parameters. After the �t the match with the Z lineshape measured
is evident.

4.3.2 Realistic detector scenario
The same measurements presented in the previous section have been
repeated on the Z samples reconstructed in realistic tracker conditions.
The preliminary studies performed on the invariant di-muon mass as a
function of the main kinematics variables show that the reconstruction
in the realistic tracker scenario has led to a bias in the dependence of the
mass versus the pseudorapidity and the azimuthal angle of the muon. In
particular a parabolic bias as a function of pseudorapidity is expected
also in this case, but it is found to be slightly stronger than in the ideal
case. In addition a sinusoidal bias as a function of the azimuthal angle
is found. As an ansatz thus, the following function has been chosen:

p′T = (a0 + a4|η|+ a5η
2)pT +

{
(a1sin(a2φ + a3))pT q > 0
(a6sin(a7φ + a8))pT q < 0

(4.17)
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The biases found on the muon momentum scale for the TRK and
GLB muons are listed in Table 4.3 for the two Z samples under study.

Par TRK GLB
a0 0.998205±2.15×10−8 0.964±2.2×10−9

a1 0.00248293±1.177×10−7 (1.104±0.088)×10−3

a2 1.05863±6.96×10−5 1.
a3 0.0 2.970±0.014
a4 (-1.74854±0.000642)×10−4 (-6.414±0.017)×10−3

a5 (-1.0134±0.000041)×10−4 (2.61964±0.010)×10−3

a6 (5.67±0.00076)×10−4 (7.75957±0.000018)×10−5

a7 1.0167±5.61×10−6 0.154982±0.0012
a8 0.0 1.7134±0.001199

(a) Fake data sample, no QCD correction
Par TRK GLB
a0 0.954±0.0042 0.996±0.0015
a1 0.0 0.0042±0.0013
a2 -0.961±0.088 1.240±0.142
a3 2.0021±0.0501 0.0
a4 0.0144±0.00465 0.0021±0.00035
a5 -0.00498±0.000452 -(5.54±0.16)×10−4

a6 0.0936±0.00183 -(6.28±0.15)×10−4

a7 -0.3202±0.0652 1.271±0.205
a8 1.589±0.082 0.0

(b) Fake data sample, QCD correction up to third order

Table 4.3: Biases found on the momentum scale for TRK and GLB
muons in the realistic detector scenario, using the ansatz function of
eq. 4.17. The values compatible with zero are indicated as zero or not
reported at all.

In Fig. 4.6 the pro�le of the invariant di-muon mass as a function
of the pseudorapidity and of azimuthal angle is shown for the Z sample
reconstructed in realistic condition, as control plots to check that the
scale has been corrected. In this case the parabolic bias versus η is slightly
stronger (more than double with respect to the ideal case), nevertheless
it is removed by the calibration procedure, as it can be veri�ed looking
at the parabolic parameters of the �t before and after the correction.
The bias as a function of the azimuthal angle is also evident and it is
corrected after the application of the algorithm.

The preliminary study on the resolution in order to search for a suit-
able ansatz function and for reasonable starting values has been repeated
for the realistic scenario in a similar way with respect to the study done
in the ideal scenario, considering the resolution obtained from the recon-
structed and generated kinematical variables of the two decay muons.
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Figure 4.6: Invariant di-muon mass of Z without (top) and with (bottom)
QCD radiation reconstructed in the realistic detector scenario, computed
with inner tracker tracks as a function of the pseudorapidity (left column)
and azimuthal angle (right column), before and after the calibration of the
muon momentum scale. The same is shown in Appendix Fig. 9 for global
muons.
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After this preliminary study quite a complex resolution function has
been identi�ed, de�ned in a two-dimensional (pT , η) space:

σpT /pT = b0 × pT +

+





b1 × η2 |η| > 0.6 & |η| < 1.3
b2 × (|η| − b3)

2 η > 1.3
b4 × (|η| − b5) + b6 × (|η| − b5)

2 η < -1.3
(4.18)

Plugging this expression into the algorithm as ansatz function with
reasonable starting values, the results shown in Table 4.4 are obtained for
the parameters bi for tracker tracks and global muons. Also in the realistic
scenario the resolution measured using the estimation of the transverse
momentum from global muons or inner tracker tracks give comparable
results. In most of the cases they are compatible within three standard
deviations.

Par TRK GLB
b0 (4.164±0.37)×10−4 (4.0211±0.0129)×10−4

b1 0.0 (5.121±0.0515)×10−3

b2 0.116±0.016 0.1015±0.00036
b3 1.364±0.0479 1.35174±0.00121
b4 0.0 0.0
b5 1.360±0.078 1.386±0.00158
b6 0.071±0.0145 0.0775±0.0004

(a) Fake data sample, no QCD correction
Par TRK GLB
b0 (4.013±0.296)×10−4 (3.76±0.3)×10−4

b1 (5.67568±1.606)×10−3 0.0
b2 0.0688±0.0098 0.070±0.014
b3 1.114±0.063 1.2045±0.131
b4 0.0 0.0
b5 1.455±0.052 1.444±0.076
b6 0.103±0.018 0.087±0.016

(b) Fake data sample, QCD correction up to third order

Table 4.4: Parameters of the resolution function on transverse momen-
tum for TRK and GLB muons obtained in the realistic detector scenario,
using the ansatz function of eq. 4.18. The values compatible with zero
are indicated as zero or not reported at all.

The relative resolution on transverse momentum obtained from the
preliminary study, the ansatz function before the �t and the �nal reso-
lution function resulting from the �t are shown in Figures 4.7 for tracker
tracks as a function of the pseudorapidity and the transverse momentum.

The resolution on the transverse momentum in the realistic scenario
is on average higher than in the ideal scenario, as expected. In particular
in the barrel its value is in the interval 0.02-0.03, while in the endcaps
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it increases faster than in the ideal case, going from a minimum value of
0.03 to even values of 0.09.
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Figure 4.7: Relative muon pT resolution (σpT /pT ) as a function of the
muon pseudorapidity (top left) and the muon transverse momentum (top
right) measured on the Z sample with QCD radiation reconstructed in the
realistic scenario, computed using inner tracker tracks before and after the
scale correction. The comparison with relative resolution obtained from
MC truth before and after the scale correction (S.C.) is also shown for
cross check. The bottom plot shows the comparison of the Z mass line-
shape and the probability before and after the momentum scale correction
and the resolution measurement.

The comparison between the reconstructed mass peak before (black)
and after (green) the muon scale calibration is also shown. Also in this
case it is evident the good match of the probability after the �t (in blue)
with the measured Z lineshape, with respect to the probability before
the �t (in red) which represents a wider Z peak due to the overestimated
resolution.
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4.4 Monte Carlo simulation resolution tun-
ing

As shown in the previous section, already with few pb−1 of integrated
luminosity a measurement of the resolution on the transverse momentum
will be feasible directly from data, from the Z boson line shape. At the
same time, it has been shown how di�erent the resolution can be with
a sample reconstructed simulating a detector in ideal condition from the
resolution measured on the same sample reconstructed simulating realis-
tic conditions (i.e. possible residual misalignments and miscalibrations).
On the other hand it is very important for precision measurement and
for early discoveries as well, that the Monte Carlo simulation is able to
reproduce the data with good approximation. A method is therefore
necessary to tune the Monte Carlo simulation of the CMS detector with
early data (10 pb−1) in order to have the most realistic description of the
detector and to obtain from the Monte Carlo the most precise description
of data.

In this section a method is presented to correct the Monte Carlo res-
olution on transverse momentum in order to achieve a good agreement
with the resolution measured from early data. For the development and
test of the method the two samples already introduced have been used.
The Z samples reconstructed in the ideal scenario represent the ideal
Monte Carlo sample, on which one wants to apply the method in or-
der to achieve the same resolution measured on data. The Z samples
reconstructed in the realistic detector scenario constitute a �fake data�
sample, which mimics a real data sample after the collection of 10 pb−1

integrated luminosity.

4.4.1 Correction method
The main hypotheses on which the method here presented relies are the
following:

• all the e�ects introduced in the track reconstruction by a detector
in realistic condition with respect to a detector in ideal condition
can be summarized simply in an additional Gaussian smearing of
the transverse momentum;

• the Gaussian function which smears the generated (or real) trans-
verse momenta during the reconstruction in an ideal detector and
the additional Gaussian smearing of the reconstructed transverse
momenta because of miscalibrations and misalignment can be treated
as two uncorrelated Gaussian e�ects.

Under these two hypotheses one can state that the resolution on real
data can be obtained just as the quadratic sum of the resolution measured
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in the ideal simulation and the additional smearing due to misalignment
and miscalibrations:

σ2
data = σ2

MC + σ2
add (4.19)

where σdata and σMC are the pT resolutions measured on the �fake data�
and on the ideal Monte Carlo sample respectively. Eq. 4.19 allows to
parametrize the additional smearing as a function of muon kinematics
(transverse momentum and pseudorapidity in particular, or whatever
variable on which the resolution is found to depend on). Assuming that
the additional term introduces random biases on the kinematic measure-
ment, the smearing on the muon momentum of the ideal sample can be
done using a Gaussian function. The transverse momentum changes as:

pTsmear = pTMC ×Gaus(1, σadd) = pTMC ×Gaus(1,
√

σ2
data − σ2

MC)

(4.20)
This kind of smearing takes into account all the e�ects introduced at

once, as they are convoluted and not separable one from the other in the
real data. The aim is to parameterize the residual di�erences that can
show up between the Monte Carlo and the data once the main e�ects
introduced by known problems and defects (i.e. residual miscalibration
and misalignment) have been already addressed.

4.4.2 Results
For this study only the results obtained on the Z sample with QCD
correction and on inner tracker tracks will be shown, as it has been seen
that no appreciable di�erences are present in the di�erent samples and
between the momenta measured on the global or the inner tracks.

Once the ideal Monte Carlo sample has been modi�ed smearing the
transverse momenta with eq. 4.20, a study of the resolution as relative
di�erence between the reconstructed and the generated values of the
transverse momentum has been done. It can be seen from Fig. 4.8 that
there is a perfect agreement between the resolution measured on the
smeared Monte Carlo sample and that on the �fake data� sample, both
in function of the pseudorapidity and of the transverse momentum. This
is a �rst check that the method is working properly.

Nevertheless, a more accurate estimate of the resolution can be ob-
tained running the algorithm for the momentum scale correction and the
resolution measurement already used in the previous section.

For the scale correction the same function used for the ideal Monte
Carlo sample has been used, as no bias is expected from a gaussian smear-
ing with unitary mean. The results for the scale correction (Table 4.5
and Fig. 4.9 with the usual control plot) indeed show that no bias is ev-
ident in the scale already before the scale correction, both as a function
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Figure 4.8: Relative muon pT resolution (σpT /pT ) as a function of the
muon pseudorapidity (left) and the muon transverse momentum (right)
for the three Z data samples: ideal MC, fake data and smeared MC, com-
puted as relative di�erence between reconstructed transverse momentum
and generated value, using inner tracker tracks.

of the pseudorapidity and as a function of the azimuthal angle. The �rst
parameter is compatible with 1 and the remaining three parameters are
compatible with 0. This is expected for two main reasons. First of all, as
already stated, the gaussian smearing is not expected to apply any sys-
tematic bias to the momenta; in addition, the values of the parameters
used for the smearing function had been obtained correcting the momen-
tum scale. Therefore the smearing should already take into account the
momentum scale correction.

Par TRK
a0 1.00224±0.0025
a1 (-6.089±4.6)×10−4

a2 (1.966±3.476)×10−3

a3 (-1.271±1.660)×10−3

Table 4.5: Biases on transverse momentum for TRK muons computed on
the smeared Monte Carlo sample, using the same ansatz functions used
for ideal data (eq. 4.10). Most of the values are compatible with zero or
one, as expected from the fact the momenta are smeared using a gaussian
function with mean = 1 and that the scale had already been corrected
before the smearing.

Simultaneously to the scale correction parameters, the resolution pa-
rameters are calculated by the likelihood minimization. The results are
reported in Table 4.6, together with the parameters obtained in the pre-
vious section for the ideal Monte Carlo sample (ideal detector condition)
and for the �fake data� sample (realistic detector condition). It can be
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Figure 4.9: Invariant di-muon mass for Z with QCD radiation computed
on the smeared Monte Carlo sample with inner tracker tracks as a func-
tion of the pseudorapidity (top) and of the azimuthal angle (bottom),
before and after the calibration of the muon momentum scale.

seen that the parameters found from the smeared sample and the ones ob-
tained on the �fake data� sample are compatible with each other within
three standard deviations. In particular the b0 parameter, which rep-
resents the dependence of the resolution on the transverse momentum,
shows an excellent agreement between the �fake data� and the smeared
Monte Carlo sample. Only two parameters (b2 and b3) show a di�erent
behavior in the smeared sample with respect to the �fake data� sample.
These correspond to the resolution parameters in the endcap region with
|η| > 1.3, in which the parabolic shape is di�cult to estimat. Nevertheless
the shape of the pT resolution computed by the algorithm as a function
of η and pT well reproduces the resolution measured from the comparison
of reconstructed and generated transverse momentum, as shown in Fig.
4.10. Here the relative resolution on transverse momentum as a func-
tion of pseudorapidity and transverse momentum is shown before and
after the likelihood minimization, together with the relative resolution
computed from the Monte Carlo truth for cross check.

Parameters Values
Ideal Fake Smeared

b0 1.0721±0.0401 (4.013±0.296)×10−4 (4.020±0.535)×10−4

b1 0.0465±0.0088 (5.67568±1.606)×10−3 0.0
b2 0.0688±0.0098 0.0077±0.00405
b3 1.114±0.063 -3.827±0.347
b4 0.0 0.0
b5 1.455±0.052 1.337±0.120
b6 0.103±0.018 0.0726±0.018

Table 4.6: Parameters of the resolution function on transverse momen-
tum for TRK muons computed on the smeared Monte Carlo sample, us-
ing the same ansatz functions used for fake data (eq. 4.18). The values
compatible with zero are indicated as zero or not reported at all.
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Figure 4.10: Relative muon pT resolution (σpT /pT ) as a function of the
muon pseudorapidity (left) and the muon transverse momentum (right)
for the smeared Monte carlo sample of Z with QCD radiation, computed
using inner tracker tracks. The comparison with relative resolution ob-
tained from MC truth is shown.

In the smeared sample the resolution on the transverse momentum
results to be of the same order of magnitude with respect to the �fake
data� sample: ranging from 0.018 to 0.03 in the barrel region (|η| ≤ 1.4),
and from 0.028 to 0.09 in the endcaps.

The comparison between the resolution on the transverse momentum
measured with the likelihood minimization from the Monte Carlo sample,
the fake data sample and the smeared MC sample is shown in Fig. 4.11,
as a function of the muon kinematics (pseudorapidity and transverse
momentum).
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Figure 4.11: Relative muon pT resolution (σpT /pT ) as a function of the
muon pseudorapidity (left) and the muon transverse momentum (right)
for the three Z data samples: ideal MC, fake data and smeared MC,
computed using inner tracker tracks.

After the smearing the resolution of the Monte Carlo is in perfect
agreement with the resolution on the �fake data� sample. The agreement
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is clear also if one looks at the Z lineshape for the three samples, shown
in Fig. 4.12. The three lineshapes are �tted to a Breit-Wigner times
an exponential function to take into account the Z/γ∗ interference. The
Z lineshape obtained from the �fake data� sample and the one obtained
from the smeared Monte Carlo sample show a larger width, with respect
to the lineshape measured with the ideal Monte Carlo, which is due to
the worse resolution. The relative di�erences among the three lineshapes
are also shown. The e�ect of the smearing is instead less evident in
the Z transverse momentum distribution, where the di�erences between
the realistic detector scenario and the ideal one does not a�ect the mea-
surement. This is another good result, as it shows that the smearing
of the muon transverse momentum does not modify Z kinematical vari-
ables which are actually not a�ected by the reconstruction in the realistic
scenario.
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Figure 4.12: Z invariant mass and transverse momentum distributions
for the three data samples: ideal MC, fake data and smeared MC (top)
and relative di�erences (bottom).

The results obtained measuring the resolution on the smeared sample
are in excellent agreement with the one obtained on the �fake data� sam-
ple. This is a considerable result, which will enable to tune the detector
simulation in the Monte Carlo in the early phase of the data taking as
soon as a statistically relevant sample of Z→ µµ events will be collected.
The results achieved on the Z boson are applicable to any other physics
analysis, hence constituting a milestone for the Standard Model physics
at CMS, and opening the route to new physics.
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Summary

This thesis describes the tracking system in all its aspects: from the cali-
bration and the local reconstruction tested during cosmic Global Runs,
to the e�ect that possible residual miscalibrations and misalignments can
have on the physics measurements with �rst real data.

The Silicon Strip Tracker, with more than 15 000 silicon modules, is
the most important part of the tracking system in CMS, together with
the Pixel detector. A careful calibration procedure is needed in order to
have the best estimate of the position of the particles passing through
the detector and thus to measure the transverse momentum in the most
accurate way. The measurement of particles transverse momentum is of
fundamental importance for most of the physics analysis with the CMS
detector at the LHC.

I took part into the calibration of this complex object, developing
Data Quality Monitoring tools in order to check the performance of the
detector in terms of all the relevant quantities.

During the last three years of data taking the Silicon Strip Tracker
showed excellent performances, with less than 1% of dead channel, a
very stable signal-to-noise ratio (well above 25) and an hit reconstruc-
tion greater than 99.5%. The track reconstruction e�ciency has been
measured with di�erent methods and it has also resulted to be always
above 99%.

The whole tracker went through alignment procedures based on dif-
ferent algorithms to validate and cross check the results: this allowed to
achieve a precision on module position measurement of about 3 µm in
the barrel and less than 8 µm in the endcaps, respectively. This align-
ment is compatible with the maximum statistical precision that can be
achieved using cosmic tracks, which do not come from the interaction
point. Thus residual systematic e�ects survive and will need collision
data to be completely removed.

The cosmic data taking has constituted a milestone in the calibration
of the CMS detector towards �nal commissioning with colliding beam
data and it showed that design performances can be achieved.

The LHC is now entering collision mode, after almost 20 years of
R & D and commissioning. Soon, a large amount of data will become
available to perform the commissioning with collision data and to �nally
start the physics analysis. One of the �rst measurements that will become
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possible is the one of the resolution on the transverse momentum, which is
a fundamental quantity to be measured with the best possible precision
at CMS for all physics studies. I have illustrated an algorithm which
permits to perform this measurement with the �rst 10 pb−1 integrated
luminosity, taking advantage of the well known Z boson line-shape.

The algorithm has been used on Monte Carlo samples reconstructed
in an ideal scenario in which the silicon tracker is perfectly aligned and
calibrated, and in a realistic scenario which takes into account the resi-
dual miscalibrations and misalignments after cosmics data taking. This
so-called �fake data� sample mimics a real data sample collected with the
quoted integrated luminosity.

The resolution measurement performed with this algorithm has shown
excellent results, perfectly reproducing the resolution obtained by com-
paring reconstructed and generated quantities. In the ideal scenario the
relative resolution on transverse momentum has resulted to be about
0.015 in the barrel and slightly higher in the endcaps, showing a con-
stant behavior as a function of pT . In the realistic scenario the resolution
measurement returns values ranging from 0.018 to 0.03 in the barrel and
from 0.03 to 0.09 in the endcaps. This much higher value in the endcaps
is in agreement with the lower precision achieved with the alignment in
the forward regions, because of the lack of cosmic rays at such a high
polar angle. Moreover a linear dependence on the transverse momentum
has been found.

The measurement of the resolution on the two Z samples has been
used to �nd a method to force the Monte Carlo simulation to show the
same resolution as in real data. A gaussian smearing of the transverse
momentum has been found to ful�ll this requirement, incorporating all at
once the possible residual inaccuracies in the simulation and the recon-
struction which have not been addressed with the calibration procedures.

The smearing method is shown to successfully correct the resolution
on the ideal Monte Carlo sample already with the �rst 10 pb−1 integrated
luminosity. The resolution measured on the smeared Z sample shows an
excellent agreement with the one obtained on the �fake data� sample.
This is an outstanding result that will be achievable as soon as a su�cient
sample of Z → µµ events will be collected. The tuning of the Monte
Carlo simulation in the very early phase of the data taking will allow a
consistent comparison with real data, opening the route to new physics
discoveries.
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Appendix

In this Appendix some more results are shown regarding all the studies
reported in this thesis.
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Figure 1: The signal-to-noise corrected for the track angle for TIB and
TOB layers at T = -10◦C.
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Figure 2: The signal-to-noise corrected for the track angle for TID and
TEC rings at T = -10◦C.
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Figure 3: Cluster width versus θt for TIB layers.
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Figure 4: Cluster width versus θt for TOB layers.
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Figure 5: Hit residuals for di�erent geometries: ideal (solid/black), sur-
vey (dashed/red), and track-based alignment (dotted/blue, HIP). Four
Tracker sub-detectors are shown in the top row (TIB), second row (TOB),
third row (TEC), and bottom row (TID). The absolute local x'-residuals
are shown for single-sided modules (left) and double-sided modules (mid-
dle), while local y'-residuals are shown for the double-sided modules only
(right). For the endcap modules (in TEC and TID) transformation to
the rφ and r residuals is made.
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Figure 6: Hit residuals for di�erent geometries from three track-based al-
gorithms: HIP (solid/black), Millepede (dashed/red), and Kalman (dot-
ted/blue) based alignment. Three Tracker sub-detectors are shown in the
top row (TIB), second row (TOB), and bottom row (TEC). The absolute
local x'-residuals are shown for single-sided modules (left) and double-
sided modules (middle), while local y'-residuals are shown for the double-
sided modules only (right). For the endcap modules (TEC) transforma-
tion to the rφ and r residuals is made. The track �t is restricted to
modules aligned by all three algorithms.
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Figure 7: Residual distribution (left) and pull distribution (right) of the
azimuthal φ (top) and polar θ (down) angle.
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Figure 8: Invariant di-muon mass for Z without (top) and with (bottom)
QCD radiation computed in ideal detector conditions with global muons
as a function of the pseudorapidity, before and after the calibration of the
muon momentum scale.
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Figure 9: Invariant di-muon mass for Z without (top) and with (bottom)
QCD radiation computed on the fake data sample with global muons as
a function of the pseudorapidity, before and after the calibration of the
muon momentum scale.
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Figure 10: Invariant di-muon mass for Z without (top) and with (bottom)
QCD radiation computed on the fake data sample with global muons as a
function of the polar angle, before and after the calibration of the muon
momentum scale.
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Figure 11: Relative muon pT resolution (σpT/pT ) as a function of the
muon pseudorapidity (top) and the muon transverse momentum (bot-
tom) for the ideal Monte Carlo data sample of Z without QCD radiation,
computed using global muons before and after the scale correction. The
comparison with relative resolution obtained from MC truth is shown.

154



hResolPtGenVSMu_ResoVSEta_resol

Entries  24
Mean   0.1649
RMS     1.734

η
-3 -2 -1 0 1 2 3

pt
/p

t  
  

σ

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

0.09

0.1

hResolPtGenVSMu_ResoVSEta_resol

Entries  24
Mean   0.1649
RMS     1.734

from MC truth before S.C.

from MC truth after S.C.

from ansatz function before fit

from ansatz function after fit

hResolPtGenVSMu_ResoVSPt_Bar_resol

Entries  27
Mean    37.46
RMS     7.795

pt(GeV)
0 10 20 30 40 50 60 70 80 90 100

pt
/p

t  
  

σ

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

0.09

hResolPtGenVSMu_ResoVSPt_Bar_resol

Entries  27
Mean    37.46
RMS     7.795

from MC truth before S.C.

from MC truth after S.C.

from ansatz function before fit

from ansatz function after fit

Figure 12: Relative muon pT resolution (σpT/pT ) as a function of the
muon pseudorapidity (top) and the muon transverse momentum (bottom)
for the fake data sample of Z with QCD radiation, computed using global
muons before and after the scale correction. The comparison with relative
resolution obtained from MC truth is shown.
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