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Abstract

The asymmetry under simultaneous charge and parity transformation (CP violation) has

driven the understanding of electroweak interactions since its discovery in the kaon system.

CP violation was subsequently discovered in the B system. Charmed mesons form the only

heavy neutral meson system in which CP violation has yet to be observed unambiguously.

A study of indirect CP violation in D mesons through the determination of the parameter

AΓ is presented using a data sample of pp collisions, corresponding to an integrated luminosity

of 37.7 pb−1, collected with the LHCb detector and recorded at the centre-of-mass energy of

7 TeV at the LHC. The parameter AΓ is the asymmetry of the effective lifetimes measured

in decays of D0 and D0 mesons to the CP eigenstates K+K−. AΓ is sensitive to both the CP
violation parameters |q/p| and φ. Fits to the data sample yield AΓ(KK) = (0.39 ± 0.55 ±
0.24)%, where the first uncertainty is statistical and the second systematic. This result is

consistent with no CP violation.

Critical for this analysis is the particle identification provided by the LHCb Ring Imag-

ing Cherenkov (RICH) system. To ensure good performance, a proper calibration of the

RICH photon detectors response is necessary. A system for the calibration of the magnetic

distortion induced by the LHCb dipole magnet on the photon detectors is described. The

system currently provides the calibration parameters used in the LHCb event reconstruc-

tion software and allows for a significant improvement in the overall particle identification

performance.
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“You know more than you think you know, just as you know less than you want to know.”
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Chapter 1

Introduction

This thesis contains work carried out on the LHCb experiment in the years 2009-2011.

The first part of the thesis describes work on the calibration of the Ring Imaging

CHerenkov (RICH-1) system. The particle identification provided by the LHCb RICH sys-

tem is critical for many measurements. To ensure the integrity of the RICH data, a proper

calibration of the RICH photon detectors response is necessary. A system for the calibration

of the magnetic distortion induced by the LHCb dipole magnet on the photon detectors,

MDCS, is described. Chapter 2 presents an overview of the LHCb detector. The MDCS

hardware design, along with the software control and calibration algorithm, is presented in

Chapter 3. The system currently provides the calibration parameters used in the LHCb

event reconstruction software and allows for a significant improvement in the overall particle

identification performance. The MDCS performance on collision data is presented at the

end of Chapter 3.

The second part of the thesis presents a study of indirect CP violation in D mesons

through the determination of the parameter AΓ, using a data sample of pp collisions corre-

sponding to an integrated luminosity of 37.7 pb−1, collected with the LHCb detector and

recorded at the centre-of-mass energy of 7 TeV at the LHC. The parameter AΓ is the asym-

metry of the effective lifetimes measured in decays ofD0 andD0 mesons to the CP eigenstates

K+K−. The decay chain D∗+ → D0π+ is used as it provides the advantage of flavour tag-

1



Chapter 1. Introduction 2

ging for the D0, through the sign of the pion and that the difference in the invariant mass

of D∗ and D0 is a valuable background discriminating variable. AΓ is sensitive to both the

CP violation parameters |q/p| and φ, which will be explained in detail in Chapter 4.

Chapter 5 presents a measurement of the D0 CP violation parameter AΓ. Trigger config-

urations were changed during the 2010 data taking to adapt to the running scenarios from

the LHC. The LHC’s increase in luminosity was achieved only with a limited number of

bunches in the machine, which led to significant pileup different from the n = 1 scenario

that was envisaged. It was decided that LHCb would record all the luminosity available,

and this meant continual changes needed to be implemented into the trigger, in response

to changing luminosity and beam configurations of the LHC. For this reason, the physics

analysis presented in this thesis spans several trigger configurations. Each group of data

taken under different trigger configurations was analysed individually.

A summary and outlook is presented in Chapter 6.



Chapter 2

LHCb Detector

2.1 The Large Hadron Collider

The Large Hadron Collider (LHC) is a superconducting proton-proton accelerator and col-

lider installed in a 26.7 km underground tunnel at CERN. The goal of the LHC is to search

for the missing components in the Standard Model (SM) and to probe physics beyond the

SM. The key physics spans from searching for the Higgs particle, Supersymmetry (SUSY)

and dark matter, to explaining the asymmetry between matter and anti-matter.

The LHC consists of two rings of counter-rotating beams travelling in ultra-high vacuum,

to minimise the amount of gas present and avoid collisions with gas molecules in the beam.

It is designed to provide pp collisions at centre-of-mass energies of up to 14 TeV. Radio

frequency (RF) cavities and electric fields are used to provide particle acceleration to this

unprecedented high energy [1].

The proton beams are guided around the accelerator ring by a strong magnetic field,

achieved using superconducting electromagnets. This requires cooling the magnets to about

-271◦ - a temperature colder than that of outer space. For this reason, much of the accelerator

is connected to a distribution system of liquid helium which cools the magnets, as well as to

other supply services. Thousands of magnets of different varieties and sizes are used to direct

3



2.1 The Large Hadron Collider 4

Figure 2.1: LHC dipole cross section.

the beams around the accelerator. These include 1,232 dipole magnets (Figure 2.1) of 15 m

length which are used to bend the beams, and 392 quadrupole magnets, each 5-7 m long, to

focus the beams. Immediately prior to collision, quadrupole triplets (series of quadrupoles)

are used to squeeze the particles closer together to increase the chances of collisions.

The nominal luminosity of the LHC is L = 1034cm−2s−1, which requires 2,808 bunches

in each proton beam, with a bunch spacing of 25 ns. In 2010, the first year of operation,

the LHC began providing particle beams at a centre-of-mass energy of 450 GeV. Towards

the end of the year, the collision energy gradually increased to 7 TeV, or half of the nominal

energy. With 344 colliding bunches, the maximum instantaneous luminosity recorded in

LHCb was L = 170× 1030cm−2s−1. Figure 2.2 shows the evolution of integrated luminosity

at LHCb over time during 2010 data taking.

CERN’s accelerator complex is a succession of particle accelerators that can reach increas-

ingly higher energies. (Figure 2.3) Each accelerator boosts the energy of a beam of particles,

before injecting it into the next one in the sequence. Protons are obtained by removing elec-

trons from hydrogen atoms. They are injected from the linear accelerator (LINAC) into the
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Figure 2.2: Delivered and recorded integrated luminosities at LHCb during 2010.

PS Booster, then the Proton Synchrotron (PS), followed by the Super Proton Synchrotron

(SPS), before finally reaching the Large Hadron Collider (LHC). Protons will circulate in

the LHC for 20 minutes before reaching the maximum speed and energy.

There are four major particle physics experiments at the LHC. The two large experi-

ments, ATLAS and CMS, are based on general-purpose detectors to analyse the myriad of

particles produced by the collisions in the accelerator. They are designed to investigate the

largest range of physics possible, with emphasis on Higgs boson studies and the searches for

Supersymmetry elements. Having two independently designed detectors is vital for cross-

confirmation of any new discoveries made. The other two experiments, ALICE and LHCb,

are specialised detectors for analysing the LHC collisions in relation to specific phenomena.

Alice is a dedicated heavy-ion collision experiment, while LHCb is designed for heavy flavour

physics studies.

2.2 LHCb Design

With the large bb and cc production cross section at 288 µb [2] and 1415 µb [3] at 7 TeV,

the LHC is the most abundant source of B and D hadrons ever produced in the world.
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Figure 2.3: LHC accelerator complex.

Compared with the e+e− B-factories, LHC can produce much heavier B mesons such as the

B0
s and B+

c , as well as B baryons, which allows for a very diverse physics programme. LHCb

aims to search for evidence of new physics through precise measurements in the flavour

sector. Measurements of particular importance are as follows:

1. Measuring CP-violation in the interference between decay and mixing of B0
s → J/Ψφ;

2. Searching for the very rare decay B0
s → µ+µ−;

3. Measuring the angular distributions in the decay B0
d → K∗µ+µ−;

4. Precision measurement of γ angle in both tree and loop processes. This involves the re-

construction of channels such as B+ → D0K+ and B0
s → hh′(h, h′ = π,K) respectively;

5. Photon polarisation measurements in B0
s → φγ and B0

s → K∗γ;

6. Mixing and CP-violation measurements in the D-meson system.
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Figure 2.4: LHCb detector layout.

In order for LHCb to exploit this large number of b- and c-hadrons requires an efficient,

robust and flexible trigger which can cope with the harsh hadronic environment. The trigger

system must be efficient to many different final states. Excellent vertex and momentum

resolution are essential for the good proper-time resolution necessary to study the rapidly

oscillating B0
s meson systems and also for the good invariant mass resolution. Separation

between pions, kaons and protons is crucial to reconstruct the different final states of b- and

c-hadron decays correctly. Some physics channels also require excellent electron, muon, and

photon identification. Finally, a data acquisition system with high bandwidth and powerful

online data processing capability is essential for optimum data taking.

To accommodate the physics requirements above, the LHCb detector consists of a ver-

tex detector (VELO), a dipole magnet, two Ring Imaging Cherenkov detectors (RICH), a

tracking system, a calorimeter system and a muon detector, as illustrated in Figure 2.4.

LHCb is a single-arm spectrometer with angular coverage from 10 mrad to 300 (250)

mrad in the bending (non-bending) plane. This geometry is chosen because at high energies

bb pair production will be boosted along the same direction, at small angles with respect to

the beam line.
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Figure 2.5: LHCb magnet, viewed from downstream of the interaction point.

2.3 Magnet

The LHCb detector is designed around a dipole magnet [4], which is used to measure the

momentum of charge particles via the bending of the charged tracks. The dipole magnet is

placed close to the interaction region in order to minimise its dimension, as well as exerting a

strong bending power. The magnet is located behind VELO and RICH 1, with the intention

to keep the VELO in a region of low magnetic field for fast track fitting in the trigger. The

design also takes into account that the RICH 1 detector has to operate in a region of low

magnetic field.

A conventional magnet is chosen, designed to provide an integrated magnetic field of 4

Tm for tracks of 10 m length. A diagram may be seen in Figure 2.5. The field is oriented

vertically, with a maximum value of 1.1 T. The polarity of the field can be flipped periodically

to reduce systematic errors in any measurements that could result from detector asymmetry.

An iron shielding is placed upstream of the magnet, to reduces the unwanted field in the

vicinity of the VELO and of RICH1.
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2.4 VELO

Good tracking measurements are essential for the reconstruction of decay vertices, particle

momentum and invariant mass. The vertex locator (VELO) [5] is the first element of the

LHCb tracking system and it closely surrounds the interaction point.

The proper time of the b- or c-hadron is a necessary observable quantity in many heavy

flavour measurements, such as time-dependent analyses of CP violation, as well as being an

interesting measurement in its own right. B and D physics require the precise reconstruction

of both the primary (production) and secondary (decay) vertices, which allows the proper

time of the B and D hadrons to be reconstructed. The vertex resolution and the impact

parameter, that is the distance of the closest approach of a particle to the primary vertex,

of a track is determined by the VELO.

The VELO is shown in Figure 2.7. It consists of 21 tracking stations each with 2 layers

of half-circle silicon detectors. Each sensor has a minimum radius of 8 mm and an azimuthal

coverage of 182 degrees, giving a small overlap between the two halves for alignment purposes.

Each semi-circular silicon plane is made up of two 220 µm thick silicon microstrip sensors.

One disc has semi-annular strips to measure the radial distance from the beam axis and the

other has radial strips to measure the azimuthal angle. The former is referred to as an “r

sensor” and the latter a “φ sensor”, as shown in Figure 2.6.

The layout of the detector is chosen to provide the best resolution for those hits closest

to the interaction point and a uniformly low occupancy of 1% across the sensor. The r

sensor has four 45 degree sections in φ, each consisting of 512 concentric circular strips. The

strip pitch is 40 µm at the inner 8mm radius and increases to 100 µm at the outer 42 mm

radius. The φ sensor is divided into an inner and outer region of 683 and 1365 radial strips

respectively, with a strip pitch that varies from 36 µm at the innermost regions to 100 µm

at the outer radii. The r-φ geometry is particularly well suited for the trigger system, since

high impact parameter tracks can be easily identified using just the r sensors alone, thereby

saving valuable computational time.
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Figure 2.6: VELO sensors. Each semi-circular silicon plane is made up of two silicon
microstrip sensors. One disc to measure the radial distance from the beam axis (r sensor)and
the other to measure the azimuthal angle (φ sensor).

Figure 2.7: VELO layout. The sensors can be seen inside the vacuum chamber.
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Figure 2.8: VELO vertex resolution. The results from data show good agreement with
Monte-Carlo simulations.

The VELO primary vacuum system, along with the LHCb beam pipe, is designed as part

of the LHC vacuum. The silicon sensors and readout electronics are separated from the LHC

vacuum by a 300 µm thick aluminium alloy foil. The foil protects the LHC vacuum from

mechanical failures of the VELO detector and protects the sensors from the RF currents

induced by the beam. The foil has a corrugated design to minimise the material traversed

by particles and to dissipate the induced RF currents.

The designed primary vertex resolution is 42 µm in the z direction, 10 µm in the x-y

plane (Figure 2.8). The precision on decay lengths ranges from 220 µm to 375 µm, which

leads to a typical proper time resolution of 40 fs in a typical B or D meson decay channel.

The impact parameter resolution in the x-y plane is shown in Figure 2.9. As can be seen

the discrepancy between data and MC simulation is larger at the low PT range. This is

primarily due to an imperfect description of the material, particularly in the RF foil, in the

MC simulations.

2.5 Tracking Stations

The tracking system, consisting of the Trigger Tracker (TT) and tracking stations T1-T3, is

designed to measure charged particle tracks in the region between VELO and the calorimeters

and hence determine their momenta, also allowing association with muon chamber hits,
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Figure 2.9: VELO impact parameter resolution. Data and simulation discrepancy due to
imperfect material description in simulation.

calorimeter clusters and downstream RICH rings. The TT is so named because it was once

planned to contribute to the trigger decisions but does not take part in the trigger in the

actual running.

The TT is placed in front of the magnet and directly behind RICH 1. It consists of four

planes of silicon strip detectors. The three stations T1-T3 are located downstream of the

magnet. They are further divided into an Inner Tracker (IT) [6] with small channel pitch that

covers the regions closest to the beam-pipe, and a coarser grained Outer Tracker (OT) [7]

that covers most of the acceptance where particle fluxes are relatively lower. Every IT station

consists of four layers, each rotated at 5 degrees with respect to each other. The layers are

covered by silicon micro-strip detectors. The OT is a gas-filled straw tubes detector. Each

station consists of four layers that are made of modules housing two staggered monolayers

of 64 tubes each.

Combined with the VELO, the Tracking System provides a resolution on secondary

vertices of σz ∼ 170µm, a resolution on proper time σt at around 40 fs and a momentum

resolution less than 0.5% for particles with momenta up to 200 GeV/c. This performance

leads to a typical B/D mass resolution better than 15 MeV/c2 for decays into charged particle

final states.
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Figure 2.10: Effective momentum range of the radiators.

2.6 RICH

Hadron identification in LHCb is achieved by the use of Ring Imaging Cherenkov (RICH)

detectors [8]. The ability to distinguish between pions, kaons and protons in a variety of

final states is crucial for the physics programme of the LHCb experiment.

With Cherenkov detectors it is possible to measure the particle velocity β using Cherenkov

radiation. With this information, it is then possible to determine the particle mass combining

β with knowledge of the particle momentum from the tracking systems.

The two RICH detectors provide particle identification over the wide momentum range

2-100 GeV/c. Three radiators each with different refractive indices are chosen: silica aerogel

for the lowest momentum tracks, while the intermediate region of the spectrum of 10-60

GeV/c is well matched to gaseous C4F10. For the highest momentum tracks, gaseous CF4 is

used (Figure 2.10).

RICH1 is designed to provide particle identification over the momentum range 2-60

GeV/c. It combines aerogel and C4F10 radiators to cover the full outer acceptance of the

detector up to 300 (250) mrad in the horizontal (vertical) plane. It is located between the

VELO system and the TT, before the magnet. The inner acceptance of 25 mrad is defined

by the beam pipe. The layout of RICH 1 is illustrated in Figure 2.11.
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Figure 2.11: (a) RICH 1 internal layout. (b) The position of RICH 1 detector (green) with
respect to VELO (yellow).

The Cherenkov photons emitted along the trajectories of the particles are focused by an

array of spherical mirrors. The tilting of the mirrors allows the Cherenkov photons to be fo-

cused outside the spectrometer acceptance, thus reducing the materials within the acceptance

and minimising the degradation of the tracking performance. The focusing spherical mirrors

are followed by an array of flat mirrors. These flat mirrors are used to reflect Cherenkov

rings outside the LHCb acceptance where they are collected by photodetectors.

RICH2 is placed between the last tracking station and the first muon station and it uses

low refractive index gaseous CF4 as Cherenkov radiator. This detector is suitable for high

momentum particle identification.

RICH2 has a reduced angular acceptance, limited to 120 mrad and to 100 mrad in the

horizontal and vertical plane respectively. It provides particle identification up to 100 GeV/c.

The optical geometry configuration of RICH 2 is similar to the one adopted in RICH 1, but

it is horizontally symmetrical. Each of the spherical mirror matrices is composed by 21

hexagonal and 7 half hexagonal 6 mm thick glass mirrors, and it is tilted by 390 mrad

horizontally with respect to the beamline. The radius of curvature is 8,600 mm. To cover

one half of the flat mirror surface, 20 rectangular 6 mm thick glass mirror segments each of

410 × 380 mm2 are used. Each array is tilted by 185 mrad horizontally. The two photon
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Figure 2.12: Internal structure of an HPD, showing the cross-focusing effect of the photo-
electron trajectories.

detector matrices are placed inside the magnetic shielding boxes.

2.6.1 Photodetectors

The baseline photodetector technology selected for the LHCb RICH is the pixel Hybrid Pho-

ton Detector (HPD) which uses a silicon detector anode inside the vacuum envelope, with a

quartz window in the front [8]. Photoelectrons released by photons incident on the photo-

cathode are accelerated onto the silicon sensor by an applied high voltage of 20 kV, resulting

in a signal of 5,000 e in the silicon. It is based on an image intensifier technology, employing

electrostatic cross-focussing to accelerate and image photoelectrons from the photocathode

onto the anode, demagnifying by a factor of 5, in the process of cross-focussing as illustrated

in Figure 2.12. The anode assembly comprises a segmented silicon pixel sensor which is

bump-bonded to a pixel readout chip.

The HPD imaging quality is degraded by an external magnetic field, which causes the

photoelectron trajectory to bend. An overall magnetic shield is used together with indi-

vidual tube made from high magnetic permeability alloy surrounding each individual HPD.

The residual distortions can be corrected with a dedicated calibration system, Magnetic

Distortion Calibration System (MDCS) and it will be described in details in Chapter 3.
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Figure 2.13: RICH PID performance from collision data. The kaon identification and
π → K mis-ID rate is shown in top left. The top right plot shows the equivalent curve
for kaon identification efficiency versus p → K mis-ID, and the bottom plot shows proton
identification and π → p mis-ID.

2.6.2 Performance

The RICH PID performance from 2010 data is illustrated in Fig. 2.13. These results are

for a particular cut on the log likelihood information from the RICH pattern recognition.

A tighter cut can be used to suppress the mis-ID rate to a lower level. These plots show

that the RICH system already has excellent performance over the typical track momentum

range of the B and D meson decays, from 2 to 100 GeV/c. Though the performance is very

good, it is not yet at the level found in the Monte Carlo (MC) simulation. Improvements

are underway in terms of mirror alignment and calibration of the radiator refractive indices.
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2.7 Calorimeters and Muon System

The analysis presented in this thesis does not make significant offline use of these sub-

detectors, although they are important for the earliest level of triggering. Therefore only a

brief description is given here. More information may be found in [9].

2.7.1 Calorimeters

The calorimeter system [10] reconstructs the energy deposited in electromagnetic and hadronic

showers, allows for the identification of electrons, photon and π0, and provides important

input to the earliest level of the trigger.

The system consists of a single-layer scintillator pad detector (SPD), followed by a single-

layer preshower (PS), an electromagnetic calorimeter (ECAL) and an hadronic calorimeter

(HCAL).

The SPD distinguishes charged particles from neutral ones, which are the main source of

background to the electron trigger. It consists of 15 mm thick scintillator pads arranged in

a matrix-like layer.

The PS is designed for the detection of early shower developments from electromagnetic

particles and is also useful in e− π discrimination. It consists of cells made up from 14 mm-

thick lead plates followed by squared scintillators 10 mm thick. The transverse dimensions

are 4, 8 or 16 cm, which matches the ECAL segmentation.

The ECAL identifies electrons, photons and π0s, and measure their energy. It is con-

structed of 70 layers consisting of 2 mm thick lead plates and 4 mm-thick polystyrene based

scintillator plates. Its length corresponds to 25 X0 and has a resolution of σ(E)/E =

10%
√
E ⊕ 1.5%, with E in GeV.

The HCAL is constructed from scintillator tiles embedded in an iron structure. This

provides 7.3 λI and a resolution σ(E)/E = 80%
√
E ⊕ 10%. Photomultiplier tubes (PMTs)

are used for the light detection.
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2.7.2 Muon System

The muon system [11] provides muon identification as well as inputs for the L0 trigger on

high-pT muon candidates. It consists of one station (M1) located in front of the calorimeters

and four stations (M2-M5) located downstream the HCAL, embedded in an muon filter

made of four 80 cm thick iron walls, for a total thickness of 320 cm, corresponding to 20 λI.

The total area is about 435 m2 and the acceptance angle from 15 to 300 mrad leads to a

geometrical acceptance for muons coming from B meson decays of about 20%.

Each muon station has two detector layers with independent readout. Due to the large

variation in particle flux depending on the distance to the LHC beam pipe, each station is

divided in four regions characterised by different readout channel coarseness. Except for the

innermost region of M1, all are multi-wire proportional chambers (MWPCs) filled with a

mixture of Ar/CO2/CF4 (40 : 50 : 10). MWPCs have a response time under 25 ns, allowing

hits to be unambiguously assigned to their corresponding bunch crossing. For the innermost

region of M1, where particle rate exceeds the MWPCs capabilities, gas-filled pad detectors

using Gas Electron Multiplier (GEM) foils are used.

The muon system allows the pT to be measured for muon L0 trigger with a resolution of

20%. Muons with momentum down to 3 GeV/c are identified with an efficiency in excess of

90% (Figure 2.14), while keeping the pion misidentification probability below 1.5% (Figure

2.15).

2.8 Trigger

2.8.1 Original Design

The LHC beam crossing rate is 40 MHz, of which visible pp interactions in LHCb design

condition is 10 MHz. That has to be reduced by a factor of 50,000 to 2 KHz before being

written to tape for offline analysis. This is achieved by utilising two layers of triggers: the

Level-0 (hardware) and the High Level Trigger (HLT, software). (Figure 2.16)
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Figure 2.16: Trigger decision flow chart.
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The main requirement of the trigger [12] is to retain high signal efficiency for the offline

selections, while significantly reducing the data rates. At nominal LHCb luminosity the rate

of bb pairs produced is around 100 kHz, of which only 15% will have at least one B-meson

with its complete decay cone within the LHCb acceptance. The typical branching ratios for

B-meson decays in CP-violation studies is less than 10−3.

The Level-0 trigger reduces the event rate from 10 MHz to 1 MHz, at which all the

sub-systems are able to contribute to a trigger decision. A typical signature of the B-meson

decays is the high transverse momentum pT (typically a few GeV ) of the decay daughters

w.r.t that of particles produced in light quark events, due to the high rest mass of the b-quark.

The Level-0 trigger utilise this property to reconstruct the highest pT hadron, e/γ clusters

in the calorimeters, and highest pT muons in the muon chambers. The final decision is made

by Level-0 Decision Unites (L0DU), which collect information from all components from

triggering sub-systems.

The HLT is the second and last level of trigger in LHCb, which runs on events passing

the L0 trigger. Unlike in Level-0, the HLT output rate is not limited by hardware design.

It has access to data from all sub-detectors and is able to use the final quality information

from the tracking systems. The HLT is further divided into 2 levels: HLT1 and HLT2.

HLT1 reduces the rate from the 1 MHz output of L0 to a few KHz. It applies different

“alleys” (i.e. parallel sequences of algorithms) according to the type of candidate on which

the L0 decision was taken. Due to the limited CPU power available, HLT1 uses only part

of the full information available. The first task of the alleys is to confirm the L0 candidates

with better resolution by adding information from at least one tracking sub-detector, i.e.

the VELO and the tracking station. After the L0 confirmation, the trigger decision is then

taken based on the pT and impact parameter (IP) of the confirmed candidate.

HLT2 further reduces the 10kHz rate down to around 2 kHz, at which the data is written

to storage for offline analysis. Global event reconstruction and selections are performed in

HLT2. The combined HLT1 alleys output rate is sufficiently low to allow a track reconstruc-
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Figure 2.17: Example of L0×HLT1 trigger performance on various physics channels.

tion equal to that performed offline. The only difference is that the former is without Kalman

filter, which provides a full covariance matrix, due to CPU processing power limitation in

the HLT. Previous trigger stages do not use cuts on invariant mass, nor precise pointing

cuts to a primary vertex (PV). Those cuts are applied in the HLT2 inclusive and exclusive

selections. The exclusive triggers are more sensitive to tracking performance, while the in-

clusive triggers reduce the need on having to reconstruct all particles. On the other hand,

the exclusive selections produce a smaller output rate, allowing for a more relaxed values for

the selection cuts. The final trigger is a logical OR between all the inclusive and exclusive

selections. The performance of the Level-0 and HLT1 triggers, based on Monte-Carlo study,

is illustrated in Figure 2.17.

The trigger is configured using a unique hexadecimal Trigger Configuration Key (TCK);

for example, setting 0x002e002a was used in 2010. The TCK setting defines the sequence of

lines included in the trigger and what thresholds and selection criteria are used for each line.

It is therefore possible to pinpoint exact trigger conditions for individual events in data and

to reproduce the trigger on Monte-Carlo simulated events.

2.8.2 Actual Setup in 2010 Data Taking

Trigger configurations were changed during the 2010 data taking to adapt to the running

scenarios from the LHC. The LHC’s increase in luminosity was achieved only with a limited

number of bunches in the machine, which led to significant pileup different from the n = 1
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(i.e. one collision per bunch crossing) scenario as envisaged. It was decided that LHCb

would record all the luminosity available, and this meant continual changes needed to be

implemented into the trigger. For this reason, the physics analysis presented in this thesis

spans several trigger configurations.

In early 2010, the HLT1 trigger consisted of an L0 decision confirmation step, This

then evolved into a different strategy later in the year when the majority of the integrated

luminosity was recorded. This updated HLT1 trigger is a set of inclusive trigger “lines”

whose decisions were combined in a logical OR to give the final HLT1 decision. There are

approximately 20 lines, of which about 15 are intended for use in physics analysis. Each of

the trigger lines used in physics analysis required the presence of one or two tracks (single

or dimuons, single electrons, single hadrons) which fulfilled certain criteria, for example high

transverse momentum and good χ2 per degree of freedom for the track fit. HLT1 has a

maximum output rate of 40 kHz.

At the HLT2 stage, there are more lines each triggering on the presence of an inclusive

decay signature or exclusive c- and b-hadron candidates. In each line, reconstruction and

selection of the signature or candidate is performed in as similar a way as possible to that

performed on the fully reconstructed data.

2.9 Online System

The LHCb Online system [13] consists of three components:

• Data Acquisition (DAQ) system,

• Timing and Fast Control (TFC) system,

• Experiment Control System (ECS).
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2.9.1 Data Acquisition System

The purpose of the Data Acquisition (DAQ) system is the transport of the data belonging to

a given bunch crossing, as identified by the trigger, from the detector front-end electronics

to permanent storage.

Data from the on- or near-detector electronics (front-end electronics) are collected in

LHCb-wide standardised readout boards (TELL1).

In the CPU farm, the HLT algorithm selects interesting interactions; upon a positive

decision, the data are subsequently sent to permanent storage. The HLT is expected to

reduce the overall rate from the original trigger rate of 1MHz to 2 kHz, hence by a factor of

500. The storage system is expected to have an initial capacity of ∼ 40 TB, which should

offer sufficient buffer space to cope with possible interruptions of the transfer to permanent

storage at CERN.

2.9.2 Timing and Fast Control

The TFC system drives all stages of the data readout of the LHCb detector between the

front-end electronics and the online processing farm by distributing the beam-synchronous

clock, the L0 trigger, synchronous resets and fast control commands. The system is a

combination of electronic components common to all LHC experiments and LHCb custom

electronics. The TFC architecture can be described in terms of three main ingredients,

the TFC distribution network, the trigger throttle network, and the TFC master (Readout

Supervisor).

The heart of the system, the Readout Supervisor, implements the interface between the

LHCb trigger system and the readout chain. The Readout Supervisor synchronizes trigger

decisions and beam-synchronous commands to the LHC clock and orbit signal provided by

the LHC. It is also capable of producing a variety of auto-triggers for sub-detector calibration

and tests, and performs the trigger control as a function of the load on the readout system.

In order to perform dynamic load balancing among the nodes in the online processing farm,
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the Readout Supervisor also selects and broadcasts the destination for the next set of events

to the Readout Boards based on a credit scheme in which the farm nodes send data requests

directly to the Readout Supervisor.

For each trigger the Readout Supervisor transmits a data bank over the readout network

which is appended to the event data and which contains the identifier of the event, the time

and the source of the trigger.

2.9.3 Experiment Control System

The Experiment Control System (ECS) ensures the control and monitoring of the operational

state of the entire LHCb detector. This encompasses not only the traditional detector control

domains, such as high and low voltages, temperatures, gas flows, or pressures, but also the

control and monitoring of the Trigger, TFC, and DAQ systems. The hardware components

of the ECS are somewhat diverse, mainly as a consequence of the variety of the equipment

to be controlled, ranging from standard crates and power supplies to individual electronics

boards. In LHCb, a large effort was made to minimize the number of different types of

interfaces and connecting buses.

The ECS software is based on PVSS II, a commercial SCADA (Supervisory Control And

Data Acquisition) system. This toolkit [14] provides the infrastructure needed for building

the ECS system, such as a configuration database and communication between distributed

components, graphical libraries to build operations panels, and an alarm system as well as

components, such as OPC clients.

Device Units denote low-level access components which model the physical device and

typically communicate directly with the hardware. In general they only implement a very

simple state machine which is exclusively driven by the controlling Control Unit. Examples

of Device Units are power supplies, and software processes, such as the HLT processes.

Control Units implement high-level states and transitions and also local logic to support

recovery from errors of subordinate Device Units. Typical examples of Control Units are
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a HV subsystem, or the component that controls the ensemble of crates of a sub-detector

or an entire sub-farm of the Event Filter Farm. Control Units can be controlled by other

Control Units, to allow the building of a hierarchy of arbitrary depth. State sequencing in

the ECS system is achieved using a Finite State Machine package, based on SMI++ [15] that

allows creating complex logic needed, for example, for implementing elaborate sequencing

or automatic error recovery.

The distributed components of the ECS system are connected with a large Ethernet

network consisting of several hundred Gigabit and Fast Ethernet links.

2.10 Offline computing, Data Reduction and Storage

The most effective solution for meeting the data analysis challenge lies in a global comput-

ing infrastructure called the “Grid” [16]. This is a form of distributed computing, where

computers located all over the world can be accessed via the Internet to harness their over-

all processing power. This method of resource sharing in effect creates a single huge and

powerful computer brain to benefit all the network collaborators.

The Grid relies on the existing underlying hardware of the Internet (communication

networks), with a specially developed software called “middleware”. This organises and

integrates the geographically dispersed resources into a coherent entity and enables access

to the resource. To handle the complexity of the scientific tasks, the Grid includes major

computer centres dedicated to supplying its resources with high-speed connections. Many

Grid systems are developing and evolving. These may be private or public, regional or global,

and may be multi-purpose or dedicated to one particular project.

The events which passed the trigger selections are stored for offline analysis. The data

are further reduced via the so-called “stripping” selections, which are applied centrally to

prepare preselected data sets for the various analysis groups.
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2.11 Data Simulation

In the simulation, pp collisions are generated using Pythia 6.4 [17] with a specific LHCb

configuration [18]. Decays of hadronic particles are described by EvtGen [19], in which final

state radiation is generated using Photos [20]. The interaction of the generated particles with

the detector and its response are implemented using the GEANT4 toolkit [21] as described

in [22].



Chapter 3

Magnetic Distortion Calibration for

the RICH-1 Detector

3.1 Hybrid Photon Detectors (HPDs)

3.1.1 Overview

The RICH detectors utilise Hybrid Photon Detectors (HPDs) to measure the spatial po-

sitions of emitted Cherenkov photons. The HPD is a vacuum photon detector, in which

photoelectrons released from the photocathode by an incident photon are accelerated by an

applied high voltage (typically 16 to 20 kV) onto a reverse-biased silicon detector. Electron-

hole pairs are created at an average yield of one for every 3.6 eV of deposited energy during

the photoelectron energy dissipation process in silicon. The nominal operating voltage of the

HPD at 20 kV corresponds to ∼ 5000 electron-hole pairs released in the silicon. Carefully-

designed readout electronics and interconnects to the silicon detector result in very high

efficiency at detecting single photoelectrons.

A dedicated pixel-HPD has been developed by LHCb, in close collaboration with industry

[23][24]. The specific RICH requirements include:

27
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• Large area of coverage (∼ 3.5m2, RICH-1 + RICH-2),

• High active-to-total area ratio after close-packing (64%),

• High granularity (2.5× 2.5 mm2 at the photocathode), and

• High speed (25 ns timing resolution).

The pixel-HPD is shown in Figure 2.12. It is based on an electrostatically focussed tube

design with a tetrode structure, demagnifying the photocathode image by a factor of∼ 5 onto

a small silicon detector array, with a long (∼ 125 mm) drift trajectory from the photocathode

to the silicon sensor.

The HPD entrance window is fabricated from quartz and forms a spherical surface, with

7 mm thickness and 55 mm inner radius of curvature. The photocathode is of the thin-

S20 multi-alkali type, deposited on the quartz inner surface. Normally-incident Cherenkov

photons to the HPD plane can be detected over an active diameter of 75 mm. Since the overall

tube diameter is 83 mm, the intrinsic tube active area fraction is thus (75/83)2 = 0.817.

The silicon detector is segmented into 1,024 pixels, each 500 µm × 500 µm in size and

arranged as a matrix of 32 rows by 32 columns. Each effective pixel used in LHCb (termed

“LHCb pixel”) actually consists of eight physical “ALICE pixels” (so termed since the silicon

sensor technology was jointly developed by LHCb and ALICE collaborations but each with

a different granularity requirement), each of area 0.5×0.0625 mm2. The eight ALICE pixels

are grouped together in the readout to form a single LHCb pixel. The nominal electrostatic

demagnification factor of five [25] gives a measurement granularity of 2.5× 2.5 mm2 at the

exterior of the quartz window. The silicon pixel detector array is bump-bonded to a binary

readout chip. This assembly is mounted and wire-bonded onto a Pin Grid Array (PGA)

ceramic carrier to form the HPD anode.
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Figure 3.1: Column mounting scheme for RICH-2.

3.1.2 Photon Detector Integration

A total of 484 HPDs (196 for RICH1 and 288 for RICH2) are required to cover the RICH

photon detection areas. The HPDs are grouped in 4 detection planes (2 for RICH1 and 2 for

RICH2) and positioned on a hexagonal lattice, chosen for the close-packing factor of 0.907.

The HPDs are mounted on columns which are installed in the magnetic shielding boxes of

the two RICH detectors. There are 2 × 7 columns of HPDs in RICH-1 with 14 HPDs per

column and 2× 9 columns in RICH-2 with 16 HPDs per column. Figure 3.1 illustrates the

column mounting scheme for RICH-2. The column also contains front-end electronics boards

(one per pair of HPDs), power supply distribution, cabling and active cooling, all within one

mechanical module.
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3.1.3 Physics Performance from Simulation

In physics simulation, the LHCb RICH system is modelled as part of the LHCb simulation

program based on the GEANT4 toolkit [21]. All important aspects of the geometry and the

material descriptions are fully implemented in the simulation. A database is setup with all

this information which is then input into the simulation and the reconstruction programs.

The Cherenkov light generation is performed inside GEANT4, with the photons propagated

with the full knowledge of the expected reflectivities, transmissions and refraction effects at

the various optical elements in RICH.

Table 3.1: Single photoelectron resolutions for the three RICH radiators. All numbers are
in mrad. Individual contributions from each source are given, together with the total.

Aerogel C4F10 CF4

Emission 0.4 0.8 0.2
Chromatic 2.1 0.9 0.5
HPD 0.5 0.6 0.2
Track 0.4 0.4 0.4
Total 2.6 1.5 0.7

The RICH’s Cherenkov photon resolutions from simulation are shown in Table 3.1, where

both the total resolutions and the individual contributions are listed. The single photoelec-

tron resolution is largest for the aerogel in RICH-1, at 2.6 mrad, and smallest for the CF4 in

RICH-2, at 0.7 mrad. These resolutions have contributions from the uncertainty associated

with the photon emission point, the chromatic dispersion of the radiators, the intrinsic pixel

resolution and the point spread function (together listed as ‘HPD’ in the table). For the

aerogel it is the chromatic dispersion uncertainty which dominates, whereas for the other

two radiators the contributions are well matched. An additional uncertainty comes from the

reconstruction of the track direction, which is identical for all three radiators.

3.1.4 Effects from Magnetic Fields

The RICH-1 HPDs are located at a position where the upstream fringe field from the LHCb

dipole, in the absence of any materials in this region, is about 60 mT. Due to the cross-
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focusing nature of the HPD design (Figure 2.12), this fringe field can affect the photo-electron

trajectory, leading to distortions in the observed image and possible inefficiency when the

photo-electron falls outside the sensitive area of the silicon detector [26][27]. Magnetic field

tests have been carried out on the full-scale HPD equipped with a phosphor screen anode,

exposed to fields up to 3 mT. The performance of the electron optics were studied and full

details appear in a technical note [28].

Due to this magnetic distortion effect, the HPDs only operate at full geometric efficiency

in a B-field up to 3 mT. With a longitudinal field of 5 mT there is a loss of about 4% of the

photocathode area. Therefore shielding is required to reduce the external field by a factor

of at least 20. The shielding boxes need to be large enough to accommodate the HPDs and

their associated readout, and they must not obstruct Cherenkov light falling on the HPD

photocathodes. Two types of shielding are used: iron shielding boxes for each HPD systems

(upper + lower) and Mu-metal shields for individual HPDs.

3.2 Magnetic Shielding

3.2.1 Magnetic Shielding Boxes

The shielding has been designed with the aid of the TOSCA/OPERA1 finite element software

package [8] with which the complete LHCb dipole was designed. The model resulting from

an iterative optimisation procedure, is shown in Figure 3.2(a). The shielding boxes are

constructed from very pure 50 mm and 100 mm-thick (ARMCO) iron with a high saturation

field of 1.8 T. Their essential components are illustrated in the figure.

Measurements made with the shielding boxes in place and the LHCb dipole at full field

indicate that the maximum B-field at the HPD plane is 2.4 mT (Figure 3.2(b)). The design

of the shielding boxes also ensures that the field orientation at the HPD planes is primarily

longitudinal, with only a small transverse component. The weight of each box is about 75 kN

and the magnetic forces at full field are about 50 kN. The rigidity of the shielding structure
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(a) (b)

Figure 3.2: (a) Design of the magnetic shielding boxes in RICH1. (b) Residual field inside
the shielding boxes, where the rectangle shows the location of the HPD plane.

and mounting ensures that any displacement of the HPD assembly is less than 0.5 mm when

the LHCb magnet current is switched on [29].

3.2.2 Individual HPD Shielding

To reduce further the field within the photon detectors, individual HPDs are also surrounded

by a 200 mm long, 0.9 mm thick cylindrical Mu-metal (nickel-iron alloy) shield that is

grounded and insulated with 250 µm Kapton foil (Figure 3.3). Mu-metal is chosen for its

high permeability which allows effective screening of static magnetic fields. Mu-metal can

have relative permeabilities up to 100,000 compared to several thousand for ordinary iron.

The Mu-metal shield extends to 20 mm beyond the centre of the entrance window, resulting

in minimal light shadowing of the photocathode. These individual shieldings reduce the field

strength to under 0.5 mT within the HPDs.

The HPDs with the Mu-metal shields have been tested in both longitudinal and transverse
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Figure 3.3: HPDs with Mu-metal shieldings.

magnetic fields of 3 mT. The distortions of the electron optics, primarily a rotation of the

image due to the longitudinal B field component, is shown in Figure 3.4 for a single HPD.

There is no loss of the image from the active area of the pixelated anode. Transverse fields

give small distortions but it is more difficult to shield due to saturation of the Mu-metal

tube array. Testings with an array of 0.9 mm-thick Mu-metal cylinders in the RICH-1 shield

indicates that the field inside the cylinders does not exceed 1 mT, while the field in the

Mu-metal itself is 0.35 T, about one half the saturation value [29].

3.3 Magnetic Distortion Calibration System (MDCS)

Even with the two levels of shielding in place, it is necessary to correct for the distortion of

the ring-images to obtain optimum Cherenkov angle resolution. As shown in Table 3.1, the

expected Cherenkov angle resolution with C4F10 radiator is 1.55 mrad, of which 0.6 mrad

comes from the HPD intrinsic resolution. If the distortion from residual magnetic field is

uncorrected, it will contribute to an additional factor of 1.3 mrad on the angle resolution,

due to the distortion effects as illustrated in Figure 3.4. Therefore the magnetic distortion

calibration systems (MDCS) are designed to correct for the field distortions.
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(a) (b)

Figure 3.4: The effect of 3 mT longitudinal (a) and transverse (b) B field on an HPD image
without Mu-metal shieldings, from simulation.

3.3.1 Apparatus

There are two identical MDCS in RICH-1, one each for the upper and lower HPD boxes. The

RICH 1 MDCS is designed to produce a high density grid of light-spots which can provide

a detailed map of any distortion and the ability to perform an absolute calibration. The

system is comprised of a series of LEDs boards mounted on a LED bar that traverses the

width of the photon funnel. In total 19 LED boards are aligned in series and are mounted

and glued between two carbon-fibre supports. Each board is comprised of 5 arrays of 28

LEDs (Figure 3.5). The spacing between adjacent LEDs is 2.5 mm from centre to centre.

The boards are aligned in a way such that it has a 11.31◦ (or arctan 1√
26
) tilt with respect to

the length of the LED bar. With this layout the distance between LED centres in the long

(i.e. mount bar) direction can be as small as 0.498 mm, compared with 2.5 mm without

the tilt. Unfortunately this fine design feature cannot be utilised in the current calibration

procedure due to the amount of time it take to scan across the whole HPD plane with such

granularity.

The LED boards are connected in series with an input voltage set to 5.1 V. At this value,

if one LED is turned on for each board it provides an approximate flux of green photons
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Figure 3.5: A single MDCS board with 5 arrays of 28 LEDs.

Figure 3.6: MDCS boards with collimator mounted on top.

at 1 MHz per LED. This voltage is controlled via a local bar regulator. Each LED bar is

powered by a 7.5 V power supply located some 20 m away from the detector. The bars are

connected to the power supplies with shielded 25 m DB25 cables. The voltage drops at the

regulator and across the cable are dependent on the number of illuminating LEDs on each

board (i.e. the calibration pattern). At one LED per board, which is the setup used in the

calibration, the voltage drops were measured to be 0.5 V at the bar regulator and 0.4 V for

a 25 m long cable. These drops were then compensated in the input power settings.

Collimators are mounted on the front face of the LED boards to control the LED light-

spot size and improve the precision of the system (Figure 3.6). Several designs of the colli-

mator with various shapes and length were proposed and tested (Figure 3.7(a)). The results
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are shown in Figure 3.7(b). A simple straight design (Type C) suffers from diffraction effect

coming from light reflected by the internal wall of the collimator. The Type-E design was

finally chosen for providing the optimum light-spot size.

The LED bar is mounted on a gantry, each side of which is connected to a Parker LP28

linear stage along the long side of the photon funnel, an aluminium welded structure between

the RICH-1 gas enclosure and the HPD box. Each stage is 540 mm long, this dynamic range

allows the LED bar’s illumination to cover the effective area of all seven HPD columns

(Figure 3.8). The LED bar is driven by a pair of Parker LD28 stepper-motors (Figure 3.9),

synchronised by a single ViX-500-IM Stepper Drives controller unit to avoid differential

movement of a cantilevered load. The power transmission from the stepper-motors to the

gantry is via a gear box as shown in Figure 3.9(b). The gear ratio is chosen so that 4,000

steps from the motor corresponds to an LED bar movement of 3 mm. An LP28 positioner

is used to record the reading of steps in a movement for monitoring the position of the LED

bar. The position repeatability of the motor is extremely good. If a travel through the full

540 mm length of the stage is performed with up to 100 stop-and-go movements, the error

on the final position reading is less than 40 µm. In comparison, the size of an HPD pixel,

when projected to the outer surface of the quartz window, is 2.5 mm. The start position

of the LED bar is defined with respect to a limit/home switch installed on the LP28. This

home switch is a hall effect sensor tripped by a magnet embedded in the carriage. It signals

to the motor to stop whenever the carriage is approaching the end of travel and provides a

fixed reference point to which the carriage can be commanded to return repeatedly. It has

a position repeatability better than 100 µm.

At any time other than a calibration run, the LED bar is located at the “Parking” position

(Figure 3.8(a)) out of the fiducial volume, to avoid blocking Cherenkov light in physics data

taking. In a calibration run, the synchronised motors drive the LED bar along the 540

mm stages to scan over the front-faces of the HPD arrays with a dedicated calibration grid

pattern from the LEDs.

The final position of the MDCS, mounted inside the photon funnel, is shown in Figure
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(a)

(b)

Figure 3.7: (a) A selection of collimator designs. The light from the LED comes through
from the bottom. (b) Test results comparing the collimator designs above. As can be seen
Type E has the best performance and is thus chosen as the final design.
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(a) (b)

Figure 3.8: (a) Engineering drawing of MDCS LED bar installed in the photon funnel.
The circles indicate the active HPD areas. (b) MDCS LED bar in the photon funnel, before
integration with the HPD box. During physics data taking the LED bar is parked on the
right end to allow clear passage of Cherenkov light.

(a) (b)

Figure 3.9: (a) An LED bar with Parker stepper-motors shown on the right. (b) The same
view with the motor removed for a clearer sight of the gear box.
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Figure 3.10: Upper MDCS and the photon funnel.

3.10. It is located ∼ 80 mm from the front entrance of the HPDs (Figure 3.11). The

“Parking” position of the LED bar is on the upstream side in the funnel. The photon funnel

is an aluminium welded box. Its location between the radiator gas enclosure and the HPD

boxes places numerous constraints on its dimension. Within a width of 75 mm it has to

provide enough room for the MDCS, including space for extra length of the stages as well as

the patch panel. A quartz window is mounted at the bottom of the funnel to close the gas

enclosure while at the same time providing clear passage for Cherenkov lights.

The MDCS has to be controlled remotely via the LHCb online network, therefore it is

essential that the commands can be sent using Ethernet. A Lantronix XPORTmodule is used

to handle the Ethernet to serial conversion. The XPORT is registered in the online network

with a specific IP address. Once the XPORT gets an IP address, it can be configured via

a web browser. When TCP/IP communication is established with the XPORT, commands

can then be sent to the LED units and the stepper motors. Two identical control boxes,

one for each of MDCS, are installed about 20 m away from the photon detectors in a local
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Figure 3.11: The position of the MDCS with respect to the RICH photon detectors.

power supply rack. Each box contains one Parker ViX-500-IM Controller and XL-PSU Power

Supply, both for the stepper-motors, as well as a 7.5 V power supply for the LED bars.

3.3.2 Software Control

The MDCS is located inside the LHCb detector in the underground cavern, hence it is

essential to have a remote operation capability. For the RICH-1 MDCS, the operation

is performed via PVSS [30], the LHC-wide standard detector control software. PVSS is

a supervisory control and data acquisition tool. It can be used to connect to hardware

devices, acquire and process the data they produce for supervising the devices. Control

panels can be designed using PVSS graphical objects. The PVSS control scripts are based on

C (Figure 3.12). They can either be embedded in a graphical object or run in the background

independently. In the MDCS main control panel (Figure 3.13), embedded control scripts are

written to automate the movement of the LED bar and the LED pattern sequence. The

remote communication between PVSS and the hardware is achieved via TCP/IP protocol.

The upper and lower systems receive identical instructions simultaneously.

The MDCS main control panel (Figure 3.13) is designed in a tabbed structure. The

first tab is designed to handle all standard running scenarios. Sector 1 of the panel handles
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Figure 3.12: An example of script editing with the PVSS software.

the communication establishment to the hardware, where one can choose to operate the

Upper and Lower system independently or simultaneously. Sector 2 takes the stepper-motor

movement parameters for a calibration scan. In addition the user can choose one of the

three pre-defined LED calibration patterns. The text boxes at the bottom of the panel

show monitoring information. The left boxes show the command that has been sent to the

hardware from PVSS. This is useful for confirmation and debugging. The right boxes display

responses from the hardware controllers. These include for example the acknowledgement

from the controller upon receiving commands, the reading of the stepper-motor position

from the LP28 positioner etc. A script is written embedded in the panel to convert the

hex strings from hardware to human readable information. On the right of the main panel

is a list of frequently used command buttons. Each button has embedded scripts to send

corresponding commands to the hardware controller:

• The “Park” command returns the LED bar to the parking position which is defined as
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500 motor steps away from the home switch;

• “List All Parameters” returns the initialisation parameters of the hardware system;

• “Set Soft Zero” is performed once in a while to ensure there is no systematic shift of

the LED bar starting position;

• “Emergency Kill” is used to stop all hardware actions in the extreme scenario when

the MDCS action may cause any damage to the rest of the RICH systems. This occur

if the motors become desynchronised, or the speed of the motor is out of control.

The rest of the tabs on the main panel are mainly designed for more detailed monitoring

as well as for hardware testing. For example, tab 2 “LED Settings” allows the user to override

the pre-defined LED patterns. In this tab the 5 × 28 arrays of the LEDs are visualised for

configuring patterns interactively. The embedded scripts then convert the visual pattern to

the hex commands to send to the hardware. Tabs 3 and 4 allows the patterns set on each

LED board to be monitored individually. Tab 5 contains more advanced actions, including

those associated with the safety lock system and the stress-testing of the system, and is

reserved for MDCS experts.

The MDCS control is an integrated part of the LHCb RICH Detector Control and is

connected to the other sub-detectors via Finite State Machine (FSM) architecture [31]. FSM

is a tool which uses the SMI++ (State Management Interface) language to model abstract

detector behaviour. Sub-detectors are modelled as a hierarchy of FSM “objects” e.g. LV,

HV, Cooling, etc., each with its own set of “states”: Off, Configured, Running, Error, etc.

as shown on the top left in Figure 3.14. Transitions between states are defined with a set of

control scripts. A software safety lock is programmed so that the MDCS control can only

be activated when the run type is set to dedicated magnetic calibration runs.

In the default operation, the MDCS is controlled from the RICH-1 top panel (Figure

3.14). It is operated with a calibration stepping mechanism that is used to provide a link

between the hardware control and the DAQ. Each LED pattern is associated to a single cal-

ibration step; with this it is possible to remove the ambiguity on the reconstructed patterns.
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Figure 3.13: MDCS main panel designed in PVSS, for remote control of the system.

The calibration step is an integer, stored in the ODIN bank (readout supervisor) in the raw

data. The calibration stepping was originally designed for the purpose of the L0 DAQ board

calibration. It enables the grouping of raw data in the ODIN bank using the calibration

step number. In this way the reconstruction and the subsequent analysis can distinguish the

correct LED light spots pattern by pattern. This feature is very important when comparing

different sets of scan data or when comparing the scan data to the grid, as a wrong pattern-

position matching will completely ruin the analysis. The ODIN can be configured to collect

any number of events for each of a pre-defined number of steps. During a calibration scan,

the system is configured in ALICE mode (where data recorded with each of the 8 “ALICE

pixels” within an “LHCb pixel” are individually read out) as oppose to LHCb mode (where

the 8 “ALICE pixels” are combined in the readout to form a single “LHCb pixel”) in physics

data taking, in order to have a finer granularity in the event reconstruction. The progress of

the calibration scan can be monitored via the online monitoring histograms. Alternatively,

the MDCS Main panel (Figure 3.13) can also be used for for the scan progress. The display
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Figure 3.14: RICH-1 top panel, from where MDCS calibration scans are initiated.

box at the bottom constantly updates the positions of the LED bars and the total progress

of the scan.

3.3.3 System Performance Test

Both the upper and lower MDCSs were tested in-situ with the complete RICH system. The

tests were mainly focused on photon yield, pattern resolution and position repeatability.

When the DAQ system is configured with a trigger set at 5 kHz, the recorded photon

yield on an HPD is ∼ 4, 000 per LED per second. A light spot usually covers a 6 × 6 pixel

area. The position of a light spot is calculated as the centre (mean) of each light spot on
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Figure 3.15: Resolution of a single LED light spot projected along (a) the 0.0625 mm pixel
spacing direction, (b) the 0.5 mm pixel spacing direction.

the anode. The precision of the centre-of-gravity calculation on such a pixelated surface is

proportional to the inverse square root of the number of photo-electrons. Figure 3.15 shows

the peak structure with ∼ 6,000 photons. Due to the 0.5 × 0.0625 mm2 ALICE pixel size,

one direction gives finer granularity compared with the other. A two-dimensional fit gives

the width of the Gaussian of 1.4 pixels, which corresponds to ∼ 3.6 mm.

During the testing it was noticed that several samples exhibit multiple-peak structure

(Figure 3.16), where only one peak is expected. This is now understood to be due to the total

internal reflections (TIRs) in the HPD quartz window. When the LEDs illuminate close to

the edge of an HPD (Figure 3.17), the light refracted by the quartz windows’s top surface

can have an incident angle larger than the critical angle of quartz ∼ 40.49◦, which results

in the TIRs within the quartz window. Photoelectrons are released when the reflected light

hits the photocathode at the bottom of the quartz window. Up to 6 reflections can happen

given the quartz window’s 7 mm thickness and 55 mm inner radius. This structure only

appears when the centre of spot is within 5 mm, or 2 pixels from the edge of the HPD.

The total internal reflection creates a complication for the analysis, as the reconstruction

returns multiple reflected peaks in addition to the true light spot. It is possible to exploit

the differences in property between those reflected peaks and the real light spots to filter
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Figure 3.16: Multiple-peak structure seen on the HPD with a single-LED pattern.

Figure 3.17: Total internal reflections occur when the LED light falls close to the edge of
the HPD quartz window.

out the former. For example, the width of the light spots from reflection tends to be smaller

than that of the true light spot. In addition, the relative percentage of total hits under each

peak is different between events with and without reflections.

3.3.4 HPD Image Shifting Problem

Several MDCS position repeatability tests were performed, including one in which 5 hours

of data was taken with a static pattern. When the data were analysed it was found that

over 25% of the HPD images “wander” by maximum displacements of over 1 LHCb pixel.

An example with one of the largest displacements is shown in Figure 3.18. As can be seen

the position of the HPD image appears to shift continuously over time and the movement is
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Figure 3.18: Disc image movement over time. X-Y coordinates: the amount of shifts in
LHCb pixel unit. Z coordinate: time in second.

not restricted to one direction.

With data from repeated tests, it appears that the images from all HPDs are equally likely

to move. While a few HPDs appear to have more significant movements than others, some

HPDs can have stable position readings for hours and then suddenly start to move. These

movements do not seem to be location dependent (Figure 3.19) or correlated to environmental

variables e.g. HV level, temperature, humidity etc. The most rapid shift observed was at a

rate of 2 pixels over 2 hours. That means if a shift of 1 pixels is considered to have significant

impact on the Cherenkov angle resolution, it has to be calibrated hourly. Most HPDs move

slowly, but studies with multiple set of test data show that it is difficult to predict what can

suddenly happen on any given HPD.

This strange feature was confirmed by independent analysis using laser illumination, as

well as with dark current where no external light source is used to illuminate the HPDs. Lab

tests were carry out with a spare HPD installed under a similar condition as it is in the pit,

in order to study the cause of the movement. It is now understood to be a problem with

the HPD grounding. The ceramic inner surface of the HPD is electrostatic. However, over

time it is possible for the charged photo-electrons to accumulate and eventually discharge
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Figure 3.19: The amount of shifts (unit in LHCb pixel) for all HPDs in the upper box
comparing 2 measurements taken 5 hours apart. The shifts do not appear to be location
dependent. Note that this plot only compares two points in time and does not represent the
maximum amount of shift, which can be significantly larger, during the 5-hour period.

in a localised area, without proper grounding. This localised voltage can distort the cross-

focusing path of the photo-electrons and make the HPD image appear to move.

It is necessary to calibrate this random movement in order to reconstruct photo-electrons

with the correct centre coordinates. The MDCS does not seem to be the ideal system to

perform this however, as a complete MDCS scan take more than 3 hours. Further tests show

that no rotation is detected from this kind of movement (Figure 3.20), which means the

shifts can be calibrated without needing to run an MDCS scan. Therefore the calibration

can be done more frequently if required. The exact procedure is being devised within the

LHCb RICH group, and the results will be complementary to that from the MDCS.

3.4 Magnetic Distortion Analysis

To perform a calibration, it is essential to design a known pattern that can be compared

between magnet-on and magnet-off data. Each light spot in such pattern has to be recon-

structed unambiguously. As the photo-electrons are cross-focused from the photocathode to

the anode, careful extrapolation has to be made to map the hits from the pixel chip to the
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Figure 3.20: A demonstration that the image shift does not involve rotation: The light
spots from two runs appears to be dislocated from each others (a), but after applying a
simple x-y translational correction they become almost identical (b).

front of the quartz window. By comparing the pattern position differences between field-on

and field-off data, one can parametrise the corrections for distortions from both longitudinal

and transverse components of the magnetic field. At the last step of the calibration, the

correction parameters are stored in the Condition Database so that they can be used in

offline reconstruction. At the end of this section the performance of the parametrisation on

2009 collision data will be shown.

3.4.1 Calibration Pattern

The basic principle of the calibration is to project a known pattern of light directly on the

matrix of the HPD and design an algorithm to reconstruct the pattern. Performing these

with and without magnetic field allows the effect of distortions in the known pattern to

be analysed. It is then possible to characterise and parametrise the magnetic distortion

correction and apply it in the online reconstruction. The requirement is that the correction
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process must obtain a result such that the residual uncertainty due to the magnetic distortion

is negligible compared with the intrinsic resolution of an HPD pixel (0.6 pixel).

As already explained, the total internal reflection creates a complication for the analysis

when the LED is shining at the edge of the HPDs. It is possible to exploit the differences

in properties between those reflected peaks and the real light spots to filter out the former.

However, it is difficult to define a filtering process that can retain all the real light spots,

particularly when a pattern contains more than one true light spot on a single HPD. Often

such a filtering process results in “holes” in the integrated pattern, where good light spots

are also incorrectly filtered out.

Taking into account the requirements of pattern “cleanness”, time constraint and the

target resolution, it was decided to define an LED pattern sequence such that for every

pattern there is always only one or zero LEDs shining on each HPD. With that we can

discard (in the analysis) a pattern in an HPD if it contain more than one peak, as they

are almost certainly background from TIRs. Grid patterns with two different spacing, 2.5

mm and 5.0 mm, have been tested for comparison. The results show that both have similar

performance in resolution, with the latter having an advantage of quartering the scan time.

The grid spacing is subsequently chosen to be 5.0 mm. This spacing is achieved by turning

on every other LED along either directions on the LED bar.

As mentioned in the hardware section the smallest control unit of the MDCS hardware

is an LED board (Figure 3.5) and there are 5 columns of 28 LEDs on each board. Due to

a limitation in the hardware design, only one column and a maximum of 14 LEDs on that

column can be switched on at any given time on a board. Therefore to cover the whole

effective HPD coverage with the grid pattern, a sequence of LED pattern changes and LED

bar movements has to be defined:

Movement: The length of a LED bar movement is defined in such a way that LED

column 01 in movement n is exactly one column spacing away from column 05 in the last

movement n−1, along the direction of the LED bar travel. This corresponds to a movement

length of 12.75 mm (i.e. 2.5 mm ×
√
26). The stepper-motor is set to move 17,000 steps
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in each movement. The start position of movement 1 is defined as 25,500 steps, or 1.5×

movement length, forward from the LED bar “Parking” position. The relative positions of

the LED boards between two adjacent movements are illustrated in Figure 3.22. As can be

seen the projections of the two board positions sit right next to each others, with zero gap

or overlap. In total, 42 movements are required to scan over the entire HPD coverage. The

end position of the LED bar after movement 42 is just short of the 540 mm full length of

the stages and beyond the effective area of the HPDs.

LED patterns following a movement: The light on the LED boards are only turned

on when the LED bar is stationary, i.e. after a movement is completed. Two sets of patterns

are used, depending on whether it is following an odd or even number of movements. For

odd movements, the pattern starts with LED 1 on column 1, followed by the (2n−1)th LED

in the nth pattern, until LED 27 is reached in pattern 14. The sequence is illustrated in

Figure 3.21. In total, there are 15 patterns on each column, including 14 one-spot pattern

on each odd LEDs plus one “blank” pattern without any LED lit at the end. This “blank”

pattern is used to signal a change in column in the offline reconstruction. The same sequence

then appears on column 3 and 5, successively. For even movements, the first pattern starts

from LED 2 on column 2, followed by the (2n)th LED in the nth pattern, until LED 28 in

pattern 14 and another “blank” pattern. Following that is the same sequence on column 4.

The reason for having different patterns for two adjacent movements is to correct for the

11.31◦ tilt to keep the grid spacing along the direction of movement always the same and

equal to that along the LED bar columns (i.e. every other spot).

The two configurations above combined produces a 2D grid pattern (Figure 3.22), with

one axis along the length of the LED board direction (i.e. with a 11.31◦ angle tilt with

respect to the LED bar direction), and the other axis perpendicular to the first.

The LED pattern change is controlled by the calibration stepping mechanism as described

in Section 3.3.2. When a calibration run is initiated from the central RICH Detector Control

panel, the MDCS PVSS control waits for the change in calibration step before initiating a

command to the MDCS hardware. The ODIN is configured to run for 2,200 calibration
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Figure 3.21: An illustration of the calibration pattern sequence on Column 1 following odd
number of movements, starting from top to bottom. Only the 1st LED is turned on in the
first pattern, while only the 3rd LED is on in the second pattern. In the nth pattern, only
the (2n − 1)th LED is on. This continues until the 27th LED is reached in pattern 14. It
is then followed by a blank pattern 15 with no LED on, to signal a change in column in the
offline reconstruction. The same sequence then appears on Column 3 and 5, successively.
Column 2 and 4 are skipped to give a grid spacing of 5.0 mm. For the same reason only
every other LEDs are lit along the column direction. In comparison, patterns only appear
on Column 2 and 4 after even number of movements. The integrated patterns are shown in
Figure 3.22.
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Figure 3.22: Integrated grid pattern from two adjacent movements, from a single board.
Columns 1, 3 and 5 are lit following odd number of movements, as in the bottom board;
while columns 2 and 4 are lit following even number of movements, as in the top board. This
movement-pattern combinations produce an equally spaced (5.0 mm) grid in both directions.
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steps, collecting 6,000 events for each step.

It is worth noticing that although the MDCS hardware can produce a grid pattern in

which the LED spots are spaced by only 0.5 mm, in practice a spacing of 5 mm is used.

This is because such a spacing is adequate to achieve a resolution better than the intrinsic

resolution of the HPD, and allows for scans which can be completed in an acceptable period

of time (∼ 3 hrs).

3.4.2 Pattern Recognition and Reconstruction

An algorithm to reconstruct the position of the LED spots has been developed. As mentioned

before, the calibration stepping mechanism was used to separate different LED patterns. The

reconstruction is run for each calibration step and the algorithm works in three stages:

• Firstly, local maxima on the pixel chip are searched for. An iterative function searches

for the absolute maximum within a region of pixels: a pixel is selected if it contains

over 1% of the total hits within the HPD; if there is no existing peak within a 2 × 2

pixel area of the selected pixel, it is stored as a peak candidate.

• Secondly, clusters are created associated with each maximum. As an LED typically

illuminates an area covered by 6× 6 pixels, a cluster is required to have all hits within

the 3 × 3 pixels immediately surrounding a maximum. In this way the background

from “hot” pixels, which are the noisy pixels always producing a hit signal, can be

eliminated.

• Finally, the centres-of-gravity of all clusters are calculated. A 2D rotatable Gaussian

function is used to fit the position and width of each cluster. A centre-of-gravity mean

is also calculated for each cluster as a quality check.

At the end of the reconstruction, a series of histograms and ntuples are produced. The

histogram files contain all integrated hit maps for each LED spot. The ntuples contain more

detailed information regarding, for example, the (X, Y, Z) position of each LED spot in the
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local HPD coordinate, the pixel (column, row) coordinate of the corresponding centre as

measured on the HPD anode, the number of photo-electrons etc. This information is then

used in the analysis at later steps.

3.4.3 Pattern Filtering

With the chosen calibration pattern, a simple filtering requiring a maximum of one recon-

structed peak per HPD is able to reject almost all the TIR peaks. This requirement, however,

means that some real light spots also are rejected by the filter. Most commonly these losses

occur at the edge of the HPDs and for the HPDs near the edge of the HPD box.

To recover the losses it is necessary to refine the filter by exploiting three major differences

between true LED spot and the reflected spots. Firstly, a spot is required to contain at least

40% of the total hits within the HPD. Since a TIR usually gives 3-5 spots, each with similar

proportion of hits, most of them will be rejected by this requirement. Secondly, a spot is

required to have a width larger than 0.8 pixels. This is because a reflected peak tends to have

a narrower structure compared with the ∼ 1.4-pixel width from a true LED spot. Finally,

the total number of HPDs that record at least one spot must exceed 10 (out of 14). With

this the noisy clusters will be rejected.

3.4.4 Extrapolation to HPD Entrance Window

The first step in extracting the correction parameters is to determine the centres of the HPDs.

It is known that pixel chip misalignments occurred during the manufacturing process, which

means the centres of the 32× 32 pixels are not always the centres of the HPDs. The MDCS

data allow these offsets to be determined.

For each MDCS calibration scan, the hit map histograms are integrated over all calibra-

tion steps. This integration creates a new set of histograms each with an HPD with hits

(almost) evenly distributed across its surface. It is not exactly even, due to the TIR effect

and the noisy pixels. A cut has to be made, requiring hits in a pixel to be between 10% and
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Figure 3.23: An example disc fitted to obtain centre and radius of an HPD image.

80% of the maximum number of hits in one pixel within this HPD. Any pixel passing the cut

has an entry of 1. This procedure gives a truly uniform “disc” image of an HPD. The disc is

fitted to a circle, thus giving the centre (x, y) of the HPD at the pixel plane and its radius R.

An example circular image of the photocathode, projected through the electrostatics onto

the pixel chip, is shown in Figure 3.23.

Since the MDCS patterns are projected on the quartz window entrance plane of the HPDs,

while the positions of the hits are recorded on the anodes of the HPDs, in order to reconstruct

the grid pattern, each anode coordinate has to be extrapolated to a corresponding coordinate

on the quartz window entrance plane (Figure 3.24). This involves two steps of conversions.

Firstly the inverse-demagnification from anode to photocathode must be performed, and

then the refraction correction from the cathode to the outside of the quartz window is made.

The magnification value and the refractive index of the quartz window are measured in a

dedicated electron-optics study [32]. To perform the magnification from anode to cathode,

the following formula is used:

Rcathode = c11 ×Ranode + c12 ×R2
anode (3.1)
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Figure 3.24: The cross focusing feature of the HPD means the position of the photo-
electrons detected on the pixel has to be extrapolated back to its entrance position on the
photocathode.

where Ranode is the distance from the hit position to the centre of the HPD at the pixel plane,

i.e. the centre (x, y) determined from the previous disc fitting. Rcathode is the distance from

the hit position extrapolated to the photocathode, to the centre of the photocathode. c11

and c12 are parameters determined from the dedicated electron-optics study.

A quadratic function is used to correct for the refraction from the photocathode to the

outer surface of the HPD quartz window:

Router = Rcathode + c21 + c22 ×Rcathode + c23 ×R2
cathode (3.2)

where Router is the distance from the hit position extrapolated to the outer surface of the

quartz window to the centre of the quartz window. The values of the parameters are listed

in Table 3.2.

When all the light-spot positions are found on the HPD quartz window entrance plane,

the grid pattern described in Section 3.4.1 can be seen in the field-off scans.
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Table 3.2: Parameters taken from Conditions Database for extrapolating hit positions from
anode to the outside of the HPD quartz window [32].

Parameter Value
c11 5.11
c12 0.01 mm−1

c21 -0.003492 mm
c22 0.03964
c23 -0.0002438 mm−1

3.4.5 Parametrising the Distortion Corrections

The normal trajectories of photo-electrons in an HPD are shown schematically in Figure 2.12.

If there is a magnetic field in the volume of the HPD, the photo-electrons will experience an

additional term in the Lorentz force:

−→
F = −e(−→E +−→v ×−→

B ) (3.3)

where
−→
E is the electric field used to cross-focus the photo-electron from photocachode to

anode and
−→
B is the residual magnetic flux density. The resulting distortion depends on the

direction and strength of the fields.

In a longitudinal magnetic field B‖ parallel to the long axis of the HPD, the distortion

has a cylindrical symmetry and the Lorentz force perpendicular to B‖ makes the photo-

electrons rotate around the centre of the HPD in spiral trajectories. This leads to an “C”

shape distortion recorded on the anode (Figure 3.4(a)). With this class of distortion, the

amount of rotation is a function of r, where r is the distance between the photo-electron and

the centre of the HPD on the pixel plane. The photo-electrons also have small movements

outwards from the centre as a function of r.

In contrast, a transverse magnetic field B⊥ perpendicular to the long axis causes a lateral

movement to the photo-electrons (Figure 3.4(b)). The value of displacement depends on

the emission point of the photo-electron from the cathode as well as the geometry of the
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Figure 3.25: A comparison of RICH-1 LED light spot positions in one HPD, in MDCS
scans with field off (a) and on (b). Blue triangles: reconstructed LED pattern positions.
Red circles: expected calibration grid position. Note that the locations of hits nearer to the
edge of the HPD has larger uncertainties and some patterns close to the edge are discarded
as they did not pass the pattern filtering criteria, both due to the TIR effect.

electrostatic field. The displacement from B⊥ tends to be much smaller compared with B‖

with a same strength. Furthermore, the magnetic shieldings were designed to yield primarily

longitudinal field within the volume of the HPD boxes. Therefore the distortion from B⊥ is

expected to be small.

The magnetic calibration procedure is performed in dedicated runs with dipole field on

and off. The positions of the LED light spots recorded with field off are used as reference

points (Figure 3.25(a)). The positions of the patterns recorded in field-on scans (Figure

3.25(b)) are then compared with the reference pattern to evaluate the correction parameters.

The longitudinal and transverse components of the magnetic field are treated separately

in the distortion parametrisation, for each individual HPD. The distortion resulting from lon-

gitudinal B‖ field component is modelled in the polar coordinates as a 3rd-order polynomial
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rotation:

∆φ = a0 + a1r + a2r
2 + a3r

3, (3.4)

plus a 2nd-order polynomial radial expansion:

∆r = b0 + b1r + b2r
2, (3.5)

where r is the radius of a given light-spot with respect to the HPD centre determined in the

previous step, while ∆φ, ∆r are the angular rotation and radial expansion from a field-on

spot to its corresponding reference point. a0 to a3 and b0 to b2 are the correction parameters.

The parameters are found by minimisation using MINUIT [33] in ROOT [34]. The quantity

in the minimisation is ∆2, defined as the sum of the square distance between each field-on

and field-off spot, as in Equation 3.6.

∆2 =

nspots
∑

i=0







(F (xi,on)− xi,off)
2

√

σ2
xi,on

+ σ2
xi,off

+
(F (yi,on)− yi,off)

2

√

σ2
yi,on

+ σ2
yi,off







, (3.6)

where the (x, y)i,off are the coordinates of each light spot i on the pixel detector plane in

magnet-off data, with x along the LHCb pixel direction and y along the direction where

an LHCb pixel is split into ALICE pixels; while (x, y)i,on are the corresponding points for

field-on data. The σx,y are taken from the widths of the 2D Gaussian fit to each light spot.

The transformation F consists of three steps:

1. Each spot position (x, y)i,on on the outer surface of the HPD quartz window is converted

into polar coordinate (r, φ)i,on;

2. It then undergoes a transformation described in Equation 3.4 and 3.5;

3. The new position is then converted back to the HPD local coordinates at (x′, y′)i,on.
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The effect from a transverse field with equal strength is much smaller (Figure 3.4(b)) than

one from a longitudinal field. Only HPDs closest to the magnetic shielding wall experience

visible transverse field distortion effect. The distortion caused by transverse magnetic field

manifests itself in two ways:

1. Grid spacing expands in half of the HPD plane and contracts in the other half, or

2. The centre of rotation is shifted away from the HPD disc centre, when the distortion

effect is weak.

The first effect is found to be negligible, with the grid spacings remain equal and constant

even for the HPDs closest to the magnetic shielding. To a good approximation the distortions

from the transverse field can be described as a shift of the centre of rotation away from the

HPD image centre, i.e. adding two new parameters xt and yt. This means that the light spot

positions in polar coordinate becomes (r′, φ′) calculated with respect to the shifted centre of

rotation (x− xt, y − yt). Therefore transformations in Equation 3.4 and 3.5 become:

∆φ′ = a0 + a1r
′ + a2r

′2 + a3r
′3; (3.7)

∆r′ = b0 + b1r
′ + b2r

′2. (3.8)

Figure 3.26(a) shows an example distribution of the parameter a0 in one field-on run.

Parameter a0 is found to be the most dominant correction parameter, with its sign directly

related to the direction of the field. It can be seen in Figure 3.26 that the a0 parameters from

the upper system is almost exactly the inverse of those from the lower system, as expected

from a near symmetrical field orientation in design. The radial expansion parameter b0 is

shown in Figure 3.26(b). It appears that the radii of most HPD images have little change

in the magnetic field. The parameters are demonstrated to be stable over time as shown in

Figure 3.27.
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Figure 3.26: The distributions of calibration parameter (a) a0 and (b) r0. The circles show
results from the HPDs in the lower system while the triangles show the same from the upper
system.
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Figure 3.27: The trend of rotational correction parameter a0 for HPDs in Column 4. The
horizontal axis shows the amount of time between when different scans were taken. As can
be seen from four scans taken over a span of 140 days, the fitted parameters are reasonably
stable.
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Since the parameter a0 is found to be the dominant factor from the fit, its distribution is

used as an indication of the longitudinal field map within the volumes of each HPD box, as

shown in Figure 3.28. The columns are numbered 0 to 7 as it gets further downstream from

the interaction point. It can be seen that the B‖ component of the field is strongest from

HPD Column 2-6, around the centres of the columns. This is as expected from the simulated

field distribution in Figure 3.2(b). The amount of distortions on these HPDs are found to

be less significant compared with that from the expected 3 mT field in the simulation. This

indicates an excellent performance from the magnetic shieldings.

If the magnetic distortion effect is uncalibrated, the residual distances from the field-

on LED light-spots to the corresponding field-off LED light-spots is shown in Figure 3.29,

where the distribution exhibits a two-peak shoulder structure. This resolution is significantly

worse than the intrinsic pixel resolution of the HPDs of 0.72 mm. When the corrections are

applied, the resolution improves to 0.51 mm. This value is 25% smaller than the HPD pixel

resolution, therefore its contribution to the Cherenkov angle measurement error is very small.

At the end of a magnetic field calibration analysis, all the nine correction parameters

(four for rotation and three for radial expansion in longitudinal field, plus two for the shift

of rotation centre in the axial field) for each HPD are written to an xml file. The xml file is

uploaded to the LHCb Conditions Database. The new database slice can then be used for

the reconstruction of the collisions data.

3.4.6 Performance of the Parametrisation on Collision Data

The MDCS correction parameters stored in the Conditions Database were applied in the

reconstruction of the 2009 LHC collisions data which was taken with a negative magnetic

field configuration. The result is shown in Figure 3.30. The circles show Cherenkov angle

resolution after mirror alignment but before the magnetic distortion corrections have been

applied. After both mirror alignments and magnetic distortion corrections, the resolution

improves from 5.5 mrad to 2.7 mrad, i.e. the MDCS corrections improve the Cherenkov

angle resolution by a factor of two.
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Figure 3.28: The distribution of calibration parameter a0 (unit: mrad) provides an indi-
cation of the longitudinal field strength for (a) the upper and (b) the lower system. The
columns are aligned such that Column 7 is the one located furthest downstream from the
interaction point.
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Figure 3.29: The resolution of hit points from the MDCS. Red: before calibration. Blue
with fit: after calibration.

In comparison, the benchmark performance from Monte Carlo simulation is 1.55 mrad.

The current resolution is still not yet at the Monte Carlo level, but with more data being

collected and the understanding of the detector getting better, there is steady progress

in improving the resolution. For example, the current mirror alignment procedure only

considers the two flat mirrors, one in the upper system and the other in the lower system.

As is evident from Figure 3.31(a), after this alignment the resolutions of photons coming

from each flat mirror are in good agreement. The four spherical mirrors however, have yet

to be individually aligned. In Figure 3.31(b) the data are split into subsets corresponding

to light reflected from each of the 4 spherical mirrors. Clear differences are seen, which

have not yet been addressed in the alignment. When these spherical mirrors are aligned the

Cherenkov angle resolution is expected to improve by at least 0.3 mrad.

The RICH MDCS systems, along with the magnetic shieldings, are already providing

significant improvements to the Cherenkov angle resolution in the LHC collisions data. Reg-

ular magnetic calibration runs will continue to be performed during the course of LHCb data

taking, to provide updated parameters for the data reconstruction.
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and without MDCS corrections.
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Figure 3.31: Cherenkov angle resolution with 2009 collision data, for hits which have been
reflected from specific mirrors: (a) distribution for each flat mirror; (b) distribution for each
of the four spherical mirrors.



Chapter 4

CP-Violation in Heavy Flavour

Physics

4.1 Introduction

The Standard Model (SM) has been the cornerstone of particle physics for the past forty

years. Its account of the physics of subatomic particles and the fundamental interactions

has withstood considerable experimental scrutiny, accurately predicting the existence and

properties of the Z and W bosons among other successes. One of its biggest triumphs is the

prediction of the Higgs Boson, which was first observed recently by ATLAS [35] and CMS

[36] experiments at the LHC. Nonetheless, various aspects of the Standard Model remain

relatively poorly constrained by experiment, prominent among which is the precise nature

of CP violation.

Although the Standard Model is compatible with CP violation in all observed hadron

transitions, there are reasons to believe that there may exist new physics effects associated

with CP violation in the decays of B, D mesons which are incompatible with the Standard

Model that might be observed at a previously inaccessible energy scale. As noted by Sakharov

[37], CP violation is required for baryogenesis under the Big Bang model of the universe, yet

the CP violation allowed under the Standard Model is not sufficient to explain the matter-

66
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antimatter asymmetry observed in the universe today. Another motivation for new physics

is the hierarchy problem, in particular the fact that the quantum corrections to the mass of

the Higgs boson are divergent at high energies in the Standard Model, whereas the Standard

Model Higgs is measured to have a mass of 125 GeV [35] [36]. Therefore, if the Standard

Model is valid even at high energies, a “fine tuned” cancellation of these divergent corrections

would be needed to keep the mass of the Higgs boson low. Since such a solution is quite

unnatural, there is good reason to expect new physics effects (e.g. Super Symmetry) to

appear at TeV energy scales, which would remove the need this “fine-tuning”. Such physics

need not be CP conserving, or transform under CP in the same manner as the Standard

Model. By the same argument, failing to observe any new physics at the TeV scale could be

indicative of a new fundamental symmetry responsible for the low Higgs mass.

Charm, after strange and beauty, is the last system of heavy flavoured mesons where CP

violation remains to be discovered. Neutral B mesons are characterised by their splitting

in mass between the mass eigenstates, leading to fast oscillations; while the neutral kaon’s

splitting in width between the mass eigenstates results in a short-lived and long-lived state.

These splittings will be explained in details in Section 4.3. In comparison, neutral charm

mesons have very small splittings in both mass and width. For charm, compared to the

beauty sector, this leads to rather subtle mixing-related effects in time-dependent as well as

time-integrated charm measurements.

Since this thesis is concerned with studying the decays of D mesons, an overview of

the theory of D meson propagation, mixing, and decay will lay the groundwork for the

subsequent analysis. Natural units (h = c = 1) are used throughout this chapter.

4.2 Symmetries in Particle Physics

One of the most fundamental principles in physics is the connection between conservation

laws and symmetries of nature. Noether’s theorem [38] shows that if a physical system is

invariant under a continuous transformation, there exists an associated conserved quantity;
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the conservation of energy follows from the invariance of physical laws under translations

in time, the conservation of momentum follows from invariance under translations in space,

and angular momentum is conserved because the laws of physics are invariant under spatial

rotations. Unlike continuous symmetries, discrete symmetries, such as parity transformation,

are found to be broken in certain physical interactions. For particle physics, the relevant

discrete symmetries are:

• C : charge conjugation changes the sign of all additive quantum numbers. With specific

reference to the decay of a sub-atomic particle, charge conjugation consists of swapping

every particle in the decay for its antiparticle.

• P : parity is the operation of reflection in the three spatial axes, i.e. (x, y, z) → (-x,

-y, -z).

• T : the time reversal operator reverses the direction of motion by reflection in the time

axis.

Although each of these three discrete symmetries is broken in weak interactions, the combined

symmetry CPT is an exact symmetry in any local Lagrangian field theory.

4.2.1 Observations of Symmetry Violation

Although most interactions are invariant under each of the C, P , and T symmetry trans-

formations, it has long been known that weak interactions violate both C and P symmetry

[39]. CP violation was first observed in the neutral kaon system [40], and has more recently

been seen in the B system as well [41][42]. Invariance under CPT is a requirement of all

relativistic field theories, and is constrained to < 10−18 from measurements of the K0K0

mass difference [43].

Both C and P are conserved by the electromagnetic and strong interactions but not by

the weak interaction. Parity violation in the weak interaction was demonstrated by Wu et

al in 1956 [44] in nuclear beta decay and in pion decays [45], after the suggestion by Lee
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and Yang [39]. Non conservation of C is a direct consequence of P violation as argued by

Lee, Oehme and Yang [46]. After the establishment of P and C violation, the combined

symmetry CP was considered to be conserved in nature [47], until another experiment found

otherwise. In 1964, Cronin and Fitch demonstrated CP violation in weak interactions, by

studying the decays of neutral kaons into pions [48]. The K0
L meson was thought to be CP

odd and therefore should not decay to two pion final states if CP is conserved. Cronin and

Fitch observed the decay K0
L → π+π−, which is a CP even final state, providing evidence for

CP violation. Nevertheless, this CP violation is small, and only about 1 in 500 K0
L will decay

into two pions. CP violation in the decays of neutral kaons is enabled by a phenomenon

called “mixing”, which will be explained in more detail below.

Since the original measurement of Cronin and Fitch, CP violation has also been observed

in B mesons, particles containing b quarks, and extensive experimental and theoretical work

has taken place to qualify and quantify this effect. While CP violation in the kaon system

led to many insights into this entirely new phenomenon, B mesons offer a richer ground due

to their larger mass. Many more interesting final states are possible in B meson decays as

compared to kaons, and therefore, have been the focus of not only the “e−e+” B factories

but also the Tevatron experiments. The LHCb experiment is built specifically to study the

decays of B and D mesons. In the rest of this chapter, the CP violation formalism will be

described in some detail.

4.3 Neutral Meson Oscillation (Mixing) Formalism

For a generic neutral meson M0, the CP operator is related to the flavour eigenstates as

follows:

CP|M0〉 = |M0〉, CP|M0〉 = |M0〉, (4.1)

so the CP eigenstates can be constructed as

M+ = |M0〉+ |M0〉, M− = |M0〉 − |M0〉. (4.2)
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Then the flavour eigenstates can be written in terms of CP eigenstates as

M0 =
1√
2
(|M+〉+ |M−〉), M0 =

1√
2
(|M+〉 − |M−〉) (4.3)

where the factor 1√
2
is for normalisation. Now consider the time evolution of the flavour

eigenstates

i
d

dt
ψ = Hψ, Hψ =

(

M0

M0

)

(4.4)

whereH is the Hamiltonian, and can be written as the combination of two hermitian matrices

M and Γ as

H = M− i

2
Γ =







M11 − i
2
Γ11 M12 − i

2
Γ12

M21 − i
2
Γ21 M22 − i

2
Γ22






. (4.5)

CPT invariance requires the masses and the decay rate of particles and anti-particles to

be equal. For this to be true, the diagonal elements of H should be equal, i.e. H11 = H22,

and the hermiticity of M and Γ implies H21 = M∗
12 − i

2
Γ∗
12. The ψ is not an eigenstate of

the above Hamiltonian, but its eigenstates can be constructed by combining the two flavour

eigenstates M0 and M0. The physical states, which are denoted by H and L for “heavy”

and “light”, can then be written as

H|MH,L〉 =
(

mH,L − i

2
ΓH,L

)

|MH,L〉, (4.6)

where the states H and L have distinct masses and decay widths. The mass and decay width

difference between them, and the average decay width Γ are defined as

∆m ≡ mH −mL, ∆Γ ≡ ΓH − ΓL, Γ ≡ 1

2
(ΓH + ΓL). (4.7)

The mixing parameters x, y are defined as

x ≡ ∆m

Γ
, y ≡ ∆Γ

2Γ
. (4.8)
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Figure 4.1: World average values of mixing parameters x and y.

The world average values of x, y in the neutral D meson system are combined by the

Heavy Flavour Averaging Group (HFAG) [49]:

x = (0.65± 0.18)% (4.9)

y = (0.74± 0.12)%, (4.10)

with the contour plot shown in Fig 4.1. The no-mixing point at (0, 0) is excluded at 10.2σ.

This shows mixing has been observed in the neutral D system, albeit at a much slower rate

than that in the neutral B system.

The time evolution of the physical states is given by

|MH,L(t)〉 = e−imH,Lt · e−
ΓH,L

2
t|MH,L(0)〉 (4.11)

and their expressions in terms of the flavour eigenstates is

|MH〉 = p|M0〉+ q|M0〉, |ML〉 = p|M0〉 − q|M0〉. (4.12)
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which in the neutral D system correspond to

|DH〉 = p|D0〉+ q|D0〉,

|DL〉 = p|D0〉 − q|D0〉. (4.13)

Note here that while the flavour and CP eigenstates are orthogonal:

〈M0|M0〉 = 0, 〈M+|M−〉 = 0, (4.14)

the physical states are in general not orthogonal:

〈MH |ML〉 = p ∗ q − q ∗ p = ε. (4.15)

Therefore, if CP symmetry is to hold, it is required that |p/q| = 1, i.e. the physical mass

eigenstates coincide with the CP eigenstates. CP violations are possible even in the case

|p/q| = 1 and this will be discussed in Section 4.4.2 and 4.4.3.

4.4 Types of CP-Violation

4.4.1 Indirect CP-Violation

Indirect CP violation, or CP violation in mixing, occurs when |p/q| 6= 1 and the mass

eigenstates become mixtures of the CP eigenstates. It was historically the first type of CP

violation to be discovered by Cronin and Fitch in neutral kaons and in this system is at

the level of |p/q| − 1 = 3 × 10−3 [48]. Indirect CP violation in the D system is a difficult

observation to make due to the very small mixing as shown by the measured x, y values, and

the small lifetime difference between the states. The Standard Model also predicts this to

be very small. In the B system, indirect CP violation is also negligibly small since Γ12/M12

is approximately real and |q/p| ≈ 1.
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4.4.2 Direct CP-Violation

Direct CP violation, or CP violation in decay, occurs when the decay amplitude for a meson

M to a final state f differs from the CP-conjugate decay amplitude. Neglecting the phase,

then a set of intermediate amplitudes contributing to a final state f each enter with a CP-

conserving strong phase and a weak phase. Since the weak phases change sign under CP

conjugation, then if at least two amplitudes with differing weak phases enter into the total

decay amplitude, the interference between them leads to CP violation. In the neutral kaon

sector, direct CP violation is an even smaller effect than indirect CP violation, and is at the

level of 10−5. Direct CP violation is also the only way for CP violation to occur in charged

hadron decays.

As this analysis does not involve direct CP violation search, this type of violation will

not be discussed further in this thesis.

4.4.3 CP-Violation in the Interference of Mixing and Decay

For final states that can be reached by both M0 and M0, CP violation can occur in the

interference between mixing and decay amplitudes. It occurs due to the fact that such a

meson can either decay directly to a final state or can oscillate to its conjugate state which

then decays to the same final state. Even with vanishing direct and indirect CP violation,

an interfering phase between mixing and decay can lead to observations, i.e. when

ℑ
(

q

p

Af

Af

)

6= 0, (4.16)

where Af is the decay amplitude of final state f . This type of CP violation has been measured

by BaBar [50], BELLE [51], CDF [52] and LHCb [53].
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4.5 CP-Violation in the Standard Model

The C and P symmetries are preserved naturally in many gauge theories, notably massless

Quantum Chromodynamics (QCD) and Quantum Electrodynamics (QED), and even the-

ories that are explicitly designed to violate parity are still CP invariant. For example the

chiral gauge theory whose Lagrangian

L = −1

4
FµvF

µv + ψLiσDψL (4.17)

only allows left-handed Weyl fermions, ψL, to interact with the gauge bosons, as the right-

handedWeyl fermions are sterile, is CP invariant. This implies that CP is a natural symmetry

of massless gauge theories and it is only possible to introduce CP-violation into theories where

mass has been introduced [54].

The Higgs mechanism of the Standard Model introduces a scalar field which couples to

the fermion fields and gauge boson fields. The scalar (Higgs) sector generates a non-zero

vacuum expectation value which spontaneously breaks gauge invariance producing the mass

terms. The Lagrangian of the Standard Model is then written as

L = Lgauge(ψL, ψR,W, φ) + LHiggs(φ) + LY ukawa(ψL, ψR, φ) (4.18)

where the first term, Lgauge, is the kinetic term of the fields involved, i.e. the left- and

right-handed fermion fields ψL and ψR, the gauge bosons W , and the scalar Higgs field φ,

as well as their gauge interactions. The second term, LHiggs, is the potential felt by the

scalar fields, it is responsible for the non-zero value of the vacuum expectation value and

gives rise to spontaneous symmetry breaking. The third and final term LY ukawa, describes

the interaction between the fermoinic and scalar fields, which after spontaneous symmetry

breaking generates the fermion mass terms. In the Standard Model the gauge and Higgs

terms are automatically CP-invariant and it is therefore the Yukawa sector which must be
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the source of CP-violation. The Yukawa term is

LY ukawa = −λdijQi
L · ΦdjR − (λdij)

∗djRΦ
† ·Qi

L + ... (4.19)

where the i, j indices are generation labels, Qi
L is the SU(2)L quark doublet, (uiL, d

i
L),Φ

represents the Higgs doublet, (φ+, φ0) and the ... represents the up-type quarks. After a CP

transformation the left (L) and right (R) indices, and the particle and anti-particle indices,

are exchanged, resulting in

CP : Qi
L · ΦdjR → djRΦ

† ·Qi
L. (4.20)

Therefore, for LY ukawa to be CP invariant it is necessary that λdij = (λdij)
∗, i.e. that lambda

is real. If lambda is complex then there is CP violation. CP-violation takes place in the

scalar sector of the Standard Model and is introduced through complex Yukawa couplings.

In the SM, with three generations, the Yukawa couplings form a 3 × 3 mass matrix for

the up and down type quarks, uweak
i and dweak

i respectively, which are eigenstates of the weak

interaction. By diagonalising these matrices into the basis of the mass eigenstates rotating

matrices Uu,d are defined as

uweak
i = Uu

iju
mass
j and dweak

i = Ud
ijd

mass
j . (4.21)

Neutral weak interactions are unaffected as the transformation is unitary, but charged

weak iterations are:

Neutral : uweak
i uweak

i ≡ umass
i umass

i (4.22)

Charged : uweak
i dweak

i → umass
i (Uu)†Uddmass

i . (4.23)

The unitary matrix, VCKM ≡ (Uu)†Ud, provides the strength of the couplings between

the up and down type quarks. This matrix is known as the Cabibbo-Kobayashi-Maskawa

(CKM) matrix and it provides a complex phase which is the source of CP-violation in the

Standard Model [55].
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4.6 The CKM Matrix

The CKM matrix VCKM is a 3 × 3 CP-violating matrix. The elements of the matrix, Vij,

represent the strength of the coupling between an up and a down type quark under the

charged weak interaction. The CKM matrix is defined as

VCKM =













Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb













, (4.24)

and the equivalent matrix for the anti-quark couplings is defined by the complex conjugate

of the CKM matrix elements, V ∗
ij .

The CKM matrix can be parametrised by three Euler angles of rotation and six complex

phases, as it is a 3×3 unitary matrix. The quark fields of the Standard Model Lagrangian are

invariant under rotations of the form q → qeiφ and five of the complex phases are “rotated

away” by a redefinition the quark fields [54]. The remaining physical phase is the source of

CP-violation in the Standard Model and is an inevitable consequence of there being three

generations of quarks. The three Euler angles and the complex phase must be measured

by experiment and are fundamental constants of nature. The Chau-Keung mixing angle

representation [56] has become the convention for the expression of the CKM matrix in

terms of the three mixing angles θ12, θ13, θ23, and the complex phase δ,

VCKM =













1 0 0

0 c23 s23

0 −s23 c23

























c13 0 s13e
−iδ

0 1 0

−s13e−iδ 0 c13

























c12 s12 0

−s12 c12 0

0 0 1













(4.25)

=













c12c13 s12c13s13e
−iδ 0

−s12c23 − c12s23s13e
iδ c12c23 − s12s23s13e

iδ s23c13

s12c23 − c12s23s13e
iδ −c12c23 − s12s23s13e

iδ c23c13













(4.26)
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where cij = cos(θij) and sij = sin(θij). The Chau-Keung formalisation shows the extension

from two generations to three.

A popular approximate parametrisation of the CKM matrix is the Wolfenstein parametri-

sation [57] which is based on the strength of the couplings. This allows the hierarchy of the

quark strengths to be clearly expressed. The Wolfenstein parametrisation defines four inde-

pendent parameters

λ ≡ s12 ≡ sin(θc), A ≡ s23
s212

, ρ ≡ s13cos(δ)

s12s23
and η ≡ s13sin(δ)

s12s23
(4.27)

where θc is the Cabibbo angle. The CKM matrix expressed in terms of λ is given by

VCKM
(3) =













1− 1
2
λ2 λ Aλ3(ρ− iη)

−λ 1− 1
2
λ2 Aλ2

Aλ3(1− ρ− iη) −Aλ2 1













+O(λ4) (4.28)

to order λ3. The four parameters of the CKM matrix are free parameters in the SM and

have been determined experimentally [58] to be:

λ ≃ 0.22, A ≃ 0.81, ρ ≃ 0.14 and η ≃ 0.35. (4.29)

4.7 Experimental Measurements of CP-Violation in

the Neutral D System

The possible CP-violating tree-level two-body D0 decays into two charged pseudoscalar

mesons can be split in three categories:

• Cabibbo-Favoured (CF): D0 → K−π+, whose decay amplitude only involves cou-

plings within a generation;
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• Singly Cabibbo-Suppressed (SCS): D0 → K+K− and D0 → π+π−, where a factor

of λ is present in the decay amplitude;

• Doubly Cabibbo-Suppressed (DCS): D0 → K+π−, where a factor of λ2 is present

in the decay amplitude.

The same applies to the charge conjugate decays.

The tree level graphs for the three decays are shown in Fig. 4.2. Besides the direct tree

level decay, the DCS final state can also be reached by oscillation of the D0 into a D0 followed

by a CF decay. The final states of the SCS modes are CP eigenstates with eigenvalues 1.This

is exploited in the search for mixing and CP violation.

The SM predicts very small CP asymmetries in charm transitions. Observing a level of CP

violation that significantly deviate from the SM prediction would establish the intervention

of New Physics. Due to CPT invariance, CP violation can be implemented only through a

complex phase in some effective couplings. For it to become observable two different, yet

coherent amplitudes have to contribute to an observable. One way to probe the observables

is to look for decays to final states that are CP eigenstates, e.g. D0 → K+K−, π+π−.

The Wolfenstein representation of the CKM matrix reveals one of the best pieces of

evidence that the SM is incomplete [59]. On a practical level it shows that up to higher

order in λ, mixing with the third family induces only an imaginary part for the charged

current couplings of charm with light quarks. The most relevant source for CP violation is

the phase in Vcs, where

Vcs ≃ ηA2λ4 ≃ η|Vcb|2 ∼ 10−3 (4.30)

which provides a very rough benchmark number for the level of CP asymmetry for charm

transitions in the SM.

New physics effects can manifest themselves in two ways in the SCS decays. The short

range process of D0 − D0 mixing is governed by the box-diagrams as shown in Figure 4.3.

The SCS decay can also proceed through a penguin diagram, as illustrated in Figure 4.4. In



4.7 Experimental Measurements of CP-Violation in the Neutral D System 79

CF

u

c
0D

+W

u

s

d

u

­K

+π

DCS

u

c
0D

+W

u

d

s

u

­π

+K

SCS

u

c
0D

+W

u

s

s

u

­K

+K

SCS

u

c
0D

+W

u

d

d

u

­π

+π

Figure 4.2: Tree level Feynman graphs of D→ hh decays. The two decays into K π are
shown on top and the two decays into CP eigenstates are shown below.
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Figure 4.3: Box diagram of D0-D0 mixing. It governs the short range process of D0-D0

mixing.

Figure 4.4: Penguin diagram of a D0 SCS decay. The virtual loops allows for contribution
from new physics particles.

both cases, new physics particles can enter the virtual loops, which results in couplings that

is different from the SM’s. These contributions can lead to levels of mixing and CP violation

that are significantly different from the SM benchmark.

Using the experimental information on the smallness of x and y one can expand the time

evolution of charm decays in these variables. With the assumption of no direct CP violation
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in D0 to two-body decays, the time evolution of these decays can be written [60] as

Γ[D0(t) → K+K−] = e−Γt |AK−K+ |2 [1−Rm(y cosφ− x sinφ)Γt], (4.31)

Γ[D0(t) → K+K−] = e−Γt |AK−K+ |2 [1−R−1
m (y cosφ+ x sinφ)Γt], (4.32)

Γ[D0(t) → K−π+] = Γ
[

D0(t) → K+π−] = e−Γt |AK−π+ |2 , (4.33)

Γ[D0(t) → K+π−] = e−Γt |AK−π+ |2

×
[

RD +
√

RDRm(y
′ cosφ− x′ sinφ)Γt+

R2
m

4
(y′2 + x′2)(Γt)2

]

, (4.34)

Γ[D0(t) → K−π+] = e−Γt |AK−π+ |2

×
[

RD +
√

RDR
−1
m (y′ cosφ+ x′ sinφ)Γt+

R−2
m

4
(y′2 + x′2)(Γt)2

]

, (4.35)

which uses the following parametrisations

|q/p| = Rm, (4.36)

λ−1
K+π− =

√

RDR
−1
m e−i(δ+φ), (4.37)

λK−π+ =
√

RDRme
−i(δ−φ), (4.38)

λK−K+ = −Rme
−iφ, (4.39)

where λf ≡ q
p

Af

Af
, Af ≡ 〈f |Hd|D0〉 and Af ≡ 〈f |Hd|D0〉. RD is the ratio of the rates of the

DCS to the CF decay. The mixing parameters x′, and y′ are related to x, y through the

strong phase difference δ between the CF and the DCS decay amplitudes:

x′ ≡ x cos δ + y sin δ, (4.40)

y′ ≡ y cos δ − x sin δ. (4.41)

The measurement by CLEO [61] indicates a small strong phase difference of

cos(δ) = 1.03+0.31
−0.17(stat)± 0.06(sys). (4.42)
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φ is the CP violating relative phase between q/p and Af/Af . The phase convention of φ is

chosen such that, in the limit of no CP violation, CP|D0〉 = −|D0〉. In this convention CP

conservation leads to φ = 0.

Indirect CP violation comprises CP violation through a non-zero phase φ and a non-zero

CP asymmetry Am, where

Am =
|q/p|2 − |p/q|2
|q/p|2 + |p/q|2 . (4.43)

If one further defines the production asymmetry Aprod, which applies to a measurement

where the D production flavour is not measured:

Aprod ≡
N(D0)−N(D0)

N(D0) +N(D0)
, (4.44)

and assumes that Rm is close to unity which allows the parametrisation

R±2
m = 1± Am, (4.45)

one can define the following observable mixing quantity

yCP =
Γ̂(D → K+K−)

Γ̂(D → K−π+)
− 1

= y cosφ− x sinφ

(

Am

2
+ Aprod

)

, (4.46)

which, in the limit of no CP violation, is equal to the mixing parameter y. As the LHCb is a

single-armed spectrometer, the number of D0 and D0 produced in the acceptance of LHCb

are not necessarily equal. An unknown production asymmetry would obscure the extraction

of Am but any significant difference from y still indicates CP violation as it requires a non-

zero value of φ.
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Figure 4.5: World average values of CP violation parameter |q/p|.

Distinguishing the D flavours at production, i.e. through flavour tagging, one can then

define the following related observable CP violation quantity

AΓ =
Γ̂(D0 → K+K−)− Γ̂(D0 → K+K−)

Γ̂(D0 → K+K−) + Γ̂(D0 → K+K−)

=

(

Am

2
y cosφ− x sinφ

)

1

1 + yCP

≈ Am

2
y cosφ− x sinφ. (4.47)

AΓ is sensitive to both the CP violation parameters |q/p| − 1 and φ, as it is only non-zero if

Am 6= 0 or φ 6= 0, i.e. when there is CP violation.

The world average values of |q/p| and φ [49] are

|q/p| = 0.91+0.18
−0.16, (4.48)

φ = (−10.2+9.4
−8.9) %, (4.49)
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with a contour plot of |q/p| shown in Figure 4.5. Both values are consistent with there being

no CP violation.

A measurement of CP violation is obtained through the observable AΓ which has been

introduced in Equ. 4.47. It is defined as the asymmetry of the measured lifetimes of

D0 → K+K− and D0 → K+K− decays (or the corresponding decays into π+π−). This

measurement requires tagging the flavour of the D0 at production by reconstruction of the

D∗+ → D0π+ decay chain.

BaBar and BELLE have measured AΓ together with yCP in their analyses involving

tagged D0 decays. The technique used by both experiments is based on lifetime measure-

ments of the individual modes. Their results are summarised in Tab. 4.1, where the errors

quoted are statistical and systematic uncertainties, respectively. Both results are consistent

with zero, i.e. with the absence of CP violation.

Table 4.1: Recent results for AΓ extracted from D0 → hh decays. The errors quoted are
statistical and systematic uncertainties, respectively.

Experiment AΓ(10
−3)

BELLE[62] 0.1± 3.0± 1.5
BaBar[63] 2.6± 3.6± 0.8



Chapter 5

Measurement of AΓ in Tagged

D0 → K+K− Decays

5.1 Analysis Overview

This chapter presents a measurement of the D0 CP violation parameter AΓ. The mathemat-

ics principles behind the binned ratio method are explained in Section 5.2. The trigger and

offline selections are described in Sections 5.4 and 5.5. The various sources of background

that are expected to be present in the data after all selection criteria are categorised in Sec-

tion 5.3. The method of measurement of AΓ, based on the binned lifetime ratio, is detailed

in Section 5.7. This includes the distinction of signal and background events and extraction

of the signal yield, and the separation of prompt charm decays from those originating from

secondary decays. Sections 5.8 and 5.9 present the cross-checks and final results, and studies

of systematic uncertainties, respectively.

The advantages of using the decay chain D∗+ → D0π+ (Figure 5.1) are that it provides

flavour tagging for the D0, via the sign of the pion and that the difference in the invariant

mass ofD∗ andD0, due to very little kinetic energy being available for the lone pion (therefore

labelled as “slow pion”) in the decay, is a valuable background discriminating variable.

85
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Figure 5.1: The decay chain of D∗+ → D0(KK)π+.

The total data sample recorded in 2010 by LHCb corresponds to an integrated luminosity

of 37.7 pb−1. Trigger configurations were changed during the 2010 data taking to adapt to

the running scenarios from the LHC. The LHC’s increase in luminosity was achieved only

with a limited number of bunches in the machine, which led to significant pileup different

from the n = 1 scenario that was envisaged. It was decided that LHCb would record all

the luminosity available, and this meant continual changes needed to be implemented into

the trigger, in response to changing luminosity and beam configurations of the LHC. For

this reason, the physics analysis presented in this thesis spans several trigger configurations.

Each group of data taken under different trigger configurations was analysed individually.

5.2 Ratio Fit to Extract AΓ

The probability density function of D0 decays to K+K−, ignoring detector acceptance and

resolution effects, is

PD0(t) = ND0

1

τD0

e−t/τ
D0 , (5.1)

where ND0 is the total number of D0 decaying to K+K− and τD0 is the lifetime of D0

reconstructed in a CP-even eigenstate, such as K+K−.

This analysis uses a binned likelihood fit. In the fit it is crucial to choose proper time

bins which are significantly smaller than the lifetime of the process under study. The number
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of KK signal decays in each proper time bin of interval (t, t+∆t) is:

nD0(t, t+∆t) =

∫ t+∆t

t

PD0(t′)dt′

=
ND0

τD0

∫ t+∆t

t

e−t′/τ
D0dt′

= ND0e−t/τ
D0{1− e−∆t/τ

D0}. (5.2)

The formalism is identical for D0 decays, therefore the ratio between D0 and D0 decays

in the same bin is:

R(t, t+∆t) =
nD0(t, t+∆t)

nD0(t, t+∆t)

=
ND0

ND0

exp{−(
1

τD0

− 1

τD0

)t}{1− e−∆t/τ
D0}

{1− e−∆t/τ
D0} . (5.3)

As we recall the definition of AΓ is

AΓ =
τD0 − τD0

τD0 + τD0

, (5.4)

so the equation above can be rewritten as

R(t, t+∆t) =
ND0

ND0

exp{−AΓ(
1

τD0

+
1

τD0

)t}{1− e−∆t/τ
D0}

{1− e−∆t/τ
D0}

≈ ND0

ND0

{1− AΓ(
τD0 + τD0

τD0τD0

)t}{1− e−∆t/τ
D0}

{1− e−∆t/τ
D0}

=
ND0

ND0

{1− 2AΓ

τKK

t}{1− e−∆t/τ
D0}

{1− e−∆t/τ
D0} (5.5)

where it is assumed that AΓ is small and that in the last step

τD0 ≈ τD0 ≈ τKK ≡ τD0 + τD0

2
. (5.6)

If a straight line is fitted to a plot of R(t, t+∆t) against t, the gradient a and intercept
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b will be equal to

a = − 2ND0

ND0τKK

{1− e−∆t/τ
D0}

{1− e−∆t/τ
D0}AΓ, (5.7)

b =
ND0

ND0

{1− e−∆t/τ
D0}

{1− e−∆t/τ
D0} . (5.8)

As can be seen, the ratio is a linear function of the proper time with a gradient related

to AΓ. The first term in Eqn. 5.7 can be estimated from the constant term in a straight line

fit, thus this method does not depend on individual measurements of τD0 and τD0 . Therefore

AΓ can be determined from the gradient a and intercept b as follows:

AΓ =
−a
2b
τKK . (5.9)

The value of τKK is determined using the world-average value of yCP :

τKK =
τKπ

1 + yCP

(5.10)

where τKπ is the lifetime of the D0 as measured in the D0 → Kπ mode.

The main advantage of using this ratio method is that most acceptance and detector

resolution effects factor out in the ratio. A similar method was used in the wrong sign

mixing analysis by CDF [64]. Although, in principle, this method is affected by the relative

uncertainty on the absolute lifetime measurements involved, using the current world average

of τKπ = 0.4101± 0.0015 ps [65] results in a negligible relative uncertainty on AΓ of 0.021%.

A measurement of a non-zero value of the gradient in Eqn. 5.8 would be an unambiguous

sign of CP violation in D0 decays.

A toy Monte-Carlo study on AΓ was performed to understand the optimum binning

strategy for this ratio method. In the toy simulation models, the input value for AΓ is zero

and τKπ is taken as the world average of 0.41 ps while τKK is taken as 0.4074 ps, with

the latter calculated assuming yCP = 0.64%. The toy simulation samples were generated
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including acceptance and detector resolution effects, both determined from the 2010 LHCb

full Monte-Carlo simulation samples. Each toy simulation sample contains 9 × 105D0 and

D0 events.

Using these parameters the expected value for the gradient of the ratio is zero. The

ratio fits were performed with equally time-spaced bins of 3, 10, 30 and 50 between a proper

time range of 0 to 2.5 ps. For a straight line fit, the results on the gradient parameter were

consistent with input and the mean uncertainties were found to be 9.0 × 10−3 with 3 bins,

8.7× 10−3 with 10 bins, 8.9× 10−3 with 30 bins and 8.9× 10−3 with 50 bins. No significant

improvement was found with more bins. This shows that the sensitivities are stable across

a wide range of bin choice and the ratio method does not have strong dependence on the

choice of binning.

5.3 Background Sources and Discriminating Variables

This section describes the various categories of background that are expected to be present

in the analysis. The origin of each type of background is explained together with the dis-

criminating variables to separate them from signal. These variables, that are used both in

the trigger and the offline selections, are as follows:

• m, D0 invariant mass,

• ∆m, the mass difference between D∗ and D0. This cut is valuable because very little

kinetic energy is available for the slow pion in the D∗ decay;

• kinematic quantities: momentum p, and transverse momentum pT ;

• spatial quantities: track χ2, vertex χ2, flight distance s, impact parameter IP ;

• lnχ2(IPD0), the χ2 value of the D0 impact parameter;

• particle ID variables DLLKπ and DLLπK.
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Figure 5.2: The impact parameter (IP) of true D0 daughters. In the case of D∗ decays, the
position of the PV is taken as the decay vertex of D∗ since the latter decays immediately
as it is created, and that the position error on the PV is smaller than that of the D∗ decay
vertex reconstructed by combining the D0 and slow pion.

5.3.1 Combinatorial Background

There can be two possible components leading to a near flat distribution in the reconstructed

D0 mass.

The majority of the combinatorial backgrounds results from combinations of random

particles produced at the primary interaction vertex. Combinatorial background from the

primary vertex is expected to have a short apparent lifetime and to have a falling distribution

in D0 mass. It is suppressed by lifetime-biasing selections such as placing daughter impact

parameter IP requirements. As shown in Figure 5.2, true daughters from a D0 decay tend to

have a non-zero IP , which is calculated as the distance of the closest approach of a particle

to the primary vertex.

Another source of combinatorial background is from partially-reconstructed B decays. In

comparison, the component from B decays have longer effective lifetime and are expected to

have a flat or rising distribution in D0 mass. These decays are suppressed by requirements

on the momentum direction of the two-body system as these are partially reconstructed

decays which do not necessarily point back to the primary vertex. As shown in Figure 5.3,

D0 mesons from a true D∗ decay tend to have a small angle θ, where θ is the angle between



Chapter 5. Measurement of AΓ in Tagged D0 → K+K− Decays 91

Figure 5.3: The theta angle of true D0 candidates.

the momentum vector of the D0 meson and the displacement vector between the primary

interaction vertex and the decay vertex of the D0.

None of the combinatorial background components exhibit a peaking distribution in ∆m.

5.3.2 Random Slow Pion Background

Due to the abundance of low energy pions originating from the primary vertex, it is possible

for a D∗ candidate to be formed by combining a true D0 meson and a random track that is

incorrectly designated as the slow pion.

With the presence of a true D0, such events have a peaking distribution in the D0 mass

distribution, the same as in signal. However, since this type of events do not correlate to the

mass difference between D∗ and D0, they do not peak in ∆m. Instead, they have a smoothly

increasing shape from a threshold close to the mass of the pion.

This class of background is mainly suppressed by placing a threshold for the slow pion

momentum component that is transverse to the beam pipe, pT , and the χ2 value of the

reconstructed D∗ vertices.
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5.3.3 D0 Reconstruction Background

Wrongly reconstructed D0 candidates can lead to backgrounds in the form of reflections,

where the daughters of true two-body D0 decays are reconstructed under the wrong mass

hypothesis (mis-identifications). For example, it is 10 times more likely that a D0 decays

into a Cabibbo favoured Kπ mode than into a singly Cabibbo suppressed KK mode. If

the pion in the D0 → Kπ decay is mis-identified as a kaon, the decay can be mistaken as a

D0 → KK candidate at a wrong invariant mass. They may also come in the form of partially

reconstructed decays, where in multi-body charm decays, two of the daughters have been

identified as D0 daughters with the others missing in the reconstruction. Mis-identification

may also exist for this class of background. For example, a D0 → K+π−π0 decay may be

selected as a signal candidate if the π0 is not reconstructed and if the pion is mis-identified

as a kaon. This example is particularly dangerous since its invariant mass can lie under the

true D0 invariant mass peak.

Due to the missing particles and momentum, the partially reconstructed decays generally

appear in the lower range of the D0 invariant mass plot. They are thus also referred to as

“low mass backgrounds”. When these poorly reconstructed D0 decays are associated with a

correct slow pion, they appear as a peaking component in the ∆m distribution.

The reflection backgrounds can be rejected by imposing tighter requirements on the

PID selection criteria. As in the case for combinatorial background from B decays, partially

reconstructed charm decays are expected to be suppressed by requirements on the momentum

direction.

5.3.4 Secondary D0 Background

One of the significant remaining backgrounds after the full offline selection are the sec-

ondary D∗ decays originating from B hadrons, even though the D0 candidate is genuine.

It is particularly important to discriminate between prompt and secondary candidates be-

cause the latter can introduce significant biases in the measured D0 lifetime, due to the
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Figure 5.4: The decay chain of a secondary D0. The measured life time t, calculated using
the distance between the D0 decay vertex and the primary vertex, differ from the true life
time t′.

incorrectly measured flight distance, as shown in Figure 5.4, and thus physical parameters

that are extracted using the lifetime information. These secondary charm decays cannot be

distinguished using the D0 invariant mass and ∆m as they involve genuine D∗ decays and

thus appear to be identical to the prompt signal, and they form a significant background

particularly at higher values of D0 decay time.

The main difference between prompt and secondary charm decays lies in the direction of

flight of the D0 meson. For prompt decays the D0 meson always points back to the primary

interaction vertex as its point of origin. In a measurement this is only altered by resolution

effects. In contrast, D0 mesons from secondary decays point back to the decay vertex of their

mother particle. If the D0 direction of flight differs from that of its mother particle and the

mother flies for a significant distance, the D0 will not point back to the primary interaction

vertex. There are two observables which exploit this difference. One is the impact parameter

of the D0 meson with respect to the primary interaction vertex, IPD. The second is the

angle θ, already introduced in Section 5.3.1.

A more direct way of identifying secondary charm interactions would be by fully recon-

structing the decay in which the D0 is produced. However, there is a vast range of possible

decay modes, many involving neutrinos. Daughter particles leaving the acceptance would

further reduce the success rate of a direct identification. Therefore, this approach is not

practical.

Secondary D0 decays can never be fully suppressed as they become indistinguishable
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from prompt decays if their mother particle decays close to the primary interaction vertex.

Therefore, a method has to be devised for statistically separating prompt and secondary D0

decays.

Due to the non-zero flight distance of the B mesons, one of the most powerful discrim-

inating variables between prompt and secondary candidates is lnχ2(IPD0), the logarithm

of the impact parameter χ2 of the reconstructed D0 candidate with respect to the primary

vertex. Whereas the lnχ2(IPD0) distribution of genuine prompt events is expected to be

independent of D0 decay time (as measured with respect to the primary vertex), the distri-

bution for secondary events is expected to be dependent on the decay time. In general, the

values of lnχ2(IPD0) will be larger for longer decay times. The further away a secondary D0

decays from the primary vertex, the more influence the flight of the B meson has upon its

trajectory, therefore it is more likely to be pointing further away from the primary vertex.

Figure 5.5 shows the lnχ2(IPD0) distributions of all D0 candidates, including prompt signal

and secondary background. As can be seen the shape of the centre peak remains constant

across the whole proper time range, and is dominated by prompt decays. The secondary

decays contribute primarily to the “shoulder” peak on the right and its shape shifts towards

higher value with increasing proper time.

5.4 Trigger Selection

The selection of D0 decays in the trigger is inherently more challenging than selecting b-

hadron decays, on account of the significantly lower mass and the shorter lifetime of D0

mesons. Furthermore, there is a direct contradiction between the quantity of charm produced

in 7 TeV pp collisions and the requirement to trigger only 2 kHz of events with high efficiency

for B meson decays. The LHCb trigger therefore unavoidably biases the final sample of D0

mesons available for analysis, specifically by using selection criteria (cuts) which bias the

lifetime distributions of the D0 mesons.



Chapter 5. Measurement of AΓ in Tagged D0 → K+K− Decays 95

 < 0.37 (ps)0Dτ, 0.0 < 2χIP
0log D

0 5

E
ve

nt
s 

/ (
 0

.2
5 

)

0

500

1000

1500

2000

2500

 < 0.37 (ps)0Dτ, 0.0 < 2χIP
0log D

0 5

E
ve

nt
s 

/ (
 0

.2
5 

)

0

500

1000

1500

2000

2500

 < 0.54 (ps)0Dτ, 0.37 < 2χIP
0log D

0 5

E
ve

nt
s 

/ (
 0

.2
5 

)

0

500

1000

1500

2000

2500

3000

3500

4000

4500

 < 0.54 (ps)0Dτ, 0.37 < 2χIP
0log D

0 5

E
ve

nt
s 

/ (
 0

.2
5 

)

0

500

1000

1500

2000

2500

3000

3500

4000

4500

 < 0.75 (ps)0Dτ, 0.54 < 2χIP
0log D

0 5

E
ve

nt
s 

/ (
 0

.2
5 

)

0

1000

2000

3000

4000

5000

 < 0.75 (ps)0Dτ, 0.54 < 2χIP
0log D

0 5

E
ve

nt
s 

/ (
 0

.2
5 

)

0

1000

2000

3000

4000

5000

 < 1.08 (ps)0Dτ, 0.75 < 2χIP
0log D

0 5

E
ve

nt
s 

/ (
 0

.2
5 

)

0

1000

2000

3000

4000

5000

 < 1.08 (ps)0Dτ, 0.75 < 2χIP
0log D

0 5

E
ve

nt
s 

/ (
 0

.2
5 

)

0

1000

2000

3000

4000

5000

 < 2.50 (ps)0Dτ, 1.08 < 2χIP
0log D

0 5

E
ve

nt
s 

/ (
 0

.2
5 

)

0

500

1000

1500

2000

2500

3000

3500

4000

 < 2.50 (ps)0Dτ, 1.08 < 2χIP
0log D

0 5

E
ve

nt
s 

/ (
 0

.2
5 

)

0

500

1000

1500

2000

2500

3000

3500

4000

Figure 5.5: lnχ2(IPD0) distributions for D0 → Kπ candidates, starting from low proper
time at the top-left corner to the high proper time at the bottom. The contribution from
the secondary decays becomes increasingly apparent in the shoulder at higher values of
lnχ2(IPD0).
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5.4.1 Lifetime Biases in HLT1 Trigger

The HLT1 runs on events selected by the L0 trigger. It has information from all of LHCb’s

sub detectors available. For two-body hadronic D0 decays, the main selection criteria are:

• Impact parameter: at the start of the HLT1 decision making chain, VELO tracks are

selected according to their impact parameter with respect to the primary interactions

in the event. Only tracks with a high impact parameter with respect to all primary

interactions are kept for further processing. This selection favours events with higher

lifetime over those with lower lifetime, thus biasing the propertime distribution of D0

candidates.

• Minimum number of hits on VELO track: in order to reduce further the number of

VELO tracks being considered in the trigger decision, a cut is placed on the minimum

number of hits on the VELO track. This potentially is a source of lifetime bias, since

a D0 which flies far transverse to the beam line will have decay tracks which tend to

pass through fewer VELO sensors before leaving the VELO.

• Impact parameter χ2: Once the VELO tracks have been sufficiently reduced in num-

ber, they are upgraded to forward tracks, and their momentum and track covariance

matrices are established from a Kalman fit to the track. At this point a cut is placed

on the χ2 of the track impact parameter with respect to the primary vertex. This cut

has the same proper time biasing nature as the cut on the raw impact parameter.

5.4.2 Lifetime Biases in HLT2 Trigger

The HLT2 D0 triggers are based on an exclusive selection of two body decay vertices with

an invariant mass near the D0 mass. The following lifetime biasing variables are used to

distinguish D0 events from the background in HLT2:

• Flight distance χ2 of the D0: the flight distance χ2 of the D0 is directly correlated with

the D0 proper time and the D0 momentum, and a cut is applied on this quantity in
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the exclusive HLT2 D0 selections.

• Pointing cut: a cut is placed on the angle between the D0 momentum vector and the

displacement vector connecting the D0 decay vertex to the primary interaction vertex,

i.e. θ. This cut potentially introduces a second order proper time bias since shorter

lived D0 meson may have a bigger pointing angle due to resolution effects.

The precise values of the lifetime biasing cuts used in HLT1 and HLT2 can be seen in

Table 5.1.

Table 5.1: Cut values for HLT1 and HLT2 triggers used during the final phase the 2010 data
taking.

Trigger Cut Type Cut

HLT1 Impact parameters |IP | > 110 µm
IP χ2 < 34

VELO track cuts Num VELO hits > 9
HLT2 Impact parameters IP χ2 > 2

Flight distance FD χ2 > 25
Pointing cos θ > 0.99985

5.4.3 Impact of HLT2 Lines on the D0 Mass Distribution

There are some further complications from HLT2 which affect the D0 sample. The largest

part of the available data was acquired using triggers which tightly cut off the events present

outside of the D0 mass window (i.e. in the D0 mass side-bands). As the side-bands were not

available, the data acquired with these triggers alone do not allow for accurate estimation

of the amount of combinatorial background under the mass peak.

5.5 Offline Selection

This section describes the selection criteria applied on the events which passed the trigger

selections described in the previous section. These offline selections are performed in two
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stages - the stripping, which is applied centrally using a looser selection to prepare preselected

data sets for the working groups; then a final tighter offline selection applied in the individual

analysis. Due to the abundance of charm decays, even the stripping selections have to

be designed to achieve a maximal purity, to meet the restrictions of the offline storage.

Consequently, only a few additional offline cuts need to be applied after the stripping stage.

5.5.1 Stripping Selections

The stripping selection criteria for flavour tagged D0 decays are the same for KK, Kπ and

ππ decay modes and are independent of the trigger conditions. The selection criteria were

first developed with the LHCb Monte-Carlo samples produced in 2009 and then fine-tuned

with 2010 LHCb Monte-Carlo samples, where the same selections were applied to a dedicated

signal sample as well as the “minimum-bias” background sample, in order to maximise the

statistical significance of the selection. A selection threshold is defined at the value where it

gives the highest value of S2/(S+B), where S and B are the yield of signal and background,

respectively.

The kaon and pion daughters of the D0 candidates are required to have momentum

above 5 GeV/c, and transverse momentum above 900 MeV/c. The daughter tracks are

only accepted if the track fit has a χ2 per number of degrees of freedom of less than 5.

This particular quantity is useful in discriminating backgrounds coming from ghost tracks

created by the extra possible track segments in high multiplicity events. A kaon candidate

is selected if the logarithm of its kaon hypothesis likelihood with respect to that of the pion

is greater than 8 (i.e. DLLKπ > 8). Similarly, a pion candidate is required to have DLLπK

> 5, reflecting a lower pion mis-identification rate.

For the D0 candidates, its vertex fit χ2 has to be less than 13 with one degree of freedom.

Since real D0 mesons travel before decaying, its flight distance, which is defined as the

distance between the primary vertex and D0 decay vertex, is required to be greater than

0.9 mm. The minimum transverse momentum of the D0 is 3.3 GeV/c.
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The D∗+ candidates are reconstructed by combining the D0 and a slow pion candidate, as

shown in as shown in Figure 5.1. The slow pion candidates are required to have a transverse

momentum greater than 260 MeV/c. To reduce backgrounds coming from the same primary

vertex, the vertex fit χ2 of the D∗+ is required to be less than 13 per degree of freedom. The

minimum transverse momentum of the D∗+ is 3.6 GeV/c.

The full selection criteria are listed in Table 5.2.

Table 5.2: Tagged stripping selections

Cut Type Cut Value

Daughter Cuts p > 5.0 GeV/c
pT > 0.9 GeV/c

Track χ2 / nDoF < 5
kaon DLLKπ > 8
pion DLLπK > 5

D0 Cuts Vertex χ2 / nDoF < 13
pT > 3.3 GeV/c

Flight distance s > 0.9 mm
D∗+ Cuts Vertex χ2 / nDoF < 13

pT > 3.6 GeV/c
Slow pion pT > 260 MeV/c

5.5.2 Additional Selections

The stripping lines have been designed to produce samples of high purity, but some additional

criteria are applied to remove any residual backgrounds and biases.

The high number of pp interactions per bunch encountered during 2010 data taking

results in a number of events with multiple D∗ candidates. The additional candidates can

be genuine signal events, or in the case when the decay chain is poorly reconstructed, it may

happen that the same D0 candidate is used multiple times if it is associated with different

slow pion candidates. The latter background will unavoidably bias the physics parameters

to be measured. To remove this bias, only events with a single candidate are considered.

This corresponds to a data reduction of about 15%.

The D0 decay time is required to lie in the range 0 - 2.5 ps. At higher decay times
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Figure 5.6: D0 invariant mass distributions of Kπ (left) and KK (right) data samples, with
width of 7.28 MeV/c2 and 7.5 MeV/c2, respectively.

secondary decays become dominant and little useful information can be gained from using

the candidates in this regime.

5.6 Grouping of Data Sample

The total data sample recorded in 2010 by LHCb corresponds to an integrated luminosity

of 37.7 pb−1. The distributions of D0 → Kπ and D0 → KK invariant mass with the full

sample size, after trigger and offline selections, are shown in Figure 5.6.

The LHCb trigger evolved a lot throughout 2010, in response to changing LHC luminosity

and beam configurations. During the very early data taking period, the HLT2 was not

needed due to the low instantaneous luminosity. It gradually came into play when the LHC

luminosity increased. In the analysis the data are divided into 3 sub-groups, taking into

account the different trigger settings:

• Group 1, early stage data with no HLT2, corresponding to 23.3 pb−1;

• Group 2, with HLT2, corresponding to 6.4 pb−1;

• Group 3, with HLT2 and with down-scaling on D0 mass side-band, corresponding to

8.0 pb−1.

Each data sub-group is then further separated into sub-samples of either magnet polarity,
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Table 5.3: The number of KK candidates, in each data sub-group. Numbers in parentheses
indicate the number of propertime bins in each sub-group.

Group 1 Group 2 Group 3

Magnet Down
D0 119365 (10) 0 29308 (3)
D0 122712 (10) 0 30769 (3)

Magnet Up
D0 73969 (7) 53164 (5) 37140 (3)
D0 77668 (7) 55432 (5) 38300 (3)

Magnet Up or Magnet Down, except for Group 2 where only Magnet Up data are recorded.

The motivation for these divisions is to ensure that reconstruction differences between these

sub-groups are not obscured by combining them into one large sample. For example, it is

conceivable that the reconstructed D0 mass shape is different before and after changes are

made to the detector. The division of the data is shown in Table 5.3.

A measurement of AΓ is performed for each of the sub-samples. The final value of AΓ is

obtained by taking a weighted mean of the individual measurements.

5.7 Extraction of AΓ Parameter

5.7.1 Overview

The strategy used in this analysis to determine AΓ is to partition each sub-group of D0

decays into bins of proper decay time. In order to calculate AΓ, the ratio of D0 to D0 signal

decays in each bin is determined. Therefore this analysis is based on a binned likelihood fit.

Although the statistical precision on AΓ is in principle reduced by the partitioning of the

data into bins, there are certain advantages in this method. The most important feature

of the binned strategy is that taking a ratio measurement ensures many of the systematic

uncertainties common in both D0 and D0 cancel out. In particular, this removes the lifetime

biases introduced by the selection criteria. The main procedures of the binned fit include:

1. Binning of candidates into D0 proper decay time, as described in Section 5.7.2;
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2. Separation of signal candidates from backgrounds using mass fits, as described in

Section 5.7.3;

3. Separation of prompt D and secondary D decays from B, as described in Section 5.7.4;

4. In each bin i, plotting the ratio Ri = ND0,i/ND0,i for AΓ,

5. Finally, AΓ is determined from the gradient of the ratio plot, using the formalism

presented in Section 5.2.

5.7.2 Binning

The samples of D0 and D0 decays are divided into bins of D0 decay time such that each bin

contains an approximately equal number of candidates. The fits in each time bin are entirely

independent of each other. The number of candidates present in each D0 decay time bin is

chosen after considering two principal factors:

1. There must be enough candidates in each bin to permit a stable fit,

2. The width of the time bin must be sufficiently narrow to ensure that any time-varying

fit components can be accurately modelled.

The number of time bins for each data sub-group are shown in Table 5.3.

5.7.3 Methods for Background Separation

Yield Extraction for D0 Decays

The selection of two body D0 decays is sufficiently pure to allow precise extraction of yields

from fits to the reconstructed D0 invariant mass m alone. A double Gaussian shape is found

to be the optimum model for the signal peak. The combinatorial background is modelled as
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a first order polynomial. This combined probability density functions (PDF) is thus:

f(m) =
∑

class
=sig,bkg

f(m|class)P (class), (5.11)

with P (class) being the signal and background fractions and

f(m|sig) = fG1 ·Gauss(m,µ, σ1) + (1− fG1) ·Gauss(m,µ, σ2), (5.12)

and

f(m|bkg) = a ·m+ b. (5.13)

Due to the trigger complications discussed in Section 5.4.3, the low side-band statistics

does not allow for a good 2-dimensional (∆m vs. mD0) mass fit. However, the level of

combinatorial and D0 reconstruction background under the signal peak is found to be very

low. A one dimensional fit on D0 mass with requirement that all events fall in the ∆m signal

box shows a background fraction of 0.019. Therefore, in the fits below the combinatorial

background is not entered as a fit component, instead, its existence is taken as a source of

systematic uncertainty.

Yield Extraction for Tagged D0 Decays

To extract the yields of tagged D0 decays requires in addition a fit to the reconstructed mass

difference between D0 and D∗, ∆m. The distributions in ∆m and mD0 are assumed to be

uncorrelated as there is no physical reason for any correlation.

The PDF for ∆m consists of two parts, one describing true D∗ decays and one related

to randomly associated slow pions, πs

f(∆m) =
∑

class
=sig,bkg

f(∆m|class)P (class). (5.14)
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The ∆m distribution of signal candidates peaks at the PDG difference between the D∗

and D0 masses, i.e. 145.4 MeV/c2. The peak from true D∗ decays is described by three

Gaussians. Two have a common mean (µ1 = µ2), however, the third has a slightly higher

mean:

f(∆m|sig) = fG1 ·Gauss(∆m,µ1, σ1)

+(1− fG1 − fG3) ·Gauss(∆m,µ2, σ2)

+fG3 ·Gauss(∆m,µ3, σ3). (5.15)

The true D∗ decays also cover partially reconstructed or mis-reconstructed D0 decays as

any shift in the reconstructed D0 mass drops out in the ∆m calculation.

The random πs background PDF in the ∆m distribution is given by the special function

RooDstD0BG PDF defined in the RooFit toolkit [66]. This function is defined as

f(∆m|bkg) =
(

∆m

A

)2
(

1− e−
∆m−D

C

)

+ B

(

∆m

D
− 1

)

, (5.16)

where A and B define the slope at high values of ∆m, C defines the curvature at low values

of ∆m and ∆m = D defines the position where the function is equal to zero.

An example of the ∆m fit to data is illustrated in Figure 5.7.

5.7.4 Separation of Prompt and Secondary Charm Decays

An additional method has to be derived to distinguish promptly produced D0 mesons from

those originating in the decay of long-lived particles, as these two classes of decays cannot

be distinguished in either the D0 invariant mass or the ∆m signal fraction fit.

It is possible to exploit the fact that IPD0 is zero apart from resolution effects for prompt

D decays while it can take larger values for secondary decays. Therefore, the method is to fit

the unsigned IPD0 distribution and measure the relative fractions of a narrow distribution
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Figure 5.7: A fit to the ∆m distribution of a D0 → KK data sub-sample. The red dashed line
shows the background component, while the blue starred line shows the signal component.

close to zero, representing prompt decays, and a wider distribution representing secondary

decays.

An additional challenge arises from the fact that the distributions, particularly that of

secondary decays, change with the measured lifetime. The change in the secondary IPD0

distribution is because the longer the measured D lifetime, the larger is the potential con-

tribution due to a B lifetime. In addition, the IPD0 resolution varies as a function of proper

time. Therefore, the fits are performed in slices of proper time which coincide with the

binning used in the actual measurement.

At LHCb, the χ2 value of IPD0 is used instead of IPD0 . This makes use of the knowledge

of the uncertainty of the IPD0 measurement as described above. Furthermore, it removes

any dependence on the time-dependence of the IPD0 resolution.

For prompt D0 decays the χ2(IPD0) distribution does not change with time as the true

value is zero at all times and the resolution of χ2(IPD0) can be assumed to be independent

of the measured lifetime. It is found that the natural logarithm of χ2(IPD0) results in

distributions which are easier to model. The optimum model for the prompt D0 in the

lnχ2(IPD0) distribution is found to be a composition of two bifurcated Gaussians with

common mean, i.e. Gaussians with different widths on each side of the mean, plus a third,
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Figure 5.8: A fit to the lnχ2(IPD0) distribution of a D0 → KK data sub-sample. The blue
solid line shows the combined distribution from prompt and secondary decays, while the red
dashed line shows the secondary component.

symmetric Gaussian. This leads to the PDF

f(χ2(IPD0)|t, A, subclass) = fG1
1

√

π/2(σl
1 + σu

1 )
exp

{

−(lnχ2(IPD0)− µ(t))2

2(σx
1 )

2

}

+fG2
1

√

π/2(σl
2 + σu

2 )
exp

{

−(lnχ2(IPD0)− µ(t))2

2(σx
2 )

2

}

(5.17)

+(1− fG1 − fG2)
1

√

π/2σ3
exp

{

−(lnχ2(IPD0)− µ(t))2

2σ2
3

}

,

where σx
i = σl

i(σ
u
i ) if lnχ2(IPD0) < µ(t) (lnχ2(IPD0) ≥ µ(t)) for i = 1, 2. The parameter

fG1 (fG2) describes the fraction of the first (second) bifurcated Gaussian.

For secondary D0 decays the width of the lnχ2(IPD0) distribution is constant and in-

dependent of time. The mean, however, increases which reflects the fact that D0 mesons

coming from long-lived decays do not necessarily point back to the primary vertex and that

they may point further away the further they fly. The model chosen for the secondary D0

decays is identical to the one for prompt decays, but with a different values of width σx
i and

a higher mean value of µ(t).

Figure 5.8 shows an example of the lnχ2(IPD0) fit on the KK data sample.
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5.8 Results

5.8.1 Results for D→ Kπ

Since no CP violation is expected to present between D0 → K−π+ and D0 → K−π+ modes,

the D→ Kπ decays can be used as a control channel for validation of the fit model, where

the measured pseudo-AΓ is expected to be consistent with being zero.

The strategy of the binning for the D0 → K−π+ is such that the number of candidates in

each proper time bin is roughly the same as those in a proper time bin in the D0 → K−K+

analysis. Since the Cabibbo-favoured K−π+ mode has a branching ratio about 10 times

larger than K−K+, this mean the proper time binning in D0 → K−π+ analysis is 10 times

finer.

The signal window is defined as 145.433± 2.000MeV/c2 in ∆m and 1864± 20MeV/c2 in

mD0 . The random slow pion component is determined in a fit to the ∆m distribution while

applying the mD window.

Example ∆m fits to a D0 → K−π+ sub-group are shown in Figure 5.9. As can be seen

the PDF presented in Section 5.7.3 describes the ∆m distribution very well across the entire

proper time range in the fit.

Example lnχ2(IPD0) fits to the same data sub-group are shown in Figure 5.10. As can

be seen the the shape of the prompt D0 component remains constant across different proper

time bins, while both the yields and the means of secondary D0 component increase along

with the increase of D0 proper time. Across all parameters there is good agreement between

D0 and D0.

The straight line fit is constructed such that AΓ = −a
2b
τKK is a fit parameter and the

fit result return value and uncertainty on AΓ directly. Table 5.4 shows the results for the

pseudo-AΓ measurement with Cabibbo-favoured decays into the K−π+ final state. This

measurement is expected to be in agreement with zero and thus provides a high-precision

test of the stability of the method. As can be seen the fit results from all 5 sub-group of
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Figure 5.9: ∆m fit results for D0 → K−π+ candidates (sub-sample Group3+4, Magnet
Down). Each plot shows the fit in a propertime slice, starting from low propertime on the
top-left corner to the high propertime at the bottom-right corner. The red dashed lines show
the slow pion background component.
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Figure 5.10: lnχ2(IPD0) fit results for D0 → K−π+ candidates (sub-sample Group3+4,
Magnet Down). Each plot shows the fit in a propertime slice, starting from low propertime
on the top-left corner to the high propertime at the left-bottom corner. The red dashed lines
show the secondary background component.
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Table 5.4: The value of pseudo-AΓ from straight line fits

Sub-group Pseudo-AΓ

1, Mag D (−0.12± 0.26)%
1, Mag U (0.29± 0.34)%
2, Mag U (0.31± 0.35)%
3, Mag D (−0.24± 0.47)%
3, Mag U (−0.01± 0.39)%

Weighted Average (0.05± 0.16)%

Figure 5.11: ∆m fit results for D0 → K−K+ candidates. The red dashed lines show the
slow pion background component.

data are consistent with pseudo-AΓ being zero.

5.8.2 Results for D→ KK

The true-AΓ results based on decays into a pair of oppositely-charged kaons is presented in

this section.

As can be seen in Figure 5.11, the random slow pion background level is higher in the

K+K− mode, compared with the Cabibbo-favouredK−π+ mode. This is as expected, largely

due to the latter mode having a branching ratio almost 10 times larger than the former.

Example lnχ2(IPD0) fits to a sub-group of K+K− candidates are shown in Figures 5.12.

As can be seen the the shape of the prompt D0 component remains constant across different
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Table 5.5: The value of AΓ from straight line fits to the KK sample

sub-group AΓ

1, Mag D 0.32± 0.77%
1, Mag U 0.89± 1.02%
2, Mag U 0.36± 1.13%
3, Mag D −0.24± 1.43%
3, Mag U 0.01± 1.15%

proper time bins, while both the yields and the means of secondary D0 component increase

along with the increase of D0 proper time.

The ratio plots from each of the five data sub-group are shown in Figures 5.13. The

weighted average intercept on the y axis, b, is 1.02 ± 0.019, with a hint of slightly more

D0 than D0 overall. There are two possible reasons for such an asymmetry. The fist is the

detection efficiency. As one side of the detector may be more efficient than the other, it can

lead to particles of opposite signs having different detection efficiencies. The second reason

is that the number of D∗+ and D∗− produced in the acceptance of LHCb may vary. Even

with the D0 → Kπ decays as control channel, the amount of these asymmetries cannot be

estimated. This is because in the D0 → Kπ sample there is another source of asymmetry

- the nuclear absorption asymmetry for K+ and K−, which is significant. It is, however,

possible to reduce one type of asymmetry: the detection efficiency effect reverses when the

magnet polarity changes, combining data take from both magnet polarity can thus reduce

this asymmetry effect.

The values of AΓ from straight line fits are shown in Table 5.5. As can be seen, the AΓ

value measured using different sets of data are compatible with one another. Taking the

weighted average, the combined AΓ value is

AΓ = (0.39± 0.55)%. (5.18)
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Figure 5.12: lnχ2(IPD0) fit results for D0 → KK candidates (sub-sample Group2, Magnet
Up). Each plot shows the fit in a propertime slice, starting from low propertime on the top-
left corner to the high propertime at the bottom. The red dashed lines show the secondary
background component.
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Figure 5.13: Straight line fits to the ratio of D0 to D0, in each of the five data sub-group.
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5.9 Systematic Uncertainties

By measuring the AΓ parameter with the ratio method, many of the systematic effects

cancel due to the similarities in the topologies of the decays. However, there are systematic

uncertainties in the measurements that need to be accounted for.

This section describes several means to measure or place an upper limit on an effect

which could potentially impact upon the results, in which case an estimated uncertainty is

assigned.

5.9.1 Uncertainty from Combinatorial Background

The level of combinatorial and D0 reconstruction background under the signal peak is found

to be very low. A one dimensional fit on D0 mass with requirement that all events fall in the

∆m signal box shows a background fraction of 0.019. This background is not a component in

the mass fit, therefore it has to be taken into account as a source of systematic uncertainty.

A fraction of 0.019 translates to a maximum uncertainty on AΓ of 0.08%. There is no reason

to believe that this class of background has any time-varying effect on the CP asymmetry.

5.9.2 Choice of Mass Fit PDFs

The systematic uncertainty associated with the choice of fit PDFs is evaluated using the

following procedure. The default fit is run and the central value of each parameter is recorded.

The fit is then rerun, fixing the central values of all parameters except those of the relevant

PDF under study. The difference between the value of AΓ obtained using this method and

the default value of AΓ is taken to be the systematic uncertainty in each case.

The signal PDF in the ∆m fit, defined in Section 5.7.3, is changed from triple-Gaussian to

a double-Gaussian plus a Crystal Ball (CB) distribution, where the CB replaces the Gaussian
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with higher mean. The result is

AΓ = (0.22± 0.67)%. (5.19)

The systematic uncertainty from the choice of mass fit PDFs is thus taken to be ±0.17%.

5.9.3 Choice of Secondary Background PDFs

Secondary D0 mesons from B decays is the major source of background which biases the

decay-time reconstruction. As it is the largest background it is potentially the source of the

largest systematic uncertainty. To determine the uncertainty from secondary decays in the

binned fit, the lnχ2(IPD0) parametrisation is changed. The nominal “2-bifurcated Gaus-

sian + 1 symmetric Gaussian” model is changed to “1-bifurcated Gaussian + 2 symmetric

Gaussian”, giving a result of

AΓ = (0.54± 0.83)%. (5.20)

The systematic uncertainty from the choice of secondary background PDFs is thus taken

to be ±0.15%.

5.9.4 Detection and Production Asymmetries

As one side of the detector may be more efficient than the other, this leads to a detection

asymmetry between particles of opposite signs, e.g. K+, K−.

The number of D∗+ and D∗− produced in acceptance of LHCb can vary. This effect is

referred to as the production asymmetry. The asymmetry AP (D
0) is defined as

AP (D
0) =

NP (D
∗+)−NP (D

∗−)

NP (D∗+) +NP (D∗−)
, (5.21)
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Table 5.6: Summary of systematic uncertainties.

Effect Value (%)
Combinatorial background 0.08

Mass Fit PDFs 0.17
Secondary background PDFs 0.15
D∗ production asymmetry 0.03

Total 0.24

and its average value is measured [67] to be

AP = (−1.08± 0.32± 0.12)%. (5.22)

Since the effect of detection asymmetry reverses when the magnet polarity changes,

combining data take from both magnet polarity can reduce the asymmetry effects. The

dataset used in this analysis contain 11% more magnet Up data compared to magnet Down

ones.

These two types of asymmetries affect the value of intercept b in the straight line fit, as

AΓ is a function of b, this accounts for a systematic uncertainty of 0.03% in the sample.

5.9.5 Summary of Systematic Uncertainties

Table 5.6 summarises the systematic uncertainties evaluated as described above. The uncer-

tainties are assumed to be uncorrelated and therefore added in quadrature.

5.10 Cross-Checks

The default binning was described in Section 5.7.2. In order to validate the choice of binning,

the analysis was rerun with two different binning strategies, one doubling the number of bins

and the other reducing the number of bins by half. With twice the number of bins, the result

is A′
Γ = (0.33 ± 0.53)%. Comparing this to the result from using the default binning gives
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an uncorrelated statistical uncertainty of 0.14%, while the difference in central values of AΓ

is 0.06%. With half the number of bins, the result is A′′
Γ = (0.24± 0.57)%. Comparing this

to the result from using the default binning gives an uncorrelated statistical uncertainty of

0.15%, while the difference in central values of AΓ is 0.15%. This shows the sensitivity does

not vary much using different bin choices. The central values of AΓ from the three binning

strategies are all compatible with each others.

5.11 Conclusion

In conclusion, this analysis measures the CP violation parameter AΓ in the D0 meson system,

obtained through a binned measurement of the ratio of D0 → KK to D0 → KK decays.

The data size corresponds to an integrated luminosity of 37.7 pb−1 recorded in 2010 by

LHCb. the weighted average of AΓ, from all sub-groups of data, is

AΓ = (0.39± 0.55± 0.24) %, (5.23)

where the first error is statistical and the second error is systematic.

The result is compatible with there being no CP violation.



Chapter 6

Summary and Outlook

This thesis presented the work performed while I was a member of the LHCb collaboration

and is comprised of two major components. The first is the design and operation of the

magnetic distortion calibration system for the RICH 1 sub-detector, and the algorithms

that form part of the calibration package. The second is the analysis on the search for CP

Violation in D0 → K−K+ Decays, through the measurement of parameter AΓ.

The particle identification provided by the RICH systems is critical to LHCb physics

analysis. The RICH 1 HPDs are located at a position where there is upstream fringe field

from the LHCb dipole, the presence of which can affect the photo-electron trajectory, lead-

ing to distortions in the observed Cherenkov ring image. To ensure high performance, it is

necessary to monitor the RICH photon detectors and correct for the distortion. The mag-

netic distortion calibration systems (MDCS) were designed for such a purpose. The main

component of the system is a series of LED boards mounted on a LED bar that traverses

the width of the photon funnel.

The principle behind the calibration process is to project a known grid pattern of light

directly on the matrix of the HPDs and design an algorithm to reconstruct the pattern.

Comparing the patterns recorded with and without magnetic field allows for the analysis

of the distortion effects in the reconstruction of the known pattern. It is then possible to

parametrise the magnetic distortion correction and apply it in the event reconstruction.

118



Chapter 6. Summary and Outlook 119

The requirement is that the correction process must obtain a result such that the residual

uncertainty due to the magnetic distortion is negligible compared with the intrinsic resolution

of an HPD pixel. The MDCS operation software is written with PVSS and a CERN specific

framework. It is an integrated part of the LHCb RICH Detector Control.

The RICH MDCS systems, along with the magnetic shieldings, are already providing

significant improvements to the Cherenkov angle resolution in the LHC collision data and

hence improve the precision of all LHCb physics measurements. The MDCS correction

parameters stored in the Conditions Database were applied in the reconstruction of the 2009

LHC collision data which were taken with a negative magnetic field configuration. The result

show an improvement of Cherenkov angle resolution from 5.5 mrad to 2.7 mrad, i.e. by a

factor of 2. In comparison, the benchmark performance from Monte Carlo simulation is

1.55 mrad. The current resolution is still not yet at the Monte Carlo level, but with more

data being collected and the understanding of the detector getting better, there is steady

progress in improving the resolution. Regular magnetic calibration runs will continue to be

performed during the course of the LHCb data taking, to provide updated parameters for

the data reconstruction.

Although the Standard Model is hitherto compatible with all measured CP violation

phenomena in the mixing and decay of heavy flavour hadrons, there are reasons to believe

that LHCb could observe effects associated with CP violation in the decays of B, D mesons

which are incompatible with the Standard Model at a previously inaccessible energy scale.

A constraint on CP violation in the D0 meson system is obtained through the observable

AΓ. It is defined as the asymmetry of the measured lifetimes of D0 → K+K− and D0 →

K+K− decays (or the corresponding decays into π+π−). This measurement requires tagging

of the flavour of the D0 at production by reconstruction of the D∗+ → D0π+ decay chain.

AΓ is sensitive to both the CP violation parameters |q/p| − 1 and φ, and is only non-zero if

there is CP violation in either D0 mixing, or in the interference between mixing and decay.

This thesis presents a method for measuring the D0 CP violation parameter AΓ, obtained

through a binned measurement the ratio of D0 → KK to D0 → KK decays. The advantage
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of the ratio method is that most acceptance and detector resolution effects factor out.

The measurement of the parameter AΓ is performed with data size corresponds to an

integrated luminosity of 37.7 pb−1 recorded in 2010 by LHCb. The weighted average of AΓ,

from all sub-groups of data, is

AΓ = (0.39± 0.55± 0.24) %, (6.1)

where the first error is statistical and the second error is systematic.

The result is compatible with there being no CP violation, which is compatible with the

Standard Model predictions.

It is anticipated that future measurements at LHCb using the data collected in 2011 and

2012 will yield world-leading results. LHCb is therefore close to achieving a measurement of

AΓ that will allow for a sensitive test of the Standard Model.
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