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1.1 Introduction

1.1.1 ALICE (A Large Ion Collider Experiment)

ALICE (A Large Ion Collider Experiment) is a general-purpose, heavy-ion detector at

the CERN LHC. It is designed to study the physics of strongly interacting matter,

and in particular the properties of the Quark-Gluon Plasma (QGP), using nucleus-

nucleus collisions at unprecedented energy densities. Lead (Pb) nuclei are used as the

heavy ion for these collisions. Apart from Pb–Pb collisions, ALICE also does precision

measurements with proton-proton (pp) and proton-lead (p-Pb) collisions to provide a

reference for the Pb–Pb collisions. The scientific plans and detector specifications of

ALICE are defined in the ALICE Physics Performance Report Vol. I [1] and Vol. II [2].

An updated description of the ALICE detector can be found in [3].

The apparatus of ALICE (Fig.1.1) consists of a central barrel and a forward muon

spectrometer along with some smaller detectors for trigger and event characterisation.
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1. ALICE INNER TRACKING SYSTEM UPGRADE

Figure 1.1: ALICE detector

The central barrel is mounted inside a solenoidal magnet which provides a mag-

netic field of 0.5T parallel to the beam axis. The detectors in the central barrel are

mainly dedicated to vertex reconstruction, tracking, particle identification and momen-

tum measurement. The main tracking detectors in the central barrel are the Time

Projection Chamber (TPC) and the Inner Tracking System (ITS). The ITS performs

vertexing and is composed of six layers of silicon detectors: two layers each of Slicon

Pixel Detector (SPD), Silicon Drift Detector (SDD) and Silicon Strip Detector (SSD).

The other detectors in the central barrel are the Time Of Flight (TOF) detector for

particle identification, High Momentum Particle Identification (HMPID), the Transition

Radiation (TRD) counters for electron identification and two electromagnetic calorime-

ters - PHOton Spectrometer (PHOS) and ElectroMagnetic CALorimeter (EMCAL).

There are other smaller detectors for trigger and multiplicity measurement: the Photon

Multiplicity Detector (PMD), Forward Multiplicity Detector (FMD), V0 and T0. There

are two sets of hadronic calorimeters which provides the centrality measurements: the

2



1.1 Introduction

Zero Degree Calorimeters (ZDC) located on both sides of ALICE along the beam line at

115m from the interaction point. In addition, there is an array of scintillators (ALICE

COsmic Ray DEtector, ACORDE) installed on top of the solenoid to trigger on cosmic

rays for calibration purposes.

The forward muon spectrometer designed to study single muons and dimuons, con-

sists of a combination of tracking and trigger chambers, absorbers and a dipole magnet.

Equipped with these wide range of detectors, ALICE enables a comprehensive study

of hadrons, electrons, muons, and photons produced in the Pb–Pb collisions.

1.1.2 ALICE upgrade strategy

During the first three years of running (two years of Pb–Pb and one year of p-Pb),

ALICE has already demonstrated very good capabilities for measurements at high en-

ergy nucleus collisions. Before the start of the LHC, results from the experiments at

CERN SPS and BNL RHIC suggested that QGP is an almost perfect liquid. ALICE

has confirmed this basic picture and observed the creation of hot hadronic matter at

unprecedented temperature and densities. In only three years, ALICE has exceeded the

precision and kinematic reach of all significant probes of the QGP measured in the last

decade.

However, there are certain measurements like high precision measurements of rare

probes over a broad range of momenta (specially at low pT), which are not possible or

not satisfactory with the present experimental setup. This scenerio can be improved

significantly by detector upgrades combined with an increase in luminosity, thus en-

hancing the physics capabilities of ALICE greatly. This forms the starting motivation

for ALICE upgrade program planned to be implemented during the LHC long shutdown

two (LS2) in 2018-2019.

The upgrade strategy for ALICE is formulated on the fact that after LS2, LHC

will provide Pb–Pb collisions at an interaction rate of upto 50 kHz corresponding to

an instantaneous luminosity, L = 6 × 1027cm−2s−1. To cope with this luminosity and

to perform the measurements defined by the upgrade program, detector upgrades are

necessary. The detector upgrades should help to improve tracking and vertexing capabil-

ities, radiation hardness and allow for readout of all interactions to accumulate enough

statistics for the upgrade physics program. The objective is to accumulate 10 nb−1 of

Pb–Pb collisions, recording about 1011 interactions.

3



1. ALICE INNER TRACKING SYSTEM UPGRADE

The upgrades include:

• A new beampipe with smaller diameter.

• A new, high-resolution, low-material Inner Tracking System (ITS).

• Upgrade of the Time Projection Chamber (TPC), consisting of the replacement

of the wire chambers with Gas Electron Multiplier (GEM) detectors and new

pipelined read-out electronics.

• A newMuon Forward Telescope (MFT) to add vertexing capabilities to the current

Muon Spectrometer.

• Upgrade of the read-out electronics of Transition Radiation Detector (TRD), Time

Of Flight detector (TOF), and Muon Spectrometer for high rate operation.

• Upgrade of the forward trigger detectors.

• Upgrade on the online systems and offline reconstruction and analysis framework.

1.2 ALICE Inner Tracking System upgrade

1.2.1 Current ITS

The current ITS consists of six layers of silicon detectors placed coaxially around the

beam pipe (Fig.1.2) with their radii ranging from 3.9 cm to 43 cm. They cover a pseu-

dorapidity range of |η| < 0.9 for vertices located within z = ±60 mm with respect to

the nominal interaction point (±1σ of the luminous region). To sustain a high particle

hit density and to perform an efficient vertex reconstruction, the first two layers were

made of Silicon Pixel Detectors (SPD) with state-of-the-art hybrid pixel detectors. The

two middle layers are made of Silicon Drift Detectors (SDD) followed by two layers of

double sided Silicon Strip Detectors (SSD). The last four layers have analog readout

with PID capabilities through dE/dx measurement in the non-relativistic (1/β2) region.

The ITS is localized using the ALICE Global Reference system: z axis on the beam

line, x axis in the LHC (horizontal) plane, pointing to the center of the accelerator, and

the y axis pointing upward. In the transverse plane, the cylindrical coordinates and r

and φ localize the radial coordinate of the point with respect the center of axis and the

azimuthal angle, respectively.

4



1.2 ALICE Inner Tracking System upgrade

Figure 1.2: The current Inner Tracking System of ALICE. It consists of consists of six
layers of silicon detectors placed coaxially around the beam pipe. The first two layers
consist of Silicon Pixel Detectors (SPD) with hybrid pixel detectors. The two middle
layers are made of Silicon Drift Detectors (SDD) followed by two layers of double sided
Silicon Strip Detectors (SSD).

The layer parameters were optimized for efficient tracking performance in combina-

tion with the TPC and high precision in determining the charged particle distance of

closest approach to the primary vertex. Thus, the first layer has a radius as small as

possible, defined by the radius of the beam pipe. The outermost radius was defined in

a way to optimize the track matching efficiency with the TPC. The first layer has an

acceptance of |η| < 1.98, which along with the FMD gives continuous coverage to the

charge particle multiplicity. The layer parameters are shown in Table 4.2 in Chapter 4,

where a performance comparison is made between the current and the upgraded ITS

(Section 4.5), specifically in terms of tracking efficiency and resolutions.

1.2.2 Physics motivations for the ITS upgrade

The long-term physics goal of ALICE is to study and provide a characterisation of

the Quark Gluon Plasma (QGP) state of matter. This requires the measurement of

5



1. ALICE INNER TRACKING SYSTEM UPGRADE

heavy-flavour hadrons, quarkonia, and low-mass dileptons at low transverse momenta,

together with novel measurements of jets and their constituents. To achieve this goal,

high statistics measurements are required, as these will give access to the very rare

physics channels needed to understand the dynamics of QGP. The ALICE long-term

physics goals, its experimental strategy and the upgrade plans are discussed in the

ALICE Upgrade Letter of Intent [4], its addendum [5] and in the ALICE Inner Tracking

System Upgrade Technical Design Report [6].

The primary scope of ITS upgrade is to provide measurements for heavy-flavour

interactions with the QGP medium with highly improved tracking and readout capa-

bilities. These measurements include:

• Study of the thermalisation of heavy quarks, specially charm and beauty in the

QGP. This is possible by measuring the baryon/meson ratio for charm (Λc/D)

and for beauty (Λb/B) and the azimuthal anisotropy, v2 for charm mesons and

baryons. At low momentum the azimuthal anisotropy is determined by the elliptic

flow, which provides the most direct evidence of the collective hydrodynamical

behaviour of the medium. In this respect, the new ITS will have a significant

impact on the following measurements:

– D mesons, including Ds, down to zero pT will be accessible for the first time.

– Charm and beauty baryons, Λc and Λb. The former will be measured, for

the first time, through the decay Λc −→ pK−π+. The latter will be measured

through the decay Λb −→ Λc + X. and also this will be accessible for the first

time.

– Baryon/meson ratios for charm (Λc/D) and for beauty (Λb/B), will also be

accessible for the first time.

– The elliptic flow of charmed and beauty mesons and baryons down to low pT

will also be accessible for the first time.

• In-medium energy loss of the high momentum partons are measured in terms

of the nuclear modification factor (RAA) as a function of pT of the open heavy

flavours. This energy loss can also be measured via the semi-leptonic decay chan-

nel. The new ITS will significantly improve or make accessible for the first time

the following measurements in Pb–Pb collisions:

6



1.2 ALICE Inner Tracking System upgrade

– Measurement of beauty via the decay channels B −→ D+X, D0 −→ Kπ, which

will be accessible for the first time.

– Measurement of beauty via displaced J/ψ −→ ee, which will also be accessible

for the first time.

– Improve measurement of single displaced electrons.

– Improve beauty decay vertex reconstruction, using any of the previous three

channels plus an additional track.

Additionaly, the new ITS will also allow the measurement of low-mass dielectrons.

This measurement gives access to:

– Thermal radiation from the QGP, via real and virtual photons detected as

dielectrons.

– In-medium modifications of hadronic spectral functions related to chiral sym-

metry restoration, in particular for the ρ meson in its e+e− decay mode.

1.2.3 Current ITS limitations and improvement possibilities with the
ITS upgrade

As far as the physics performance in heavy flavour detection is concerned, the current

ITS have significant limitations. For example, the study of charm baryons is not feasible

with the current setup. The current ITS has an impact parameter resolution larger than

the decay length of Λc (cτ ≈ 60 µm [7]) which is the most abundantly produced charm

baryon, thus making it inaccessable in Pb–Pb collisions in ALICE.

Another disadvantage of the current ITS is its limited readout capabilities: a max-

imum rate of 1 kHz (with dead time close to 100%), irrespective of the detector occu-

pancy. This is a crucial limitation since it prevents ALICE to exploit the full Pb–Pb

collision rate of 8 kHz, which the LHC can deliver presently. This results in inadequate

statistics, specially for the physics channels which cannot be selected by a trigger. This

renders the current ITS incompatible with the long term physics plans of ALICE.

Finally, the present ITS is inaccessible for maintenance and repair inteventions dur-

ing the yearly LHC shutdowns. This could lead to a significant compromise in main-

taining high data quality. So, it is a high priority in the design of the upgraded ITS to

have rapid accessibility.
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Figure 1.3: Left: Enhancement of the Λc/D ratio in central Pb–Pb (0 − 20%) for Lint

= 10 nb−1 with respect to pp collisions. Two model calculations [8],[9] are also shown.
Right: Λc nuclear modification factor (RAA) in central Pb–Pb collisions (0− 20%) for Lint

= 10 nb−1.

The physics performance studies for the new ITS predicts the enhancement of the

Λc/D0 ratio in central Pb–Pb (0−20%) for Lint = 10 nb−1 with respect to pp collisions.

This is shown in the left panel of Fig.1.3. It is assumed that the statistical uncertainties

for the D0 measurements and for the Λc measurement in pp are negligible with respect

to those for the Λc measurement in Pb–Pb. The points are drawn on a line that captures

the trend and magnitude of the Λ/K0 double-ratio. Two model calculations [8],[9] are

shown to illustrate the expected sensitivity of the measurement.

The right panel of Fig. 1.3 shows the Λc RAA as a function of pT in central Pb–

Pb collisions (0 − 20%) for Lint = 10 nb−1. Also in this case, it is assumed that the

statistical uncertainties for the Λc measurement in pp are negligible with respect to

those in Pb–Pb. The prompt D0 RAA is also shown for comparison.

On the other hand, to study the production of charm mesons in exclusive decay

channels (e.g. D0 −→ Kπ and D+ −→ Kππ), the impact parameter of the current ITS

is adequate, but only in a certain transverse momentum range. At pT < 1GeV/c, the

statistical significance of the measurements is insufficient. The left panel of Fig.1.4 shows

the measurement of D meson RAA using ALICE data from 2010 and 2011. The analysis

was restricted to pT > 2GeV/c with the 2010 data[10] and to pT > 1GeV/c using higher-

statistics data from the 2011 Pb–Pb run[11]. Reaching zero transverse momentum

8
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seems to be precluded with the current setup, due to the large background level. In

addition, the present accuracy of the RAA measurement is limited to 30 − 40% by the

systematic uncertainties on the B feed-down correction, the signal yield extraction, and

the efficiency evaluation. All these contributions could be substantially reduced with

an upgraded vertex detector. The right panel of Fig.1.4 shows the nuclear modification

factor of prompt D0 with the systematic and the statistical uncertainties expected for

8.5× 109 central (0− 10%) Pb–Pb events, corresponding to Lint = 10 nb−1.

The study of beauty mesons and beauty baryons would also be possible with the

upgraded ITS, since their production would be enhanced in the upgrade scenario, thanks

to the high interaction rate and the improved impact parameter resolution.

1.2.4 ITS upgrade concept

Based on the upgrade physics motivations and the limitations of the present ITS, the

design motivations for the upgraded ITS are:

• Highly efficient tracking, both in standalone mode and in association with the

TPC, over an extended momentum range, with special emphasis on very low

momenta.
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1. ALICE INNER TRACKING SYSTEM UPGRADE

• Very precise reconstruction of secondary vertices from decaying charm and beauty

hadrons.

The requirement for an efficient tracking in ITS standalone mode and in combi-

nation with the TPC drove the design and geometry of the layers of the upgraded

ITS. This translates to a barrel geometry with seven layers and their radii opti-

mized to fit the tracking requirements. This is discussed in Section 4.3.

As demonstrated in [12], the two possible options for the ITS Upgrade were as

follows:

– inner layers consisting of silicon pixel detectors with binary readout and the

outer layers with silicon strip detectors with analog readout measuring the

ionisation in silicon, and

– all layers consisting of monolithic pixel detectors.

Recent studies [6] on the assesment of PID capabilities motivated the selection of

the layout consisting of all layers of monolithic pixel detectors with binary read-

out. The new detector will not measure the ionisation in the silicon layers. PID

capabilities of this layout were studied on benchmark measurements of the up-

grade programme which should be most sensitive to low-momentum PID, namely

the low-mass di-electron analysis and the Λc → pKπ reconstruction. These stud-

ies confirmed that the new ITS with the same PID capabilities as the current ITS

would have only a marginal improvement on the selected benchmark channels.

The requirement for improved vertexing capability translates to an improved im-

pact parameter resolution. In the upgrade scenerio, there are two facts to consider

in this respect, which guided the design considerations of the sensors:

– installation of a narrower beam pipe;

– increase in the interaction rate.

A narrower beam pipe would enable the installation of the first layer closer to

the primary vertex which would in turn improve the impact parameter resolu-

tion. This, coupled with the higher interaction rate would need the sensor to be

sufficiently radiation hard which was a requirement for the choice of the sensor

10



1.3 Document summary

technology. The sensor should also have faster readout rates to readout all the

interactions.

To improve the impact parameter resolution, one would need to reduce the effects

of multiple scattering in the innermost layers. This can be ensured by reducing the

material budget of the innermost layers. This in turn would require thin sensors,

which drove the choice of monolithic pixels for ITS upgrade.

Another requirement for improving the impact parameter resolution is to improve

the detector intrinsic resolution. This translates to a requirement of pixels with

small feature size. This drove the choice of the TowerJazz 0.18 µm technology for

the monolithic pixels.

The motivations behind the choice of monolithic pixels using TowerJazz 0.18 µm

technology is discussed in Section 2.2.

A detailed discussion on the contributions to the improvement of the impact

parameter resolution is done in Section 4.5.1.1. The specifications for the upgraded

ITS is discussed in Section 4.3.

1.3 Document summary

This document is organized in the following manner. Chapter 2 gives an overview

of the principle of operation of Monolithic Active Pixel Sensors (MAPS) and the

motivation behind the adopted technology for ALICE ITS upgrade.

Chapter 3 presents the test procedures and observables for characterising the

analog prototype circuits developed for the optimization of the sensor performance

for the ITS upgrade, followed by the results of the tests conducted on some of the

prototype circuits.

Chapter 4 discusses the performance of the upgraded ITS with its expected fi-

nal layout and studies the effects of varying parameters for optimizing the final

specifications.

Chapter 5 concludes this document with an outlook for the future of the ITS

Upgrade programme.
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2.1 Detection principle of semiconductors

The detection principle of semiconductor detectors is based on the detection of charge

carriers generated by the interaction of radiation or charge particles with the material

(sensor) of the detector. The interaction process depends on the type, charge or energy

of the particles traversing the sensor material.

2.1.1 Interaction with charged particles

The charge particles traversing the sensor undergo scattering processes with the elec-

trons of the interacting medium. These processes are dominant for particles heavier than

electrons and can be characterized by the average energy loss suffered by the particle,

13
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expressed by the Bethe-Bloch formula [13].

−dE

dx
= κz2 · Z

A

1

β2

[
1

2
ln

2mec
2β2γ2Tmax

I2
− β2

]
(2.1)

with,

κ = 4πNr2emec
2 = 0.307075MeVcm2 (2.2)

where,

N = Avogadro number,

z = charge of the traversing particle in units of the electron charge,

re = the classical electron radius,

mec
2 = electron rest mass energy,

Z = atomic number of the sensor material,

A = atomic mass of the sensor material,

I = mean excitation energy,

β = velocity of the traversing particle in units of the speed of light,

γ = Lorentz factor
(

1√
1−β2

)
.

There are additional correction terms, like the density correction for high particle

energies and the shell correction for lower energies[7]. The maximum kinetic energy

which can be transferred to an electron by a particle of mass M is

Tmax =
2mec

2β2γ2

1 + 2γme/M + (me/M)2
(2.3)

For particles much heavier than electrons, M� me, the energy loss mainly depends

on β and γ. However, at high energy, the Lorentz factor, γ can have comparable

magnitude to the ratio me/M and cannot be neglected. For electrons and positrons,

corrections to the Bethe-Bloch formula are required since they interact in the traversing

medium with identical particles (i.e. electrons) and additional energy loss mechanisms

like bremsstrahlung have to be considered[14] .

For low energies, the energy loss is dominated by the factor 1/β2. For a particle

velocity of β = 0.96, the energy loss from the Bethe-Bloch equation 2.1 reaches a

14
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minimum. A particle with an energy loss in the minimum of the Bethe-Bloch formula

is called a minimum ionizing particle (MIP).

The number of charge carriers (electron and holes) generated in the semiconductor

by the traversing particle is determined by dividing the deposited energy by the mean

energy required for ionization (3.6 eV for silicon).

The ionization process during the passage of a charge particle through matter is sub-

ject to statistical fluctuation resulting in fluctuations of the energy loss in the medium.

The equation 2.1 gives the average energy loss per path unit. The probability distribu-

tion of the energy loss depends on the thickness of the absorber. For thick absorbers,

the energy loss distribution has a Gaussian shape. In thin absorbers, the fluctua-

tion is higher and the distribution is asymmetric. For silicon sensors, the energy loss

distribution was calculated by Landau[15] and Vavilov [16]. Further corrections were

incorporated later by Blunck and Leisegang[17], Shulek[18] and Bichsel[19].

Apart from energy loss, charged particles traversing a detector suffers from Multiple

Coulomb Scattering. This results in small deviations of the track due to successive

small angle deflections symmetrically distributed around the incident direction. The

scattering angle follows roughly a Gaussian distribution[20] with an rms of

θrms =
13.6MeV
β.p.c

.z.

√
X

X0
[1 + 0.038log(

X

X0
)] (2.4)

where β, p and z are the velocity, momentum and charge of the particle, respec-

tively. The thickness of the detector material through which the particle traversed is

represented by X and X0 is the radiation length for the scattering medium. The ratio
X
X0

(material budget) gives the thickness of the absorption medium in units of radiation

length.

The performance of semiconductor tracking and vertex detectors, in particular the

impact parameter resolution is affected by the multiple scattering effects, This is dis-

cussed in Section 4.5.1.1.

2.1.2 Interaction with electromagnetic radiation

Electromagnetic radiation interact in semiconductor detectors in the form of three main

processes: photoelectric effect, Compton effect and pair production. In these interac-

tions, the incident radiation is either completely absorbed in the sensor material like

15
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in photoelectric effect and pair production or is scattered (Compton effect). Thus, a

monochromatic photon beam traversing the sensor material is attenuated in intensity:

I(x) = I0e
−x/µ (2.5)

where I0 and I(x) are the initial and final beam intensity after traversing a material

of thickness x. The attenuation length, µ is the property of the medium and depends on

the photon energy. At low energies (below 100 keV for silicon), photoelectric effect is the

dominant process. At higher energies, the scattering process becomes dominant. Silicon

is used for photon detection up to energies of about 100 keV. A detailed description of

these processes can be found in literature [14].

2.1.3 Detection principle

The simplest semiconductor detector is based on a reverse biased diode (Fig. 2.1). Elec-

tromagnetic radiation interacting with the semiconductor would produce electron-hole

pairs near the point of interaction whereas charged particles would produce electron-hole

pairs along their path through the semiconductor. The produced charge carriers move

by drift due to the applied reverse bias or by diffusion due to concentration variation

and are collected by the electrodes associated to the front end readout electronics.

+V bias n+ 

Non depleted 
neutral region 

Depleted space 
charge region n bulk 

p+ 0 V 

Figure 2.1: Schematic structure of a reversely biased semiconductor diode used as photon
detector and connected to a read-out amplifier.
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2.2 Monolithic Active Pixel Sensors for ALICE

Presently, silicon based semiconductor sensors and CMOS technology based front end

readout electronics form the basis of the innermost vertexing and tracking detection

systems in particle physics experiments, catering to the stringent requirements in terms

of material budget, granularity, power consumpion, readout speed and radiation hard-

ness. The innermost vertexing and tracking detectors in the experiments at the LHC

(ATLAS, CMS, LHCb, ALICE) use state of the art hybrid pixel detectors. A hybrid

pixel detector is schematically illustrated in Fig.2.2 left. In these detectors, the sili-

con sensor and the front end readout electronics are separate components attached by

bump-bonding.

The advantage of this technology is that the sensor and the frontend chip can be

optimized separately and sensor materials other than silicon can be used. The technol-

ogy for the different parts of the detector are provided by standard industrial processes

and are available from a large number of industrial vendors.

However, there are technical limitations of this technology and the hybrid pixel

detectors used in the LHC experiments are already optimized close to these limits. The

main limitations are related to the bump bonding technology and the power density.

Another limitation is that the front end electronics is confined to the same area as the

detecting electrode. The projected pixel size in a 0.1 µm CMOS technology could be as

small as 10× 80 µm2 or 25× 25 µm2 for a square geometry. This leads to an estimated

power density of 30mWmm−2 or 30 kWm−2 detector [13]. The pitch for the PbSn

bump bonding technology is limited to about 10-15 µm.

For the LHC upgrade scenario, pixel detectors are considered for a larger area cov-

erage than the existing detectors. Upgrade requirements are driven by the demands

on high resolution (i.e. small size), low material budget, low power density and high

speeds. The present hybrid technology with one-to-one coverage of the area with the

sensor, frontend chips and module interconnect layer would contribute to a signifcant

material budget issue. Cost would also be a factor for pixel detectors at larger radii.

Further improvement of these detection systems can be done in terms of higher

granularity and reduced material budget if, for example, the sensor and the front end

readout are implemented on a single silicon substrate. This approach led to the develop-

ment of CMOS Monolithic Active Pixel Sensors (MAPS). A schematic design of MAPS

17
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Front-end chip 

 
 

           

Metal 

Insulator 

Diode 
implant 

Bias voltage 
electrode 

Depletion 
zone 

Sensor 

Bump 

+- 
+ - 

+ - 
+ - 

+- 
+- 

+ 

Particle track 

- + 
+ 

- 

+ 
+ 

- 

Nwell 
Diode 

NMOS 
Transistor 

PMOS 
Transistor 

Substrate P++ 
Epitaxial layer P- 

Particle track 

NWell PWell PWell 

- 

Figure 2.2: Left: Hybrid pixel. The sensor and the front-end chip are two separate
components attached by a bump bond. Right: Monolithic pixel. The sensor and the
front-end are developed on the same silicon substrate.

is shown in Fig.2.2 right, to compare this basic difference with the hybrid pixels. Exten-

sive research and development in the last decade on MAPS made it an option for future

vertexing and tracking silicon detectors. There are limitations of MAPS with respect

to radiation hardness and readout speed due to which they are still not suitable for the

LHC experiments like ATLAS, CMS and LHCb. But they can be a very good option in

ultra-relativistic heavy ion experiments like ALICE where the radiation tolerance and

readout requirements are less stringent. The ULTIMATE sensor [21] developed for the

STAR Heavy Flavor Tracker (HFT) at RHIC was the first application of MAPS in a

heavy-ion experiment. However, this sensor developed with AMS 0.35 µm technology

does not satisfy the requirements of ALICE ITS upgrade, specially in terms of radia-

tion hardness and readout time. These limitations could be overcome by the 0.18 µm

technology provided by TowerJazz which is the technology selected for the ALICE ITS

upgrade.
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2.2.1 Detector Technology

The 0.18 µm technology provided by TowerJazz offers certain features which makes it

suitable for the ALICE ITS upgrade. The 0.18 µm feature size and 4 nm (or less) gate

oxide thickness would expectedly make the process more effective against the total

ionising dose compared to the 0.35 µm technology used in the STAR HFT. Also, the

following features offered by this process would result in improved sensor characteristics:

• The process allows for a nominal thickness of the epitaxial layer of 18 µm. This

would contribute to the reduction of material budget, an essential requirement for

ALICE ITS upgrade.

• Epitaxial layers with resistivity from 1 KΩcm to 6 KΩcm could be developed.

This translates into bigger depletion area in the epitaxial layer which in turn

would improve the signal to noise ratio of the sensor.

• The technology allows for 6 metal lines. This, in addition to the small feature

size enables implementation of high density and low power digital circuits. This

would reduce the area of the digital circuitry located at the periphery of the pixel

matrix and would thus reduce the insensitive area of the pixel chip.

• The technology provides access to a stitching technology allowing the production

of sensors with dimensions exceeding those of a reticle and enables the manufac-

turing of die sizes up to a single die per 200 mm diameter wafer. As a result,

insensitive gaps between neighbouring chips could be removed.

• One of the most important features offered by this technology is the availability

of a deep p-well option in the CMOS process. This would significantly enhance

the sensor functionality, as explained in detail in the next section.

2.2.2 Principle of Operation of MAPS

2.2.2.1 MAPS in a standard CMOS process

The main components of MAPS in a standard CMOS process are shown in the left

panel of Fig.2.3.
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Figure 2.3: Left: Schematic cross section of MAPS in a standard CMOS process. Right:
Schematic cross section of MAPS in the TowerJazz 0.18 µm technology with the deep p-well
feature.

• Substrate: It is the lowest layer made of higly doped (p type), crystalline silicon

with low resistivity. It provides mechanical stability and hosts all other structures.

• Epitaxial layer: The epitaxial layer is grown on top of the substrate. This layer is

lightly doped (p type) and forms the active volume of the detector where charge

carriers are generated by the impinging particles. The active devices are embedded

in this layer.

• Well implantations: They serve as a bulk for the Field Effect Transistors. N-

well and p-well implantations are used to integrate PMOS and NMOS transistors

respectively.

• Diffusion implantations: They form the source and drain of the transistors. They

have higher doping than the wells in which they are embedded into. P-type and

N-type implantations are done for PMOS and NMOS respectively.

• Collection diode: The diode collects the charge generated in the epitaxial layer.

The depletion region is formed at the junction between the diode n-well and the

p-epitaxial layer.

• Metal lines: They connect the different silicon structures. They are generally

made of aluminum or copper and embedded into silicon oxide, which serves as an

insulator.
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2.2.2.2 Detection principle in MAPS

The detection principle in MAPS is based on charge collection by diffusion. The differ-

ent doping concentrations in different layers of MAPS facilitates the diffusion process.

The charge carriers (electron-hole pairs) are generated in the epitaxial layer by the

impinging particles. The electrons generated are deflected by the substrate due to a po-

tential barrier formed between the lightly doped p-type epitaxial layer and the heavily

doped p-type substrate. Similarly, a potential barrier exists between the lightly doped

epitaxial layer and the heavily doped p-wells of the NMOS transistors. This results in

the containment of the majority of the electrons within the epitaxial layer which diffuse

randomly in the epitaxial layer and are guided towards the n-well of the collection diode.

Diffusing electrons in the electric field due to the reverse biased diode near the n-well

of the sensing diode are then collected as a signal.

As far as the charge collection mechanism in MAPS is concerned, the presence of the

n-well of the PMOS transistor in a standard CMOS process poses a significant problem

(Fig.2.3, left panel). This n-well which is at a positive potential, could also collect the

diffusing electrons and thus compete with the collection diode. This would result in the

reduction of signal charge collected and hence contribute to a reduction of the charge

collection efficiency.

The TowerJazz 0.18 µm technology offers a deep p-well option to overcome this

problem as illustrated in the right panel of Fig.2.3. A deep p-well (heavily doped) is

implanted in the region where the front-end electronics is foreseen. The n-wells that

accommodate the PMOS transistors are fabricated on top of the deep p-well. The

potential barrier between the deep p-well and the epitaxial layer deflects the diffusing

electrons and are thus collected by the sensing diode alone. The size of the deep p-well

can be tailored to optimize the charge collection efficiency and the signal-to-noise ratio

and full CMOS front-end electronics can be implemented in the pixel. The detailed

fabrication process of the deep p-well implantation is decribed elsewhere [22].

2.2.2.3 Front end readout

The most common in-pixel architectures are the so called 2T and 3T architectures,

as shown in Fig.2.4. The architecture consists of a source follower transistor (M1)

connected to the sensing diode. The charge collected by the sensing diode results in a
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voltage drop at the gate of the source follower transistor which acts as a voltage buffer.

The output of the buffer is connected to a second transistor (M2) which acts as a switch.

This switch enables the read out of the buffer output at the end of column circutry.

The sensing diode suffers a continuous voltage decay due to leakage currrent since

the parasitic capacitance of the collection diode discharges continuously. This is com-

pensated at regular intervals by connecting the diode to a reference potential using a

reset transistor (M3), in case of a 3T structure. The reset transistor is replaced by a

forward biased diode in a 2T structure (self-bias).

Figure 2.4: Pixel architectures: 2T structure (left) and 3T structure (right).

Such an arrangement is often readout by a method called the rolling shutter readout:

rows are read out one after the other by selecting the row switches (M2) and in case of

3T - applying the reset pulse shortly after. In this way each row integrates the signal

between two consecutive passings of the row select signal (the shutter) and each row

is essentially continuously sensitive. The biggest advantage of this architecture is the

very small number of transistors needed within each pixel and can be implemented with

transistors of the same polarity, which is a requirement in standard CMOS imaging

processes.

2.2.3 MAPS prototypes for the ALICE ITS upgrade

Several MAPS prototypes are being developed for the ALICE ITS upgrade. These

prototypes address design features of different building blocks of the pixel sensor. Pro-

totypes corresponding to different design architectures are being investigated which

exploit the wide range of features provided by the TowerJazz 0.18 µm technology. The

22



2.2 Monolithic Active Pixel Sensors for ALICE

next chapter deals with some of these prototypes elaborating the characterization pro-

cedures and results. These studies would validate the differnt building blocks of the

pixel sensor and lead to the selection of the final architecture for the upgrade.
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3.1 Observables and Methods

3.1.1 Correlated Double Sampling

The Correlated Double Sampling (CDS) is used to extract the signal from the data and

to mitigate the effects of low frequency noise components. Two consecutive samples are

taken between known intervals and the difference between those samples gives the signal.

The following example with the 3T architecture, illustrated in Fig. 3.1, demonstrates

CDS. First, the pixels are subjected to a reset. The reset transistor injects charge into

the sensing diodes which are set to the reset voltage. Then the matrix is readout row

by row in a rolling shutter mode. After the reading the last row, the readout starts

from the first row. The entire matrix is readout twice, consecutively followed by a reset.

The time to readout the entire matrix is the integration time, which is the time interval
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between two consecutive readouts of a pixel. The difference between the two samples

gives the signal integrated by the pixels during the integration time.
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Figure 3.1: The Correlated Double Sampling.

3.1.2 Laboratory measurements with 55Fe source

The purpose of the laboratory tests using a radioactive source is to measure the following

sensor parameters:

• Equivalent Noise Charge (ENC)

• Charge Collection Efficiency (CCE)

The ENC of a sensor is expressed in terms of number of electrons. The analog

data from the pixels are readout in ADC units. A calibration procedure is needed to

quantify the ADC units in electrons to express the ENC. This is generally done using a

radioactive source with a known spectrum. For this thesis, the calibration is done using

a 55Fe source for X-ray photons with Kα = 5.9 keV and Kβ = 6.49 keV.

The procedure is explained by the following example using the matrix P7 of Mi-

mosa32Ter chip (explained in Section 3.2). The matrix consists of sixty four rows and

sixteen columns.

First, a pedestal run without the source is performed. Each event contains the data

from two consecutive frames. Each frame corresponds to the entire pixel matrix which

is readout row by row. The difference between the two consecutive readings for each
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event are taken (correlated double sampling). Then the average of the CDS value for

each pixel over all events is mapped. This gives the pedestal value in ADC units for

each pixel. In Fig.3.2, the top panels show the pedestal map and distribution for the

pixel matrix. The standard deviation of the pedestal distribution for each pixel gives

the noise value in ADC units for each pixel. The average value of the noise of all the

pixels gives the noise of the entire matrix. The bottom panels Fig. 3.2 show the noise

map and distribution for the same matrix. In this case, the noise of the P7 matrix is

1.04 ADC.

Next, a run with the 55Fe source is performed. The CDS data is computed from

the raw data. The pedestal value for each pixel (from the previous pedestal run) is

subtracted from the CDS value of the corresponding pixel. Then, the pixel with the

highest signal is searched. If the signal is above a certain threshold, then the pixel is

defined as the seed pixel. In this case, the threshold value of each pixel is five times the

noise value for that particular pixel. This procedure is repeated for all the events. The

distribution of charge in the seed pixel over all events gives the 55Fe spectrum. Fig.3.3

shows the 55Fe spectrum for the Mimosa32Ter P7 matrix. The lowest possible ADC

value is user defined by a hardware threshold of the readout system.

The different peaks in the 55Fe spectrum can be explained as follows. The X-ray

photons from the 55Fe source generate electron-hole pairs in the epitaxial layer. The

charge carriers are generated close to the interaction point (few microns). The electrons

diffuse randomly in the epitaxial layer and are reflected from the substrate and the

p-wells, which results in the movement of a part of these electrons into the neighboring

pixels. Thus there is a charge spread and a cluster of charge is formed. In these events,

only a part of the signal generated is collected by the seed pixel. This corresponds to

the broad peak around 40 ADC counts in the Fig.3.3 which is the signal peak. When

the photons interact at points very close to the depletion region of the sensing diode,

the generated electrons are collected entirely by the sensing diode, resulting in a single-

pixel cluster. In Fig.3.3, this is visible in the extreme right of the spectrum where there

are two peaks at 85 and 92 ADC counts. In these events, the seed pixel collects the

entire charge generated. The smaller peak around 92 ADC counts corresponds to Kβ =

6.49 keV. The larger peak at around 85 ADC counts correspond to Kα = 5.9 keV. This

peak is used as the calibration peak and is used to convert the ADC counts to electrons.
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Figure 3.2: Top panels: Pedestal map (left) and distribution (right) of Mimosa32Ter
P7 matrix. The matrix consists of sixty-four rows and sixteen columns. The readout is
done row by row. The matrix is readout twice and then the difference between the two
consecutive values for each pixel is calculated for each event and then averaged over all the
events. This gives the pedestal for each pixel. Bottom panels: The noise map (left) and
distribution (right) of the same matrix. The standard deviation of the pedestal distribution
of the matrix gives the noise of the matrix.
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Figure 3.4: Cluster signal distribution and cluster multiplicity for Mimosa32Ter P7 ma-
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gives the cluster signal distribution.
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The right panel of the Fig.3.3 shows the single-pixel cluster distribution, extracted from

the seed spectrum.

The search for the seed pixel excludes the borders of the matrix. The borders consist

of first two and last two rows and columns of the matrix. This is done to accomodate

potential candidates for a cluster of neighboring pixels around a seed. After the seed

pixel is found, a matrix of 5x5 pixels is considered around the seed pixel to search for

clusters. A neighboring pixel of the seed having a signal above a certain threshold is

considered as a cluster pixel. In this case, the threshold selected for a pixel is three

times the noise for that pixel. Once a cluster is identified, the total charge in the

cluster (including the seed) is computed for all events. In Fig.3.4, the left panel shows

the cluster signal distribution over all events. The cluster peak is around 83 ADC

counts. The right panel of the Fig.3.4 shows the cluster multiplicity. The cluster signal

distribution is also computed without applying any cut on the neighboring pixels of the

seed in the 5x5 matrix around the seed.

The steps mentioned above provide the required information to calculate the ENC

and CCE of the sensor as explained in the following:

• Equivalent Noise Charge:

3.6 eV is necessary to generate 1 e-h pair in silicon. Hence, the Fe peak of 5.9

KeV (calibration peak) corresponds to the generation of 1640 e-h pairs. In the

Fig.3.3, the Fe peak corresponds to 85 ADC counts, which are equivalent to 1640

e/h pairs. Hence,

1 ADC = 1640/85 = 19.3 electrons (calibration factor).

Noise (from previous pedestal run) = 1.04 ADC = 1.04 x 19.3 = 20.19 electrons

(ENC).

• Charge Collection Efficiency:

The CCE is given by the ratio of the cluster signal peak to the single-pixel cluster

peak.

CCE = Cluster peak / Single-pixel cluster peak.

= 83/85 = 97.6%

Hence the sensor parameters for the Mimosa32Ter P7 matrix are:

ENC: 20 electrons CCE: 98%
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3.1.3 Measurements with minimum ionizing particles

The sensors performance is also measured with minimum ionizing particles. The par-

ticles passing through the epitaxial layer generate electron-hole pairs along their tra-

jectory. The electrons then move randomly by diffusion and are then collected by the

collection diode. The sensor parameters which are measured are:

• Signal to noise ratio (SNR)

• Detection Efficiency

The data aquisition and data treatment procedure for the beam tests are similar

to that of the 55Fe source. The noise of the matrix is found from the pedestal run.

Then a beam run is performed and the data is analyzed to find the seed pixels and the

clusters. The seed signal distribution for MIPs gives a Landau-like distribution. The

cluster signal distribution is also similar. The seed signal can then be divided by the

noise of the corresponding seed pixel to give the SNR for that pixel. The SNR shows a

Landau-like distribution over all the events and the peak value of the distribution gives

the SNR of the pixel matrix.

The detection efficiency is related to the SNR. If a sensor have a low SNR, it may

not be possible to detect a signal generated by MIPs over the noise and hence this

would translate into a low detection efficiency. The detection efficiency is measured

with the use of a beam telescope. The sensor under test is placed between the planes of

a telescope. Tracks are reconstructed from the hits in the planes of the telescope. Then

hits are searched in the sensor under test for the corresponding tracks reconstructed in

the telescope planes. The ratio between the hits detected in the sensor to the number of

reconstructed tracks in the telescope planes gives the detection efficiency of the sensor.

3.1.4 Measurements for irradiated chips

The measurements described for the sensor with 55Fe source and minimum ionizing

particles are performed both for non irradiated and irradiated sensors. The sensors are

irradiated with neutrons and the effects of Non Ionising Energy Loss (NIEL) are studied.

The irradiation would cause bulk defects on silicon and would create recombination

points in the epitaxial layer which would reduce the number of electrons which could

be collected. This could result in the degradation of the sensor performance.
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3.2 MIMOSA32 and MIMOSA32Ter

MIMOSA32 was the first prototype for ALICE ITS Upgrade which was designed using

the TowerJazz 0.18 µm technology. As discussed in Chapter 2, one of the most attractive

options provided by this technology is the possibility to implement a deep p-well under

a competing n-well. Traditionally only NMOS transistors were used for MAPS, to avoid

the effect of an n-well (housing a PMOS transistor) which competes with the n-well of

the collection diode in terms of charge collection. A deep p-well under the n-well is

designed to prevent this competing charge collection and facilitate the implementation

of full CMOS circuit in MAPS design. This has implications in terms of implementing

sophisticated signal processing circuits inside the pixel using both PMOS and NMOS

transistors.

MIMOSA32 is an exploratory chip consisting of prototype pixel structures. The

properties of these structures were studied, in particular their charge collection prop-

erties, to validate the TowerJazz 0.18 µm technology for the ALICE ITS Upgrade pro-

gramme. MIMOSA32 includes traditional MAPS structures with NMOS transistors

and also structures with a deep p-well implementation. The pixel circuits with the deep

p-well implementation does not include PMOS transistors but the motivation is to study

the effects of this deep p-well, if its presence produces any effects and if it disturbs the

performance. The tests also include irradiated chips to study the technology’s radiation

tolerence to Non Ionising Energy loss (NIEL).

MIMOSA32 was submitted for fabrication in October 2011 and was received from the

foundry in April 2012. The top panel of Fig.3.5 shows the overview of the MIMOSA32

chip. There are several blocks implemented in the chip for studying different aspects of

pixel sensors like discriminators, steering circuits etc. The block named Diodes & Ampli

consists of thirty-two pixel matrices with different architectures. There are twenty two

matrices where the sensing diode is connected with a source follower (both 3T and 2T:

Section 2.2.2.3). The remaining ten matrices contain an additional preamplification

chain.

The bottom panel of Fig. 3.5 shows the overview of MIMOSA32Ter. It was sub-

mitted for fabrication in July 2012 and received from the foundry in October 2012. It

retains some matrices from MIMOSA32 as reference and include other matrices with

different input source follower transistor sizes. The pixel circuits implement NMOS
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Figure 3.5: Overview of MIMOSA32 (top panel) and MIMOSA32Ter (bottom panel)
chips. There are several components like discriminators, steering circuits etc. to study
different parts of a pixel sensor. The central part named Diodes and Ampli area consists
of thirty two pixel matrices with different architectures.

transistors and some structures implement deep p-well of different sizes. Like in MI-

MOSA32, PMOS transistors are not implemented. Different sizes of the deep p-well

are implemented. Optimizing the acceptable area covered by the deep p-well would

help to define the maximum area that is possible to allocate for the implementation

of the PMOS transistors in the pixel in the future prototypes. The size of the source

follower input transistor affects the input capacitance of the circuit which in turn affect

the charge collection properties. There are some structures with the input transistors

in an Enclosed Transistor Layout (ELT). In such a configuration, the transistor drain

is enclosed by the poly-silicon gate. The transistor source region is placed outside and

surrounded with a guard-ring, insulating the transistor [23]. ELT is implemented to

improve the radiation tolerance to total ionisation dose (TID).

MIMOSA32Ter consists of fifteen source follower structures (including 2T and 3T

structures) and fifteen structures with an additional preamplification chain. The pixel

pitch in these matrices is 20 µm. There are two elongated pixel matrices of 20 µmx33 µm.

This thesis studies the 3T pixels of MIMOSA32 and MIMOSA32Ter as mentioned

in Table 3.1.
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Table 3.1: Pixel matrices having a source follower 3T architecture in MIMOSA32 and
MIMOSA32Ter. The collection diode in all the matrices is octagonal in shape covering an
area of 11 µm2

. All the matrices use NMOS transistors. Some matrices have a deep p-well (without
PMOS transistors), along with the traditional MAPS circuit, to study its effects on

the sensor performance.
Chip Matrix Characteristic

name
MIMOSA32 P2 Enclosed Layout Transistor (ELT)

P6 Non ELT

P8 Deep Pwell small

P9 Deep Pwell medium

P10 Deep Pwell large
MIMOSA32Ter P2 Non ELT (M32 P6)

P3 Non ELT, small SF transistor,
Deep Pwell (33 µm2)

P4 ELT, small SF transistor,
Deep Pwell (33 µm2)

P5 Non ELT, smaller SF transistor

P6 Non ELT, small SF transistor

P7 Non ELT, small SF transistor,
Deep Pwell, 6 µm spacing from the diode

P8 Non ELT,small SF transistor,
Deep Pwell, 10 µm spacing from the diode

34



3.2 MIMOSA32 and MIMOSA32Ter

The matrices can be readout one at a time. Each matrix has sixty four rows and

sixteen columns. The readout is done row by row in a rolling shutter mode. The

columns are readout in parallel. The readout sequence consists of a reset phase, done

row by row and followed by reading out the matrix. After the reading the last row, the

readout sequence starts again from the first row. Thus the matrix is readout two times

consecutively. The integration time is the readout time for one matrix: 32 µs with a

2MHz clock. The data is then subjected to Correlated Double Sampling (CDS).

3.2.1 Test set up for MIMOSA32 and MIMOSA32Ter

A readout system was developed in Cagliari for the MIMOSA32 and MIMOSA32Ter

chips. The readout system consists of a principal readout card (ZRC), an auxiliary

card and a web user interface. Fig.3.6 shows a schematic view of the test readout

system. The ZRC (ZDC Readout Card) is presently being used by the ALICE Zero

Degree Calorimeters [24]. The ZRC is a general purpose card with options of attaching

different application specific mezzanine cards (Fig. 3.7, left panel). The ZRC provides

an interface to the ALICE DATE (ALICE Data Acquisition and Test Environment) via

DDL (Detector Data Link) interface or Ethernet. It also provides an interface to the

ALICE trigger system.

Carr 
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R/O data 
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Figure 3.6: Readout system schematic for MIMOSA32 and MIMOSA32Ter. The main
components include a principal readout card (ZRC), an auxiliary card and a web user
interface.

For the readout of MIMOSA pixel sensors, the ZRC is equipped with a mezzanine

board which can be interfaced with up to four various application specific auxiliary cards

(Fig. 3.7, right panel), which are the interface between the ZRC and the proximity (or

carrier) board on which the pixel sensor is housed. The ZRC is also equipped with
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Figure 3.7: Left: The principal readout card for the MIMOSA32 and MIMOSA32Ter,
based on the readout card (ZRC) used currently in ALICE Zero Degree Calorimeters.
Right: The auxiliary card which interfaces the ZRC to the sensor carrier board.

Figure 3.8: Setup at DESY for beam tests for MIMOSA32 and Explorer sensors. Explorer
results are discussed later in this chapter.

a NIM-LVDS I/O mezzanine card to interface with the ALICE trigger system or to

receive and process external trigger signals.

The user can configure the readout system through a web interface which communi-
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3.2 MIMOSA32 and MIMOSA32Ter

cates with the Ethernet interface on the ZRC. The configuration data are sent from the

ZRC to the auxiliary card and also to the pixel sensor. After initializing the readout,

the data coming from the pixel sensor are received by the auxiliary card and then sent

to the ZRC card, which performs an event building by combining data from the sensors,

attaches a common data header and then sends the event to ALICE DATE. The system

can be configured to work with a trigger or in a continuous mode.

For beam tests, a set of three MIMOSA planes were used to form a telescope. These

were readout by a single ZRC through a set of three auxiliary cards. Fig.3.8 shows a

setup for beam tests at DESY.

3.2.2 Characterization of MIMOSA32 and MIMOSA32Ter

The MIMOSA32 and MIMOSA32Ter matrices with 3T structures were tested in the

laboratory with 55Fe source. They were also tested with 4 GeV positron beams at

DESY in March and June 2013. The results show the performance of a reference matrix

followed by the performance comparison with the other matrices of the respective chip.

3.2.2.1 MIMOSA32

In Fig.3.9, the top panel shows the pedestal map (left) and distribution (right) of the

MIMOSA32 P8 matrix having a full deep-Pwell. The bottom panel shows the noise

map (left) and distribution (right). The noise of the matrix ≈ 2.06 ADC units. The

Equivalent Noise Charge (ENC) can be determined from the Fig. 3.10 which shows

the results with the 55Fe source. The cut used on the seed pixel is five times the mean

noise of the matrix (5σ) and that of the neighbours in a cluster is three times the mean

noise of the matrix (3σ). The top panel shows the seed spectrum with 55Fe source (left)

and the single pixel cluster distribution (right). The single pixel cluster distribution,

derived from the seed spectrum, gives the distribution of the charge collected by a single

pixel, where the 55Fe peaks can be identified. The 55Fe peak (5.49 KeV) ≈ 166 ADC

counts, which gives the calibration factor: 1 ADC ≈ 9.88 electrons. Thus the ENC of

the P8 matrix is 20.36 electrons. The bottom panel of Fig. 3.10 shows the cluster signal

distribution (left) and the cluster multiplicity (right). The ratio of the cluster signal

peak to the 55Fe peak (5.49 keV) gives the charge collection efficiency (CCE), which in

this case is 97.06%.
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Figure 3.9: Top panels: Pedestal map (left) and distribution (right) of MIMOSA32 P8
matrix. The matrix consists of sixty-four rows and sixteen columns. Bottom panels: The
noise map (left) and distribution (right) of the same matrix. The standard deviation of
the pedestal distribution of the matrix gives the noise of the matrix.
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Figure 3.11: Top panels: ENC (left) and CCE (right) performances of the different
matrices of MIMOSA32. Bottom panels: The seed signal to noise ratio is shown for the
same matrices (left). The detection efficiency of P2 and P6 matrices is also shown (right).

Fig.3.11 shows the comparison of the MIMOSA32 matrices which are mentioned

in Table.3.1. The P6 matrix consists of square pixels of 20 µm pitch, based on a 3T

structure. The P2 matrix is similar to P6, but has an Enclosed Layout Transistor (ELT)

structure. The matrices P8, P9 and P10 have a deep p-well implemented along with a

traditional MAPS design with NMOS transistors. All the matrices have an octagonal

collection electrode of area 11 µm2.

The top left panel of Fig.3.11 show the comparison of the ENC. All the matrices have

comparable ENCs around 20 electrons. The CCE of all the matrices are also similar

around 98%. These matrices were also tested with 4 GeV positron beams in March

2013. The seed SNR of the matrices, determined from the beam tests are compared in

the bottom panel of Fig.3.11. All the matrices have a seed SNR above 30.

Fig.3.11 shows also the detection efficiency of the P2 and P6 structures. A custom

telescope using three planes of MIMOSA32 sensors was used with the middle plane as the
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device under test. Only events with a single hit in the first plane are considered. These

hits are then associated with the hits in the last plane and tracks are reconstructed. A

cut of 10σ and 3σ are considered for the seed pixel and the neighboring pixels of the

seed in the cluster. Hits are then searched in the middle plane corresponding to these

tracks, in a zone of 5x5 pixels around the reconstructed track. The ratio of the number

of these hits found in the middle plane to the number of reconstructed tracks gives the

detection efficiency. The detection efficiency for both the structures were above 98%.

All the five structures tested have satisfactory charge collection properties, which

shows that the technology is promising for further optimization of the pixel properties

in future prototypes. The results show that the presence of a deep p-well in the pixels

(which have a traditional design with NMOS transistors) does not affect the performance

of the pixel and maintain similar charge collection properties like the pixels without the

deep p-well. Thus the deep p-well in a pixel does not introduce any degradation in

performance. This validates the use of the deep p-well option in future prototypes for

implementing full CMOS in-pixel circuits thereby allowing sophsticated in-pixel signal

processing circuits.

3.2.2.2 Tests with irradiated MIMOSA32

To test the effects of NIEL on the performance of MIMOSA32. Before being bonded

on the test boards the chips were subjected to three levels of irradiation: 0.66 x

1013neq/cm
2, 1.33 x 1013neq/cm

2 and 2.66 x 1013neq/cm
2 from the TRIGA MarkII

Reactor at JSI in Ljubljana.

Fig.3.12 shows the ENC comparison between the matrices P2, P6, P8, P9 and P10

with different radiation fluences (left). The right panel shows the CCE comparison. The

structures have similar performance at different radiation fluences. This shows that the

presence of deep p-well does not affect the pixel performance even after irradiation,

further validating its use in future prototypes.
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Figure 3.12: ENC (left) and CCE (right) comparison between non irradiated and irradi-
ated matrices of MIMOSA32.

3.2.2.3 MIMOSA32Ter

In Fig.3.13, the top panel shows the pedestal map (left) and distribution (right) of the

MIMOSA32Ter P7 matrix having a deep p-well. The bottom panel shows the noise map

(left) and distribution (right).The ENC and CCE are derived from the results with 55Fe

source as shown in Fig.3.14, where the top panel shows the seed spectrum with 55Fe

source (left) and the single pixel cluster distribution (right). The bottom panel shows

the cluster signal distribution (left) and the cluster multiplicity (right). The cut used on

the seed pixel is five times the mean noise of the matrix (5σ) and that of the neighbours

in a cluster is three times the mean noise of the matrix (3σ). The Equivalent Noise

Charge (ENC) ≈ 20 electrons and the Charge Collection Efficiency (CCE) ≈ 97%.
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Figure 3.13: Top panels: Pedestal map (left) and distribution (right) of MIMOSA32Ter
P7 matrix . The matrix consists of sixty-four rows and sixteen columns. Bottom panels:
The noise map (left) and distribution (right) of the same matrix. The standard deviation
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Figure 3.15: Comparison between the different matrices of MIMOSA32Ter in terms of
ENC (left) and CCE (right).

Fig.3.15 shows the comparison of the MIMOSA32Ter matrices which are mentioned

in Table.3.1. Each of the matrices have an octagonal collection electrode covering an

area of 11 µm2. Each of them (except P2) also have a small source follower transistor

(area: 11 µm2), to reduce the input capacitance which improves the charge collection

properties. The P2 matrix is similar to the P6 matrix of MIMOSA32 which has pixels

with only NMOS transistors. P3 and P4 matrices have a deep p-well implementation

(area: 33 µm2) along with the NMOS transistor circuit. P7 and P8 also have deep p-well

implementation with different spacing to the adjacent n-well of the collection electrode.

P5 and P6 have small source follower transistors with a tradiditional MAPS circuit and

without the deep p-well.

The top left panel show the comparison of the ENC. All the matrices have compa-

rable ENCs around 20 electrons.The CCE of all the matrices are also similar around

99%, which is slightly higher than the MIMOSA32 matrices. This is due to the lower

input capacitance due to smaller input transistors which increases the collected signal

amplitude. The matrices with deep p-well have similar performance as the matrices

without the deep p-well.

3.2.2.4 Tests with irradiated MIMOSA32Ter

The MIMOSA32Ter chips were subjected to a radiation fluence of 1 x 1013neq/cm
2 to

study the effects of NIEL on their performance. Fig.3.16 shows the ENC comparison

between the non irradiated and irradiated matrices. The ENC increases to around 50
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Figure 3.16: ENC (left) and CCE (right) comparison between non irradiated and irradi-
ated matrices of MIMOSA32Ter.

electrons for the irradiated sensors. The right panel shows the CCE comparison. The

irradiated P7 and P8 have some degradation in CCE.

3.2.3 MIMOSA32 and MIMOSA32Ter tests summary

MIMOSA32 and MIMOSA32Ter were the first exploratory prototypes using the Tow-

erJazz 0.18 µm technology in the ALICE ITS Upgrade programme. They also imple-

mented the deep p-well option to qualify the use of full CMOS inside a pixel in future

prototypes. The motivation was to validate the technology for the upgrade programme

and to test if the deep p-well introduces any degradation of performance in a tradidi-

tional MAPS circuit. The results showed that presence of a deep p-well does not affect

the performance of a tradiditional MAPS circuit. This validates the use of deep p-well

in future prototypes with full CMOS circuitry, providing a way to proceed forward

with optimization and implementation of sophisticated in-pixel circuits for the upgrade

requirements. The use of small source follower transistors was to improve the charge

collection properties by reducing the input capacitance of the pixel, but the small size

also introduces Random Telegraph Signal (RTS) noise ([25]). There has to be a tradeoff

between the input capacitance and RTS noise while optimizing the size of the input

transistors in the future prototypes.

46



3.3 Explorer

3.3 Explorer

The Explorer series are analog prototypes developed at CERN as a part of the ongoing

research and developments for the ALICE ITS Upgrade to optimize the diode layout, for

what concerns in particular the charge collection efficiency. This is driven by the need

to decrease the power density in the detection layers of the upgraded ITS. The amount

of material that can be used for power distribution and detector cooling contributes

to the overall material budget of the detection layers. This has a direct effect on the

maximum power density. The material budget requirement for the upgraded ITS are

0.3%X0 and 0.8%X0 for the inner and outer barrel respectively, as discussed in the

detector specifications in Chapter 4. To respect the material budget requirements,

the maximum sensor power density permissible for the upgraded ITS are 300mW/cm2

for the Inner Barrel and 100mW/cm2 for the Outer Barrel [6]. The detector design

motivation is to reduce the power density to a much lower value than the acceptable

limits.

3.3.1 Design motivation

The major contributors for power consumption in a pixel detector are the analog fron-

tend, the digital data-processing circuits and the off-chip data transmission circuits. If

we consider a pixel circuit where the collection electrode is connected to an amplifier,

the analog power consumption is defined by the signal (S) to noise (N) ratio at the

output of the amplifier.

The signal to noise ratio at the output of the amplifier is determined by comparing

Q/C to the noise, where Q is the amplitude of the collected signal at the input and C is

the equivalent pixel input capacitance [26]. In a low-power analog circuit optimized for

low noise, the power consumption is dominated by the bias current (Ibias) of the input

transistor. For a low integration time, the major noise source is the thermal noise of

the input transistor which is proportional to the transistor transconductance, gm.

N ∝ 1
√
gm

(3.1)

The transconductance, gm is proportional to the transistor bias current, Ibias.

gm ∝ m
√
Ibias (3.2)
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where m is a parameter that depends on the transistor operating point (m = 2 in

strong inversion and m = 1 in weak inversion).

Thus, the signal to noise ratio at the output of the amplifier is a function of the bias

current, Ibias, which dominates the front end power consumption P .

S

N
∝ Q

C
2m
√
Ibias ∝

Q

C
2m
√
P (3.3)

This gives,

P ∝
(
S/N

Q/C

)2m

(3.4)

For a given S/N and bandwidth, a higher Q/C decreases the power consumption.

Thus, a low input capacitance is an important factor to reduce the analog power con-

sumption. The design goal of the Explorer prototypes is to study and characterize the

sensor Q/C.

The signal collection performance of the sensor depends on the width of the deple-

tion layer formed under the collection electrode. In a reverse biased p-n junction, the

depletion width, W is given by:

W = xn + xp =

√
2εSiε0
e

(
1

ND
+

1

NA

)
(V + Vbi) (3.5)

where xn and xp are the parts of the depletion width in the n- and p-side respectively,

εSi is the relative permittivity of silicon, ε0 is the permittivity of vacuum, e is the

elementary charge, Vbi is built in voltage, V is the externally applied voltage and NA

and ND are the acceptor and donor concentrations respectively.

In MAPS, the junction is usually realized by a highly doped (ND > 1018cm−3) n

implant in a low-doped (NA > 1012cm−3) p epitaxial layer. So, the term 1/ND in the

above expression can be neglected, meaning that the space charge region is reaching

much deeper into the epitaxial layer.

This gives,

W ≈ xp ≈
√

2εSiε0
eNA

(V + Vbi) (3.6)
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Thus the depletion width,W increases with increasing reverse bias voltage, V across

the junction and with decreasing dopant concentration, NA of the (p− epitaxial layer).

A high resistivity epitaxial layer would thus facilitate larger depletion width (resistivity,

ρ ∝ 1/NA). In a high resistivity process (ρ = 1 kΩ cm, NA = 1013cm−3), the depletion

width would be larger by an order of magnitude compared to a standard CMOS process

(ρ = 10 Ω cm, NA = 1015cm−3).

The equivalent junction capacitance per unit area can be expressed as:

C =
εSiε0
W

(3.7)

An increased depletion width would reduce the capacitance of the sensing element

improving Q/C.

3.3.2 Explorer prototypes

The first version of the chip, Explorer-0, was submitted in July 2012 and the second

version (Explorer-1) in April 2013. Different variations of Explorer-1 were fabricated

with different starting materials, namely with different thickness and resistivity of the

epitaxial layer.

Figure 3.17: Explorer-0 floorplan.

The Explorer chip is divided into two submatrices containing pixels with two differ-

ent pixel pitches: a 90x90 matrix of 20 µm x 20 µm pixels and a 60x60 matrix of 30 µm

x 30 µm pixels. Each submatrix is divided into nine sectors, each having a different

pixel variant (Fig.3.17). The cross section of the Explorer sensor input circuit is shown

in Fig.3.18(a). The sensor is an n-well/p-epi reverse biased diode which is connected to
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Figure 3.18: Collection electrode and pixel circuit. a) Cross section. b) Top view. c)
Circuit schematic. .

a PMOS source follower. A PMOS switch resets the input node to a defined positive

reset voltage Vreset (0.8V for tests). An important feature is the possibility to apply a

negative bias (Vbias) to the p-epitaxial layer. A spacing is added between the n-well and

p-well. Fig.3.18(b) shows a layout example (top view) with an octagonal shape n-well

surrounded by a p− spacing (epitaxial layer) and a p+ ring used to bias the adjacent

p-well. In Explorer-1, the width allocated for the collection electrode is kept constant

at 7.2 µm, which includes the n-well diameter plus the spacing as shown in Fig.3.18(b).

The size and shape of the n-well and the spacing are varied to implement the different
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pixel variants for each of the nine sectors. The shape, size of the collection electrode

and the spacing for the different sectors are given in Table 3.19. The corresponding

values for Explorer-0 are also given for comparison.

Figure 3.19: Diode geometries and spacing in different sectors of Explorer-0 and Explorer-
1.

The schematic diagram of Explorer front-end circuitry is shown in Fig.3.20. The

PMOS source follower is connected to two independent analog memory cells. The reset

transistor, which is set to a predefined voltage level, is turned on for a reset operation.

This sets the output of the collection diode to a nominal value, which is immedietly

stored in the first memory cell. After the integration time, the signal at the output of the
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Figure 3.20: Explorer front end circuitry schematic.

collection diode is stored in the second memory cell. The memory cells are then readout

sequencially by the periphery-circuit which sends the data to the off-chip digitizer. The

data is then subjected to CDS and further analysis.

3.3.3 Characterization of Explorer-1

This section shows results of the tests for Explorer-1, based on the beam tests with

3.2GeV/c positrons, conducted at DESY in November and December 2013. A test

system based on a Scalable Readout System (SRS) developed at CERN [27] was used

for these tests. The analysis is done using a framework developed by the CERN ITS

Upgrade characterisation group. The tests are carried out on Explorer-1 with a standard

epitaxial layer thickness of 18 µm and a thicker epitaxial layer of 30 µm. The tests also

include the performance of irradiated Explorer-1 to study the effects of NIEL on sensor

performance. First, the performance of a reference sector (Sector 5) with variations in

the back-bias voltage for both 20 µm x 20 µm pixels and 30 µm x 30 µm pixels is shown.

Sector 5 has an octagonal diode (diameter 2 µm) with a spacing of 2.6 µm from the

neighboring p-well. A performance comparison between different sectors follows suit.

3.3.3.1 Tests with standard epitaxial layer thickness (18 µm)

(a) Study of dependence on the back bias voltage:

Fig.3.21 shows the cluster signal distribution (top panels) followed by seed signal

distribution, seed signal to noise ratio and cluster multiplicity (bottom panels) for sector

5 for back bias voltages of -1V and -6V. The left and right panels correspond to 20 µm

x 20 µm pixels and 30 µm x 30 µm pixels respectively.
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As mentioned in the previous section, the output signal amplitude is proportional to

the ratio between the signal charge collected by the pixel (Q) and the input capacitance

(C).

The cluster signal represents the total charge in a cluster. It is higher for a back

bias voltage of -6V as shown in the top panels of Fig.3.21. The input capacitance is

lower for a back bias voltage of -6V, improving the Q/C ratio, with respect to a back

bias voltage of -1V. This accounts for a larger cluster signal at -6V.

The fraction of the total cluster charge collected in the seed pixel is higher at a

back bias voltage of -6V compared to that corresponding to -1V. This is due to the

increased depletion width at -6V. The bigger depletion volume has a higher probability

of collecting the diffusing electrons which may have diffused into the neighboring pixels

in case of a smaller depletion volume at -1V resulting in the increased signal charge

collection in the seed pixel in a cluster. The seed signal to noise ratio is also higher at

-6V. The ratio between the seed signal and the seed signal to noise ratio is almost the

same for -1V and -6V, implying that the difference between the noise at the two back

bias voltages is not significant.

The bigger depletion volume at -6V also affects the cluster multiplicity. The higher

seed signal collection at -6V reduces the cluster multiplicity.

The results for the 30 µm pitch pixels show similar trends as that in 20 µm pitch

pixels.

(b) Study of dependence on spacing:

Fig.3.22 shows the results for all the sectors of Explorer-1 for -1V and -6V back-bias

voltage. The top panels show the cluster signal peak comparison, the middle panels

show the seed signal to noise ratio peak comparison and the bottom panels show the

cluster multiplicity comparison. The left and right panels show the results for 20 µm

pitch pixels and 30 µm pitch pixels respectively. For each sector, the respective values

for cluster signal is larger at -6V than -1V due to the reduced capacitance at -6V.

The sectors differ in the geometries of the collection electrode and their distance to the

adjacent deep P-well (spacing). Increased spacing between the collection electrode and

the adjacent p-well increases the depletion width on the sides of the collection electrode

and thus reducing the capacitance.
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Figure 3.21: Performance of sector 5 of Explorer-1 with a standard epitaxial layer thick-
ness of 18 µm at a back bias voltage of -1V and -6V. From top to bottom, the panels show
the cluster signal distribution followed by seed signal distribution, seed signal to noise dis-
tribution and cluster multiplicity respectively. The left and right panels represent 20 µm x
20 µm pixels and 30 µm x 30 µm pixels respectively.
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Figure 3.22: Comparison between the different sectors of Explorer-1 with a standard
epitaxial layer thickness of 18 µm for back bias voltage of -6V and -1V. The top panels
show the cluster signal followed by seed signal to noise ratio (middle panels) and cluster
multiplicity (bottom panels). The left and right panels represent 20 µm x 20 µm pixels and
30 µm x 30 µm pixels respectively.

Sectors 1 and 4 have the highest spacing (3.035 µm) and hence have larger cluster

signal than the other sectors as shown in the top panels of Fig. 3.22. Sectors 3 and

6 have the lowest spacing (2.1 µm) translating to a higher capacitance and hence the

lowest cluster signal among all the sectors. The seed signal to noise ratio shows the
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same trend among the sectors since a large cluster signal also implies a large signal

collected in the seed pixel.

The results are similar for the 30 µm pitch pixels.

3.3.3.2 Comparison between different starting materials

Fig.3.23 shows the effects of a 30 µm thick epitaxial layer and its comparison with the

previous results for 18 µm thick epitaxial layer for sector 5 for back bias voltages of

-1V and -6V. The top panels show the cluster signal distribution followed by seed signal

distribution, seed signal to noise ratio and cluster multiplicity (bottom panels) for sector

5 for back bias voltages of -1V and -6V. The left and right panels show the results for

20 µm pitch pixels and 30 µm pitch pixels respectively.

A thicker epitaxial layer would result in an increase in the number of charge carriers

generated. A thicker epitaxial layer also implies a larger non depleted volume with

respect to a standard epitaxial layer for the same back bias voltage. These two effects

are competing.

The increase of generated charge is demonstrated by the increased cluster charge

for 30 µm thick epitaxial layer pixels as shown in Fig. 3.23 (top panels). This, along

with the competing effect of larger non depleted volume influence the charge collection

in the seed pixel. For a back bias of -6V, the seed charge is higher for the pixels with

30 µm epitaxial layer, whereas for a back bias of -1V, the seed charge is higher for the

18 µm epitaxial layer pixels. This is also reflected in the seed signal to noise ratio. A

larger non depleted volume for 30 µm thick epitaxial layer results in a higher cluster

multiplicity.

The results for the 30 µm pitch pixels are similar to that of the 20 µm pitch pixels.

Fig.3.24 shows the summary of these effects for sector 5 for both 20 µm pitch pixels

(left panel) and 30 µm pitch pixels (right panel). The plots show the comparison between

cluster signal peak, seed signal peak and mean cluster multipilcity for 18 µm and 30 µm

thick epitaxial layers.
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Figure 3.23: Performance comparison between two variants of Explorer-1 having an epi-
taxial layer thickness of 18 µm and 30 µm for sector 5 for a back bias voltage of -1V and -6V.
From top to bottom, the panels show the cluster signal distribution followed by seed signal
distribution, seed signal to noise distribution and cluster multiplicity respectively. The left
and right panels represent 20 µm x 20 µm pixels and 30 µm x 30 µm pixels respectively.
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Figure 3.24: Performance comparison summary between two variants of Explorer-1 hav-
ing an epitaxial layer thickness of 18 µm and 30 µm for sector 5 for a back bias voltage
of -1V and -6V. The plots include cluster signal peak, seed signal peak and mean cluster
multipilcity . The left and right panel represents 20 µm x 20 µm pixels and 30 µm x 30 µm
pixels respectively.

Fig.3.25 shows the comparison between all the sectors of Explorer-1 with a 30 µm

thick epitaxial layer for -1V and -6V back-bias voltage. The top panels show the cluster

signal peak comparison. The middle panels show the seed signal to noise ratio peak

and the bottom panels show the mean cluster multiplicity for all sectors. The left and

right panels show the results for 20 µm pitch pixels and 30 µm pitch pixels respectively.

For each sector, the respective values for cluster signal is larger at -6V than -1V due

to the reduced capacitance at -6V.

The cluster signal is higher in sectors 1 and 4 which have the largest spacing of

3.035 µm between the collection electrode and the adjacent p-wells. A larger spacing

increases the depletion width in the sides of the collection electrode and reduces the

input capacitance, resulting in a larger cluster signal. Sectors 3 and 6 have the smallest

spacing (2.1 µm) contributing to a higher capacitance resulting in the lowest cluster

signal among all the sectors. A large cluster signal also implies the increase in the seed

signal of the cluster which also reflects in the seed signal to noise ratio. The sectors

show the same trend in the seed signal to noise ratio.

The results show similar trends for both the pixel sizes.
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Figure 3.25: Comparison between the different sectors of Explorer-1 with an epitaxial
layer thickness of 30 µm for back bias voltage of -6V and -1V. The top panels show the
cluster signal peak followed by seed signal to noise ratio peak (middle panels) and mean
cluster multiplicity (bottom panels).
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3.3.3.3 Tests with irradiated chips

To test bulk effects generated by NIEL, the Explorer sensor prototype structures have

been irradiated with a fluence of 2.5 x 1012neq/cm
2 and 1 x 1013neq/cm

2 using neutrons

from the TRIGA MarkII Reactor at JSI in Ljubljana, before being bonded on the test

boards.

NIEL effects include bulk defects in silicon, introducing recombination points and

charge trapping centres. This may lead to a decrease in the charge collected. Regener-

ation points may also be created which may increase the leakage current and hence the

noise.

Fig.3.26 shows the cluster signal distribution (top panels) followed by seed signal

distribution, seed signal to noise ratio and cluster multiplicity (bottom panels) of irradi-

ated Explorer-1 with 18 µm thick epitaxial layer for -6V back bias voltage and compared

with the non irradiated Explorer-1 results for the same back bias voltage. The left and

right panels show the results for 20 µm pitch pixels and 30 µm pitch pixels respectively.

The recombination and trapping of the electrons leads to the decrease of signal

charge. The cluster signal decreases with increasing fluence, though only slightly. The

seed signal collection is affected marginally. The signal to noise ratio is almost unaffected

for a fluence of 2.5 x 1012neq/cm
2 but is reduced for a fluence of 1 x 1013neq/cm

2.

The effects on 30 µm x 30 µm are similar.

Fig.3.27 shows the summary of these effects for both 20 µm pitch pixels (left panel)

and 30 µm pitch pixels (right panel). The plots show the comparison between cluster

signal peak, seed signal peak and seed signal to noise ratio for sector 5 of irradiated and

non irradiated Explorer-1 with a standard epitaxial layer thickness of 18 µm.

Fig.3.28 shows the results for all the irradiated sectors of Explorer-1 for -6V back-

bias voltage and are compared with the results for the non irradiated sectors. The top

panels show the cluster signal peak comparison. The middle panels show the seed signal

to noise ratio peak and the bottom panels show the mean cluster multiplicity for all

sectors. The left and right panels show the results for 20 µm pitch pixels and 30 µm

pitch pixels respectively.
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Figure 3.26: Comparison between the non irradiated and iradiated Explorer-1 (Sector 5)
for a back bias voltage of -6V. The seed charge (top panel), cluster charge (middle panel)
are slightly affected. The seed signal to noise ratio is reduced for the highest fluence. The
left and right panels represents 20 µm x 20 µm pixels and 30 µm x 30 µm pixels respectively.
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Figure 3.27: Comparison between the non irradiated and irradiated Explorer-1 of Sector
5 for a back bias voltage of -6V. The plots include cluster signal peak, seed signal peak
and seed signal to noise ratio . The left and right panels represents 20 µm x 20 µm pixels
and 30 µm x 30 µm pixels respectively.

The irradiated sectors follow the same trend as their non irradiated counterparts.

For both the levels of irradiation, the cluster signal is higher in sectors 1 and 4 having

the largest spacing of 3.035 µm between the collection electrode and the adjacent p-wells

due to a reduced the input capacitance. Sectors 3 and 6 have the lowest cluster signal

among all the sectors for all levels of irradiation due to the smallest spacing (2.1 µm).

The sectors show the same trend in the seed signal to noise ratio.

The results are similar for the 30 µm x 30 µm pixels.

3.3.4 Explorer-1 tests summary

Explorer prototypes are developed at CERN to study the Q/C ratio of pixel circuits.

The studies showed that the Q/C increases with increasing back bias voltage and with

increasing spacing between the collection diode and the adjacent p-well due to reduced

input capacitance resulting from a widening depletion region. Explorer-1 with different

epitaxial layer thicknesses of 18 µm and 30 µm are also compared. A thicker epitaxial

layer results in increased charge carrier generation leading to a larger cluster signal. The

seed signal charge for the 30 µm, on the other hand increases at higher back bias voltage

(-6V) but decreases at low back bias voltage (-1V) compared to the 18 µm thick epitaxial

layer. This is because there are two competing effects in a thicker epitaxial layer- higher

charge carrier generation, and larger non-depleted area for diffusing electrons to escape
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Figure 3.28: Comparison between the non irradiated and iradiated Explorer-1 for all
sectors at a back bias voltage of -6V. The top panels show the cluster multiplicity. The
middle panels show the seed pixel signal to noise ratio and the bottom panels show the
noise. The left and right panels represents 20 µm x 20 µm pixels and 30 µm x 30 µm pixels
respectively.

63



3. CHARACTERISATION OF MONOLITHIC ACTIVE PIXEL
SENSORS

into neighboring pixels of a cluster. The dominance of one effect over another

changes with the back bias voltage. The square and octagonal diodes have similar

charge collection properties. The 30 µm pitch pixels show similar trends as their 20 µm

pitch counterparts.

The understanding of the Q/C at the collection node of the pixel circuit and its

dependence on the spacing and back bias voltage, along with the effects of different

starting materials is an important step in the optimization process of the analog frontend

and improve the signal to noise ratio of the full scale detector. Improvement of the

signal to noise ratio has a direct effect on the reduction of the power density of the final

detector.

3.4 Developments towards a full scale pixel chip

The pixel prototype circuits MIMOSA32, MIMOSA32Ter and Explorer-1 described in

this chapter, form a part of a wide range of prototype circuits which are being developed

within the ALICE ITS Upgrade collaboration. These prototypes address design features

of various building blocks of a final architecture towards a full scale pixel chip.

There are four different architectures which are being developed and studied for the

upgrade. These architectures explore a wide spectrum of implementations offered by the

TowerJazz technology. These include MISTRAL (MIMOSA Sensor for the inner tracker

of ALICE), ASTRAL (AROM Sensor for the inner tracker of ALICE), CHERWELL

and ALPIDE (ALICE Pixel Detector). MISTRAL and ASTRAL are being developed

at IPHC Strasbourg and Irfu Saclay and are evolved from the ULTIMATE sensor [21]

developed for the STAR Heavy Flavor Tracker (HFT) at RHIC. CHERWELL is designed

by the STFC-RAL group in the UK. ALPIDE is being developed by CERN, INFN

(Cagliari and Torino, Italy), CCNU (Wuhan, China), NIKHEF (The Netherlands) and

Yonsei (South Korea). The important features of these architectures are mentioned

below. Further details can be found here [6].

3.4.1 MISTRAL

The design is based on a rolling-shutter readout with amplification and correlated double

sampling inside each pixel. Fig.3.29 shows a prototype in-pixel circuit of this architec-

ture. MISTRAL will be equipped with column level discriminators allowing simultane-
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Figure 3.29: MISTRAL in-pixel and end of column circuit [6].
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Figure 3.30: MISTRAL layout [6].

ous readout of two rows in rolling-shutter mode to give an integration time of 30 µs. The

target pixel size is about 22 µm x 33.3 µm, providing a single point resolution of about

5 µm. The expected power consumption is about 200mWcm−2. The first prototypes

for this architecture were MIMOSA32 and MIMOSA32Ter, which are explained earlier

in this chapter.

MISTRAL will be built from three Full Scale Building Blocks (FSBB), as shown in

Fig.3.30, with a surface of 1.5 cm x 3.0 cm containing 375 rows and 1300 columns in total.

The discriminator outputs will be processed througn an integrated zero suppression

logic: SUZE-02, which is the downstream part of both MISTRAL and ASTRAL. The

data is stored in a memory of four SRAM blocks (32 x 512 bits), allowing both continuos

or triggered readout. The data is shipped out with a high speed serial link, with a

maximum SUZE-02 output rate of 640Mbit s−1.
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Figure 3.31: ASTRAL in-pixel circuit [6].
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Figure 3.32: ASTRAL layout [6].

3.4.2 ASTRAL

This is an alternative design to the MISTRAL which is faster and less power consum-

ing. The design consists of an accelerated read-out based on the AROM (accelerated

read-out MIMOSA) concept. The prototype in-pixel circuit is shown in Fig.3.31. The

architecture uses in-pixel signal discriminators which replaces the analogue signals driv-

ing over long traces with digital signals. This has certain advantages over the MISTRAL

architecture, particularly the doubling of the pixel readout frequency and reduction of

power consumption. The dimensions of the peripheral circuitry is also reduced due to

the absence of the column level discriminators. The layout is shown in Fig.3.30.

There are two variants of ASTRAL which are considered: ASTRAL-IN (targeted for

the ITS inner layers) and ASTRAL-OUT (suited for the ITS outer layers). ASTRAL-IN

has a pixel size of about 24 µm x 31 µm, providing a single point resolution of about

5 µm and the expected power consumption is about 85mWcm−2. The expected frame
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Figure 3.33: CHERWELL in-pixel circuit (left) and strixel architecture (right) [6].

read-out time is approximately 20 µs, considering simultaneous double-row readout.

ASTRAL-OUT has larger pixels (36 µm x 31 µm) providing a lower power density of

about 60mWcm−2. The expected single point resolution is about 7 µm.

3.4.3 CHERWELL

The design is based on a rolling-shutter read-out and allows correlated double sampling.

The in-pixel circuit is shown in the left panel of Fig.3.33. The pixels are grouped into

strixels as shown in the right panel of Fig.3.33. This architecture allows reduction of

dead area at the periphery by incorporating the amplifiers, comparators and memories

within the matrix. The number of pixels in a strixel and their geometry (horizontal

or vertical pitch) can be customized as per the requirements. Within a strixel, the

pixels are read in rolling-shutter mode and the pseudo-differential signals are compared

against a defined threshold to identify the particle hits. The address of hit-pixels are

stored in SRAMs within the strixel itself.

In the latest prototype test structure, CHERWELL-2, each strixel consists of a

column of 128 pixels of dimensions 20 µm x 20 µm. There are 128 strixels placed next

to each other to make a 128 x 128 pixel array. The expected integration time and the

power consumption is 30 µs and 90mWcm−2 respectively.

3.4.4 ALPIDE

The design is based on a low-power in-pixel discriminator circuit that drives an in-

matrix asynchronous address encoder circuit. The address encoder output is read out

by an end-of-column lossless data compression and de-randomising circuit. The in-pixel

discriminator eliminates the need for an analogue column driver, reducing significantly
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Figure 3.34: ALPIDE functional block diagram [6].
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Figure 3.35: ALPIDE in-pixel circuit [6].

the power consumption and allowing a faster read-out. A functional diagram of the

circuit is shown in Fig.3.34. The in-pixel circuit is shown in Fig.3.35. The circuit is

operated in triggered mode. The output of the front-end is latched in the presence of a

trigger. An asynchronous priority encoder network in every double column encodes the

address of the hit pixels and feeds the end-of-column circuit. The end-of-column circuit

compresses the data, after which the data of all columns is multiplexed into a common

multi-event memory which serves as a de-randomising circuit.

The pixel size is 28 µm x 28 µm. The integration time is 4 µs and the expected power

consumption is less than 50mWcm−2. Explorer-0 and Explorer-1 are the prototypes

for ALPIDE to optimize the pixel geometry and study the effects of back-bias which

are explained earlier in this chapter.
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3.5 Future plans

Several prototype structures of the different building blocks corresponding to the dif-

ferent architectures and their design streams have been fabricated and characterized

throughout 2012 and 2013. The TowerJazz technology is qualified and the design

streams have validated key components in terms of charge collection efficiency, de-

tection efficiency and radiation tolerance, leading towards the development of full scale

prototypes. The full prototypes of the different design streams will be fabricated and

characterized throughout 2014 and early 2015. Based on these results, further opti-

mizations and iterations will be carried out towards a decision on the final architecture

for the upgrade. The submission of a prototype of the final circuit is foreseen in late

2015. After successful characterization, the final circuit will be sent for mass production

planned in 2016.
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4

Detector Performance

4.1 Introduction

This chapter studies the performance of the new ITS detector. In order to achieve the

physics goals described in Chapter 1 , the ITS upgrade should allow to improve the

following.

• the resolution of the track impact parameter by a factor ≈ 3 or better below pT

= 1GeV/c with respect to the present ITS;

• the stand-alone tracking capability with a momentum resolution of a few percents

up to 20 GeV/c and coverage in transverse momentum as complete as possible, in

particular down to very low momenta;

• the readout rate capabilities.

The performance of a baseline configuration (referred to as the ’Upgraded ITS’

subsequently in this chapter) is studied and compared to the present ITS performance.

Some alternative configurations with different characteristics such as different material

budget and/or the intrinsic resolution and position of the layers are studied. The

detector performance in case of a dramatic reduction of detector efficiency (presence of

one dead layer) is also studied.
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4.2 Experimental conditions (ALICE Run 3) for simulation
studies

This section describes the conditions expected during ALICE Run 3 which guided the

specifications for the upgraded ITS.

Beam pipe: The vacuum beam pipe represents the main interface between the ex-

periment and the LHC. The present beam pipe is 4.82m long with a central section

made of a straight beryllium tube of length 3.95m, wall thickness 0.8mm and outer

radius 29.8mm [28]. Current studies indicate that it should be possible to arrive at a

beampipe inner radius of 17.2mm for the upgrade scenario, compared to the present

value of 29mm. Since its feasibility is yet to be confirmed by further studies, a conser-

vative number of 19mm is assumed for the beampipe inner radius. Thus, the baseline

scenario for the ALICE upgrade includes the installation of a new beam pipe with a

wall thickness of 0.8mm and an outer radius of 19.8mm.

Particle load:

The maximum hit density of particles in the layers of the detector is estimated from

the charged particle density in central Pb–Pb collisions at the top LHC energy. This

determines the occupancy per layer and in the individual channels of the detector. A

relevant contribution to the hit density in a given layer comes from secondary particles,

which are mostly produced in the interaction of other particles with the material of the

beam pipe and of the inner layers.

The charged particle density in central Pb–Pb collisions at
√
sNN = 5.5TeV is

estimated by extrapolating the measured charged particle density in central Pb–Pb

collisions at
√
sNN = 2.76TeV using the s0.15NN scaling [29] which gives dNch/dη ' 1970.

The hit density of the primary and secondary charged particles has been estimated by

a Monte Carlo simulation for central Pb–Pb collisions, using the HIJING generator[30]

tuned to such a charged particle multiplicity.

The particle load includes an additional contribution from the electromagnetic in-

teractions of the colliding ions, among which the dominant process in terms of cross
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section is the multiple e+e− pair production (QED electrons) [31, 32].

AA→ AA+ n(e+e−) (4.1)

where n is the pair multiplicity.

The flux of these electrons through the detectors which are close to the beam pipe

can be rather high [33] and would have to be considered for occupancy studies.The flux

of QED electrons was estimated by a Monte Carlo generator [34] implemented in the

ALICE software framework [35]. Since the cross section of single pair production (about

220 kb) is about 98% of the total cross section, only single e+e− pairs are considered.

The mean cluster rate for each layer of the upgraded ITS are estimated. The QED

electrons per unit area per event are then calculated.

An example calculation using the first layer is shown below. The parameters as-

sumed are:

Pb-Pb interaction rate - 50 kHz ( L = 6× 1027cm−2s−1)

Magnetic field - 0.2T

pT range - 0.3× 10−3 < pT < 1GeV/c

Rapidity range - |η| < 4

Number of events - 100000

QED cross section, σQED ≈ 92.3× 10−21cm2 (from the generator).

Number of clusters in L0 = 53258

For the first layer L0, the total area is given by length of the sensitive area and the L0

radius.

Length of L0 (sensitive area) = 27.1 cm

L0 radius = 2.34 cm

Sensitive area of L0 = 432.85 cm2
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Table 4.1: Expected hit densities in central Pb–Pb collisions (including secondaries pro-
duced in the materials) and QED electrons for an integration time of 10 µs. Interaction
rates of 50 kHz and a 0.5T (0.2T) magnetic field have been assumed. The two columns on
the right show the expected radiation levels.

Particle flux Radiation Dose
Primary and QED electrons (pT > 0.3 MeV)

Radius secondary for τ=10 µs NIEL TID
(cm) particles per (cm−2) (1 MeV neqcm

−2) (krad)
event (cm−2) 0.2 T 0.5 T

2.34 20.5 6.82± 0.08 4.27± 0.05 9.2× 1012 646
3.15 14.6 3.81± 0.05 2.09± 0.03 6.0× 1012 380
3.93 11.1 2.44± 0.04 1.12± 0.02 3.8× 1012 216
19.61 0.71 (2.1± 0.1)× 10−2 (3.7± 0.3)× 10−3 5.4× 1011 15
24.55 0.51 (9.0± 0.5)× 10−3 (1.6± 0.2)× 10−3 5.0× 1011 10
34.39 0.24 (1.3± 0.1)× 10−3 (2.6± 0.5)× 10−4 4.8× 1011 8
39.34 0.20 (5.0± 0.6)× 10−4 (2.0± 0.5)× 10−4 4.6× 1011 6

For an integration time of 10 µs, the QED electrons per unit area per event for L0 is

given by,

6× 1027cm−2s−1 × 92.3× 10−21cm2 × 10−6s× 53258

432.85cm2 × 100000
≈ 6.82± 0.08cm−2

The expected hit density for QED electrons for all the layers for a magnetic field

of 0.5T and 0.2T are estimated and are given in Table 4.1. The QED electrons scale

linearly with the detector integration time. The magnetic field of 0.2T corresponds to

a planned run dedicated to the measurement of low-mass di-electrons, and is the worst

case scenario in terms of detector occupancy. Table 4.1 also summarises the expected

maximum hit densities for primaries and secondaries.

Table 4.1 also shows the expected radiation levels[6].

Detector acceptance: This study focuses on the central rapidity region and there-

fore the detector has been assumed to have a barrel geometry. The ITS acceptance has

been determined based on its matching with the current external barrel detectors, as
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discussed in section 4.3.

4.3 Detector specification

The specification for the Upgraded ITS is summarized here.

4.3.1 Number of layers and their radii:

4.3.1.1 Layout overview

The Upgraded ITS has a barrel geometry with seven layers consisting of monolithic

pixels [6]. The radii, material budget of the detection layers and the detector intrinsic

resolution are quoted in Table 4.2. The corresponding parameters of the present ITS

are also added for comparison. The layers in the upgraded ITS are grouped into two

separate barrels- the Inner Barrel (IB), containing the three innermost layers and the

Outer Barrel (OB), with the four outermost layers. Fig.4.1 shows the layout (top panel)

and the schematic view of the cross section (bottom panel) of the Upgraded ITS.

Each layer is segmented azimuthally in mechanically independent units called Staves.

The Staves are fixed to a support structure to form Half-Layers. A Stave represent a

complete detector element and consists of the following:

• Space Frame: a carbon fiber support structure for a single stave.

• Cold Plate: carbon ply to embed the cooling pipes.

• Hybrid Integrated Circuit: hosts the Flexible Printed Circuit (FPC) on which the

pixel chips are bonded.

• Half-Stave: The Outer Barrel Stave is further segmented in azimuth in two halves

called Half-Stave.

• Module: The Outer Barrel staves are also segmented longitudinally to Modules.

Each Module consists of a Hybrid Integrated Circuit glued onto a carbon plate

named as Module Plate.

The Staves for the Inner Barrel and the Outer Barel are illustrated in Fig.4.2.

75



4. DETECTOR PERFORMANCE

Figure 4.1: The top panel shows the layout of the Upgraded ITS [6]. The layer radii are
optimized to provide improved tracking resolution. The first three layers (Inner Barrel)
have the smallest possible radial distance from each other. To maximise the pT resolution,
the distance between the innermost and outermost layers should be as large as possible.
The lower panel shows the schematic view of the cross section of the Inner Barrel (left)
and the Outer Barrel (right).
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Figure 4.2: Illustration of Inner Barrel (left) and the Outer Barrel (left) Staves of the
Upgraded ITS [6].

4.3.1.2 Layer radii optimization

The optimization of the radial positions of the layers is based on the objectives as listed

below.

• Good tracking efficiency and pT resolution for both tracking modes: ITS stand-

alone and combined ITS+TPC:

Historically, ALICE performs two kinds of track-finding in the ITS: ITS combined

with TPC and ITS standalone. In the case of ITS combined with TPC track-

finding, the tracks found in the TPC are used as seeds to find their prolongation

in the ITS using a Kalman filter approach [36, 37]. The acceptance in the TPC

drops sharply below pT ≈ 100MeV/c, where the stand-alone ITS tracking comes

into play. In this case, the ITS clusters not attached to TPC+ITS matched tracks

are associated with tracks started from helical seeds constructed out of the primary

vertex and two points taken from the two innermost pixel layers of the ITS.

Thus, a high ITS stand-alone tracking efficiency allows the reconstruction of low-

pT particles that cannot be reconstructed by the TPC, for example, low-mass di-

electrons and the mesons D+ and D+
s . At high pT, the stand-alone ITS tracking

can also reconstruct tracks that cross the TPC in the dead area between sectors,

or close to it, where the TPC tracking performance degrades. A high ITS stand-

alone tracking efficiency provides more robustness to the global tracking for the

77



4. DETECTOR PERFORMANCE

reconstruction of events with high pileup in the TPC and large distortions of its

electric field. The availability of an independent ITS track reconstruction which is

efficient in a large momentum range, allows for the evaluation of the overall ALICE

tracking efficiency, as well as other systematic effects in the reconstruction, in a

data-driven way.

• Good impact parameter resolution for track extrapolation towards the vertex:

The impact parameter resolution is mainly determined by the measurements of

the track position in the two innermost layers, preferably having the first layer as

close as possible to the beam line. To ensure that the impact parameter resolution

of a track does not strongly deteriorate if one of the points close to the primary

vertex is not attached to it, the first three layers (Inner Barrel) should have the

smallest possible radial distance from each other. Such a layout is expected to

be optimal for both ITS stand-alone and ITS+TPC combined tracking modes.

In order to maximise the pT resolution, the distance between the innermost and

outermost layers should be as large as possible. This is reinforced by the fact that

the matching with the TPC tracks profits from a small extrapolation distance

between the TPC inner wall and the ITS outermost layer.

• Provide some redundancy against failures of detector modules.

4.3.2 Material budget:

With the recent developments in MAPS, the fabrication of thin sensors are possible

which contributes to the reduction of material budget. The mechanical support, power

distribution, cooling system and read-out system can also be optimized for a lower

material budget. In the simulations described in the section 4.5, an effective material

budget of 0.3 % and 0.8 % of the radiation length was assumed for the three inner layers

(Inner Barrel) and the four outer layers (Outer Barrel) respectively.

4.3.3 Detector intrinsic resolution:

The segmentation of the detector determines the intrinsic spatial resolution of the re-

constructed track points. A small segmentation is also important to keep the occupancy

at a low value. An excellent resolution of the first layer is fundamental for the impact
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Table 4.2: Specifications of the Upgraded ITS in terms of layers radii, intrinsic resolution
and material budget. Specifications of the present ITS is also shown for comparison. The
upgraded beam pipe will be narrower than the present one.

Detector Layer Radius Intrinsic resolution Material Budget
r (cm) (rφ,z) µm X/X0%

L0 2.34 (5,5) 0.3
L1 3.15 (5,5) 0.3
L2 3.93 (5,5) 0.3

Upgraded L3 19.61 (5,5) 0.8
ITS L4 24.55 (5,5) 0.8

L5 34.39 (5,5) 0.8
L6 39.34 (5,5) 0.8

Beam pipe 1.98 0.22
SPD 3.9 (12,100) 1.14
SPD 7.6 (12,100) 1.14

Th. shield 11.5 0.65
Present SDD 15.0 (35,25) 1.13
ITS SDD 23.9 (35,25) 1.26

Th. shield 31.0 0.65
SSD 38.0 (20,830) 0.83
SSD 43.0 (20,830) 0.83

Beam pipe 2.9 0.22

parameter resolution at high particle momenta where the multiple scattering effects

become negligible. For the outer layers, a good resolution is also important to improve

the momentum resolution and the tracking efficiency in the ITS stand-alone mode. The

simulation studies assume an intrinsic spatial resolution of 5 µm for the all the layers in

both rφ and z directions for the baseline ITS Upgrade configuration.

4.3.4 Acceptance:

The ITS acceptance is defined by taking into account its matching with the other ex-

ternal barrel detectors in ALICE: TPC, TRD, TOF and EMCAL. The acceptance of

the TPC corresponds to |η| < 0.92 for tracks traversing its full radial extension. The
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TRD and TOF have the same acceptance as the TPC (|η| < 0.92), while the EMCAL

acceptance is smaller. The TPC can also efficiently reconstruct tracks traversing half

of its radial extension, extending its acceptance to |η| < 1.22. In Pb–Pb interactions

at
√
sNN = 5.5 TeV the luminous region would spread around the nominal IP with a

longitudinal Gaussian distribution with σlumi
z = 5.61 cm [38]. The longitudinal length of

each ITS layer is defined to accept all tracks within a given η range from this luminous

region. The Upgraded ITS would accept tracks with |η| < 1.22 coming from the 90%

most luminous region (|zvtx| < 1.39σlumi
z ).

4.3.5 Timing and readout rate:

The interaction rates during ALICE Run 3 will be 200 kHz for pp and 50 kHz for

Pb–Pb collisions. These rates may induce a significant pile-up rate in the detector,

depending on the integration time, which has an impact on event reconstruction and

analysis. If the total occupancy from triggered and pile-up interactions significantly

exceeds the occupancy of a central Pb-Pb collision, the reconstruction efficiency drops

due to the ambiguity of the cluster to track association. With 50 kHz interaction rate

and 20µs (30µs) integration time window, on average about one (two) extra Pb–Pb

collision will be read-out on top of the triggered event. In about 10% of the triggers

five or more extra collisions will be piled up assuming an integration time window of

30 µs. To prevent significant losses of the reconstruction efficiency, especially at low pT,

the time resolution in the highest occupancy layers should not exceed about 20 µs. A

similar time resolution is desirable also for the outer layers in order to facilitate the

cluster matching throughout the whole detector.

4.4 Simulation tools

A Fast Estimation Tool (FET) is used to study the performance of the Upgraded ITS.

This is a semi-analytic method and provides an excellent determination of the tracking

resolution (both for spatial and the momentum components)as a function of detector

configuration. The results of the FET have been confirmed (within about 5% accu-
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racy) by the study with a Monte Carlo (MC) based on transport code and a detailed

description of the geometry.

The FET is based on a code originally developed by the STAR HFT collaboration

[39]. It permits to model a simplified description of the detector layout with cylin-

drical layers. The detector performance can be studied and optimized by defining the

properties of the detector layers: radius, material budget and the intrinsic detector res-

olution in r − φ and z components. This tool adopts a tracking method as described

in [36]. The original STAR HFT code was extended and adapted in various ways, e.g.

to describe also the ITS upgrade stand-alone tracking capabilities. The tracking code

was replaced with the Kalman filter technique [36], [37], which is implemented in the

ALICE software framework [35]. The intrinsic (or cluster) resolution of a layer and the

traversed material depend on the detector segmentation and the inclination angle of

the charged particle with respect to the layer normal. This is taken into account by

calculating the track-parameter covariance matrix elements at the various stages of the

track reconstruction. A detailed description of the method and its extensions can be

found in [40].

4.5 Detector performance studies

4.5.1 Comparison with the current ALICE ITS

In this section, the performace of the Upgraded ITS is compared with the current ITS

with respect to impact parameter resolution, pointing resolution, momentum resolution

and tracking efficiency. Table 4.2 shows the properties of the Upgraded and the current

ITS.

4.5.1.1 Impact parameter resolution

The impact parameter resolution defines the capability of a vertex detector to separate

secondary vertices of heavy-flavour decays from the main interaction vertex (primary

vertex). It is defined as the dispersion of the distribution of the Distance of Closest

Approach (DCA) between reconstructed (primary) tracks and the main collision vertex.

Thus it is an important measure of the achieved tracking precision. Fig.4.3 shows the

schematic view of the D0 decay in the D0 −→ K− π+ channel. The impact parameter
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resolution is given by σd0K (the resolution of d0K) and σd0π (the resolution d0π) for kaon

and pion respectively.

43
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Figure 4.3: Schematic view of the D0 decay in the D0 −→K− π+ channel (top panel). The
resolutions of the impact parameters d0K) and d0π gives the impact parameter resolution
σd0K and σd0π for kaon and pion respetively. The lower panel shows the contributions of
detector resolution and coulomb scattering on the impact parameter resolution.

The impact parameter resolution has contributions from the detector intrinsic res-

olution and multiple coulomb scattering.

σd0 = (σd0)det.res. ⊕ (σd0)mult.scattering (4.2)

The bottom panel of the Fig.4.3 shows a scheme of the contributions of detector

intrinsic resolution (left) and multiple coulomb scattering (right) on the impact param-

eter. The first term on the right hand side of Equation 4.2, (σd0)det.res. is independent

of the momentum of the traversing particle. It depends only on the intrinsic resolution
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and the radial position of the detector. From the bottom left panel of Fig.4.3,

(σd0)det.res. = σint.res.

√
(r20 + r21)

(r1 − r0)2
(4.3)

where r0 and r1 are the radii of the first layer and second layer of the vertex detector

respectively and σint.res is the detector intrinsic resolution.

The second term on the right hand side of the Equation 4.2 depends on the momen-

tum and on the amount of material crossed by the particle. A charged particle suffers

from Multiple Coulomb Scattering when it traverses through the material of the track-

ing detector. This results in small deviations of the track due to successive small angle

deflections symmetrically distributed around the incident direction [20]. The scattering

angle follows roughly a Gaussian distribution with an rms of,

θrms =
13.6MeV
β.p.c

.z.

√
X

X0
[1 + 0.038ln(

X

X0
)] (4.4)

where β, p and z are the velocity, momentum and charge of the particle respectively.

The detector material thickness through which the particle traversed is represented by

X and X0 is the radiation length for the scattering medium. The ratio X/X0 represents

the material budget. One has,

(σd0)mult.scattering = θrms.r0 (4.5)

Thus the impact parameter resolution can be expressed as:

σd0 = σint.res.

√
(r20 + r21)

(r1 − r0)2
⊕ r0.

13.6MeV
β.p.c

.z.

√
X

X0
[1 + 0.038ln(

X

X0
)] (4.6)

For a particle moving in the transverse plane, considering the material thickness and

the layer radii constant, the above expression can be written in the form:

σd0 = A⊕ B

pT
(4.7)

where A depends on the detector intrinsic resolution and B depends on the material

budget.

Thus, the impact parameter resolution depends on the detector intrinsic resolution,

material budget and the radial positions of the first two detector layers.
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Qualitatively, the impact parameter resolution in r − φ, can also be represented as

the convolution of the primary vertex resolution and the track pointing resolution.

σd0 = σvertex ⊕ σpointing (4.8)

For PbâĂŞPb collisions the uncertainty on the primary vertex position, whose deter-

mination is based on a large number of reconstructed tracks, is negligible with respect

to that of the track spatial position, and therefore the d0 resolution coincides with the

track pointing resolution.

σd0 ≈ σpointing (4.9)

Fig. 4.4 shows a comparison of the impact parameter resolution (top panels) and

pointing resolution (bottom panels) between the present and upgraded ITS. The left

and righ panels show the resolution in r − φ and z.

At pT around 0.4GeV/c, the improvement in the pointing resolution in r− φ of the

upgraded ITS is about a factor 3 over the present ITS. In z, the gain in resolution is

even higher, reaching a factor of about 5 at pT around 0.4GeV/c.

Since the impact-parameter resolution depends mainly on the radial position, thick-

ness, and granularity of the innermost layer(s), it is essentially identical for both com-

bined TPC+ITS and ITS stand-alone tracking modes.

4.5.1.2 Momentum resolution

Figure 4.5 shows the momentum resolution (σpT /pT ) comparison between the Upgraded

ITS and the current ITS, obtained in the combined TPC+ITS and ITS stand-alone

tracking modes. The upgraded ITS yields a dramatic improvement in the stand-alone

tracking mode. The pT resolution in the stand-alone mode benefits significantly from

the improved intrinsic resolution and the overall low material budget of the upgraded

ITS which reduces the effects of multiple scattering.

In the ITS+TPC combined tracking mode, at pT below 0.5GeV/c, the Upgraded

ITS has an improved resolution with respect to the current performance due to the

reduction of the material budget of the innermost layers.
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Figure 4.4: Impact-parameter resolution (top) and pointing resolution (bottom) for pri-
mary charged pions as a function of the transverse momentum for the current ITS and the
upgraded ITS in the transverse plane, r − φ (left panel) and in the longitudinal direction,
z (right panel).
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Figure 4.5: Transverse momentum resolution as a function of pT for primary charged pi-
ons for the upgraded ITS. The results for the ITS stand-alone (left) and ITS-TPC combined
tracking mode (right) are shown.
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4.5.1.3 Tracking efficiency

The tracking efficiency for the Upgraded ITS is defined as the ratio of the number of

reconstructed tracks with at least four correct clusters associated to the tracks and no

wrongly associated cluster (from other particles) to the number of “trackable” tracks (i.e.

tracks passing through at least four layers). The baseline configuration of the Upgraded

ITS assumes a layer detection efficiency of 95% for all layers. The tracking efficiency

as a funtion of pT is shown in Figure 4.6 for the current ITS and the Upgraded ITS

in both stand-alone and combined ITS+TPC tracking mode. There is an impressive

improvement of the tracking efficiency for tracks with pT < 1GeV/c and lower.
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Figure 4.6: Track-matching efficiency between the TPC and upgraded ITS for primary
charged pions.

4.5.2 Performance for improved or degraded sensor parameters

This section describes the performance studies of some alternative configurations of

the Upgraded ITS and their comparison with the baseline upgrade configuration. The

baseline upgrade configuration features seven layers of monolithic pixels with an intrin-

sic resolution of (5 µm, 5 µm) in r − φ and z respectively and a total material budget

per layer of 0.3% X0 and 0.8% X0 for the inner and outer barrel respectively. There

is a possibility that, based on the ongoing studies, some of the detector specifications

specially in the outer barrel may still evolve. To evaluate such a scenerio, some al-

ternative configurations with variations in the key parameters: intrinsic resolution and

material budget of the detection layers, are studied and compared with the baseline

configuration.
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4.5.2.1 Performance with variations in the sensor intrinsic resolution

The detector performance is studied with the variation of intrinsic resolution, particu-

larly for the following configurations. The material budget is fixed to X/X0 = 0.3%

and X/X0 = 0.8% for the inner and outer barrel respectively.

• an intrinsic resolution of (4 µm, 4 µm) for all layers in r − φ and z (baseline

configuration);

• an intrinsic resolution of (5 µm, 5 µm) for all layers in r − φ and z;

• an intrinsic resolution of (7 µm, 7 µm) for all layers in r − φ and z;

• an intrinsic resolution of (9 µm, 9 µm) for all layers in r − φ and z;

• an intrinsic resolution of (5 µm, 5 µm) in r − φ and z and (9 µm, 9 µm) in r − φ
and z for the inner and outer barrel respectively;

• an intrinsic resolution of (5 µm, 5 µm) in r− φ and z and (12 µm, 12 µm) in r− φ
and z for the inner and outer barrel respectively;

The design goal of the ITS upgrade is to have pixels with the same granularity for

all the layers. The last two configurations mentioned above are considered to study a

scenerio where the outer barrel has pixels with lower granularity as a consequence of

increased pixel size. This situation may arise if there is a need to decrease the power

density in the outer barrel.

Fig. 4.7 shows the pointing resolution in the bending (r − φ) and longitudinal

(z) direction for ITS standalone tracking and ITS-TPC combined tracking for detector

configurations with different intrinsic resolution. For the standalone ITS tracking, the

pointing resolution in (r− φ) remains unaffected at pT < 0.2GeV/c. The configuration

with an intrinsic resolution of (7 µm, 7 µm) and (9 µm, 9 µm) for all layers starts to

deteriorate at pT > 0.2GeV/c. At pT = 0.8GeV/c, the former deteriorates by a factor

of about 1.2 and the latter deteriorates by a factor of 1.3 from the baseline configuration.

The pointing resolution for the other configurations are not affected by variations of the

intrinsic resolution in the range considered for these simulations. The pointing resolution

in z shows a similar behavior.
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For the ITS-TPC combined tracking, the configuration with an intrinsic resolution of

(7 µm, 7 µm) and (9 µm, 9 µm) for all layers suffers a slight deterioration of the pointing

resolution throughout the range considered for these simulations.

In Fig. 4.8, the top panel shows the momentum resolution. The bottom panels show

the tracking efficiency. The left and the right panels show the ITS stand-alone and the

ITS-TPC combined tracking, respectively. The tracking efficiency is hardly affected

by the variation of the intrinsic resolution. The momentum resolution is unaffected

by the variation in the intrinsic resolution at pT < 0.3GeV/c. The relative transverse

momentum resolution is in the range 3.7% to 4.5% for 0.3 GeV/c < pT <2 GeV/c,

in particular, the configurations with an intrinsic resolution of (7 µm, 7 µm) and (9 µm,

9 µm) are affected. For pT > 2GeV/c, the configuration with intrinsic resolution of

(5 µm, 5 µm) and (12 µm, 12 µm) for the inner and outer barrel respectively, also starts

to deteriorate.
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Figure 4.7: Pointing resolution as a function of pT for detector configurations with varying
intrinsic resolutions compared to the baseline upgrade configuration. The current ITS
configuration is also included. Left and right panels show the ITS stand-alone and the
ITS-TPC combined tracking, respectively.
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The momentum resolutions for the ITS-TPC combined tracking is almost unaffected

by the variation of the intrinsic resolution.

This study shows that a relaxation of the intrinsic resolution for all the layers would

result in a deterioration of the detector performance. On the other hand, the effects

on the detector performance would be in the acceptable limits if the intrinsic resolution

is relaxed only for the outer barrel to (9 µm, 9 µm) and maintaining that of the inner

barrel to (5 µm, 5 µm).

4.5.2.2 Performance with variations in the material budget

The variation of the detector performance with varying material budget is studied. In

particular, the following configurations are considered. The intrinsic resolution is fixed

to (5 µm, 5 µm) in r − φ and z respectively for all the layers.
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Figure 4.8: Momentum resolution (top panels) and tracking efficiency (bottom panels)
as a function of pT for detector configurations with varying intrinsic resolutions compared
to the baseline upgrade configuration. The current ITS configuration is also included.
Left and right panels show the ITS stand-alone and the ITS-TPC combined tracking,
respectively.
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Figure 4.9: Pointing resolution as a function of pT for detector configurations with vary-
ing material budget compared to the baseline upgrade configuration. The current ITS
configuration is also included. Left and right panels show the ITS stand-alone and the
ITS-TPC combined tracking, respectively.

• the inner and outer barrel having a material budget of X/X0 = 0.3% and X/X0 =

0.8% respectively;

• the inner and outer barrel having a material budget of X/X0 = 0.3% and X/X0 =

0.9% respectively (more recent value for the baseline configuration);

• the inner and outer barrel having a material budget of X/X0 = 0.3% and X/X0 =

1.0% respectively;

• all layers of the inner and outer barrel presenting a larger material budget of

X/X0 = 0.5% and X/X0 = 1.0% respectively.

The first configuration mentioned above represents the baseline configuration. In

the next two configurations, the material budget for the inner barrel has been assumed

to remain the same as the baseline configuration (X/X0 = 0.3%) while the material
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budget for the outer barrel is varied. The fourth configuration assumes a larger material

budget for all the layers.
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Figure 4.10: Momentum resolution as a function of pT for detector configurations with
varying material budget compared to the baseline upgrade configuration. The current ITS
configuration is also included. Left and right panels show the ITS stand-alone and the
ITS-TPC combined tracking, respectively.

Fig. 4.9 shows the pointing resolution in the bending (r − φ) and longitudinal

(z) direction for ITS standalone tracking and ITS-TPC combined tracking for detector

configurations with varying material budget.

The pointing resolution is unaffected by the variations of material budget for the

ITS standalone and ITS-TPC combined tracking.

In Fig. 4.10 the top panel shows the momentum resolution. The bottom panels

show the tracking efficiency. The left and the right panels show the ITS stand-alone

and the ITS-TPC combined tracking, respectively. The stand-alone tracking efficiency

and momentum resolution are slightly affected by the increase of the material budget

of the Outer Barrel. At pT = 0.2GeV/c, the tracking efficiency is in the range 92% to
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94%. The relative transverse momentum resolution is in the range 3.9% to 4.5% for

200 GeV/c < pT <1 GeV/c.

The momentum resolutions for the ITS-TPC combined tracking is slightly affected

only at high pT.

This study shows that the increase of material budget in the Outer Barrel to 1.0%X0,

could be acceptable as this does not affect the pointing resolution and affects the mo-

mentum resolution only slightly.

4.5.3 Performance with a further reduction of beam pipe radius

As mentioned in Section 4.2, the baseline scenario for the ALICE upgrade includes

the installation of a new beam pipe with an inner radius of 1.9 cm (average radius of

1.94 cm, considering a thickness of 0.8 cm). Studies show that it is possible to further

reduce the beam pipe radius down to 1.72 cm (average radius of 1.76 cm). This section

studies a scenerio with a reduced average beam pipe radius of 1.76 cm and evaluate if

there is a significant improvement in performance with respect to the baseline upgrade

scenerio. In this configuration, the Inner Barrel also has a reduced radii (L0:2.136 cm,

L1:2.863 cm, L2:3.59 cm) but the Outer Barrel radii remains the same as in the baseline

upgrade configuration. A second configuration is also studied where the average beam

pipe radius is reduced to an intermediate value of 1.86 cm, keeping the Inner Barrel and

Outer Barrel radii same as that of the baseline configuration.

Fig.4.11 shows the pointing resolution in r− φ (top panels) and z (bottom panels).

The left and right panels show the ITS stand-alone and the ITS-TPC combined tracking,

respectively. There is a marginal improvement at low pT for an average beam pipe radius

of 1.86 cm. The resolution shows further improvement with the reduction of both the

average beam pipe radius (1.76 cm) and the Inner Barrel radii. The reduction of beam

pipe radius does not translate to a significant gain in physics performance. Moreover,

the reduced Inner Barrel radius would increase the occupancy resulting in a higher fake

track rate. On the other hand, the reduction of the average beam pipe radius to 1.86 cm

without changing the Inner Barrel radius could be useful from a mechanical point of

view because the installation of the Inner Barrel could be easier.

This study concludes that a further reduction of beam pipe radius and the Inner

Barrel radii does not give significant gain. Nevertheless, a reduction of the beam pipe
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radius by 1mm keeping the Inner Barrel radii at the baseline values could be considered

to facilitate the installation of the Inner Barrel.

Fig. 4.12 shows the momentum resolution (top panels) and tracking efficiency (bot-

tom panels) comparison with variation in the beam pipe radius. The left and right pan-

els show ITS standalone tracking and ITS-TPC combined tracking respectively. The

reduction of beam pipe radius does not affect the momentum resolution and tracking

efficiency of the upgraded detector.
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Figure 4.11: Pointing resolution as a function of pT for detector configurations with
varying beam pipe radius compared to the baseline upgrade configuration. The current
ITS configuration is also included. Left and right panels show the ITS stand-alone and the
ITS-TPC combined tracking, respectively.
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Figure 4.12: Momentum resolution (top panels) and tracking efficiency (bottom panels)
as a function of pT for detector configurations with varying beam pipe radius compared
to the baseline upgrade configuration. The current ITS configuration is also included.
Left and right panels show the ITS stand-alone and the ITS-TPC combined tracking,
respectively.

4.5.4 Redundancy studies

This section investigates the effect of a dramatic reduction of detection efficiency on the

detector performance. This reduction may be due to the effect of a dead layer or layers

with reduced detection efficiency.

Fig. 4.13 shows the effect of a reduced overall detection efficiency of the layers on

the global tracking efficiency. The reduced detection efficiency might be due to either

limited acceptance and dead areas, or intrinsic inefficiency of the detector. The baseline

configuration assumes a detection efficiency of 95% which is conservative, given the

fact that typical values of detection efficiency for non dead zones of silicon detectors

are around 99%. The case of having all the seven layers (at the same time) with an

efficiency of 100%, 85%, 75% and 65% have been simulated and compared with the

baseline configuration.
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Figure 4.13: Tracking efficiency as a function of pT for the upgraded ITS detector,
assuming different reduced detection efficiency for all seven layers of the layout.

Figure 4.14 considers a case where one of the layers is completely dead. The left

panel shows the effect of the absence of each of the seven layers (one at a time), on the

ITS standalone tracking efficiency. The right panel extracts the two worst cases: the

absence of the second (Layer 1) and the third layer (Layer 2) contribute the most to

the reduction of the tracking efficiency.
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Figure 4.14: Tracking efficiency for the upgraded ITS in presence of a dead layer. The
right panel shows two worst case scenarios for the tracking efficiency where layer 1 (blue)
or layer 2 (red) is dead is compared to the case where all layers are properly working.

Figure 4.15 shows the performance in the presence of a dead layer with respect to the

momentum resolution. In the standalone tracking mode, the two worst case scenerios

are the absence of the third layer (Layer 2) and the seventh layer(Layer 6). The absence

of the third layer contributes the most to the degradation of the momentum resolution
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at pT > 1GeV/c. At pT < 1GeV/c, the absence of the seventh layer is the worst

case. The presence of dead layers does not have a significant effect on the momentum

resolution for combined ITS and TPC tracking.
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Figure 4.15: Momentum resolution for the upgraded ITS in the presence of dead layers.
The top left panel and the top right panel considers the ITS standalone tracking and ITS
plus TPC combined tracking respectively. The bottom panel shows the worst case scenarios
for the momentum resolution which are compared to the case where all layers are properly
working. The momentum resolution for combined ITS and TPC tracking stays practically
unchanged.

Figure 4.16 shows the impact parameter resolution in the presence of a dead layer.

The worst case scenerio is the absence of the first layer (Layer 0). The absence of the

other layers does not affect the impact parameter resolution significantly.

This study shows that a dead layer in the Upgraded ITS would have significant

effects on the detector performance with respect to tracking efficiency and resolution.

This confirms that rapid accessibility to the detector is a key priority in the design of

the upgraded ITS, which would enable prompt action in case such a situation arises.
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Figure 4.16: Impact parameter resolution for the upgraded ITS in the presence of dead
layers. The right panel shows the worst case scenario which is compared to the case where
all the layers are properly working.
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5

Conclusion

ALICE has an elaborate upgrade programme based on the upgrade of the LHC in

2018-19 during the second Long Shutdown (LS2). Within this upgrade strategy, the

Inner Tracking System (ITS) upgrade forms an important cornerstone, providing im-

proved vertexing and readout capabilities. The new ITS will consist of seven layers of

Monolithic Active Pixel Sensors using the TowerJazz 0.18 µm technology.

The work presented in this thesis can be categorized in two parts. The first part

concerns the results of characterization of some of the pixel prototype circuits developed

for the ITS upgrade. The second part discusses the detector performance studies of the

upgraded ITS.

The results of characterization of the prototype circuits: MIMOSA32, MIMOSA32Ter

and Explorer-1 are presented. MIMOSA32 and MIMOSA32Ter were the first proto-

types designed with the TowerJazz technology. The characterization results validated

the technology in terms of charge collection and radiation tolerance. The results also

concluded that the addition of a deep p-well (a feature of the technology) maintains

satisfactory performance even after irradiation. This was a starting point for future

prototypes with the deep p-well in a full CMOS process, thus allowing in-pixel sophis-

ticated signal processing circuits. Thus the technology is qualified for the ALICE ITS

upgrade pixel sensor.

Explorer-1 prototype circuits with different starting materials were also character-

ized. The results showed the dependence of the ratio of the collected charge to the

input capacitance (Q/C) on the back bias voltage and the spacing between the col-

lection electrode and the adjacent p-well. The results concluded that Q/C improves
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with higher back bias voltage and increased spacing. The understanding of the Q/C

ratio and its optimization would help towards building a final detector with reduced

power consumption. This would provide a margin to reduce the material budget of the

detection layers, improving the detector performance. With these results, the future

prototypes of Explorer could concentrate on optimizing the size of the input transistors

to study its effects on the Random Telegraph Signal noise. In parallel, optimization of

the signal processing circuits would also be carried out in other prototypes.

The performance of a baseline configuration of the upgraded detector is presented

in terms of impact parameter resolution, momentum resolution and tracking efficiency

both in standalone tracking mode and ITS-TPC combined tracking. The performance

was compared with the current ITS to study the improvements in the upgraded ITS.

The performance is affected by the radial position and material budget of the layers

and the detector intrinsic resolution. The detector specifications in this regard are

still evolving specially for the Outer Barrel (the outermost four layers). The effects

of variation of the specifications in terms of material budget and intrinsic resolution

on the detector performance was studied. This would help to finalize the detector

specifications for an optimized detector performance. The studies also concluded that

a reduction in the beam pipe radius (lower than the baseline upgrade scenario) would

not affect detector performance but may facilitate the installation of the Inner Barrel.

Redundancy studies showed that the presence of a dead layer can degrade the detector

performance significantly. This defines a key requirement of easy and rapid accessibility

to the detector in the design of the upgraded ITS.

Presently, the first full scale pixel chip prototypes of the different design streams

are being fabricated. Throughout 2014 and early 2015 the characterization and further

optimizations of these full scale prototypes will be carried out which will lead towards

a decision on the final architecture for the upgrade. The submission of a prototype

final circuit for the ITS upgrade is foreseen in late 2015. Mass production of the final

circuit is planned for 2016. The construction of the detector modules, tests, assembling

and pre-commissioning will be carried out throughout 2016-2017. The detector will be

commissioned at surface in late 2018 and will be installed in the ALICE cavern in 2019.

In 2020, the upgraded ALICE detector will start its operations for the high luminosity

Pb–Pb run.
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