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Abstract

LHCb is a single arm forward spectrometer specially designed to study b-
physics. It covers the pseudo-rapidity, η, in the range of 1.9 < η < 4.9. During
the year of 2010, the LHCb experiment collected approximately 37 pb−1 of
data at

√
s = 7 TeV. In this thesis, the total and differential cross-sections as

a function of the muon pseudo-rapidity for the W → µνµ process are measured
with this 2010 dataset. A study of this process provides an important test of
the Standard Model as well as a reduction of the uncertainty on the Parton
Distribution Functions. Additionally it provides complementary measurements
to those performed by ATLAS and CMS. A W → µνµ event selection scheme
is informed by the W → µνµ simulation sample. This scheme is applied to
the data sample and yields 26891 candidates for the W → µνµ process. Of
these candidates, 15030 are for the W+ → µ+νµ process and 11861 are for the
W− → µ−ν̄µ process. A fit is performed to determine the purity of muons from
the W bosons. This purity is found to be about 79%. The final cross-section
for the W → µνµ process is measured in a fiducial phase-space in which the
muon transverse momentum is greater than 20 GeV/c and the pseudo-rapidity
of the muon is in the range 2.0 < η < 4.5. The results of the total cross-sections
in the fiducial phase-space for the W+ → µ+νµ and W− → µ−ν̄µ processes are

σW+→µ+νµ = 890.1± 9.2± 26.4± 30.9 pb
σW−→µ−ν̄µ = 687.0± 8.1± 19.6± 23.7 pb

where the first uncertainty is statistical, the second uncertainty is systematic
and the third uncertainty is due to the luminosity determination. The ratio
between the total cross-sections for the W+ → µ+νµ and W− → µ−ν̄µ processes
is

σW+→µ+νµ

σW−→µ−ν̄µ
= 1.292± 0.020± 0.002

where the first uncertainty is statistical and the second uncertainty is system-
atic. The uncertainty due to the luminosity determination is completely can-
celled.

The measurements of the W cross-sections and their ratio are consistent
with theoretical predictions at next-to-next-leading-order (NNLO) with the
MSTW08 and JR09 PDF sets. The cross-section ratio prediction with the
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ABKM09 PDF set is overestimated. The precision of the total W+ (W−) cross-
section measurement is about 4.7% (4.6%), which is larger than the percentage
uncertainty on the W+ (W−) prediction due to the MSTW08, ABKM09 and
JR09 PDF errors: 1.8%, 1.7% and 2.9% (2.6%, 1.6% and 3.2%). However, as
the uncertainties due to the luminosity determination on the W± cross-section
measurements cancel out and systematic uncertainties are correlated, the dom-
inant uncertainty on the cross-section ratio measurement is statistical. The
precision of the total cross-section ratio measurement is 1.6%, which is smaller
than the percentage uncertainty on the ratio prediction due to the MSTW08
and JR09 PDF errors: 3.3% and 3.1%. As a result, the measurement on the
W cross-section ratio can reduce uncertainties on the predictions due to the
MSTW08 and JR09 PDF errors.
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Chapter 1

Introduction

Particle physics [1] studies the nature of fundamental particles which consist
of matter and anti-matter. It also studies forces between these particles. A
theoretical framework called Quantum Field Theory (QFT) is applied [2]. It
is a combination of Quantum Mechanics (QM) and special relativity. QFT
treats a particle as an excited state of an underlying physical field, and it treats
interactions between particles through the exchange of mediating particles.

QFT was first successfully applied to classical electromagnetism. This is
known as Quantum Electrodynamics (QED) [3]. It describes interactions be-
tween electrically charged particles by the exchange of photons. As described
in section 2.1.4, the massless photon is the consequence of the gauge symmetry
of QED. QED has been called the “jewel of physics” by Richard Feynman as
it predicts quantities such as the anomalous magnetic moment of the electron
[4], and the Lamb shift of the energy levels of hydrogen [5].

QFT has also been applied to weak interactions. This is known as Elec-
troweak Theory (see section 2.1.9) [6]. It describes weak interactions between
particles by the exchange of W and Z bosons. As described in section 2.1.8,
massive gauge bosons W and Z are the consequences of spontaneous symmetry
breaking of the gauge symmetry in electroweak theory.

Furthermore, QFT has been applied to strong interactions. This is known as
Quantum Chromodynamics (QCD) [7]. It describes strong interactions between
particles by the exchange of gluons. As described in section 2.1.5, massless
gluons are the consequences of the gauge symmetry of QCD.

An overarching framework brings these theories together and it is called the
Standard Model (SM) [8]. Although the predictions of the SM are largely
confirmed by experiments with good precision [9, 10], there are still some inad-
equacies of the SM. These inadequacies include:

• Gravitation is not accounted for in the SM because it is not renormaliz-
able as the coupling constant of gravity G has negative mass dimensions.
Therefore the SM is incomplete.

• The SM can not fully account for the matter anti-matter asymmetry ob-
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CHAPTER 1. INTRODUCTION

served in nature. Although the SM predicts matter anti-matter asymmetry
via CP violation (see section 2.1.11), it can only partially account for the
total observed in nature [11].

In order to test the SM, several particle colliders have been built around the
world, such as the Large Electron-Positron Collider (LEP) [12], Tevatron [13],
and the Large Hadron Collider (LHC) [14]. These colliders accelerated electrons
or protons to a very high energy and then let them collide. Detectors were built
around collision points in order to record positions, momenta and energies of
final state particles after collision. Due to the mass-energy equivalence (E =
mc2), some massive particles such as the W , Z bosons and the top quark can
be produced in high energy collisions. Today, the LHC (see section 3.1) is the
highest energy collider around the world.

In this thesis, the cross-section measurement for the process where a W
boson decays into a muon and a neutrino is described. This measurement was
performed at the LHCb detector (see section 3.2 and chapter 4). A W →
µνµ simulation sample is utilised to examine the characteristics of W → µνµ
events in this measurement. Then an event selection scheme (see section 5.4)
is determined based on these characteristics. This event selection scheme is
applied on a data sample in order to keep signal events and suppress background
events. The background events are studied with simulation samples as well as
data driven samples (see section 5.5). A fit is performed to determine how
many signal events are in the data sample (see section 5.6). A Z → µµ data
sample is utilised to determine efficiencies of reconstructing and selecting signal
events (see sections 5.7, 5.8 and 5.9). Finally the W± cross-sections and their
cross-section ratio and charge asymmetry are calculated (see sections 5.11, 5.12
and 5.13 ).

The organisation of this thesis is as follows. Chapter 2 reviews the theoret-
ical background required to measure the W → µνµ cross-section. Chapter 3
describes the LHC acceleration system and the LHCb detector. Chapter 4 illus-
trates the event reconstruction procedure. Chapter 5 shows the measurement
of the W → µνµ cross-section. Finally chapter 6 gives a brief conclusion of the
W → µνµ cross-section measurement.
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Chapter 2

Theoretical Review

This chapter reviews the theoretical background for the analysis presented in
this thesis. In section 2.1, the content of the Standard Model is presented. In
section 2.2, the theory for W boson production in proton proton collisions is
shown. In section 2.3, the parton shower and hadronisation in proton proton
collisions are provided. In section 2.4, the Monte Carlo generators used in the
analysis are described. In section 2.5, the W± cross-sections and their charge
asymmetry measurements at general particle detectors are reviewed.

2.1 Standard Model

The Standard Model includes descriptions of elementary particles (see section
2.1.1) as well as composite particles (see section 2.1.2). These particles interact
through the electromagnetic, weak and strong forces. These three forces are
combined together in a U(1)×SU(2)×SU(3) gauge theory (see section 2.1.3).
The electromagnetic force is described by QED (see section 2.1.4). The strong
force is described by QCD (see section 2.1.5). A major difference between QED
and QCD is the way in which the size of the force scales with energy. This is
described in section 2.1.6 and leads to asymptotic freedom as well as confine-
ments of elementary particles in mesons and baryons. Electroweak Theory (see
section 2.1.9) combines the weak and electromagnetic forces together. In the
electroweak theory, W and Z bosons acquire masses through the Higgs Mech-
anism (see section 2.1.8). In order to understand this mechanism, a knowledge
about spontaneous symmetry breaking is needed (see section 2.1.7). The par-
ticle corresponding to the scalar field utilised in the Higgs Mechanism is called
the Higgs Boson (see section 2.1.10). Quarks change their flavours in different
generations through the exchange of W bosons. This is explained by a mech-
anism called quark mixing. CP violation (see section 2.1.11) is a result of the
quark mixing in three generations.
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2.1.1 Elementary Particles

In particle physics, an elementary particle is considered to have no measurable
internal structure. In the Standard Model of particle physics, elementary par-
ticles are classified into two groups according to their spins: the half-integer
spin fermions which include quarks, leptons and their anti-particles, and the
integer-spin bosons which include the W±, Z, photon, gluon, and the Higgs
boson.

Leptons

There are six types of leptons in total. Their respective anti-particles are anti-
leptons. Leptons are grouped into three generations according to their increas-
ing masses. In each generation there are a pair of leptons. Leptons in the first
generation are the electron and electron neutrino (e−, νe). In the second gener-
ation they are the muon and muon neutrino (µ−, νµ). In the third generation
they are the tau and tau neutrino (τ−, ντ). e−, µ− and τ− carry -1 electric
charge while their anti-particles carry +1 charge. νe, νµ, ντ and their anti-
particles are neutral. Charged leptons interact via electromagnetic and weak
interactions while neutral leptons interact only via weak interactions. Table 2.1
shows the spins, charges and masses of leptons.

Table 2.1: The properties of leptons. The last two digits in the brackets give the uncertainties. Taken from
[15].

Lepton generation Name Symbol Spin Charge (e) Mass (MeV/c2)
1 Electron e 1

2 -1 0.510998928(11)
1 Electron neutrino νe

1
2 0 <2×10−6

2 Muon µ 1
2 -1 105.6583715(35)

2 Muon neutrino νµ
1
2 0 <0.19

3 Tau τ 1
2 -1 1776.82(16)

3 Tau neutrino ντ
1
2 0 <18.2

Table 2.2: The properties of quarks. Taken from [15].

Quark generation Name Symbol Spin Charge (e) Mass (MeV/c2)

1 Up u 1
2 + 2

3 2.3+0.7
−0.5

1 Down d 1
2 − 1

3 4.8+0.7
−0.3

2 Charm c 1
2 + 2

3 1275± 25
2 Strange s 1

2 − 1
3 95± 5

3 Top t 1
2 + 2

3 173500± 1000
3 Bottom b 1

2 − 1
3 4190± 30

Quarks

There are six types of quarks in total. Each type corresponds to one flavour.
The anti-particles of quarks are called anti-quarks. Anti-quarks carry opposite

6
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electric charges. Quarks are grouped into three generations. In each generation
there are a pair of quarks: one is the up-type quark which carries +2/3 electric
charge, the other one is the down-type quark which carries −1/3 electric charge.
There are three possible colour charges for quarks: red, blue and green. Anti-
quarks carry opposite colour charges. This leads to 18 quarks and 18 anti-
quarks. Due to a phenomenon known as confinement (see section 2.1.6), quarks
(anti-quarks) can not be isolated or directly observed. They can only be found
within composite particles, such as baryons and mesons (see section 2.1.2). As
quarks (anti-quarks) carry electric charges as well as colour charges, they can
interact via electromagnetic, weak and strong interactions. Table 2.2 shows the
quark properties.

Mediators

In the Standard Model, the electromagnetic, weak and strong forces are me-
diated by elementary spin-1 bosons. In the electromagnetic interaction the
mediator is a photon, γ. As described in section 2.1.4, the photon is massless.
In the weak interaction the mediators are the massive W± and Z bosons (see
section 2.1.9). In the strong interaction the mediator is a massless gluon (see
section 2.1.5). There are 8 types of gluons which carry colour charges. The
masses of all particles in the Standard Model are believed to be created by
their interactions with the Higgs boson (see section 2.1.10). At the time of
writing, a new particle with a mass around 125 GeV/c2 was discovered in July,
2012 by ATLAS [16] and CMS [17] at the LHC. As this new particle behaves
in many of the expected ways predicted by the Standard Model, it is prelim-
inarily confirmed to be the Standard Model Higgs boson [18]. The mediators
properties are listed in Table 2.3.

Table 2.3: The properties of mediators. Taken from [15].

Name Symbol Spin Charge (e) Mass (GeV/c2) Interaction mediated
Photon γ 1 0 < 1× 10−27 Electromagnetism

W boson W± 1 ±1 80.385± 0.015 Weak interaction
Z boson Z 1 0 91.1876± 0.0021 Weak interaction
Gluon g 1 0 0 Strong interaction

Higgs boson H0 0 0 ∼ 125 Mass

2.1.2 Composite Particles

Quarks are held together by the strong force to form composite particles. These
composite particles are called hadrons. Hadrons can be categorised into two
groups. One group is the meson which is made of a quark and an anti-quark, the
other group is the baryon which is made of three quarks. There is a quantum

7
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number called the baryon number for hadrons. It is defined as

B =
1

3
(nq − nq̄) (2.1)

where nq is the number of quarks and nq̄ is the number of anti-quarks. Another
quantum number assigned to the hadrons is called the strangeness and is defined
as

S = −(ns − ns̄) (2.2)

where ns is the number of strange quarks and ns̄ is the number of strange anti-
quarks. A third quantum number assigned to hadrons is the third component
of isospin. It is defined as

I3 =
1

2
[(nu − nū)− (nd − nd̄)] (2.3)

where nu (nū) is the number of up quarks (anti-quarks) and nd (nd̄) is the
number of down quarks (anti-quarks).

Quarks (anti-quarks) which contribute to the quantum numbers of hadrons
are called valence quarks (anti-quarks). Valence quarks are different to sea
quarks. Sea quarks are virtual quark anti-quark pairs (qq̄) and they do not
contribute to hadron quantum numbers.

K0Is dM K+Is uM

Π
-Iu dM Π

0, Η, Η
' Iu u, d d, s sM Π

+Id uM

K-Iu sM K
0

Id sM

-1 1

-1

1

-1

0

1

S

Q

I3-1 � 2 1 � 2

Figure 2.1: A meson nonet

Mesons

Mesons are made up of a valence quark and a valence anti-quark. They are
bosons with integer spins. The baryon number for a meson is 0. As the quark
and anti-quark carry opposite colour charges, the meson has zero total colour
charge and thus it is a colour singlet. Fig. 2.1 shows quark compositions of
mesons with a spin-0. Mesons on a line which is perpendicular to the Q-axis
share an equal electric charge. Mesons on a line which is perpendicular to the

8



CHAPTER 2. THEORETICAL REVIEW 2.1. STANDARD MODEL

I3-axis have an equal I3. Mesons on a line which is perpendicular to the S-axis
take an equal strangeness.

Baryons

Baryons are made up of three valence quarks or three valence anti-quarks. They
are fermions with half integer spins. Their baryon numbers are ±1. As these
three quarks (anti-quarks) carry different colour charges: red, blue and green,
the baryon has zero total colour charge and thus it is a colour singlet. Fig. 2.2(a)
shows quark compositions for baryons with a spin-3/2. Fig. 2.2(b) shows quark
compositions for baryons with a spin-1/2.

D
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S
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*+HuusL

X
*-HssdL X
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W
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0

1

2

Q

I3

S

(a) Baryon decuplet

n HdduL p HuudL

S
-HddsL HudsL S

+HuusL

X
-HssdL X

0HssuL

-1 1

-1

-1

1

S
0, L

0

1

S

Q

I3-1 � 2 1 � 2

(b) Baryon octet

Figure 2.2: Baryon decuplet and octet.

2.1.3 Gauge Theories

In particle physics, a Lagrangian is utilised to summarise the dynamics of par-
ticles and their interactions. QFT treats a particle as an excited state of an
underlying physical field. The equations of motion for the underlying fields are
determined by substituting the Lagrangian into the Euler-Lagrange equation
for that field.

An important feature of the Lagrangian is that it is invariant under some
transformations. If the Lagrangian is invariant under some global transforma-
tions, such as spatial translations or spatial rotations, then there is a global
symmetry for that Lagrangian. If the Lagrangian is invariant under some local
transformations which are dependent on space-time coordinates, then there is
a local symmetry for that Lagrangian.

The local transformations are called gauge transformations. The invariance
of the Lagrangian under these local transformations is called a gauge invariance.
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These local gauge transformations form a group which is called a gauge sym-
metry group. One or several group generators are associated to that symmetry
group. For each generator of the group, there is a corresponding vector field
which is called a gauge field. The corresponding particle to that field is called
a gauge boson. If the generators of the group commute with each other, then
that group is an abelian group. On the other hand, if these generators do not
commute with each other, then that group is a non-abelian group.

QED is a gauge theory with a symmetry group U(1). As there is only one
generator for U(1), QED is an abelian gauge theory and there is only one gauge
field. QCD is a gauge theory with a symmetry group SU(3). As there are eight
generators which do not commute with each other, QCD is a non-abelian gauge
theory and there are eight gauge fields. The Standard Model is a non-abelian
gauge theory with a symmetry group U(1)×SU(2)×SU(3). As there are a total
of twelve generators for the Standard Model: one for U(1), three for SU(2) and
eight for SU(3), there are correspondingly twelve gauge bosons: one photon,
three weak bosons and eight gluons.

2.1.4 Quantum Electrodynamics

QED describes the interaction between charged spin-1/2 particles and photons.
Here we will show that the QED Lagrangian is invariant under a local gauge
transformation of U(1). The QED Lagrangian, LQED, is written as follows [2]:

LQED = ψ̄(i��∂ −m)ψ − 1

4
(Fµν)

2 − eψ̄γµψAµ , (2.4)

where the first term, ψ̄(i��∂ −m)ψ, is the Lagrangian for a free fermion of mass
m, ψ is a bi-spinor field which describes the fermion field, ψ̄ ≡ ψ†γ0 is an
adjoint field for ψ, γµ are Dirac matrices with µ = 0, 1, 2, 3, ��∂ ≡ γµ∂µ is
a contraction between the partial derivative ∂µ and Dirac matrices γµ. The
second term, −1

4(Fµν)
2, is the Lagrangian for the electromagnetic field, Aµ is

the electromagnetic vector potential, Fµν ≡ ∂µAν−∂νAµ is the electromagnetic
field tensor. The third term, −eψ̄γµψAµ, is the Lagrangian describing the
interaction between the fermion field and electromagnetic field, e is the electron
charge.

In order to show that the QED Lagrangian is invariant under U(1), we rewrite
it as the following one with the combination of the first term and the third term:

LQED = ψ̄(i��D −m)ψ − 1

4
(Fµν)

2 , (2.5)

where ��D is a contraction between the gauge covariant derivative, Dµ ≡ ∂µ +
ieAµ(x), and Dirac matrices γµ. With the local gauge transformation of U(1),

ψ(x)→ eiα(x)ψ(x), Aµ → Aµ −
1

e
∂µα(x) , (2.6)

10
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where α(x) is a space-time dependent phase, the covariant derivative changes
as follows:

Dµψ(x)→ [∂µ + ie(Aµ −
1

e
∂µα)]eiα(x)ψ(x)

= eiα(x)(∂µ + ieAµ)ψ(x) = eiα(x)Dµψ(x).
(2.7)

As behaving in the same way as the transformation of ψ(x), this covariant
derivative transformation keeps the first term of the QED Lagrangian in Eq.
2.5 invariant. Another term of the QED Lagrangian, −1

4(Fµν)
2, is also invariant

under the local gauge transformation. Thus the whole QED Lagrangian is
invariant under this gauge transformation. As there is no mass term, AµAµ,
which is forbidden by gauge invariance, photons are massless.

2.1.5 Quantum Chromodynamics

QCD describes the strong interaction between quarks and gluons. Here we will
show that the QCD Lagrangian is invariant under a local gauge transformation
of SU(3). The QCD Lagrangian, LQCD, is written in a similar way as the QED
Lagrangian in Eq. 2.5. It is described as follows [2]:

LQCD = ψ̄f(i��D −mf)ψf −
1

4
(F a

µν)
2 , (2.8)

where ψf is the quark field. As there are three colours for quarks, this quark
field is a triplet of the bi-spinor field. mf is the mass of the quark with a
flavour f . ��D is a contraction between the gauge covariant derivative Dµ and
Dirac matrices γµ. The gauge covariant derivative Dµ is defined as follows:

Dµ ≡ ∂µ − igAa
µt
a , (2.9)

where ta are the generators of the SU(3) group, a = 1, 2, · · · , 8. This covariant
derivative requires eight gluon vector fields Aa

µ, one for each generator of the
SU(3) group. g is the coupling constant between quarks and gluons. The gluon
field tensor is similar to the electromagnetic field tensor and it is written as
follows:

F a
µν = ∂µA

a
ν − ∂νAa

µ + gfabcAb
µA

c
ν , (2.10)

where fabc are structure constants for SU(3), fabc determines the commutation
relations between the generators of SU(3) as follows:

[ta, tb] = ifabctc . (2.11)

The third term in Eq. 2.10 is new, it comes from the interaction between
gluons 1. The local gauge SU(3) transformation is similar to the local gauge

1Gluons carry colour charges. They can interact with each other. Photons do not carry electric charges, thus there is no such
term in QED.
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U(1) transformation in Eq. 2.6 and it is as follows:

ψ(x)→ eiα
a(x)taψ(x), Aa

µt
a → Aa

µ +
1

g
(∂µα

a)ta + i[αata, Ab
µt
b] + · · · . (2.12)

The generator in U(1), 1, is substituted with the generator in SU(3), ta. α(x)
in Eq. 2.6 is replaced by αa(x), one for each generator ta. As ta are not
commutative with each other, the last term in the Aµ transformation law is new.
In order to see that the QCD Lagrangian is invariant under the SU(3) gauge
transformation, we write down the infinitesimal form of this transformation:

ψ(x)→ (1 + iαa(x)ta)ψ(x) . (2.13)

With this infinitesimal transformation, the covariant derivative changes as fol-
lows:

Dµψ(x)→ (∂µ − igAa
µt
a − i(∂µαa)ta + g[αata, Ab

µt
b])(1 + iαc(x)tc)ψ(x)

= (1 + iαa(x)ta)(∂µ − igAa
µt
a)ψ(x)

= (1 + iαa(x)ta)Dµψ(x) .

(2.14)

It is calculated up to terms of α2. As this infinitesimal transformation for
Dµψ(x) has the same form as the infinitesimal transformation for ψ(x), it keeps
the first term of the QCD Lagrangian invariant. The second term of the QCD
Lagrangian, −1

4(F a
µν)

2, is also invariant under the SU(3) gauge transformation
in Eq. 2.12 [2]. Thus the whole QCD Lagrangian is invariant under this trans-
formation.

In order to see that gluons are massless, we insert Eq. 2.10 into the second
term of the QCD Lagrangian. This term then is written as follows:

− 1

4
(∂µA

a
ν − ∂νAa

µ)(∂µAνa − ∂νAµa)

− g

2
fabc(∂µA

a
ν − ∂νAa

µ)AµbAνc − g2

4
fabef cdeAµaAνbAc

µA
d
ν ,

(2.15)

where the second term is an interaction term among three gluons, the third
term is an interaction term among four gluons. There is no mass term AµAµ as
it is forbidden by gauge invariance. Thus gluons are massless.

2.1.6 Asymptotic Freedom

Asymptotic freedom is an important feature of QCD. It says that in the high
energy region quarks interact weakly and cross-sections in deep inelastic pro-
cesses can be calculated in a perturbative way. In the low energy region, quarks
interact strongly with an attractive force and they are confined in hadrons.

Asymptotic freedom can be derived with the calculation of a β function. This
β function tells us how the strong coupling constant, g, depends on the energy
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scale, Q, in the interaction [2]. It is written as follows:

β(g) =
∂g

∂log(Q)
. (2.16)

If β > 0, then the coupling constant will increase when the energy scale in-
creases. If β < 0, then the coupling constant will decrease when the energy
scale increases and thus asymptotic freedom appears. The β function for QCD
is

β(g) = − g3

(4π)2
(11− 2

3
nf) , (2.17)

where nf is the number of quark flavours. There are 6 quark flavours for QCD
and thus β is negative and QCD is an asymptotically free theory.

In order to understand the asymptotic freedom of QCD, we firstly try to un-
derstand the screening effect of QED. When a charged particle travels through
a space, it will emits and reabsorbs photons. This will cause the vacuum around
the charged particle to be polarised with virtual charged particle anti-particle
pairs, such as e+e− pairs. If virtual particles carry opposite charges, they are
attracted to the charged particle. On the other hand, if virtual particles carry
like charges, they are repelled to that charged particle. Thus the effective charge
of this particle varies with distance. When the distance between the view point
and the charged particle is shorter and shorter, the effect of vacuum polarisa-
tion gets weaker and weaker, and the effective charge increases. As a result, the
electromagnetic coupling constant, αe = e2/4π, gets stronger when the energy
scale, Q, increases.

In QCD, there is a similar screening effect due to virtual quark anti-quark
(qq̄) pairs. These qq̄ screens the colour charge of a central quark. However, there
is another anti-screening effect due to virtual gluons. As gluons carry colour
charges, these virtual gluon pairs augment the colour charge of the central
quark. This anti-screening effect is 12 times larger than the screening effect [2].
Thus the net effect is to amplify the effective colour charge at a large distance.
The coupling constant of QCD grows larger at a larger distance due to this
amplification. As a result, quarks can not be separated as it requires an infinite
amount of energy to isolate them.

2.1.7 Spontaneous Symmetry Breaking

In order to understand the Higgs mechanism (see section 2.1.8), firstly we need
to know about spontaneous symmetry breaking (SSB). SSB is a mode of sym-
metry breaking in a system. In that system, equations of motion or the system
Lagrangian obey certain symmetries, but these symmetries are broken in the
lowest energy solutions of that system. A φ4 theory is utilised to illustrate
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SSB. When the dimension of the scalar field, φ, is N, (N-1) massless bosons
appear through SSB. In order to understand this phenomena, firstly we set
the dimension of the scalar field to be one, then we consider the case with N
dimensions.

The Lagrangian for the φ4 theory with one dimensional scalar field is as
follows [2]:

L =
1

2
(∂µφ)2 − 1

2
m2φ2 − λ

4!
φ4 , (2.18)

where λ > 0 is a dimensionless coupling constant. The kinetic energy is Ekin =
1
2(∂µφ)2 and the potential is V (φ) = 1

2m
2φ2 + λ

4!φ
4. The Lagrangian has a

symmetry, φ → −φ. In order to show this symmetry is spontaneously broken
around the lowest energy, we minimise the potential

∂V (φ)

∂φ
= 0⇒ φ(m2 +

λ

3!
φ2) = 0. (2.19)

The potential is minimum at the following values of φ:

〈φ〉0 =


0, for m2 > 0

±
√
−6m2

λ
6= 0, for m2 < 0

, (2.20)

where the first one is trivial with m2 > 0 while the second one is non-trivial
with m2 < 0. The trivial case is not interesting and we only focus on the m2 < 0
case. The non-trivial value is called the vacuum expectation value of φ and it
is rewritten as follows:

〈φ〉0 = ±v = ±
√

6

λ
µ , (2.21)

where m2 is replaced by a negative parameter, −µ2. The potential for the
non-trivial case is shown in Fig. 2.3
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Figure 2.3: Potential for the φ4 theory with the non-trivial vacuum expectation value. Here m2 = −4, λ = 6.
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If the system is near the positive minima, then we rewrite φ in terms of v
and a new shifted field σ as follows:

φ(x) = v + σ(x). (2.22)

With the substitution of Eq. 2.22 into Eq. 2.18, the φ4 Lagrangian is changed
as follows:

L =
1

2
(∂µσ)2 − 1

2
(2µ2)σ2 −

√
λ

6
µσ3 − λ

4!
σ4 + const. , (2.23)

where the linear term of σ has vanished. The shifted scalar field, σ, now has
a new mass of

√
2µ. The vacuum expectation value, 〈σ〉0, now is 0. Due

to the σ3 term, the Lagrangian is not symmetric any more with a σ → −σ
transformation.

In order to see the appearance of massless scalar bosons, we consider a scalar
field with N dimensions, φi(x), i = 1, 2, · · · , N . The Lagrangian for this
scalar field is as follows [2]:

L =
1

2
(∂µφ

i)2 − 1

2
m2(φi)2 − λ

4
[(φi)2]2 , (2.24)

where (φi)2 = (φ1)2 + (φ2)2 + · · · + (φN)2. This Lagrangian has a continuous
symmetry, φi → Rijφj, where Rij is a N ×N orthogonal matrix. The group of
this transformation is called O(N). The potential, V (φi) = 1

2m
2(φi)2+ λ

4 [(φi)2]2,
is minimised in order to get the vacuum expectation value. The non-trivial
expectation value is 〈(φi)2〉0 = µ2

λ where −µ2 = m2 is a negative parameter.
Only the length of the vector 〈φi〉0 is determined by this expectation value, the
direction of the vector is arbitrary. Here we let 〈φi〉0 point towards the N th

direction and write it as follows:

〈φi〉0 = (0, 0, · · · , v) , (2.25)

where v = µ√
λ
. With a transformation, φk → πk = φk, φN → σ = φN − v,

k = 1, 2, · · · , N − 1, the Lagrangian becomes

L =
1

2
(∂µπ

k)2 +
1

2
(∂µσ)2 − 1

2
(2µ2)σ2 − λ

4
[(πk)2 + σ2]2

−
√
λµσ3 −

√
λµ(πk)2σ.

(2.26)

The σ field gets a new mass with mσ =
√

2µ while a set of (N − 1) π fields
are massless. The vacuum expectation values for π and σ now are 0. The new
Lagrangian has a continuous symmetry, πk → Rklπl, where Rkl is a (N − 1)×
(N−1) orthogonal matrix. The massless π field is known as a Goldstone boson.
The difference between the number of generators before and after the SSB
will give the number of Goldstone bosons. Before SSB, there are N(N − 1)/2
generators for the O(N) group. After SSB, there are (N−1)(N−2)/2 generators
for the O(N − 1) group. Thus there are (N − 1) Goldstone bosons. This result
is known as the Goldstone’s theorem.
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2.1.8 Higgs Mechanism

Sections 2.1.4 and 2.1.5 show that in a local gauge symmetry a massless vector
field is required for each generator of the symmetry. Section 2.1.7 illustrates that
when a global symmetry is spontaneously broken, a Goldstone boson appears,
with one for each generator of the spontaneously broken symmetry. In this
section, the local gauge invariance and spontaneous symmetry breaking are
combined together in a theory, known as the Higgs mechanism. Gauge bosons
such as W± and Z acquire masses through spontaneous symmetry breaking of
the gauge symmetry.

In order to describe the Higgs mechanism, a model with a SU(2) gauge field
coupled to a scalar field φ is utilised. φ is a doublet of two complex scalar fields:

φ(x) =

(
φ1(x) + iφ3(x)
φ2(x) + iφ4(x)

)
. (2.27)

It is convenient to write φ as a doublet of two real scalar fields with a unitarity
gauge [2]:

φ(x) =

(
φ1(x)
φ2(x)

)
. (2.28)

Then the Lagrangian for this model is

L = |Dµφ|2 − V (φ)− 1

4
(F a

µν)
2, (2.29)

where V (φ) = −µ2φ†φ + λ
2(φ†φ)2 = −µ2φiφi + λ

2(φiφi)
2 with i = 1, 2. Dµφ =

(∂µ − igAa
µτ

a)φ, τ a are the SU(2) generators and τ a = σa/2 2 where a = 1, 2, 3.
g is the coupling constant between the gauge vector fields, Aa

µ, and φ, and it
is different to g in QCD, which is the coupling constant between quarks and
gluons. F a

µν = ∂µA
a
ν − ∂νAa

µ + gεabcAb
µA

c
ν, ε

abc are structure constants of SU(2),
ε123 = 1. This Lagrangian has a SU(2) gauge symmetry under the following
transformation:

φ(x)→ eiα
a(x)τaφ(x), Aa

µτ
a → Aa

µ +
1

g
(∂µα

a)τ a + i[αaτ a, Ab
µτ

b] + · · · . (2.30)

In order to see this SU(2) gauge symmetry is spontaneously broken, V (φ) is
minimised. The non-trivial vacuum expectation value of φ is

〈φ〉0 =
1√
2

(
0
v

)
, (2.31)

where v =
√

2µ2

λ . A new shifted field is defined as follows:

φ
′
= φ− 〈φ〉0 . (2.32)

2σa are Pauli matrices, σ1 =

(
0 1
1 0

)
, σ2 =

(
0 −i
i 0

)
, σ3 =

(
1 0
0 −1

)
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The Lagrangian in terms of the new shifted field is no longer symmetric under
this SU(2) transformation. In order to see the result of spontaneous symmetry
breaking, we rewrite the kinetic energy term as follows:

|Dµφ|2 =
1

2
g2(0 v)τ aτ b

(
0
v

)
Aa
µA

bµ + · · · . (2.33)

The first term contains the gauge boson mass term. This mass term can be
written as

∆L =
g2v2

8
Aa
µA

aµ . (2.34)

As a result, the spontaneous gauge symmetry breaking gives each of the three
gauge bosons a mass,

mA =
gv

2
. (2.35)

2.1.9 Electroweak Theory

Now let’s turn our attention to the electroweak interaction. There are four
gauge bosons in the electroweak theory: W±, Z and γ. W± and Z are massive
while γ is massless. In section 2.1.8 we see that the model with a SU(2) gauge
field coupled to a scalar field gives three massive gauge bosons. In order to get
another massless gauge boson, we introduce another U(1) gauge symmetry to
that model. As a result, the electroweak theory is a SU(2)×U(1) gauge theory.

In this section, firstly we will show the interactions between the gauge bosons
and the scalar field. This explains how these gauge bosons acquire masses
through the Higgs mechanism. Then we will describe the couplings between the
gauge bosons and fermions. Finally we will illustrate the interactions between
the fermions and the scalar field. This interprets how the fermions acquire
masses.

Electroweak Gauge Bosons Masses

A charge +1/2 is assigned to the scalar field under the U(1) gauge symmetry.
The covariant derivative on the scalar field φ now is [2]

Dµφ = (∂µ − igAa
µτ

a − i1
2
g
′
Bµ)φ , (2.36)

where Aa
µ are the SU(2) gauge bosons while Bµ is the U(1) gauge boson, g

′
is

coupling constant between Bµ and φ. The kinetic energy term for the scalar
field φ can be rewritten in terms of the new field defined in Eq. 2.32 as

|Dµφ|2 =
1

2
(0 v)(gAa

µτ
a +

1

2
g
′
Bµ)(gAbµτ b +

1

2
g
′
Bµ)

(
0
v

)
Aa
µA

bµ + · · · . (2.37)
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The first term contains the mass term for the gauge bosons Aa
µ and Bµ. This

mass term can be rewritten as

∆L =
1

2

v2

4
[g2(A1

µ)2 + g2(A2
µ)2 + (−gA3

µ + g
′
Bµ)2] (2.38)

when the matrix product in Eq. 2.37 is evaluated in detail. It indicates that
three gauge bosons are massive while another gauge boson is massless. The first
two massive bosons are W±, W± = 1√

2
(A1

µ∓ iA2
µ), their masses are mW± = g v2 .

The third massive boson is Z, Zµ = 1√
g2+g′2

(gA3
µ − g

′
Bµ), its mass is mZ =√

g2 + g′2 v2 . The fourth massless boson is Aµ, Aµ = 1√
g2+g′2

(g
′
A3
µ + gBµ). The

gauge bosons of A3
µ and Bµ are coalesced into the mass eigenstate bosons Aµ

and Zµ in the following way:(
Zµ
Aµ

)
=

(
cos θW − sin θW
sin θW cos θW

)(
A3
µ

Bµ

)
, (2.39)

where θW is the weak mixing angle, cos θW = g√
g2+g′2

, sin θW = g
′

√
g2+g′2

. The

relation between the masses of W and Z is mW = mZ cos θW .

Gauge Bosons Coupled to Fermions

A hyper-charge, Y , is assigned to the fermion field under the U(1) gauge sym-
metry. The covariant derivative on the fermion field [2],

Dµ = ∂µ − igAa
µT

a − ig′Y Bµ, (2.40)

can be written in terms of the mass eigenstate fields as

Dµ =∂µ − i
e√

2 sin θW
(W+

µ T
+ +W−

µ T
−)

− i e

sin θW cos θW
Zµ(T 3 − sin2 θWQ)− ieAµQ ,

(2.41)

where e is the electron charge and e = gg
′

√
g2+g′2

, Q is the electric charge quantum

number and Q = T 3 + Y , T± = (T 1 + iT 2) = 1
2(σ1 ± iσ2) = σ±, T 3 = 1

2σ
3,

T 3 refers to the third component of the weak isospin. It is obvious that the
couplings of all electroweak bosons to fermion fields are described by two pa-
rameters: the electron charge e and the weak mixing angle θW .

A bi-spinor fermion field can be decomposed as

ψ =

(
ψL
ψR

)
, (2.42)
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where ψL and ψR are left-handed 3 and right-handed fermion fields. ψL and ψR
can be rewritten as 

ψL = PLψ =
1

2
(1− γ5)ψ

ψR = PRψ =
1

2
(1 + γ5)ψ

, (2.43)

where PL and PR are left-handed and right-handed projection operators, γ5 =
iγ0γ1γ2γ3, ψ̄L = ψ̄PR, ψ̄R = ψ̄PL, P 2

L = PL, P 2
R = PR, PL ·PR = 0. Left-handed

and right-handed currents are written as
jµL = ψ̄Lγ

µψL = ψ̄γµ
(

1− γ5

2

)
ψ

jµR = ψ̄Rγ
µψR = ψ̄γµ

(
1 + γ5

2

)
ψ

, (2.44)

where ψ̄γµψ is called a vector current, ψ̄γµγ5ψ is called an axial vector current.
Thus the left-handed (right-handed) current is a mixture of the vector and axial
vector currents.

In nature, the W boson only couples to left-handed fermions while the Z
boson couples to both left-handed and right-handed fermions. Left-handed
fermions transform as a doublet of SU(2). Their first generation are

EL =

(
νe
e−

)
L

, QL =

(
u

d

)
L

. (2.45)

Right-handed fermions transform as a singlet of SU(2). Their first generation
are e−R, uR and dR. T 3 is assigned to ±1

2 for the up-type and down-type left-
handed fermions respectively. For the right-handed fermions, T 3 is assigned
to 0. The assignments of T 3, Y and Q for the left-handed and right-handed
leptons and quarks are listed in Table 2.4

Table 2.4: The assignments of T 3, Y and Q for leptons and quarks.

Particles T 3 Y Q
νeL + 1

2 − 1
2 0

e−L − 1
2 − 1

2 −1
uL + 1

2 + 1
6 + 2

3

dL − 1
2 + 1

6 − 1
3

uR 0 + 2
3 + 2

3

dR 0 − 1
3 − 1

3

e−R 0 −1 −1

Now we can write down the Lagrangian for the interaction between the elec-
troweak gauge bosons and fermions. It is as follows:

L = ĒL(i��D)EL + ēR(i��D)eR + Q̄L(i��D)QL + ūR(i��D)uR + d̄R(i��D)dR , (2.46)
3Here handedness is different to helicity. Helicity is the projection of a fermion’s spin along its momentum. A fermion with

a left-handed helicity has a momentum whose direction is opposite to its spin. A fermion with a right-handed helicity has a
momentum whose direction is the same as its spin. Helicity is the same as handedness if the fermion moves at the speed of light.
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where ��D is a contraction of γµ and Dµ. This Lagrangian can be rewritten in
terms of the gauge boson mass eigenstates as follows:

L =ĒL(i��∂)EL + ēR(i��∂)eR + Q̄L(i��∂)QL + ūR(i��∂)uR + d̄R(i��∂)dR

+ g(W+
µ J

µ+
W +W−

µ J
µ−
W + ZµJ

µ
Z) + eAµJ

µ
EM

, (2.47)

where Jµ+
W (Jµ−W ) is the charged weak current coupled to W+

µ (W−
µ ), Jµ+

W =
1√
2
(ν̄Lγ

µeL + ūLγ
µdL), Jµ−W = 1√

2
(ēLγ

µνL + d̄Lγ
µuL), JµZ is the neutral weak

current coupled Zµ, JµZ = 1
cosθw

[
ν̄Lγ

µ 1
2νL + · · ·

]
, JµEM is the electromagnetic

current couple to Aµ, JµEM = ēγµ(−1)e+ · · · [2].

Fermion Masses

Since ψL and ψR have different hyper-charges, the gauge transformations for ψL
and ψR are different. As a result, the fermion mass term, which is proportional
to ψ̄ψ = ψ̄LψR + ψ̄RψL, violates the gauge invariance, and it is forbidden in the
electroweak Lagrangian. However fermions can acquire masses through SSB
when they couple to the scalar field. The interaction between the fermion fields
and scalar field is described by the Yukawa theory 4. The Lagrangian for this
interaction is given by [2]

LYukawa = −λeĒLφeR − λdQ̄LφdR − λuεabQ̄LaφbuR + h.c., (2.48)

where λe, λd and λu are coupling constants, h.c. is the hermitian conjugate of
the first three terms . This Lagrangian can be rewritten in terms of the shifted
scalar field defined in Eq. 2.32 as follows:

LYukawa = − 1√
2
λevēLeR −

1√
2
λdvd̄LdR −

1√
2
λuvūLuR + h.c.+ · · · . (2.49)

The first three terms indicate that the electron, d quark and u quark acquire
masses. Their masses are

me =
1√
2
λev, md =

1√
2
λdv, mu =

1√
2
λuv. (2.50)

2.1.10 Higgs Boson

In this section, we will show the strength of the couplings between the scalar
field and gauge bosons as well as fermions. In section 2.1.9, we have seen that
the scalar field plays an important role for W±, Z and fermions getting masses.
Now let’s have a look at its properties. The scalar field φ can be rewritten as
follows [2]:

φ(x) = U(x)
1√
2

(
0

v + h(x)

)
, (2.51)

4The Yukawa theory describes the interaction between a scalar field and a fermion field. The interaction term is proportional
to gψ̄φψ, where g is a coupling constant.
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where h(x) is a real-value scalar field with 〈h(x)〉0 = 0, v√
2

is the non-trivial vac-

uum expectation value of φ. U(x)† transforms a complex-valued two-component
spinor into a real-valued two-component spinor.

The Lagrangian for the scalar field φ is

L = |Dµφ|2 + µ2φ†φ− λ

2
(φ†φ)2. (2.52)

As shown in Eq. 2.31, the non-trivial expectation value for φ is

〈φ〉0 =
1√
2

(
0
v

)
(2.53)

where v =
√

2µ2

λ . Plugging φ into the scalar field Lagrangian, we can get

L = −1

2
m2
hh

2 −
√
λ

2
mhh

3 − 1

8
λh4 + · · · . (2.54)

The first term indicates that the scalar field h(x) gets a mass with mh =
√

2µ.
h(x) is known as the Higgs boson. Its mass can be rewritten in terms of the
vacuum expectation value, v, and the coupling constant, λ, as follows:

mh =
√
λv. (2.55)

It not only depends on the vacuum expectation value, but also depends on the
coupling constant between the scalar fields, φ.

Now let’s have a look at the coupling between the Higgs bosons and W or Z.
Plugging φ in Eq. 2.51 into the covariant derivative in Eq. 2.36, we can obtain

∆L =
1

2
(∂µh)2 + [m2

WW
µ+W−

µ +
1

2
m2
ZZ

µZµ] · (1 +
h

v
)2. (2.56)

The strength of the coupling between W bosons and the Higgs boson is 2
m2
W

v .

And the strength of the coupling between Z and the Higgs boson is 2
m2
Z

v .

Then let’s have a look at the coupling between the Higgs boson and fermions.
Plugging φ into the Lagrangian of the Yukawa theory in Eq. 2.46, we can get

∆L = −mf f̄f(1 +
h

v
) (2.57)

The strength of the coupling between fermions and the Higgs boson is
mf

v .

2.1.11 Quark Mixing and CP Violation

Quark Mixing

A quark can change its flavour in one generation to another flavour in the
same generation via its interaction with the W boson. For example, a d quark
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transitions to a u quark via the emission of a W− boson. However, the quark
can also change its flavour in one generation to another flavour in another
generation. For example, a d quark transitions to a c quark via the emission
of a W− boson. The second example is explained by a mechanism called quark
mixing. It says the weak quark eigenstates (d

′
, s
′
, b
′
) are related to the physical

mass eigenstates (d, s, b) by a matrix which is called the Cabibbo-Kobayashi-
Maskawa (CKM) matrix, V . For the case of two generations, (d, s), V is a 2×2
unitary matrix which is written as follows [2]:

V =

(
cos θce

iα sin θce
iβ

− sin θce
i(α+γ) cos θce

i(β+γ)

)
. (2.58)

There are four parameters: θc is a rotation angle which is called the Cabibbo
angle; α, β and γ are phases which can be removed by the a global phase rotation
on the quark fields. After removing the phases, we can rewrite the CKM matrix
as follows:

V =

(
cos θc sin θc
− sin θc cos θc

)
. (2.59)

Thus the weak quark eigenstates (d
′
, s
′
) can be written in terms of the physical

mass eigenstates (d, s) as follows:{
d
′
= cosθcd+ sinθcs

s
′
= −sinθcd+ cosθcs

. (2.60)

It indicates that the probability for the transition of a d (s) quark to a u quark,
V 2
ud (V 2

us), is cos2θc (sin2θc), the probability for the transition of a c quark to a
d (s) quark, V 2

cd (V 2
cs), is sin2θc (cos2θc).

CP Violation

Now let’s turn to the case of three quark generations. There are 18 parameters
for the CKM matrix, 9 of them are constrained by the unitarity of the CKM
matrix, V V † = 1. For the other 9 parameters, three of them are rotation angles,
the other six are phases. 5 of these phases can be removed by a global phase
rotation on the quark fields. The last one is an overall phase and it is important
for CP violation.

CP symmetry is a product of the charge conjugation (C) symmetry and
the parity (P) symmetry. The charge conjugation transforms a particle to its
anti-particle and reverses the particle’s quantum numbers such as the electri-
cal charge. The parity transformation changes the sign of a particle’s spatial
coordinate and reverses the handedness of that particle. An left-handed elec-
tron is transformed into a right-handed positron under a CP transformation.
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CP symmetry is conserved in strong and electromagnetic interactions, but it is
violated in weak interactions.

Let’s take the interconversion of K̄0 (sd̄) and K0 (ds̄) as an example to
explain CP violation [19] briefly. The amplitude for K̄0 → K0 is M , M =

|M |eiθ, and for the corresponding anti-particle process, K0 → K̄0, it is M̃ .
Before CP violation, these two amplitudes should be the same, thus we write
M̃ = |M |eiθ. If the overall phase from the CKM matrix, eiφ, is considered for

the two processes, then M = |M |eiθeiφ, M̃ = |M |eiθe−iφ. So far there is no

difference between the squared amplitudes of |M |2 and |M̃ |2. However, there
are two processes contributing to K̄0 → K0. Their Feynman diagrams are
shown in Fig. 2.4(a) and Fig. 2.4(b). The interference term between these two
processes will contribute to CP violation. This is illustrated as follows [20]:{

M = |M1|eiθ1eiφ1 + |M2|eiθ2eiφ2

M̃ = |M1|eiθ1e−iφ1 + |M2|eiθ2e−iφ2
, (2.61)

where |M1|eiθ1eiφ1 is the amplitude for the left diagram while |M2|eiθ2eiφ2 is the
amplitude for the right diagram. After a detailed calculation, we can get

|M |2 − |M̃ |2 = −4|M1||M2| sin(θ1 − θ2) sin(φ1 − φ2). (2.62)

The difference between the two amplitude squares is not 0. This result is an
indicator of CP violation.

s

s̄

d̄

W+

u, c, t

d

W−

ū, c̄, t̄

(a) K̄0 → K0 box diagram 1

s

s̄

d̄
W+

W−

ū, c̄, t̄

d

u, c, t

(b) K̄0 → K0 box diagram 2

Figure 2.4: Feynman box diagrams for the K̄0 −K0 process.

Although CP symmetry can be broken in weak interactions, it is believed that
CPT is a perfect symmetry in the nature world. Here T is the time reversal
transformation. If CP symmetry is violated, then the time reversal symmetry
must be violated equally in the opposite direction of CP violation. At present,
it is not observed that CPT is violated.
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2.2 W Boson Production at LHCb

This section is organised as follows. Firstly a general method utilised to cal-
culate a given process cross-section is illustrated (see section 2.2.1). Then this
method is applied to the W → µνµ process (see section 2.2.2). A µ+ is pro-
duced in the W+ → µ+νµ process, while a µ− is produced in the W− → µ−ν̄µ
process. In order to understand this muon charge asymmetry (see section 2.2.4)
and ratio (see section 2.2.5), we derive the muon transverse momentum as well
as angular distributions (see section 2.2.3). Finally, we show the motivations
to measure the cross-section for the W → µνµ process at LHCb (see section
2.2.6).

2.2.1 QCD Factorisation Theorem

The hadronic cross-section can be calculated from the QCD factorisation theo-
rem. This theorem separates the hadronic cross-section into two parts: one part
is a parton level cross-section; the other part is a structure function which is
known as the parton distribution function (PDF). In this theorem, the hadronic
cross-section, σ, for two protons to produce a particle, X, can be expressed as

σpp→X(Q2) =

∫
dxadxb

∑
a,b

fa(xa, Q
2)fb(xb, Q

2)σ̂ab→X , (2.63)

where a and b represent two interacting partons, xa and xb are fractions of the
proton momentum carried by the partons a and b, xa(b) = Q/

√
s · e±y. Q2

is the squared energy scale in the hard scattering process. y 5 is the parton
rapidity and

√
s is the centre-of-mass energy in the collision. σ̂ is the partonic

cross-section and fa(b) is the PDF which describes the probability of a proton
containing a parton a (b) with the momentum fraction xa(b).

The parton level cross-section can be calculated in the QCD perturbative
theory due to the fact that at a very high energy quarks in the proton are
asymptotically free (see section 2.1.7). The PDF can not be determined within
the QCD perturbative theory since it is dependent on soft processes which
determine the structure of the proton as a bound state of quarks and gluons.
However, the PDF can be measured with a global fit to experimental data and
it is assumed to be universal for different physical processes at the same Q2

region. For different Q2 regions the PDF will change slowly with Q2 and this
change is described by DGLAP evolution [21]. Fig. 2.5 shows the next-to-
leading-order (NLO) parton distribution functions for quarks, anti-quarks and
gluons in the proton at Q2 = 10 GeV2 [22]. The blue band is for u (ū) quark,
the green band is for d (d̄) quark, the red band is for gluons. It is found that

5y = 1
2
E+pLc
E−pLc

, E is the parton energy, pL is the parton momentum along the proton beam direction.
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at high x regions u and d quarks tend to carry a large fraction of the proton’s
momentum while their anti-quarks and gluons tend to carry small fractions.
The parton distribution functions are available from several groups worldwide.
The major PDF sets are MSTW08 [22], ABKM09 [23], JR09 [24], HERA1.5
[25], NNPDF2.1 [26], and CTEQ6.6 [27].

Figure 2.5: NLO parton distribution functions for quarks, anti-quarks and gluons in the proton at Q2 = 10
GeV2. These distributions are obtained by the MSTW collaboration. Taken from [22].

(p) (p
′
)

(q)

(k) (k
′
)

Figure 2.6: Feynman diagram for the W → µνµ process in the pp collision.

2.2.2 W → µνµ Cross-section

Now let’s turn to the W → µνµ cross-section calculation in pp collisions at√
s = 7 TeV. A down-type quark (qi) from one proton (P1) will annihilate with

another up-type anti-quark (q̄j) in another proton (P2) to produce an on-shell
W− boson. The W− boson then will decay into a muon (µ−) and a muon anti-
neutrino (ν̄µ). The fraction of the proton’s momentum carried by the quark
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(anti-quark) qi (q̄j) is x1 (x2). Fig. 2.6 shows the Feynman diagram for the
W− → µ−ν̄µ process in the pp collision.

The total hadronic cross-section for the W− → µ−ν̄µ process is derived with
the following procedures. In the first step, a partonic cross-section for the
W− → µ−ν̄µ process is calculated. For a process in which the incoming particles
are A and B and the final particles are C and D, its cross-section in the centre-
of-mass (CM) frame is as follows [2]:(

dσ

dΩ

)
cm

=
1

2EA2EB|vA − vB|
|~pC |

(2π)24Ecm
|M(A,B → C,D)|2 , (2.64)

where EA (EB) is the energy of A (B), |vA − vB| is the relative velocity of
the incoming particles A and B, ~pC is the momentum of C, Ecm is the CM
energy, Ecm = EA + EB, M(A,B → C,D) is the amplitude for the process
A,B → C,D. In the second step, we integrate this differential cross-section
over dΩ to get the total partonic cross-section. Finally, inserting this partonic
cross-section into Eq. 2.63, we get the hadronic cross-section for the W → µνµ
process.

Firstly, let’s try to derive the partonic W− → µ−ν̄µ cross-section. The mo-
mentum carried by qi (q̄j) is p (p

′
), the momentum carried by µ− (ν̄µ) is k (k

′
),

and the momentum carried by the W− boson is q, where q = p+ p
′
. We write

down the amplitude for the W− → µ−ν̄µ process in the pp collision with the
application of Feynman rules for electroweak interactions [7] as follows:

iM =v̄(p
′
)
−igWγµ(1− γ5)

2
√

2
u(p)
−i(gµν − qµqν/M2

W )

q2 −M 2
W

× ū(k)
−igWγν(1− γ5)

2
√

2
v(k

′
) ,

(2.65)

where MW is the W boson mass, gW is the strength of the coupling between the
W boson and leptons. As we are only interested in the region where q2 ≈M 2

W ,
the masses of quarks and leptons can be ignored. Let’s pay attention to the
second term of the W boson propagator. When qν are contracted with γν, it
gives the following term:

ū(k)��q(1− γ5)v(k
′
), (2.66)

where ��q = ��k + ��k
′
. Since ū(k)��k = 0 and ��k

′
v(k

′
) = 0, the second term of the W

boson propagator contributes to nothing. Thus, we can rewrite the amplitude
in Eq. 2.65 as follows:

iM =
ig2
W

8(q2 −M 2
W )
v̄(p

′
)γµ(1− γ5)u(p)ū(k)γµ(1− γ5)v(k

′
). (2.67)

A complex conjugate to the amplitude, M†, is needed in order to calculate
M2, which is essential to the differential W− cross-section calculation. The
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conjugated term for the bi-spinor product, v̄(p
′
)γµ(1− γ5)u(p), is(

v̄(p
′
)γµ(1− γ5)u(p)

)†
= ū(p)γµ(1− γ5)v(p

′
), (2.68)

where we have applied the identities (γ5)† = γ5 and {γ5, γµ} = 0. The squared
matrix element then is written as follows:

M2 =
g4
W

64(q2 −M 2
W )2

(
v̄(p

′
)γµ(1− γ5)u(p)ū(p)γν(1− γ5)v(p

′
)
)

×
(
ū(k)γµ(1− γ5)v(k

′
)v̄(k

′
)γν(1− γ5)u(k)

)
.

(2.69)

When averaging over the initial colours and spins of quarks and summing over
the spins of final leptons, we rewrite the squared matrix elements as

1

4
× 1

3

∑
spins

M2 =
1

12
· g4

W

64(q2 −M 2
W )2

tr
(
��p
′
γµ(1− γ5)��pγ

ν(1− γ5)
)

× tr
(
��kγµ(1− γ5)��k

′
γν(1− γ5)

) (2.70)

with the application of identities
∑
s
us(p)ūs(p) = ��p+m and

∑
s
vs(p)v̄s(p) = ��p−

m. We denote tr
(
��p
′
γµ(1− γ5)��pγ

ν(1− γ5)
)

asAµν and tr
(
��kγµ(1− γ5)��k

′
γν(1− γ5)

)
as Bµν. In order to calculate Aµν and Bµν, we first review the trace theorems
which are as follows [2]:{

tr(γµγνγργσ) = 4(gµνgρσ − gµρgνσ + gµσgνρ)

tr(γµγνγργσγ5) = −4iεµνρσ
, (2.71)

where εµνρσ is a Levi-Civita symbol in four dimensions, ε0123 = +1, gµν is a
metric tensor, gµνgµν = 4. With the application of Eq. 2.71, Aµν and Bµν are
rewritten as follows:{

Aµν = 8[(p
′µpν − p′ · p · gµν + p

′νpµ) + iερµσνp
′

ρpσ]

Bµν = 8[(kµk
′

ν − k · k
′ · gµν + kνk

′

µ) + iελµτνk
λk
′τ ]

. (2.72)

Note that in Aµν and Bµν the first term is symmetric while the second term is
antisymmetric in µ↔ ν. The product of Aµν and Bµν is

AµνBµν =64(p
′µpν − p′ · p · gµν + p

′νpµ) · (kµk
′

ν − k · k
′ · gµν + kνk

′

µ)

− 64ερσµνελτµνp
′

ρpσk
λk
′τ .

(2.73)

With the substitution of ερσµνελτµν = −2(δρλδ
σ
τ − δρτδσλ), AµνBµν is rewritten as

follows:

AµνBµν = 128[(p
′ · k)(p · k′) + (p

′ · k′)(p · k) + (p
′ · k)(p · k′)− (p

′ · k′)(p · k)]

= 256(p
′ · k)(p · k′) .

(2.74)
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Inserting Eq. 2.74 into Eq. 2.70, we can get the final averaged squared ampli-
tude matrix as follows:

1

12

∑
spins

M2 =
1

12
· g4

W

64(q2 −M 2
W )2
· 256(p

′ · k′)(p · k)

=
1

3
·
(

g2
W

q2 −M 2
W

)2

(p
′ · k)(p · k′)

. (2.75)

Fig. 2.7 shows the centre of mass frame (the W boson rest frame). In this
frame, the angle between the outgoing muon and the incident proton with the
positive longitudinal momentum is θ∗. With the notations defined in the figure,
we get p · k′ = p

′ · k = E2(1 + cos θ∗), q = p + p
′
= 2E. The averaged squared

amplitude in the mass of centre frame then is written as

1

12

∑
spins

M2 =
1

3
·
(

g2
W

4E2 −M 2
W

)2

E4(1 + cos θ∗)2. (2.76)

Finally, with the application of Eq. 2.64, the differential partonic W− cross-
section is written as follows:

dσpartonic
W−→µ−ν̄µ

dΩ
=

1

2E2
cm

|~k|
16π2Ecm

1

12

∑
spins

M2

=
1

12

g4
WE

2

64π2(4E2 −M 2
W )2

(1 + cos θ∗)2 ,

(2.77)

where ~k = Ek̂, Ecm = 2E. This differential partonic W− cross-section is
maximal when the outgoing muon moves in the direction of the incoming proton
with the positive longitudinal momentum.

∗

µ−

′

Figure 2.7: centre of mass frame for the process qiq̄j →W → µνµ.

With the integration on dΩ, the total partonic W− cross-section can be writ-
ten as follows:

σpartonic
W−→µ−ν̄µ =

2G2
FM

4
WE

2

9π(4E2 −M 2
W )2

, (2.78)
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where GF is the Fermi constant which is defined as

GF√
2

=
g2
W

8M 2
W

. (2.79)

The total partonic cross-section will blow up when the total energy, 2E, reaches
the W boson mass, MW . This is due to the reason that we treat the W boson
as a stable particle. In fact, it has a finite lifetime which will smear out the W
boson mass. Thus the propagator is modified as

1

q2 −M 2
W

→ 1

q2 −M 2
W + iMWΓW

, (2.80)

where ΓW is the decay rate (experimentally , ΓW = (2.085± 0.042) GeV) [15].
If considering the quark mixing described in section 2.1.11, we should insert a
factor |Vqq′ |2 into the total partonic cross-section. With these two adjustments,
the total partonic cross-section in Eq. 2.78 becomes

σpartonic
W−→µ−ν̄µ =

2

9π

G2
FM

4
WE

2|Vqq′ |2

(4E2 −M 2
W )2 +M 2

WΓ2
W

. (2.81)

Now let’s turn to the calculation of the total hadronic W− cross-section in
pp collisions. As described in section 2.2.1, the hadronic cross-section is a
convolution of the partonic cross-section and the PDF for the proton. The
relation between the centre of mass energy in the partonic process, ŝ, and the
centre of mass energy in the hadronic process, s, is expressed as

ŝ = x1x2s . (2.82)

With the application of Eq. 2.82, the total hadronic W− cross-section is written
as follows:

σpp→W−→µ−ν̄µ =
1

18π

∫
dx1dx2×∑

q

[fqi/P1
(x1, Q

2)fq̄j/P2
(x2, Q

2) + fqi/P2
(x1, Q

2)fq̄j/P1
(x2, Q

2)]

×
G2
FM

4
W |Vqq′ |2 · x1x2s

(x1x2s−M 2
W )2 +M 2

WΓ2
W

,

(2.83)

where fqi/P1
(x1, Q

2) and fq̄j/P2
(x2, Q

2) are PDFs and q refers to the quark
flavour. The second term which is proportional to fqi/P2

(x1, Q
2)fq̄j/P1

(x2, Q
2)

comes from the interchange of q and q̄ from the two incoming protons.
What we have discussed so far is the leading order (LO) production for the W

boson in the pp collision at LHCb. There are also some higher order productions
for the W bosons. They mainly arise from the gluon-quark interactions. Fig.
2.8 shows the Feynman diagrams which contribute at NLO.
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(a) (b) (c)

(d) (e) (f) (g)

Figure 2.8: The NLO Feynman diagrams for the qiq̄j → W process. (a), (b) and (c) are the virtual gluon
corrections. (d) and (e) are real gluon corrections. (f) and (g) are quark-gluon scatterings.

2.2.3 Muon Angular and pT Distributions

Before discussing the muon transverse momentum distribution, we first discuss
the muon angular distribution in the W rest frame. Combing Eqs. 2.77 and
2.78, we get the negative muon angular distribution for the W− → µ−ν̄µ process
as follows:

1

σpartonic
W−→µ−ν̄µ

dσpartonic
W−→µ−ν̄µ

d cos θ∗
=

3

8
(1 + cos θ∗)2 . (2.84)

This equation is valid when the first proton, P1, provides a down-type quark and
the second proton, P2, provides an up-type anti-quark. For the W+ → µ+νµ
process, the positive muon angular distribution is

1

σpartonic
W+→µ+νµ

dσpartonic
W+→µ+νµ

d cos θ∗
=

3

8
(1− cos θ∗)2 . (2.85)

This equation is valid when P1 provides an up-type quark and P2 provides a
down-type anti-quark. There are two other cases for W production: one case
is P1 provides an up-type anti-quark and P2 provides a down-type quark; the
other case is P1 provides a down-type anti-quark and P2 provides an up-type
quark. In the first case, the muon angular distribution is the same as Eq. 2.85.
In the second case, the muon angular distribution is the same as Eq. 2.84.

These muon angular distributions could be explained schematically in terms
of angular momentum conservation as follows. In Fig. 2.9(a), a left-handed d
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quark from P1 annihilates with a right-handed ū quark from P2 and produces
a W− boson, as W bosons only couple to left-handed fermions or right-handed
anti-fermions. The angular momentum is conserved in the collision, therefore
the process with µ− parallel to the direction of P1 is allowed, but the process
with µ− parallel to the direction of P2 is forbidden [28]. As a result, the an-
gular distribution for the W− boson is proportional to (1 + cosθ∗)2. Angular
distributions in Fig. 2.9(b), 2.9(c) and 2.9(d) are explained in a similar way.
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Figure 2.9: (a) and (b), preferred directions of muon leptons in W− decay. (c) and (d), preferred directions of
muon leptons in W+ decay. Solid arrows show momentum directions, dashed arrows show spin directions.

Combining Eqs. 2.84 and 2.85, we can get the averaged muon angular dis-
tribution for the W production as follows:

1

σpartonic
W→µνµ

dσpartonic
W→µνµ

d cos θ∗
=

3

8
(1 + cos2 θ∗) . (2.86)
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In the centre of the W boson mass frame, cos θ∗ can be written as follows:

cos2 θ∗ = 1− 4p∗2T
M 2

W

, (2.87)

where p∗T is the muon transverse momentum in the W rest frame. Combining
Eqs. 2.86 and 2.87, we can get the muon p∗T distribution as follows [7]:

1

σpartonic
W→µνµ

dσpartonic
W→µνµ
dp∗2T

=
3

2M 2
W

(
1− 4p∗2T

M 2
W

)− 1
2

(1− 2p∗2T
M 2

W

). (2.88)

It shows that the muon p∗T spectrum peaks around p∗T = MW/2. This is a typical
characteristic for the transverse momentum distribution of muons coming from
W bosons.

2.2.4 Muon Charge Asymmetry

Eq. 2.84 shows that the differential W− → µ−ν̄µ cross-section is proportional
to (1 + cos θ∗)2. Eq. 2.85 shows the differential W+ → µ+νµ cross-section is
proportional to (1− cos θ∗)2. Now let’s have a look at the charge asymmetry of
the W boson in the pp collision [29]. It is defined as follows:

AW
+−(yW ) =

dσ(W+)/dyW − dσ(W−)/dyW

dσ(W+)/dyW + dσ(W−)/dyW
, (2.89)

where yW is the rapidity of the W boson in a lab frame. It is assumed that at
leading order only u, d quarks and their anti-quarks contribute to the produc-
tions of W bosons. We take the notation u(x) = fu(x) (d(x) = fd(x)) where
fu(x) (fd(x)) is the PDF for the u (d) quark and we write u(x) = uV (x)+uS(x)
(d(x) = dV (x) + dS(x)). Here the subscript V and S denote the valance quark
and the sea quark. It is also assumed that ūS(x) = uS(x) = d̄S(x) = dS(x) =
S(x). With these notations, the W boson charge asymmetry is written as
follows:

AW
+−(yW )

=
uV (x1)S(x2) + S(x1)uV (x2)− dV (x1)S(x2)− S(x1)dV (x2)

uV (x1)S(x2) + S(x1)uV (x2) + dV (x1)S(x2) + S(x1)dV (x2) + 4S(x1)S(x2)
,

(2.90)

where x1 = MW√
s

exp(yW ), x2 = MW√
s

exp(−yW ).

Unfortunately it is very difficult to measure the W boson charge asymmetry
as the neutrino is undetected in the final state. What can be measured is the
muon charge asymmetry, Aµ

+−(yµ). It is defined as follows:

Aµ
+−(yµ) =

dσ(µ+)/dyµ − dσ(µ−)/dyµ

dσ(µ+)/dyµ + dσ(µ−)/dyµ
, (2.91)
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where yµ is the muon rapidity in the lab frame. The relation between yµ and
the muon rapidity in the W boson rest frame, y∗, is as follows:

yµ = yW + y∗

= yW +
1

2
ln

1 + cos θ∗

1− cos θ∗
.

(2.92)

According to Eq. 2.87, there are two solutions for cos θ∗ in 0 ≤ p∗T ≤MW/2: a
positive one and a negative one, which correspond to positive and negative y∗.
The fractions of momenta carried by the quarks, x1 and x2, then are written as
follows:

x±1 = x0exp(+yµ)k±1, x±2 = x0exp(−yµ)k∓1 , (2.93)

where x0 = (MW/
√
s), k =

(
1+| cos θ∗|
1−| cos θ∗|

) 1
2

> 1, x+
1 > x−1 and x+

2 < x−2 (see Fig.

2.10(a)). The muon charge asymmetry in Eq. 2.91 is written in terms of the
quark and anti-quark PDFs as follows:

Aµ
+−(yµ) =

A(1− cos θ∗)2 +B(1 + cos θ∗)2

C(1− cos θ∗)2 +D(1 + cos θ∗)2
, (2.94)

where

A = uV (x+
1 )S(x+

2 ) + uV (x−1 )S(x−2 )− S(x+
1 )dV (x+

2 )− S(x−1 )dV (x−2 )

B = S(x+
1 )uV (x+

2 ) + S(x−1 )uV (x−2 )− dV (x+
1 )S(x+

2 )− dV (x−1 )S(x−2 )

C = uV (x+
1 )S(x+

2 ) + uV (x−1 )S(x−2 ) + S(x+
1 )dV (x+

2 ) + S(x−1 )dV (x−2 )

+ 2
(
S(x+

1 )S(x+
2 ) + S(x−1 )S(x−2 )

)
D = S(x+

1 )uV (x+
2 ) + S(x−1 )uV (x−2 ) + dV (x+

1 )S(x+
2 ) + dV (x−1 )S(x−2 )

+ 2
(
S(x+

1 )S(x+
2 ) + S(x−1 )S(x−2 )

)
. (2.95)

Let’s first have a look at the case with yµ = 0. In this case, x+
1 = x−2 =

x0k ≡ X, x−1 = x+
2 = x0/k ≡ x and X/x = k2 ≥ 1 (see Fig. 2.10(a)). X � x

when the muon pT is small. If X is not too close to 1, we can ignore the term
of V (x)S(X) and only consider the term of V (X)S(x). Then the muon charge
asymmetry will approximately become

Aµ
+−(yµ = 0) ≈ uV (X)− dV (X)

uV (X) + dV (X) + 2S(X)
. (2.96)

It reflects the difference between the u and d valence quarks. Fig. 2.10(b) shows
the muon charge asymmetry with different muon minimum pT cuts. We find
that the muon charge asymmetry with yµ = 0 goes up when the muon minimum
pT decreases. This could be approximately explained as follows. Fig. 2.5 shows
that uV (X)− dV (X) increases when X goes up at small X. When X goes up,
k will go up, cos θ will also go up and the muon pT will go down.
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(a)

yµ

(b)

yµ

Figure 2.10: (a) x±1 and x±2 as a function of the muon rapidity. (b) Muon charge asymmetries with different pT
minimum cuts. Taken from [29].

Now let’s have a look at the case with yµ > 0. When yµ goes up from 0,
x+

1 will go to 1 and x−1,2 becomes the dominant contribution. We only take the
term V (x−1 )S(x−2 ) into account as x−1 � x−2 in this region. So the muon charge
asymmetry becomes

Aµ
+−(yµ > 0) ≈ uV (x−1 )(1− cos θ∗)2 − dV (x−1 )(1 + cos θ∗)2

uV (x−1 )(1− cos θ∗)2 + dV (x−1 )(1 + cos θ∗)2
. (2.97)

When p∗T →MW/2, cos θ∗ → 0 and the muon charge asymmetry becomes

Aµ
+−(yµ > 0)p∗T=MW /2 ≈

uV (x−1 )− dV (x−1 )

uV (x−1 ) + dV (x−1 )
. (2.98)

It is always positive as we can see in the Fig. 2.5 uV > dV is valid for all x.
When the muon’s p∗T is small or moderate, (1 + cos θ∗)2 � (1− cos θ∗)2 and the
muon charge asymmetry becomes negative.

2.2.5 Muon Charge Ratio

The muon charge ratio is defined as follows

Rµ
+−(yµ) =

dσ(µ+)/dyµ

dσ(µ−)/dyµ
. (2.99)

We can rewrite it in terms of the PDFs as follows

Rµ
+−(yµ) =

A
′
(1− cos θ∗)2 +B

′
(1 + cos θ∗)2

C ′(1− cos θ∗)2 +D′(1 + cos θ∗)2
, (2.100)

34



CHAPTER 2. THEORETICAL REVIEW 2.2. W BOSON PRODUCTION AT LHCB

where
A
′
= uV (x+

1 )S(x+
2 ) + uV (x−1 )S(x−2 ) + S(x+

1 )S(x+
2 ) + S(x−1 )S(x−2 )

B
′
= S(x+

1 )uV (x+
2 ) + S(x−1 )uV (x−2 ) + S(x+

1 )S(x+
2 ) + S(x−1 )S(x−2 )

C
′
= S(x+

1 )dV (x+
2 ) + S(x−1 )dV (x−2 ) + S(x+

1 )S(x+
2 ) + S(x−1 )S(x−2 )

D
′
= dV (x+

1 )S(x+
2 ) + dV (x−1 )S(x−2 ) + S(x+

1 )S(x+
2 ) + S(x−1 )S(x−2 )

. (2.101)

Let’s first have a look at the case with yµ = 0. If X is not too close to 1, we can
ignore the term of V (x)S(X) and only consider the term of V (X)S(x). Then
the muon charge ratio will approximately become

Rµ
+−(yµ = 0) ≈ uV (X) + 2S(X)

dV (X) + 2S(X)
. (2.102)

The muon charge ratio reflects the ratio between the u and d valence quarks.
Now let’s have a look at the case with yµ > 0. When yµ goes up from 0,

x+
1 will go to 1 and x−1,2 becomes the dominant contribution. We only take the

term V (x−1 )S(x−2 ) into account as x−1 � x−2 in this region. So the muon charge
ratio becomes

Rµ
+−(yµ > 0) ≈ uV (x−1 )(1− cos θ∗)2

dV (x−1 )(1 + cos θ∗)2
. (2.103)

When p∗T →MW/2, cos θ∗ → 0 and the muon charge ratio becomes

Rµ
+−(yµ > 0)p∗T=MW /2 ≈

uV (x−1 )

dV (x−1 )
. (2.104)

It is always greater than 1 since in the Fig. 2.5 uV > dV is valid for all x. When
the muon’s p∗T is small or moderate, (1 + cos θ∗)2 � (1− cos θ∗)2 and the muon
charge ratio becomes smaller than 1.

2.2.6 Motivations for Measuring σW→µνµ at LHCb

LHCb is a single arm forward spectrometer specially designed to study b-
physics. It covers the pseudo-rapidity, η 6, in the range 1.9 < η < 4.9. Of
this, 1.9 < η < 2.5 is common to ATLAS and CMS while 2.5 < η < 4.9 is
unique to LHCb. Thus, LHCb provides complementary measurements of elec-
troweak physics to those performed by ATLAS and CMS. Fig. 2.11(a) shows
the probed regions in the (x,Q2) space for different experiments at

√
s =7 TeV.

Two distinct probed regions for LHCb are indicated as the light yellow areas.
In a high x region, PDFs are well constrained by previous experiments. In a low
x region, the W cross-section measurement in LHCb probes PDFs in a region
down to x ≈ 10−4 at a squared energy scale around Q2 = 104 GeV2. As dis-
cussed in section 2.2.1, the hadronic cross-section can be decomposed into two

6The pseudo-rapidity, η, is defined as η = −ln[tan(θ/2)], where θ is the polar angle measured with respect to the beam axis.
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parts: one part is the partonic cross-section which is predicted by the Standard
Model; the other part is the PDFs.

(a) (b) (c)

Figure 2.11: (a), probed regions in the (x,Q2) space for different experiments at
√
s =7 TeV. The light yellow

areas show the probed regions in LHCb. Taken from [30] . (b), percentage uncertainties due to PDF errors on
the cross-section as a function of the boson rapidity. (c), percentage uncertainties due to PDF errors on the
cross-section ratio and charge asymmetry as a function of the boson rapidity. Taken from [31].

Fig. 2.11(b) shows percentage uncertainties due to PDF errors on the cross-
section as a function of the boson rapidity with the MSTW08 PDF set. These
uncertainties are calculated to NLO with the MCFM generator [32]. The yellow
curve is for the W+ boson while the pink one is for the W− boson. From
the plot we can see that uncertainties due to PDF errors dominate at large
rapidities. In kinematic regions where uncertainties due to PDF errors are low,
a precise measurement of W boson cross-sections can test the Standard Model
to a precision of 1%. In kinematic regions where uncertainties due to PDF
errors are high, the measurement can reduce uncertainties on PDFs.

Fig. 2.11(c) shows percentage uncertainties due to PDF errors on the cross-
section ratio and charge asymmetry as a function of the W boson rapidity. The
dark pink curve shows the uncertainty for the W cross-section ratio. The blue
curve shows the uncertainty on the W cross-section charge asymmetry. From
the plot we can see that the uncertainty on the W cross-section ratio, R+−,
grows strongly at high rapidities. The measurement of the R+− at LHCb can
constrain the ratio between u and d valence quarks at a large x. The W cross-
section charge asymmetry is predicted with the least precision. Its measurement
at LHCb can constrain the difference between u and d valence quarks [33].
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2.3 Parton Shower and Hadronisation

As discussed in section 2.1.6, QCD predicts asymptotic freedom. Fig. 2.12
shows the evolution of the coupling constant, αs, with the energy scale Q. In
high energy regions, αs is small and the partonic cross-section can be calculated
in a perturbative way. When the squared energy scale, Q2, goes down to a
threshold known as ΛQCD

7, αs becomes large and the cross-section predictions
are divergent. We can not use the perturbative method to do the cross-section
calculation any more. Fortunately there are two approximate methods which
we can apply to deal with this case. They are parton shower and hadronisation.

Figure 2.12: αs as a function of the energy scale Q. Taken from [34]

2.3.1 Parton Shower

In section 2.2.2, we described the W → µνµ cross-section calculation at LO.
As shown in the end of that section, the cross-section can be calculated to a
higher order. Complete perturbative calculations for this cross-section have
been performed to the next-to-next-leading-order (NNLO) in recent years [35].
However there are still some missing higher order terms which will contribute
to the overall cross-section. The emission of gluons or photons from initial and
final state particles play an important role in the higher order corrections to
the overall cross-section. These emissions can be taken into account using the
parton shower model. This model allows the parton to branch into a lower
energy one with the radiation of a quark, gluon or photon. The radiation
can occur before and after the hard process. They are known as initial state
radiation (ISR) and final state radiation (FSR). In both ISR and FSR, the
structure is given by a branching, a → bc, such as q → qγ, q → qg, g → gg

7ΛQCD=300 MeV2
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and g → qq̄. Each of these branchings is characterised by a splitting kernel,
Pa→bc(z), where z is the fraction of momentum carried by the daughter, b. The
branching rate is proportional to the integral,

∫
Pa→bc(z)dz. Once the shower is

formed, the daughters b and c will in turn branch, and so on. In the PYTHIA
Monte Carlo generator (see section 2.4.1), the shower evolution stops when the
energy of quarks and gluons a cut-off energy, typically around 1 GeV for the
QCD branching.

2.3.2 Hadronisation

After the parton shower, there are free quarks and gluons which carry colour.
There are also some coloured partons from the dissociated proton remnants.
Due to the postulated colour confinement, these coloured quarks, gluons or
partons can not exist individually. They must be converted into observable
hadronic particles. This process is called hadronisation. There are two ways
for hadronisation to be implemented in a Monte Carlo generator: the string
fragmentation model [38] and cluster model [39]. They are described as follows.

String Fragmentation Model

The string fragmentation model is a phenomenological model for hadronisation.
It treats gluons as field lines. These gluons are attracted to each other due to
their self-interactions and they form a string of the strong colour field between
two coloured quarks, q and q̄. The energy stored in the strong colour field
increases linearly with the separation between these two quarks. When the
stored energy exceeds the on-shell mass of the qq̄ pair, the string may break by
a production of a new q

′
q̄
′
pair from the vacuum. After the splitting, two colour-

singlet systems, qq̄
′
and q

′
q̄, are formed. If the stored energies in these two new

string pieces are large enough, further splittings will occur. The splitting process
is assumed to proceed until only on-mass-shell colourless hadrons remain.

Cluster Model

The cluster model describes that coloured gluons are split into qq̄ pairs. Colour
singlet clusters are formed by combining neighbouring quarks and anti-quarks.
Finally the clusters are fragmented into hadrons based on the cluster mass. As
we know the whole mass spectrum of hadrons, we can compare the mass of the
cluster to the masses of hadrons. If the cluster’s mass is low, it may decay into
a light single hadron whose mass is close to the cluster’s mass. If the cluster is
massive, then it may decay into two hadrons.
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2.4 Monte Carlo Event Generators

Monte Carlo event generators are important to high energy particle physics.
They are software applications which simulate event features of signal processes
and their backgrounds. A number of different generators exist. They provide
predictions for a variety of physical observables and these observables are com-
pared to experimentally measured variables. In this section, we will describe
three Monte Carlo event generators: PYTHIA, POWHEG, and MCFM.

2.4.1 PYTHIA

PYTHIA [36] is a general Monte Carlo generator which simulates processes at
LO. Users can apply different PDF sets and phase-space cuts to these simulated
processes. The string fragmentation model is used in PYTHIA to perform
hadronisation. An event table is produced after the simulation. It contains the
particle type, momentum and charge information for each particle produced
in each event. LHCb simulation package takes PYTHIA 6.4 as its default
generator.

2.4.2 POWHEG

POWHEG [37] is a Monte Carlo generator which simulates hard scattering
processes at NLO. As it is mainly dedicated to the simulation of vector boson
production, LHCb does not utilise it as a default generator. In POWHEG,
users can apply different PDF sets and phase-space cuts to generate events.
In order to take into account the effects of ISR and FSR (see section 2.3.1),
POWHEG feeds these events to some modern shower Monte Carlo programs
such as PYTHIA.

2.4.3 MCFM

MCFM [32] is a parton-level Monte Carlo generator. It is utilised to calculate
cross-sections for various femtobarn-level processes at hadron-hadron colliders.
For most processes, it evaluates matrix elements at NLO and incorporates full
spin correlations. In MCFM, different PDF sets and phase-space cuts can be
applied.

2.5 σW→lν and Al
+− Measurements at GPDs

W bosons can decay into charged leptons and neutrinos. The neutrinos are not
detected experimentally in hadron colliders, only the charged leptons or their
decay products are observed in the final states. As the muon or electron in the
W → lν (l = e, µ) decay process tends to be isolated and this muon or electron
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is easily reconstructed, the W → lν cross-section and its charge asymmetry
measurements are also performed in several general particle detectors (GPDs),
including the CDF detector at Tevatron, the ATLAS and CMS detectors at the
LHC.

A W → µν cross-section measurement was performed with 72.0 pb−1 of
data collected by the CDF collaboration in proton-antiproton (pp̄) collisions at√
s = 1.96 TeV in 2005 [40]. The pseudo-rapidity range of the CDF detector is
|η| < 3.0. In order to select the W → µν events, it is required that the muon’s
pT should be greater than 20 GeV/c and the missing transverse energy, ��ET

8,
for the neutrino should be greater than 20 GeV. The W → µν cross-section in
the fiducial phase-space defined by these requirements is found to be 2768±16±
64± 166 pb, where the first uncertainty is statistical, the second uncertainty is
systematic and the third uncertainty is due the luminosity determination. The
precision of this W cross-section measurement is 6.5%.

In 2009, Tevatron performed a direct measurement of the W production
charge asymmetry as a function of the W boson rapidity, yW , with 1 fb−1

of data collected by the CDF detector in pp̄ collisions at
√
s = 1.96 TeV [41].

Before this direct measurement, the W charge asymmetry was also measured as
a function of the pseudo-rapidity of leptons from the W → lν decay by the CDF
and D0 collaborations [42, 43]. However, as the lepton charge asymmetry is a
product of the directW boson charge asymmetry and the vector and axial vector
(V-A) asymmetry from the W decays, and these two asymmetries will cancel at
large pseudo-rapidities with η > 2.0, the constrain on the proton PDF with the
lepton charge asymmetry measurement will be weaker and complicated. This
direct W production charge asymmetry measurement was performed with the
W → eν decay. The W → eν events are identified by a large missing transverse
energy, ��ET , for neutrinos and a large transverse energy for isolated electrons.
In order to determine yW , the neutrino’s longitudinal momentum should be
known. This is done by constraining the eν mass to the mass of the W boson.
This W production charge asymmetry measurement is consistent with NLO
and NNLO theoretical predictions. The precision of this measurement is about
15% at low yW bins and decreases to about 4% at high yW bins.

ATLAS made the W cross-section and its charge asymmetry measurements in
the electron and muon channels with 35 pb−1 of data collected in 2010 in proton
proton (pp) collisions at

√
s = 7 TeV [44]. The results with these two channels

are combined together. The ATALS detector covers a pseudo-rapidity range
|η| < 2.5. The measurement in the muon channel covers the whole η range,
while in the electron channel, the pseudo-rapidity range 1.37 < |η| < 1.52

8ET is the transverse energy of a calorimeter tower and it is defined as ET = Esinθ, where θ is the polar angle measured
respect to the proton beam axis. �ET is the vector which is in the opposite direction of the vector sum of all calorimeter energy.

�ETx = −ΣiETicosφi, where φi is the azimuthal angle for the ith calorimeter tower, the sum extends over all calorimeter towers,
ETi is the transverse energy of the ith calorimeter tower. The expression for the y component is similar to the x component.
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9 is excluded. The requirements applied in this measurement are that the
lepton’s pT is greater than 20 GeV/c, the missing energy for the neutrino is
greater than 25 GeV and the transverse mass for the lepton-neutrino system,
mT

10, is greater than 40 GeV/c2. The combined W+ (W−) cross-section in
the fiducial phase-space defined by these cuts is 3.110± 0.008± 0.036± 0.106±
0.004 (2.017± 0.007± 0.028± 0.069± 0.002) nb, where the first uncertainty is
statistical, the second uncertainty is systematic, the third uncertainty is due to
the luminosity determination, the last is the uncertainty due to extrapolating
the fiducial phase-space in the electron channel to the fiducial phase-space in
the muon channel. The precision of the combined total W+ (W−) cross-section
measurement is about 3.6% (3.7%). The precision of the combined differential
W cross-section charge asymmetry as a function of the lepton’s pseudo-rapidity
ranges between 4% and 8%.

The W cross-section is also measured by the CMS collaboration in the elec-
tron and muon channels [45]. They utilised 36 pb−1 of data collected in 2010
in pp collisions at

√
s = 7 TeV. The results with these two channels are also

combined together. The pseudo-rapidity range covered by the CMS detector is
|η| < 2.5. The requirements applied on the electron channel are that the energy
of the electron should be greater than 25 GeV and the electron’s pseudo-rapidity
should be in the range |η| < 1.44 or 1.57 < |η| < 2.5. The requirements ap-
plied on the muon channel is that the muon’s pT should be greater than 25
GeV/c and its pseudo-rapidity is in the range |η| < 2.1. There is no cut on
the missing energy of neutrinos for both channels. The W cross-section in the
fiducial phase-space defined by the requirements is extrapolated to the whole
phase-space with the application of an acceptance factor. This acceptance fac-
tor is defined as the number of W events in the fiducial phase-space divided
by the number of W events in the whole phase-space, and it is evaluated by
POWHEG. The combined W+ (W−) cross-section in the whole phase-space is
6.04± 0.02± 0.06± 0.08± 0.24 (4.26± 0.01± 0.04± 0.07± 0.17) nb, where the
first uncertainty is statistical, the second uncertainty is systematic, the third
uncertainty is the theoretical uncertainty which affects the acceptance factor de-
termination, the last uncertainty is due to the luminosity determination. The
precision of the W+ (W−) cross-section measurement is 4.3% (4.4%). The W
cross-section charge asymmetry as a function of the lepton pseudo-rapidity is
measured in the muon and electron channels separately with the lepton’s pT
greater than 25 GeV/c and 30 GeV/c [46]. The precision of the differential W
cross-section charge asymmetry measurement is less than 1.6% for both chan-
nels.

9In this region, the electron reconstruction quality is significantly reduced compared to the rest of the pseudo-rapidity, and thus
this region is excluded.

10mT =
√

2plT p
ν
T · (1− cos∆φl,ν), where plT is the lepton’s pT , pνT is the neutrino’s pT , ∆φl,ν is the distance between the

azimuthal angles of the lepton and neutrino,
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In this thesis, the W cross-section and its charge asymmetry measurements
are performed in the LHCb detector with 37 pb−1 of data collected in 2010 in
the pp collision at

√
s = 7 TeV. As described in section 2.2.6, the LHCb detector

covers a pseudo-rapidity range 1.9 < η < 4.9. The first η range 1.9 < η < 2.5
is common to the ranges covered by the ATLAS and CMS detectors while the
second 2.5 < η < 4.9 is unique in LHCb. The first η range is an overlap region
between LHCb and ATLAS or CMS, thus it provides a comparison between the
measurements in these three detectors. With the second η range, LHCb pro-
vides complementary measurements to those performed at ATLAS and CMS. In
LHCb the W cross-section and its charge asymmetry are only measured in the
muon channel. The requirements applied on the muon are that the muon’s pT
should be greater than 20 GeV/c and its pseudo-rapidity should be in the range
2.0 < η < 4.5. As there is a saturation in the energy readout of the cell in the
electromagnetic calorimeter 11, and this saturation prevents the measurements
of the missing energy for the neutrino as well as the transverse mass of the muon-
neutrino system. As a result, we could not directly compare the measurement
results in LHCb to the results in ATLAS or CMS. However, this comparison is
possible if we apply a correction factor for extrapolation to the LHCb result. For
the W cross-section, the correction factor for the LHCb result extrapolation is
defined as the predicted cross-section for the fiducial phase-space of ATLAS or
CMS divided by the predicted cross-section in the fiducial phase-space of LHCb
[47]. For the W cross-section charge asymmetry, the correction factor for the
LHCb result extrapolation is defined as the difference between the asymmetries
predicted in the LHCb and ATLAS or CMS fiducial phase-spaces. Section 5.15
shows that the W cross-section and its charge asymmetry after extrapolation
in LHCb agree well with the measurements at ATLAS 12.

11The ET threshold of this saturation is around 10 GeV [78].
12In section 5.15, we do not compare the W cross-section and its charge asymmetry measurements in LHCb with the results in

CMS, as in Ref. [47] the correction factors for extrapolations from plT = 20 GeV/c to 25 GeV/c and 30 GeV/c are not available.
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Chapter 3

Experimental Environment

The Large Hadron Collider (LHC) is the largest and highest energy particle
accelerator in the world (section 3.1). It was built by the European Organisation
for Nuclear Research (CERN) from 2001 to 2008. It allows physicists to test
the Standard Model in a high energy region. It answers the question of whether
the masses of elementary particles are generated by the Higgs mechanism via
electroweak symmetry breaking (see section 2.1.8) or not. Some new physics
such as supersymmetry [48], an extension to the Standard Model, and extra
dimensions are also searched for at the LHC. LHCb [49] is one of four main
experiment detectors at the LHC (section 3.2). It is dedicated to B-physics.
It measures the parameters of CP violation in B-hadron interactions. Rare
decays of B-hadrons such as B0

s → µ+µ− are also searched for at LHCb [50].
The branching fraction of this rare decay is sensitive to new processes or new
heavy particles, thus measuring this branching fraction provides a method to
look for new physics. Besides B-Physics, electroweak physics in the forward
region is also studied in LHCb [51, 52, 53].

3.1 LHC

The LHC is built in a circular tunnel which is situated 100 m below the ground.
The tunnel width is 3.8 m and its circumference is 27 km. This tunnel was orig-
inally built for the Large Electron-Positron (LEP) collider in CERN. Inside the
tunnel there are two adjacent parallel beam pipes which intersect at four points.
Four main detectors ATLAS, LHCb, CMS and ALICE are built around these
four points. Each beam pipe contains a proton beam. The two beams travel in
opposite directions to each other along the tunnel. In order to keep the particle
beams on the circular path, about 1232 dipole magnets are installed around
the beam pipes. Another 392 quadrupole magnets are installed at the intersec-
tion points. They are used to keep the beam focused. In total there are over
1600 magnets. These magnets are superconducting and they are surrounded
by approximately 96 tonnes of liquid helium. The helium is maintained at a
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temperature below 1.9 K and a pressure below 130 kPa. This extremely low
temperature allows magnetic field strength strong enough to bend the high en-
ergy particle beam. The protons are bunched together when travelling around
the ring. At a peak operation, there will be 2808 bunches of protons circulating
in the ring. In each bunch there are 115 billion protons. These bunches are
separated by a time interval of 25 ns [54]. In 2010, the LHC ran the collision
with a minimum bunch separation of 50 ns, and a maximum of 368 bunches
per beam circulated in the ring [55].

3.1.1 LHC Acceleration Systems

Fig. 3.1 shows the LHC acceleration system. Before being injected into the main
accelerator, the protons are accelerated by a series of systems. The first system
is the linear particle accelerator (LINAC 2). It accelerates the protons to 50
MeV. After the first acceleration, the protons are fed to the Proton Synchrotron
Booster (PSB). From there the protons are boosted to 1.4 GeV and then they
are passed to the Proton Synchrotron (PS) which accelerates the protons to
25 GeV. The energy of protons is further increased to 450 GeV by the Super
Proton Synchrotron (SPS). After these series of accelerations the protons are
injected into the main ring. It takes a period of 20 minutes for the proton
bunches to be accelerated to their peak colliding energy 7 TeV. Finally the
proton bunches circulate around the ring for 10 to 24 hours and the collisions
occur at the four intersection points: ATLAS, LHCb, CMS and ALICE.

Figure 3.1: The LHC acceleration systems. Taken from [56].

3.1.2 LHC Luminosity

The instantaneous luminosity, L, is a measurement of the ability of a particle
accelerator to produce a given number of interactions. It is a constant of propor-
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tionality between the number of events per second, dNEVT/dt, and cross-section
of a given process, σp:

dNEVT

dt
= L · σp . (3.1)

The cross-section, σp, can be interpreted as the probability of that given process
to occur in a given condition. The designed luminosity for the LHC is around
1034 cm−2s−1. A reduced luminosity around 1032 cm−2s−1 is delivered to LHCb
1. In order to get the total number of events, NEVT, for a given process, Eq.
3.1 is integrated over a period of time, T :

NEVT = σp ·
∫ T

0

Ldt , (3.2)

where
∫ T

0 Ldt is called the integrated luminosity. It is measured in units of in-
verse barns, b−1, where 1 b−1 =1024 cm−2. Some derived units of the luminosity
can be found in this thesis, they are inverse picobarns, pb−1 (1 pb−1=1012 b−1),
and inverse femtobarns, fb−1 (1 fb−1=1015 b−1).

Another expression for the luminosity is based on the beam parameters [57]
and it is written as follows:

L =
N1N2fNb

4πσxσy
·Rφ , (3.3)

where N1 and N2 are the number of particles per bunch, Nb is the number
of bunches per beam, f is the beam crossing frequency. σx and σy give the
extensions of the bunches in the horizontal and vertical directions. Rφ is called
the luminosity reduction factor which is due to the non-vanishing LHC beam
crossing angle.

Based on the definition in Eq. 3.3, the luminosity can be determined by
measuring the beam parameters. At LHCb, the beam parameters can be mea-
sured in two methods. One method is to use the Van der Meer Scan [58].
The other method is to use the Vertex Locator (see section 3.2.1) to measure
the characteristics of beam-gas events near the interaction point [59]. LHCb
gets an overall precision of 3.5% in the absolute luminosity determination when
combining the two methods of measuring the beam parameters.

3.1.3 LHC Performance

The LHC started to accelerate protons for the first time on the 10th of Septem-
ber, 2008. But 9 days later a serious accident involving a leakage of liquid
Helium in the tunnel occurred. Due to this accident, beam collisions were de-
layed by 14 months. On the 30th of March, 2010, the first collision with two

1This luminosity reduction is achieved by tuning the proton beam crossing angle.
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3.5 TeV beams took place after that accident. During the years of 2010 and
2011, the LHC operated at 3.5 TeV per beam smoothly. In 2012 it operated
at 4 TeV per beam. It was shut down in 2013 for upgrades. It will rerun at
the design energy of 7 TeV per beam in 2015. Fig. 3.2 shows the luminosity
which is delivered to and recorded by LHCb in the years of 2010 and 2011 at
3.5 TeV per beam, and in the year of 2012 at 4 TeV per beam. In this thesis,
2010 collision data with an integrated luminosity of 37.1 pb−1 is used.

Figure 3.2: The LHCb integrated luminosity recorded by LHCb in 2010 (yellow line), 2011 (green line) and
2012 (blue line). The delivered luminosity in 2012 is shown with the red line. Taken from [60].

Figure 3.3: The LHCb detector layout. Taken from [49].

3.2 LHCb

B-hadrons and the particles they decay into are predominantly produced close
to the line of the beam pipe. This is reflected in the design of the LHCb detector.
LHCb is a single arm spectrometer. The forward angular coverage of the LHCb
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detector is approximately from 10 mrad to 300 mrad in the vertical direction
and from 10 mrad to 250 mrad in the horizontal direction. With this design,
the LHCb detector covers the pseudo-rapidity, η, in the range 1.9 < η < 4.9.
Fig. 3.3 shows the layout of the LHCb detector. A right-handed coordinate
system is adopted in this figure. Here the z axis is along the beamline direction,
the y axis is along the vertical direction and the x axis is along the horizontal
direction. The proton-proton collisions take place at the origin, (0,0,0). From
the left to the right the instruments are the Vertex Locator, the dipole magnet,
the RICH detectors, the tracking stations TT and T1 to T3 2, the Scintillating
Pad Detector, the Pre-Shower, the Electromagnetic and Hadronic calorimeters,
and the muon stations M1 to M5. In the following sections, each instrument in
the LHCb detector will be described in detail.

3.2.1 Vertex Locator

The VEertex LOcator (VELO) is built around the proton proton interaction
region. It provides measurements of particle trajectories near the interaction
region. The primary and secondary vertices are reconstructed and separated
with these measurements. The VELO consists of 42 semi-circular modules
which are positioned perpendicular to the beamline. These 42 modules lie in
positions between z = −18 cm and z = 88 cm. Half of them are on one
side of the beamline while another half of them are on the other side of the
beamline. In each module there are two back to back silicon detectors 3: R and
φ sensors. These sensors are utilised to measure the radial R and azimuthal φ
coordinates of transversing particles. R and φ sensors are only 300 µm thick.
The z coordinate of a particle is determined by the module position along the
z axis. Fig. 3.4 shows the cross-section of the VELO silicon sensors in the (x,
z) plane at y = 0. The interaction region is indicated by the light blue area. It
is located around z = 0 with a longitudinal uncertainty of 5.3 cm. R sensors
are indicated by red solid lines while φ sensors are indicated by blue dashed
lines. The bottom two plots in Fig. 3.4 show two states of the VELO: one is
fully closed and occurs during data taking and the other one is fully open which
happens during the beam injection. When the VELO is fully closed, there is an
area of 8 mm in radius around the beamline for the passage of the beam. When
the VELO is fully open, both VELO halves are retracted to a distance of 29
mm for safety reasons. In addition to VELO sensors, there are two Pile-Up veto
stations. They are located upstream of the VELO. Each Pile-Up veto station
consists of 2 modules. In each module, there is a R sensor only.

2The TT station is located upstream of the magnet, the three T stations, T1 to T3, are installed downstream of the magnet.
3In the appendix B, there is a detailed description of the way how the silicon detector works.
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Figure 3.4: The VELO detector layout. Taken from [49].

3.2.2 The Magnet System

In the LHCb experiment, a dipole magnet is used to bend charged particles.
The momentum of a particle can be measured by examining the curvature of the
particle trajectory. Fig. 3.5(a) shows the layout of the LHCb magnet system.
This magnet system is located between the TT and tracking stations T1, T2
and T3. It consists of two saddle shaped coils mounted on a window-frame
yoke. The opening angle of the magnet in the vertical direction is ±250 mrad
and in the horizontal direction it is ±300 mrad. This design makes sure that the
magnet system covers the entire LHCb acceptance. The main component of the
magnetic field is along the y axis, thus particles moving in the z direction are
bent in the xz plane. The direction of the magnetic field is changed periodically
in order to control systematic effects of the detector during data taking. Fig.
3.5(b) shows the dependence of the magnetic field strength (By) on the position
along the z axis for both polarities: Magnet Down and Magnet Up. This
dependence ensures that the magnetic field strength is minimised in the VELO
where a fast straight track finding is essential for the L0 trigger system (see
section 4.4.1). The integrated magnetic field along the z axis is∫

Bdl = 4.2 Tm. (3.4)

With the combination of the LHCb magnet system and tracking system (see
section 3.2.3), charged particle momenta can be measured up to 200 GeV/c at
a precision of about 0.4% [61].
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(a) The Magnet system layout (b) The Magnet field strength

Figure 3.5: The Magnet system layout and its field strength. Taken from [49].

3.2.3 The Tracking System

In addition to the VELO, there are five other tracking stations. Two of these
tracking stations are before the magnet and they are labeled as TT. The other
three tracking stations are after the magnet and they are labeled as T1, T2
and T3. Due to different occupancies in different regions, each of the tracking
stations, T1, T2 and T3, is divided into two segments: an inner tracker (IT)
and an outer tracker (OT).

Tracker Turensis

As shown in Fig. 3.3, the Tracker Turensis (TT) is located between the magnet
and RICH-1. It is placed inside a large light-tight, thermally and electrically
insulated box which is kept below a temperature of 5 ◦C. The TT consists of
two stations. In each station there are two detection layers. The detection
layers in the first station are labeled as TTa while in the second station they
are labeled as TTb. TTa are centred around z = 232 cm and TTb are centred
around z = 262 cm. The readout strips in the first and fourth detection layers
are vertical while in the second and third layers they are rotated by ±5◦ with
respect to the y axis. The stereo angle allows tracks to be reconstructed in three
dimensions. Fig. 3.6 shows layouts of these four layers. Each layer is assembled
with half modules which are located above and below the beampipe. Each half
module consists of a row of seven silicon sensors. Each silicon sensor contains
512 readout strips with a strip pitch of 183 µm. The sensors in each half module
are organized in a 4-3 or 4-2-1 configuration and they are grouped into three
readout sectors, L, M and K. The half module with the 4-2-1 configuration is
located near the beampipe while the half module with the 4-3 configuration is
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located away from the beampipe. There are 15 (17) half modules above and
below the beampipe in each detector layer of TTa (TTb). The readout hybrids
for all readout sectors are placed at the edge of TT sensors.
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Figure 3.6: The layout of the four layers in the TT. Taken from [62].

The TT has been built for two reasons. Firstly, as the magnetic field in the
TT station is not negligible, track momenta can be measured to a precision of
20% when hits in the TT are combined with the information in VELO. Although
this measurement provides a less precise momentum than the measurement with
other tracking stations, it is useful in the HLT1 trigger stage (see section 4.4.2)
as the full tracking system (VELO-TT-T1-T2-T3) uses much more time than
the tracking system with only VELO and TT. Secondly, the pseudo-rapidity
coverage of the TT station is 2 . η . 4.5, which is more restrictive than the
rest of the tracking systems. In the offline analysis, due to low momenta, some
tracks are bent outside the acceptance of other tracking systems, but these
tracks are still in the acceptance of the TT station. As a result, the TT allows
these tracks to be reconstructed. The TT station also allows trajectories of
long-lived neutral particles (e.g. K0

s ) which decay outside the VELO to be
reconstructed [63].
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Inner Tracker

The IT is a silicon strip detector in the centre of the tracking stations T1, T2
and T3, thus it receives the highest flux of charged particles. In each of the IT
stations there are four separated boxes arranged in a cross-shaped configuration
around the beampipe. These boxes are light-tight, thermally and electrically
insulated, and kept below a temperature of 5 ◦C. Fig. 3.7(a) shows the overview
of four IT detector boxes. In each box there are four detection layers. The first
and last layers consist of vertical micro-strips. The second and third layers
consist of micro-strips which are rotated by ±5◦ with respect to the y axis. In
each detection layer, there are two types of modules. The first type of module
consists of a single silicon sensor and a readout hybrid and it is located in the
boxes above and below the beampipe. The other type of module consists of two
silicon sensors and a readout hybrid and it is located in the boxes on the left
and right of the beampipe. In each silicon sensor there are 384 readout strips
with a strip pitch of 198 µm. Fig. 3.7(b) shows the layout of one layer with a
vertical configuration in the second tracking station, T2.

(a) The IT detector boxes (b) The IT detector layer

Figure 3.7: The IT detector boxes and layer. The layer is in a vertical configuration and is taken from the
second tracking station, T2. Taken from [49].

Outer Tracker

The OT is a drift time detector. It is located in the remaining area of the
tracking stations, T1, T2 and T3 (see Fig. 3.8(a)). In each OT there are
four layers. The first and last layers consist of an array of vertical gas-tight
straw-tube modules. The second and third layers consist of an array of straw-
tube modules which are rotated by ±5◦ with respect to the y axis. In each
straw-tube module there are two staggered layers of 64 drift-tubes with inner
diameters of 4.9 mm (see Fig. 3.8(b)). In each drift-tube, a 25 µm anode is
surrounded by a gas-filled tube. The wall of the tube operates as a cathode.
The anode consists of a gold-plated tungsten wire. The cathode consists of two
foils: the inner foil is made of 40 µm carbon doped polymide; the outer foil is
made of a 25 µm polymide layer with a 12.5 µm aluminium coating. The gas
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in the drift-tube is ionised when an energetic charged particle passes through
the tube. The liberated electrons drift towards the anode of the drift-tube. An
electron avalanche is initiated by the strong field strength around the anode
wire. This avalanche is collected by the anode and results a detectable electric
current as a signal. There is a delay between the time when the particle passes
through the tube and the time when the signal is read out. This delay is known
as the drift-time of the ionised electron and it can be used to determine the
position where the charged particle traverses the detector. In order to get a
fast drift-time (<50 ns) and a sufficient drift-coordinate resolution (200 µm),
the gas in the tube is a mixture of Argon (70%) and CO2 (30%) [49].

(a) OT straw-tube modules in layers and stations. (b) Cross-section of a straw-tubes module in the OT detector.

Figure 3.8: In the left plot, the OT layers are in green colour. The IT and TT modules are shown in purple
colour. Taken from [49].

3.2.4 RICH

There are two ring-imaging Cherenkov detectors (RICH-1 and RICH-2) in the
RICH system. RICH-1 is located upstream of the magnet and it has a wide
acceptance which is from 25 mrad to 300 mrad in the horizontal direction
and from 25 mrad to 250 mrad in the vertical direction. RICH-2 is located
downstream of the magnet and it has a limited angular acceptance which is
from 15 mrad to 120 mrad in the horizontal direction and from 15 mrad to
100 mrad in the vertical direction (see Fig. 3.3, 3.10(a), 3.10(b)) [49]. The
RICH system is in principle used to separate π from K in selected B-hadron
decays. This separation is provided by Cherenkov radiation in RICH-1 and
RICH-2. The Cherenkov radiation is emitted in a cone when a charged particle
traverses a dielectric medium at a speed, v, greater than the speed of light in
that medium, c/n, where n is the refractive index of the medium and c is the
speed of light in vacuum. Fig. 3.9(a) shows the geometry of the Cherenkov
radiation. The polar angle θ is the angle at which the photons are emitted and
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it is know as Cherenkov angle θC . This angle is determined as follows:

cosθC =
1

nβ
, (3.5)

where β = v/c. The velocity of the charged particle, v, can be determined by
measuring the polar angle, θC , of the emitted photon. Combining this velocity
information with the momentum information from the tracking stations, we can
determine the mass and type of the particle.

(a)

βct

θ

ct/n

(b)

Figure 3.9: (a) The geometry of the Cherenkov radiation. (b) Cherenkov angle θC as a function of particle
momentum for the C4F10 radiator. Taken from [64].

In Eq. 3.5, cosθC ≤ 1 requires that the velocity of the charged particle should
exceed the threshold, βt = 1/n, in order to initiate the Cherenkov radiation. In
order to identify low momenta particles, a material with a large refractive index
is needed. Conversely, in order to identify high momenta particles, a material
with a small refractive index is needed. Thus, in order to identify particles over
a large momentum range, two RICH detectors utilise three kinds of Cherenkov
radiators: Aerogel, C4F10 and CF4. Fig. 3.9(b) shows the Cherenkov angle, θC ,
as a function of particle momentum with the C4F10 radiator for isolated tracks
selected in data. These tracks fall into distinct bands according to their masses.
In RICH-1 there are two radiators, one is a 5 cm silica Aerogel which is located
near the VELO exist window, the other one is the C4F10 gas (see Fig. 3.10(a)).
With these two radiators, RICH-1 can distinguish π and K over a momentum
range of 1-60 GeV/c. In RICH-2, there is only one radiator, CF4 gas. With
this radiator, RICH-2 can distinguish π and K over a momentum range from 15
GeV/c to 100 GeV/c. In both RICH detectors, the Cherenkov light is focused
and reflected into an array of Hybrid Photon Detectors (HPDs) with a set of
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mirrors. When an incident photon hits a vacuum photo-cathode in HPDs, a
photo-electron is emitted from the photo-cathode by the photoelectric effect
and accelerated by an electric field onto a silicon anode. The photo-electron
then is absorbed by the silicon anode, and this absorption results in the creation
of electron-hole pairs. With the influence of the electric field, the electron and
hole move in the opposite direction. This will generate electronic signals which
indicate a photon is detected.

(a) (b)

Figure 3.10: (a) Side view schematic layout of the RICH-1 detector. (b) Top view schematic layout of the
RICH-2 detector. Taken from [49].

3.2.5 Calorimeters

The calorimeter system in LHCb consists of four calorimeters: a Pre-Shower
(PRS), a Silicon Pad Detector (SPD), an electromagnetic calorimeter (ECAL)
and a hadronic calorimeter (HCAL). It is located between the first and second
muon stations (see Fig. 3.3). The calorimeter system identifies hadrons, elec-
trons and photons and measures their energies and positions. The transverse
energies of hadrons, electrons and photons can be used in the L0 trigger stage
(see section 4.4.1) which makes a decision to accept or reject an event 4 µs after
the interaction.

The calorimeter system is based on the detection of particle showerings which
happen when particles traverse the material. The showering can be separated
into two types: one type is electromagnetic and the other type is hadronic. The
electromagnetic showering happens in two processes: one process is Bremsst-
rahlung radiation in which a photon is emitted by a charged particle; the other
process is pair-production which is due to photon-nuclei interactions. The scale
of electromagnetic showering is determined by the radiation length, X0, over
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which a charged particle will lose 63% of its energy due to Bremsstrahlung.
The energy loss due to Bremsstrahlung is inversely proportional to the mass
squared of the charged particle. Hadronic showering happens when a traversing
hadron interacts with nuclei of the material. The scale of hadronic showering is
determined by the nuclear interaction length, λI , which is proportional to A1/3.
Here A is the mass number of the material. In order to get a shorter scale for
hadronic showering, a material with a large mass number, iron, is chosen as the
absorber in the hadronic calorimeter. The following sections will describe each
calorimeter in the calorimeter system of LHCb.

SPD

The SPD is a plane of scintillator pads containing 12032 detection channels.
It covers a sensitive area of 7.6 m in width and 6.2 m in height. In order to
achieve a one-to-one projective correspondence with the ECAL segmentation,
each SPD plane is subdivided into inner, middle and outer sections. In the
inner section, there are 3072 cells, each of which is in an approximate 4×4 cm2

cell dimension. In the middle section, there are 3584 cells, each of which is in an
approximate 6×6 cm2 cell dimension. In the outer section, there are 5376 cells,
each of which is in an approximate 12 × 12 cm2 cell dimension. Fig. 3.11(a)
shows one quarter of the lateral segmentation of the SPD. The light generated in
each cell is read out by a single wavelength-shifting (WLS) fibre that is coupled
to a multianode photomultiplier tube (MAPMT) via clear plastic fibres. As
no showering happens before the SPD, it only detects charged particles. This
enables the SPD to distinguish between neutral and charged particles. Thus
hits in the SPD can be utilised in the suppression of backgrounds from neutral
pion decays π0 → γγ during the electron candidate selection.

(a) (b)

Figure 3.11: (a) One quarter of the lateral segmentation of the SPD/PS and ECAL. (b) One quarter of the
lateral segmentation of the HCAL. Taken from [49].
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PRS

The PRS is another scintillator plane which is identical to the plane in the SPD.
It is located downstream of the SPD. Between planes in the SPD and PRS, there
is a lead converter with a 15 mm thickness which corresponds to a radiation
length of 2.5 X0. The distance between centers of the PRS and SPD planes
along the beam axis is 56 mm. The lead converter is thick enough to initiate
an electromagnetic showering but insufficient to cause a significant hadronic
showering. The electromagnetic showering detected by the PRS enables the
differentiation of electrons and charged pions.

ECAL

The ECAL is a sampling calorimeter. It is located at a distance of 12.5 m from
the interaction point along the z axis (see Fig. 3.3). The ECAL consists of 66
alternating layers of lead absorbers and scintillator tiles 4. The lead absorber
is 2 mm thick, and the scintillator tile is 4 mm thick. The total thickness of
the calorimeter corresponds to a radiation length of 25 X0. As the hit density
varies as a function of the distance from the beampipe, the ECAL is subdivided
into three sections: the inner, middle and outer sections (see Fig. 3.11(a)). The
experimental energy resolution for the ECAL is σE/E = 8%/

√
E ⊕ 0.8% [65],

where E is the measured energy, the first term is the statistical uncertainty,
the second term is the systematic uncertainty, and ⊕ denotes adding the two
uncertainties in quadrature.

HCAL

The HCAL is also a sampling calorimeter. It is located at a distance of 13.33
m from the interaction point along the z axis (see Fig. 3.3). The dimension of
the HCAL is 8.4 m in height, 6.8 m in width and 1.65 m in depth. It consists
of alternating layers of iron absorbers and scintillator tiles. The iron is 16 mm
thick and the scintillator tile is 4 mm thick. Unlike the scintillator tile in the
SPD, PRS and ECAL, the HCAL scintillator tiles are placed parallel to the
beampipe (see Fig. 3.12). The total thickness of the HCAL corresponds to a
nuclear interaction length of 5.6 λI . The HCAL is subdivided into two sections:
the inner and outer sections (see Fig. 3.11(b)). In the inner section, the cell
dimension is approximate 13× 13 cm2. In the outer section, the cell dimension
is approximate 26× 26 cm2. The experimental energy resolution for the HCAL
is σE/E = (67)%/

√
E ⊕ (9)% [65].

4In the appendix B, there is a detailed description of the way how the scintillator works.
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Figure 3.12: The internal cell structure of HCAL. The scintillator-absorber layer is oriented parallel to the
beampipe. “PMT” refers to the photomultiplier tube. Taken from [49].

3.2.6 Muon System

The muon system is designed to provide fast information for the high-pT muon
trigger at the L0 trigger stage (see section 4.4.1), the muon identification for the
high-level trigger (HLT) and the offline analysis (see sections 4.4.3 and 4.3.4).
It consits of five muon stations: M1, M2, M3, M4 and M5 (see Fig. 3.3). M1 is
located in front of the calorimeter system, M2 to M5 are located downstream
of the calorimeter system. The stations M2 to M5 are separated by 80 cm thick
iron filters (see Fig. 3.13(a)). These iron filters absorb hadrons and electrons
and thereby they reduce the possibility that these particles will be mis-identified
as muons. The total thickness of the muon system corresponds to 20 nuclear
interaction lengths. In order to traverse the five muon stations in the muon
system, a muon candidate should have a minimum momentum of 10 GeV/c.
The first three muon stations have high spatial resolutions along the x axis in
the bending plane and they are primarily built for momentum measurements
of candidate muons with a resolution of 20%. The last two muon stations have
limited spatial resolutions and they are primarily built for the identification of
penetrating particles. The angular acceptance for the inner and outer of the
muon system is 20 (16) mrad and 306 (258) mrad in the bending (non-bending)
plane respectively. This acceptance covers about 20% of muons from inclusive
b semileptonic decays.

Each muon station is divided into four regions: R1 to R4. R1 is closet to the
beampipe, R4 is the furthest away. Fig. 3.13(b) shows the layout of one muon
station in the muon system. In each station there are 276 chambers. Each
chamber is divided into pads. Fig. 3.13(c) shows the logical pad divisions of
four chambers in the four regions of the station M1. The dimensions of the pads
in the regions R1-R4 scale in the ratio of 1:2:4:8. The particle flux is highest
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in the region near the beampipe and is smaller in the region far away from the
beampipe. With this granularity of each region, the hit occupancy is expected
to be roughly the same over the four regions.

There are two types of chambers in the muon system: one type is the Multi-
Wire Proportional Chamber (MWPC); the other type is the triple-Gas Electron
Multiplier (GEM) 5. MWPCs are used in the regions in M2-M4 and in the
regions R2-R4 of M1. In the region R1 of M1 station, triple-GEM is used. This
is due the reason that the innermost region of the M1 station is subjected to a
very high particle flux.

(a) (b) (c)

Figure 3.13: (a) Side view of the muon system. (b) Front view of a quadrant of a muon station. Each rectangle
represents one chamber. (c) Division into logical pads of four chambers belonging to the four regions of the
station M1. Taken from [49].

5In the appendix B, there is a detailed description about the two chambers.
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Chapter 4

Event Processing at LHCb

After proton-proton collisions, there are hits left in the LHCb detectors. One
proton-proton collision is called an event. In order to analyse what happened
in that event, a process called event reconstruction is performed. It contains
several steps: the step to reconstruct tracks from hits in the detector and de-
termine track parameters (see 4.1); the step to find the primary vertex of these
tracks (see 4.2); the step to match these tracks to particle identification ob-
jects (see 4.3). The frequency of the proton-proton collisions is about 40 MHz.
As there are some limitations in data storage, only a portion of collisions are
recorded. A trigger system is used to determine whether an event is written to
disks or not (see 4.4). After the event reconstruction, we only select interesting
events with stripping lines (see 4.5). The event reconstruction, collision data
analysis as well as simulation study are based on LHCb software applications.
(see 4.6).

4.1 Track Reconstruction

The overall performance of the LHCb detector depends on the precise recon-
struction of particle tracks. The tracks are formed by combining hits in the
VELO, TT, IT and OT detectors (see 4.1.1). The first step in the track recon-
struction is to find all tracks in one event by track pattern recognition algorithms
(see 4.1.2). The goal of the algorithms is to associate correct hits to tracks. In
addition, it should minimize the number of reconstructed ghost tracks. A ghost
track refers to a fake track which is reconstructed with randomly selected hits.
These random hits are either from hits which belong to different tracks or from
noise in the detector. The second step is to determine track parameters by a
track fitting algorithm (see 4.1.3).

4.1.1 Track Types

There are five types of tracks in LHCb: long tracks, upstream tracks, down-
stream tracks, VELO tracks and T tracks [63]. These tracks are classified ac-
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cording to their trajectories in the LHCb spectrometers. They are schematically
illustrated in Fig. 4.1. The followings are descriptions of these tracks.

• Long tracks. Long tracks traverse full tracking systems from the VELO
up to the T stations, thus they have the most precise momentum deter-
mination. There are two strategies to reconstruct long tracks: the forward
tracking and track matching. These two strategies will be described in
section 4.1.2.

• Upstream tracks. Upstream tracks only traverse the VELO and TT
station. They are low momentum tracks and thus they are bent out of the
detector acceptance by the magnetic field before reaching the T stations.
However they traverse the RICH-1 detector and can generate Cherenkov
photons if their velocities are above a threshold. They are therefore used
in the RICH-1 reconstruction.

• Downstream tracks. Downstream tracks only traverse the TT and T
stations. There are no hits in the VELO for downstream tracks. They re-
construct particles such as K0

s which decays outside the VELO acceptance.

• VELO tracks. VELO tracks only traverse the VELO. They are typically
large angle tracks. The VELO tracks are used for the primary vertex recon-
struction. They can also be used in the identification of backward tracks.

• T tracks. T tracks only traverse the T stations. They are usually pro-
duced in secondary interactions. The T tracks are useful in the RICH-2
reconstruction.

Only long tracks are used in the analysis presented in chapter 5. The other
types of tracks do not have direct relevance to the analysis.

Figure 4.1: A schematic illustration of different track types. The main component of the magnetic field By as
a function of the z coordinate is also shown on the top of the plot. Taken from [49].
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4.1.2 Track Pattern Algorithms

The track pattern recognition utilises six different algorithms to find as many
tracks of each type as possible. In the following section the algorithms for the
track finding are described.

• VELO seeding. Since the magnetic field in the VELO is very weak (see
Fig. 4.1), the VELO tracks are reconstructed as straight lines. The VELO
seeding algorithm [66] starts by combining two-dimensional space points
in the (r-z) plane into trajectories. These tracks are known as VELO 2D
tracks. They can be used to find 2D vertices and to determine 2D impact
parameters 1. This information allows a first check in the trigger stage to
determine if there are any tracks coming from a secondary decay [67]. A
3D VELO track is reconstructed by adding hits from the VELO φ sensors
to the 2D VELO track. Both 2D and 3D VELO tracks are reconstructed
with hits in at least 3 VELO modules. These VELO tracks act as seeds for
the other track finding algorithms.

• Forward Tracking. The forward tracking algorithm [68] is one of the
strategies to reconstruct long tracks. The idea of this algorithm is that
the complete trajectory of a particle can be determined by combining the
VELO seed track with a single hit in the T stations. The trajectory is
parameterized with a parabolic fit in the (x-z) plane and a straight line
in the (y-z) plane. Additional hits in the T stations are picked up if they
are within a small cone around this trajectory. If hits are picked up in
each T station, then a long track is reconstructed. About 90% of long
tracks are found with this forward tracking algorithm. In order to reduce
the computing time, hits which are used in the forward tracking algorithm
to reconstruct long tracks are discarded in the subsequent track finding
algorithms.

• T seeding. The T seeding algorithm is a stand-alone algorithm [70]. It
searches for tracks with hits in T stations. These hits are not associated
with tracks reconstructed by the forward tracking algorithm. The T tracks
are parameterized as a parabola since the magnetic field in the T stations
is not negligible.

• Track Matching. The track matching algorithm is another strategy to
reconstruct long tracks [71]. It matches T seed tracks with any VELO seed
tracks which are not used in the forward tracking algorithm at a plane
(indicated as “Plane c” in Fig. 4.2) located behind the last VELO sta-
tion. In order to do the matching, the T seed track must be extrapolated
through the magnetic field to “Plane c”. In order to do the extrapolation,

1The 2D impact parameter refers to the distance of closest approach between the 2D track and 2D vertex.
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the momentum of the T seed track must be known. This momentum is
estimated with a p-kick method. In this method, it is assumed that the
particle originates from the interaction point and the effect of the magnetic
field is approximated by an instant kick of the momentum vector at the
centre of the magnet. The centre of the magnet is a (x-y) plane (indicated
as “Plane a”) located at a z point, zmagnet, where the integrated magnetic
field along the z-axis is a half of the total integrated field. The slope of
the T seed at the third station T3 (indicated as “Line 1”), m1, is extrap-
olated to “Plane a” and intersects with it at the point qinitial. A straight
line (indicated as “Line 2”) joins qinitial and the origin and it gives an initial
estimate of the track slope inside the VELO, m2. The momentum of the
T seed track then can be evaluated by the difference between m1 and m2.
This momentum evaluation is shown as follows:

∆px = p

 tx,f√
1 + t2x,f + t2y,f

− tx,i√
1 + t2x,i + t2y,i

 = q

∫ ∣∣∣ ~B × d~l∣∣∣
x
, (4.1)

where p is the momentum of the T seed track, ∆px is the change of the
momentum in the (x-z) plane, tx,f (tx,i) and ty,f (ty,i) are slopes of the T

seed (VELO seed) track in the x and y directions, ~B is the magnetic field, q
is the charge of the T seed track, d~l is the path defined by the slopes of m1

and m2. The precision of this momentum estimation is about 1-2%. The T
seed track momentum can be estimated in a more precise way by searching
for a point, qcorrected, on the path. At qcorrected, the integrated magnetic fields
in both directions along the path are equal. A new focal plane (indicated as
“Plane b”) is defined by the z coordinate of qcorrected, z = zc. A more precise
track slope (indicated as “Line 3”) in the VELO, m3, can be determined by
the straight line connection between qcorrected and the origin. The difference
between m3 and m1 gives a momentum estimation of the track with a
precision of about 0.7% [72]. With the momentum information from the
p-kick method, the T seed track then is extrapolated through the magnetic
field to “Plane c”. At “Plane c”, the T seed tracks are matched to the
VELO seed tracks. In the final step of the track matching procedure, the
hits in the TT station are added if they are compatible to the long track.

• Upstream Tracking. The upstream tracking algorithm [73] searches for
upstream tracks. It collects VELO seeds which remain after the forward
tracking or track matching algorithms. These VELO seeds are extrapolated
as straight lines in the (y-z) plane to the TT stations. TT hits are searched
for in an area which is close to the extrapolation of the VELO seed. These
TT hits determine the momentum of the extrapolated track with the p-kick
method. An upstream track candidate is formed if at least 3 TT hits give
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similar momentum estimations. The momentum resolution of upstream
tracks is about 15%.

• Downstream Tracking. The downstream tracking algorithm [74] searches
for downstream tracks. It assumes that the T seeds originate from the
interaction point. The momentum of the T seed is estimated with the p-
kick method. The candidate T seeds are extrapolated to the TT stations.
Compatible hits in the TT stations are added to the extrapolation and
downstream track candidates are formed. The momentum resolution of
downstream tracks is about 1%.

Figure 4.2: A schematic illustration of the p-kick method.

4.1.3 Track Fitting

We have found all tracks by the track pattern recognition. Now we are going
to determine their track parameters by the track fitting algorithm.

Track State

Before describing the track fitting algorithm, let’s first describe the track state.
The track state is a set of parameters, which fully describe the position and
tangent direction of a particle trajectory at a given z coordinate. Usually a
track state is written as

~x =


x
y
tx
ty
q/p

 , (4.2)

where tx = ∂x
∂z and ty = ∂y

∂z are track slopes, q is the charge of the particle,
q = ±1. p is the momentum measured from the curvature of the particle
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trajectory in the magnetic field. The track states can be determined anywhere
along the trajectory. In the track fit, they are usually chosen at the planes
where the tracking system makes its measurements.

Kalman Filter Fit

In LHCb, a Kalman filter is applied in the track fit. It addes the measurements
on the tracks one by one to the fit. Mathematically the Kalman filter fit is the
same as a least squares fit as it is based on minimising the χ2 of the measure-
ments on the track. There are several advantages of the Kalman filter fit. First,
measurements can be added to the track based on their contributions to the χ2.
There is no need to refit the whole track. Second, the multiple scattering effect
and the energy loss which influence the track trajectory are properly accounted
in the fit. Third, for tracks with many measurements, the iterative Kalman
filter procedure avoids the computation of large dimensional matrix inversions
which are common in the least squares fit. This saves a lot of time and thus it
makes the fit as fast as possible.

The Kalman filter fit is initialised with an initial track state, ~x0. In the fit
the combination of a measurement and a track state is referred to as a node.
The fit proceeds iteratively from one node k − 1 to another node k with the
following propagation relation:

~xk = fk(~xk−1) + ~wk, (4.3)

where fk is the function of the track propagation, ~wk is the process noise such
as the multiple scattering. The distance between the measurement, mk, at the
node k and the track state in the measurement plane, hk(~xk)

2, contributes to
the χ2 of the measurements [69]. The purpose of the Kalman fit is to search for
optimal track states that give a minimal χ2. There are three sub-algorithms in
the Kalman filter fit procedure:

• Prediction. This prediction algorithm predicts the track state, ~xk, at the
node k from the track state, ~xk−1, at the previous node k − 1 with the
propagation relation in Eq. 4.3.

• Filter. This filter algorithm updates the predicted track state ~xk with the
measurement information at the node k. The iteration of the prediction and
filter steps will not stop until all measurements are added to the track. The
track state at the last node, k = n, is the best estimate of this track state
as all the information from other nodes are included in it. The track states
at other nodes, k < n, are updated further with the smoother algorithm.

2hk is a projection function. For example, when a detector only measures the x coordinate of a track state, hk(~xk) simplifies to
hk(~xk) = Hk~xk, where Hk is the measurement matrix, Hk = (1, 0, 0, 0, 0).
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• Smoothing. The smoother algorithm updates the track states at the pre-
vious nodes, k < n, by reversing the fit iteration from the last node, k = n,
to the first node. This algorithm makes sure that all the measurements are
properly accounted in every node.

4.2 Primary Vertex Reconstruction

The primary vertex reconstruction is essential to measure impact parameters
of particles. There are three primary vertex (PV) finding algorithms. The first
algorithm is based on 2D VELO tracks. It is used in the HLT1 trigger stage.
The second algorithm is based on 3D VELO tracks. It is used in the HLT2
trigger stage. The third one is based on the best tracks 3. It is used in the
offline analysis. For the first two algorithms, they are similar to the “VELO
Seeding” algorithm in section 4.1.2 and thus we are not going to describe them
in any more detail. In this section, the offline primary vertex reconstruction
will be described.

There are two steps for the offline primary vertex reconstruction algorithm.
In the first step it searches for PV seeds. These seeds will provide the z coor-
dinate information for the PV candidates. In the second step, it reconstructs
the PV based on the minimisation of the χ2 in the primary vertex fitting.

4.2.1 Primary Vertex Seeding

The PV seeding algorithm employs the method of analytical clusterization [75].
A cluster is a set of one dimensional coordinates, zclu, and uncertainties asso-
ciated to the coordinates, σclu

z . The algorithm proceeds with initial clusters.
These initial clusters are intersections of extrapolated tracks with the z axis.
The algorithm then merges these clusters iteratively. A pair of clusters will be
merged into one cluster if their distance, D, is less than 5. The distance is
defined as

D =
|zclu1 − zclu2|√

(σclu1
z )2 + (σclu2

z )2

. (4.4)

The zclu of the merged cluster is determined by the weighted mean of the zclu

for the two initial clusters and it is written as

zclu
merged =

w1z
clu1 + w2z

clu2

w1 + w2
, (4.5)

where w1 and w2 are weights for the two initial clusters and they are given
by wi = (1/σclui

z )2, i = 1, 2. The merging procedure will stop if there are no
3If two tracks or segments of tracks are duplicates of each other, then a clone killer is applied and only the “better” track is

selected. If there are several tracks which are duplicates to each other, then only the “best” track is selected.
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more pairs of clusters to be merged. The outputs of the merging procedure
are clusters which can not be merged any more. These final clusters serve as
primary vertex seed candidates. Finally the algorithm checks qualities of these
candidates. If the multiplicity of the cluster is less than 6, it will be removed.
This multiplicity is defined as the number of tracks which the cluster consists
of.

4.2.2 Primary Vertex Fitting

The primary vertex fitting algorithm utilises the long, VELO and upstream
tracks (see section 4.1.1) in the fitting. Tracks are selected by the requirement
that the distance of closest approach between the PV seed candidate position
and the track should be less than 30 mm. The algorithm determines the primary
vertex position by minimising the χ2 of a global least squares fit. The χ2 is
defined as

χ2 =

Ntracks∑
i=1

d2
0i

σ2
d0i

, (4.6)

where d0i is the distance of closest approach between a track and the PV can-
didate position, and is also referred to as the impact parameter of that track.
σd0i

is the uncertainty assigned to the distance d0i. The position of the PV is
determined iteratively. In each iteration, when the PV position is determined,
the impact parameter significance, IPS = d0/σd0

, for each track in the PV de-
termination is estimated. If the IPS of a track is greater than 4, then that
track is removed and the new PV position is estimated with the least squares
method. This procedure is repeated until no more tracks are discarded. When
the final PV position is determined for one primary vertex seed, the primary
vertex fitting procedure starts for the next PV seed. In the final step, the qual-
ities of the PV candidates are investigated. Only the PVs with multiplicities
above 6 are kept.

Figure 4.3: Primary vertex resolution is a function of the track multiplicity. The blue (green) curve shows the
resolution result from data (simulation). Taken from [76].
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Fig. 4.3 shows that the PV resolution in the y direction is a function of the
track multiplicity. For a PV composed of 25 tracks in data, the resolution in
the (x, y, z) direction is (13.0, 12.5, 68.5) µm [76].

4.3 Particle Identification

Particles in LHCb are identified with the combined information from the RICH
detectors, the calorimeter system and the muon system. Electrons are primarily
identified by the calorimeter system. Muons are identified by the muon system.
Hadrons are identified with two RICH detectors and the hadronic calorimeter.
Photons are identified by the electromagnetic calorimeter. Neutral pions, π0,
are detected as two separated clusters or a merged cluster in the electromagnetic
calorimeter. The identification techniques for various particles are described in
the following sections.

4.3.1 Hadron Identification

The RICH system identifies particles with a RICH pattern recognition algo-
rithm [77]. It compares the pattern of hit pixels observed in the RICH pho-
todetectors with the pattern that are expected under a given set of particle
hypotheses. The particle hypotheses are the electron, muon, pion, kaon and
proton. A likelihood is calculated based on this comparison. The output of this
algorithm is the best hypothesis for each track.

The RICH system does a very good particle identification over the momentum
range covered by it. The average efficiency for the kaon identification with the
momentum from 2 GeV/c to 100 GeV/c is about 95%. The corresponding
rate for the mis-identification of kaons as pions is about 5% [49]. Since the
momentum covered by the RICH system is below 100 GeV/c, the high momenta
particles generated by the electroweak boson decay 4 can not be identified by
the RICH detector [78].

4.3.2 Photon Identification

The electromagnetic calorimeter (ECAL) reconstructs and identifies photons as
clusters without an associated track [49, 79]. A “Cellular Automaton” algorithm
[80] is applied to create the ECAL clusters. The reconstructed tracks in an
event are extrapolated to the ECAL face. In order to match the ECAL clusters
with the reconstructed tracks, a cluster-to-track position matching estimator,
χ2
γ, is calculated. The minimised χ2

γ gives the proximity of the closest track
extrapolation and the considered cluster [81]. The clusters due to the charged

4The typical momentum of the muon from the W boson decay is around 300 GeV/c.
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tracks have a χ2
γ spectrum peaking at small values. Photons are identified as

clusters with χ2
γ greater than 4.

There are two types of photons that can be identified: the converted and
unconverted [82]. The converted photon decays into an electron and a positron.
The source of the photon conversion comes from the material before the calorime-
ter. If the conversion takes place before the magnet, the photon will produce
two reconstructible electron tracks. However the minimum χ2

γ cut on the clus-
ters will remove those converted photons. If the conversion takes place after the
magnet, the electrons from the photon are usually not reconstructed and they
will make a single cluster in the ECAL. The identification of photons converted
after the magnet is based on whether a hit exists in the SPD cell that lies in
front of the central cell of the ECAL cluster [49].

4.3.3 Electron Identification

There are several ways to identify the electrons. They are described as follows.

Identification with the ECAL

The ECAL plays an important role in the electron identification. The electron
identification in the ECAL is mainly based on the estimator, χ2

e, which is built
from a global matching procedure between reconstructed tracks and charged
clusters in the ECAL [83]. The global matching procedure contains two steps:
one step is the balance between the track momentum and energy of the charged
cluster in the ECAL; the other step is the matching between the corrected
barycenter position of the charged cluster and the extrapolated track impact
point. Fig. 4.4 shows the minimum χ2

e distribution of electrons (the open
histogram) and hadrons (the hatched histogram) in data.

χ2
e

Figure 4.4: The minimum value of the χ2
e estimator for the track-cluster energy/position matching procedure.

Taken from [84].
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Identification with the PRS detector

The electron identification can be further improved by the utilisation of the
track energy deposition in the Pre-Shower (PRS) detector. As described in sec-
tion 3.2.5, the scintillator of the PRS detector is located after the lead absorber.
The lead absorber is thick enough for the electron to initiate an electromagnetic
showering but insufficient to cause a significant hadronic showering. Fig. 4.5(a)
shows the distributions of energy deposited in PRS for electrons (the open his-
togram) and hadrons (the hatched histogram) in data. The ionisation energy
of hadrons deposited in the PRS peaks around 3 MeV [83].

(a)

EPRS [MeV]
(b)

EHCAL [GeV]

Figure 4.5: (a) The distributions of the energy deposited in the PRS. (b) The distributions of the energy
deposited in the HCAL. Taken from [84].

Identification with the HCAL

The energy deposited in the HCAL can also be used to identify electrons. Since
the total thickness of the ECAL corresponds to a radiation length of 25 X0,
there is a very small leakage of the electromagnetic shower into the HCAL.
Fig. 4.5(b) shows the distributions of the energy deposited in the HCAL for
electrons (the open histogram) and hadrons (the hatched histogram) in data.

Identification with Bremsstrahlung Photons

Photons are emitted from electrons in the region before or after a sizable mag-
netic field. As there is little material in the magnet, if the photon is emitted
before the magnet, its position can be predicted by a simple linear extrapola-
tion of the reconstructed track segment before magnet to the ECAL plane (see
Fig. 4.6). If the photon is emitted after the magnet, it will form a part of the
electron cluster. Only the bremsstrahlung photons emitted before the magnet
are utilised to identify electrons. For the photon emitted before the magnet,
a χ2

brem is constructed between the predicted position of the bremsstrahlung
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photon and the barycenter position of identified photons in section 4.3.2. The
minimum value of χ2

brem is utilised as a discrimination variable in the electron
identification.

χ2
e

Figure 4.6: Schematic illustration of bremsstrahlung photons. Taken from [63].

High Momentum Electron Identification

As described in section 2.5, there is a saturation in the energy readout of the
cell in ECAL, the ET threshold of this saturation is around 10 GeV. As a result,
the identification of the high momentum electron in LHCb is a challenge. The
details of the high momentum electron identification can be found in [78].

4.3.4 Muon Identification

There are two muon identification procedures in LHCb: one is the online muon
identification which is vital in the L0 trigger stage (see section 4.4.1); the other
one is the offline muon identification. Since the physics channel presented in
this thesis contains one muon in the final state, the method to identify the
offline muons will be described in detail in the following section.

In the offline muon identification algorithm, well reconstructed tracks whose
momenta are greater than 3 GeV/c are extrapolated into muon stations. These
tracks must lie in the acceptance of muon stations from M2 to M5. Then the
algorithm searches for muon detector hits around a field of interest (FOI). The
FOI is built around the extrapolation point of the reconstructed track in each
muon station. The size of the FOI is different in the x and y directions and it
is parameterized as a function of the track momentum, p, for each station and
each region [85]. The function is written as

FOI = p0 + p1 · exp(−p2 · p) , (4.7)
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where p0, p1 and p2 are parameters and are chosen from Monte Carlo to max-
imise the muon identification efficiency and to maintain a low level of pion
misidentification [63]. A reconstructed track with 3 < p < 6 GeV/c is consid-
ered to be a muon candidate if hits are found around the FOIs in the muon
stations M2 and M3. If the track’s momentum is in the range of 6 < p < 10
GeV/c, it is identified as a muon candidate with the requirement that hits are
found around the FOIs in the muon stations M2, M3 and (M4 or M5). If the
track’s momentum is above 10 GeV/c, it must have hits in M2, M3, M4 and
M5. A boolean value, IsMuon, is set to be true if a reconstructed track is iden-
tified as a muon candidate. This boolean value is used throughout the analysis
in chapter 5.

(a)

(b) (c)

Figure 4.7: (a), muon identification efficiencies as a function of particle momentum. (b), pion misidentification
probabilities as a function of particles momenta. (c), kaon misidentification probabilities as a function of particle
momentum. The black (red, blue, pink) dots are for 0.8< pT <1.7 (1.7< pT <3.0, 3.0< pT <5.0, pT >5.0)
GeV/c. Taken from [86].
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The efficiency of IsMuon=True requirement is defined as the efficiency of
finding hits within FOI in muon chambers for tracks extrapolated to the muon
system [86]. Fig. 4.7(a) shows the muon identification efficiency in data, εIM, as
a function of the muon momentum for different transverse momentum ranges.
This efficiency is weakly dependent on the muon transverse momentum. It
drops about 2% in the first pT interval. The reason for this drop is explained
as follows: tracks close to inner edges of the region R1 are scattered outside
the detector, thus extrapolation points of these tracks are not within the M1
and M5 acceptance. In the momentum range from 3 GeV/c to 100 GeV/c, the
muon identification efficiency for particles with pT > 1.7 GeV/c is above 97%.
Fig. 4.7(b) (Fig. 4.7(c)) shows the probability of pions (kaons) misidentified as
muons in data, ℘IM(π → µ) (℘IM(K → µ)), for different transverse momentum
ranges. As tracks with higher pT transverse the detector at higher polar angles
and in lower occupancy regions, the misidentification probability decreases when
the transverse momentum increases. The average pion (kaon) misidentification
probability is (1.033 ± 0.003)% ((1.025± 0.003)%). In the analysis presented
in chapter 5, the muon identification efficiency is evaluated with a requirement
of pT > 20 GeV/c.

4.4 LHCb Trigger

The frequency of the LHC beam crossing is 40 MHz. About 10 MHz of the
beam crossings contain visible interactions which are detected by the LHCb
spectrometers [49]. An interaction is visible if it produces at least two charged
particles. These charged particles should leave sufficient hits in the VELO
and T stations in order to allow the particles’ trajectories to be reconstructed.
A trigger system in LHCb is utilised before these huge amount of events are
written into disk. It reduces the rate of events to 2 KHz. This reduction is
done by a sequence of trigger stages: the level 0 trigger (L0); the high level
trigger 1 (HLT1); the high level trigger 2 (HLT2). In each trigger stage, only
events which satisfy trigger requirements are recorded. In order to maintain a
high efficiency for signal events and reject background events, the requirements
in the trigger stages are optimised. In the following sections, the trigger stages
of L0, HLT1 and HLT2 are described.

4.4.1 L0

The L0 trigger is a hardware level trigger. It reduces the rate of events from
10 MHz to 1 MHz. There are two components in the L0 trigger stage: the L0
calorimeter trigger and muon trigger.
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L0 Calorimeter Trigger

The purpose of the L0 calorimeter trigger is to look for high transverse energy
(ET ) particles [49]. These particles are electrons, photons, π0 or hadrons. The
calorimeter trigger uses a zone of 2 × 2 cells as a cluster. This zone is large
enough to contain most of the shower energy of a particle while it is small enough
to avoid an overlap of the shower energy depositions for various particles. In
order to minimise the number of candidates to be processed, only clusters with
the largest ET are selected and kept at this trigger stage. These selected clusters
are identified as electrons, photons or hadrons with the information from the
SPD, PRS, ECAL and HCAL calorimeters. The threshold of ET values for
different types of particles are listed in Table 4.1. The total ET in all HCAL
cells is a criterion to reject crossings without visible interactions. The total
number of SPD cells with a hit is called the SPD multiplicity. Events with a
large SPD multiplicity contain a large number of final state particles and will
spend a lot of processing time. These kind of events can be rejected by applying
a SPD multiplicity cut. As the SPD multiplicity is a global feature of collision
events, this multiplicity cut is applied with the same requirements to all L0
trigger stages.

Table 4.1: L0 transverse energy thresholds for different types of particles. Taken from [72].

Particle Type Hadron Electron Photon π0

ET threshold (GeV) 3.6 2.8 2.6 4.5

L0 Muon Trigger

The purpose of the L0 muon trigger is to look for muon tracks with large
transverse momenta [88]. The muon tracks are reconstructed with a track
finding algorithm. This algorithm uses hits in the muon station M3 as seeds.
Then it joins the hit in M3 and the interaction point as a straight line. This line
is extrapolated to other muon stations and hits are searched for in the FOIs
centred on extrapolation positions in M2, M4 and M5. The size of the FOI
depends on the muon station considered and the background level allowed [49].
If there is at least one hit inside the FOI for each station of M2, M4 and M5,
then the track is identified as a muon. After hits are found in the muon stations
of M2, M4, and M5, hits in M1 are searched for. This is done by a straight line
extrapolation from hits in M3 and M2 to M1. A hit then is looked for in a FOI
around the extrapolation point in M1. At last the algorithm will utilise the
hits in M1 and M2 to measure the pT of the muon track. As the effect of the
magnetic field is not negligible, the muon pT measurement is done by the p-kick
method (see section 4.1.2). The resolution of the muon track pT is about 20%.
The threshold on the muon pT for the single muon trigger is 1.36 GeV/c. For
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the dimuon trigger the requirement is that the sum of the transverse momenta
of the two muons should be greater than 1.48 GeV/c [87]. This means that
each of these two muons could have a transverse momentum below the single
muon trigger threshold of 1.36 GeV/c. In the analysis presented in the thesis,
only the L0 single muon trigger is utilised.

4.4.2 HLT1

The HLT1 is a software level trigger [49]. It is the first step of the high level
trigger. It runs on events which pass the L0 trigger. These events are called
L0 objects. The input rate of the HLT1 is about 1 MHz while the output rate
is about 30 MHz. The HLT1 commences with alleys (see Fig. 4.8). An alley
is a set of algorithms [88]. Each alley corresponds to one of the L0 objects.
The algorithms in alleys firstly confirm L0 objects with the reconstruction of
particles in the VELO and T stations. Then they impose specific requirements
on the reconstructed objects in order to pass them. These requirements are
organised into HLT1 trigger lines. If a muon candidate satisfies requirements
in a trigger line, then we say this trigger line is fired.

For muons, there are two alleys in the HLT1 trigger stage: a single muon
alley, where a pT cut is applied on a single muon, and a dimuon alley, where pT
cuts are imposed on the two highest pT muons. Cuts are also applied in other
alleys such as hadrons, electrons and neutrals (e.g. π0 and γ).

Figure 4.8: The flow of the trigger stages at LHCb. The event rates at each trigger stage are indicated. HLT1
confirms the L0 objects with alleys. In HLT2, different trigger lines are utilised to select events for offline
analysis. Taken from [49].

4.4.3 HLT2

The HLT2 is another software trigger stage of the high level trigger. The input
rate of the HLT2 is about 30 MHz while the output rate is about 2 KHz. Since
the input rate of events for the HLT2 is relatively low, it allows the HLT2 to
perform a full offline track reconstruction. The procedure to reconstruct muons
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in the HLT2 trigger stage is similar to the offline muon reconstruction described
in section 4.3.4. Due to time constraints, the reconstructed tracks are not fitted
with the Kalman filter described in section 4.1.3. Therefore it is important to
apply some loose track quality cuts on these reconstructed tracks before the
offline analysis. Inclusive and exclusive selections are applied in the HLT2 to
reduce the rate to 2 KHz. These selections are organised into HLT2 trigger
lines. Events which passed through a certain HLT2 trigger line are written to
storage for further analysis. The flow of all trigger stages at LHCb is provided
in Fig. 4.8.

4.4.4 Global Event Cuts

Events with extremely large occupancy in the VELO, OT, IT and SPD sub-
detectors will spend a lot of processing time. In order to reject these events,
Global Event Cuts (GECs) are applied to these subdetectors variables event by
event at L0, HLT1 and HLT2 trigger stages and are detailed in the next section.

4.4.5 LHCb Trigger Lines

We have described the trigger stages at L0, HLT1 and HLT2. In the following
section trigger lines utilised in this analysis are presented. There were two
distinct data-taking periods in 2010 during which LHCb collected 37.1 pb−1

of data. In the first stage (stage 1), LHCb collected about 2.8 pb−1 of data
[91]. In the second stage (stage 2), the rest 34.3 pb−1 of data was collected. In
different data collection stages, different trigger requirements were utilised.

• Requirements at L0. In the L0Muon trigger line, a kinematic cut in
stage 1 required that the pT of the muon should be greater than 1.25 GeV/c
and a GEC in stage 1 required the SPD multiplicity should be smaller
than 600. In stage 2, the muon pT threshold was increased to 1.75 GeV/c
and the SPD multiplicity cut was changed to 900. Another trigger line,
L0MuonHigh, was also utilised in the L0 trigger stage. In stage 1, the
pT and SPD multiplicity cuts were not presented in this line. However, in
stage 2, in order to fire this trigger line, the muon pT should be greater
than 3 GeV/c and the SPD multiplicity should be smaller than 900. If a
muon candidate fired any of the two trigger lines, then it was passed to the
HLT1 trigger stage.

• Requirements at HLT1. In HLT1, Hlt1SingleMuonNoIPL0 and
Hlt1SingleMuonNoIPL0HighPT trigger lines were utilised. In order
to fire the first trigger line, the transverse momenta of muons should be
greater than 1.35 GeV/c in stage 1 and 1.8 GeV/c in stage 2. The second
trigger line did not apply requirements on the muon pT in stage 1 while in
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stage 2 it required the muon pT should be greater than 5 GeV/c. Besides
the kinematic cuts applied in the HLT1 trigger stage, the following GECs
had been applied: the number of VELO clusters < 3000, the number of
clusters in the IT station < 3000, the number of clusters in the OT station
< 10000 and the number of VELO tracks < 350. If a muon candidate sat-
isfied the GECs and fired any of the two trigger lines, then it was passed
to the HLT2 trigger stage.

• Requirements at HLT2. The Hlt2SingleHighPTMuon trigger line
required that the pT of the muon should be greater than 10 GeV/c in both
stage 1 and stage 2. In the HLT2 trigger stage , no global event cuts were
applied. If a muon candidate fired this trigger line, then it was kept for the
offline analysis.

4.5 LHCb Stripping

The LHCb stripping is a centralized event selection after the event reconstruc-
tion. It selects interesting events with a stripping line. In the stripping line
there are cuts applied to create candidates and select events of specific interest.
The stripping lines used in this analysis are presented as follows:

• W2Mu line. The W2Mu line is used to get a data sample with muon
candidates from W bosons. In this line, candidate tracks are identified as
muons and their transverse momenta are greater than 20 GeV/c.

• W2MuNoPIDs line. The W2MuNoPIDs line is used to get a decay in
flight data driven sample (see section 5.5.3). In this line, no identification
information is associated with candidate tracks. The transverse momenta
of these tracks are greater than 15 GeV/c.

• MBNoBias line. The MBNoBias line is used to get a minimum bias
sample. In this line, candidate tracks are randomly triggered and they are
unbiased to any given process. No identification information is associated
with these tracks.

• Z02MuMu line. The Z02MuMu line is utilised to get a Pseudo-W data
sample (see section 5.3). In this line, candidate tracks are identified as
muons and their transverse momenta are greater than 15 GeV/c. The
invariant mass of the dimuon pair must be greater than 40 GeV/c2 in this
line.

• Z02MuMuNoPIDs line. The Z02MuMuNoPIDs line is used to get a
Z → µµ data sample. This data sample is used to calculate the muon track
identification efficiency (see section 5.7.1). In this line, no identification
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information is associated with candidate tracks. The transverse momenta
of these tracks are greater than 15 GeV/c.

4.6 LHCb Software

The LHCb software is built within an object orientated framework [92]. This
framework is known as Gaudi. It supports several data processing software
applications. These applications include simulation, digitisation, reconstruction
and physics analysis. The simulation is done by the Gauss package [93]. The
digitisation is done by the Boole package [94]. The reconstruction is done by
the Brunel package [95]. The physics analysis is done by the DaVinci package
[96]. These packages are described in the following sections.

4.6.1 Gauss Package

The Gauss package mimics the event generation in the proton proton collision
at LHCb. It allows to understand the LHCb experimental conditions and per-
formance. There are two independent phases during the Gauss simulation. The
first phase is a generator phase. It consists of the event generation in the proton
proton collisions and the decay of the unstable particles produced. The second
phase is a simulation phase. It simulates the passing of the generated particles
through the LHCb detector and the interaction between the particles and the
detector.

For the generator phase, it utilises PYTHIA 6.4 [36] as a general purpose
generator for pp collisions. It also interfaces with an external generator library,
LHAPDF [97], to provide parton distribution functions. The default parton
distribution function used in PYTHIA 6.4 is CTEQ5L [98].

For the simulation phase, it utilises GEANT4 [99] to simulate the effects
of the multiple scattering, energy loss and the photon conversions. In order
to make the simulation accurate, the LHCb detector is simulated in detail.
Active detector elements and passive materials such as the support structures,
frames, shielding elements and the LHCb beam pipe are fully described with
GEANT4. The secondary interactions of hadrons with momentum greater than
10 MeV/c can be fully simulated. For the interactions of leptons and photons,
the momentum threshold for the simulation is 1 MeV/c. The impact of the
magnetic field in LHCb is simulated with a field map which was measured after
the magnet is installed.

4.6.2 Boole Package

The Boole package simulates the response of the LHCb detector to the simu-
lated physics events from Gauss. This simulation performs the digitisation of
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the LHCb detector. It is the final stage of the LHCb detector simulation. The
digitisation step includes two simulations: one is the simulation of the response
of each subdetectors to the hits previously generated in sensitive detectors sim-
ulated by GEANT4; the other one is the simulation of the detector response
to the hits from spillover events and LHCb backgrounds. Test beam data has
been used to tune the simulation of the subdetector response to the hits. The
L0 trigger hardware is also simulated. The output of the digitized data from
the Boole package is in the same format as the format of the data coming from
the real detector.

4.6.3 Brunel Package

The Brunel package is the LHCb event reconstruction application. It processes
digitised events either from data, or from the output of the detector digitization
application, Boole. There are several algorithms in the Brunel package. These
algorithms utilise a full pattern recognition (see section 4.1.2) on the subde-
tector hits to form tracks and vertices. They also use particle identification
algorithms (see section 4.3) on the information from the calorimeters, RICH
detectors and the muon systems to identify particles.

4.6.4 DaVinci Package

The DaVinci package is the physics analysis software for the LHCb experiment.
It analyses events produced by the Brunel package. Tracks and vertices can be
re-fitted in DaVinci. Resonances can be formed by the combination of particles.
Offline selection algorithms can be developed and applied in DaVinci to select
interesting physics processes as well as to reject background events.
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Chapter 5

σW→µνµ Measurement at LHCb

By measuring the W → µνµ cross-section at LHCb, the electroweak theory can
be tested in a new energy regime. In this chapter, the analysis of W production
at
√
s = 7 TeV with 37.1± 1.3 pb−1 of data collected by the LHCb experiment

during 2010 is presented. In order to select candidate tracks with good quality,
some track pre-selection cuts are applied (section 5.2). As W → µνµ signal
events are produced with the accompaniment of background events (section
5.1), some candidate selection cuts are applied to suppress these background
events. In order to optimise these selection cuts, a Pseudo-W data sample
is utilised (sections 5.3 and 5.4). A fit is performed to determine the purity
of signal events in data (section 5.5). After the fit, the purity is found to
be about 79% (section 5.6). Due to the trigger procedure of the experiment,
the imperfect performance of the track reconstruction and particle identification
(section 5.7), the selection cuts (section 5.8), and the fiducial cuts with the muon
pT between 20 < pµT < 70 GeV/c (section 5.9), the number of signal events are
underestimated. Thus this number is corrected with a factor which is the inverse
of efficiencies due to these cuts. Finally, W+ → µ+νµ and W− → µ−ν̄µ cross-
sections in a fiducial region with pµT > 20 GeV/c are calculated (section 5.11). In
section 5.12 and 5.13, the W → µνµ cross-section ratio and charge asymmetry
are shown. The W cross-sections, cross-section ratio and charge asymmetry are
compared to theoretical predictions (section 5.14). The W cross-sections and
their charge asymmetry are also compared to the results measured at ATLAS
(section 5.15).

5.1 Signal and Background Processes

The signal in the analysis presented in the thesis is the muon coming from the
W boson decay. The Feynman diagram for the W production and decay is
shown in Fig. 5.1. qi is from one proton, q̄j is from another proton. They
annihilate to produce a W boson. The W boson then decays into a muon and
a neutrino.
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qi

ν̄µq̄j

W−

µ−

Figure 5.1: Feynman diagram for W production and decay.

A number of background processes look similar to the signal and they are
considered in this analysis.

The first background is from kaons or pions which can decay in flight into
muons and neutrinos. These muons are detected in the muon chambers. Al-
ternatively, kaons or pions punch through into muon chambers if their energies
are large enough. Thus these kaons or pions can be reconstructed as muons.

The second background considered is from mesons containing b (b̄) quarks
in the Heavy Flavour process. A b quark decays into a c or u quark and a W
boson. The W boson then decays into a muon and neutrino. The Feynman
diagram for b quark decay is illustrated in Fig. 5.2.

b

ν̄µ

c, u

W−

µ−

Figure 5.2: Feynman diagram for the b quark decay.

The third background is from mesons containing c (c̄) quarks in the Heavy
Flavour process. A c quark decays into a d or s quark and a W boson. The
W boson then decays into a muon and neutrino. The Feynman diagram for c
quark decay is illustrated in Fig. 5.3.

c

µ+

d, s

W+

νµ

Figure 5.3: Feynman diagram for the c quark decay.
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The fourth background is the W → τντ process. The Feynman diagram for
W− → τ−ν̄τ → µ−ντ ν̄µν̄τ is shown in Fig. 5.4. qi is from one proton, q̄j is from
another proton. They produce a W boson. The W boson then decays into a
tau lepton and a tau neutrino. The tau lepton subsequently decays into a muon
lepton, a muon neutrino and a tau neutrino.

qi

ν̄µ

ν̄τq̄j

W−

τ−

ντ

W−

µ−

Figure 5.4: Feynman diagram for the W → τντ process.

The fifth background is the Z → ττ process. The Feynman diagram for
Z → τ+τ− is shown in Fig. 5.5. qi is from one proton, q̄i is from another proton.
They produce a Z boson. The Z boson then decays into a τ+ and a τ−. τ can
decay into a µ, e or a hadron. There are two cases for τ decays. One case is
that one τ decays into a muon in the LHCb acceptance, the other τ decays into
an electron or a hadron inside or outside the LHCb acceptance. The other case
is that both τ decay into muons in the LHCb acceptance. As the second case
can be removed by requiring only one muon in the LHCb acceptance, only the
first case is considered as a background for the W → µνµ analysis.

qi

ν̄τ

µ+, e+, d̄

ν̄µ, ν̄e, ūq̄i

Z τ−

τ+ W+

ντ

W−

νµ, νe, u

µ−, e−, d

Figure 5.5: Feynman diagram for the Z → ττ process.

The last background considered is from the Z → µµ process. The Feynman
diagram for the Z boson production and decay is shown in Fig. 5.6. qi is
from one proton, q̄i is from another proton. They produce a Z boson. The Z
boson then decays into µ+ and µ−. Muons can be inside or outside the LHCb
acceptance. We only consider the case in which only one reconstructed muon
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is in the LHCb acceptance as a background for the W → µνµ analysis.

qi

µ+
q̄i

Z

µ−

Figure 5.6: Feynman diagram for the Z → µµ process.

5.2 Track Pre-selection Requirements

In order to select tracks with good quality for the analysis, some track pre-
selection requirements are applied on events from the W2Mu stripping line (see
4.5). The quality of a track fit is reflected by the fit χ2 and relative momentum
resolution. As described in section 4.1, ghost tracks are reconstructed with
random combinations of hits in the tracking system. Therefore these ghost
tracks do not follow trajectories of real tracks and are characterised by poor
quality of track fits. Ghost tracks can be suppressed by a requirement that
the number of hits in the TT station (see section 3.2.3), NTThits, for a track
should be larger than 0. Finally, in order to minimise detector edge effects, the
pseudo-rapidity of a track, ηtrack, should be in the range of 2 < ηtrack < 4.5.

5.2.1 Track χ2 Probability Requirement

In a simulation sample, if a reconstructed track shares less than 70% of its
detector hits with a generator level particle, it is deemed as a ghost track [89].
However, this method to identify tracks as ghost tracks in the simulation sample
does not work 100% correctly as ghost tracks occasionally share more than 70%
of their hits with generator level particles. Fig. 5.7(a) shows χ2 probability dis-
tributions for ghost tracks (red colour) and non-ghost tracks (green colour) with
momenta greater than 10 GeV/c in the simulation sample. The χ2 probability
distribution for ghost tracks peaks below 0.01. This is due to bad reconstruc-
tions of these ghost tracks. As most of non-ghost tracks are well reconstructed,
their χ2 probability distribution is almost flat except for a small peak below
0.01, which represents about 8% of the non-ghost sample, and is due to poor
reconstructions or residual ghost tracks. A cut with χ2 probabilities greater
than 1% will remove about 70% of ghost tracks while it will keep about 92%
of non-ghost tracks. Fig. 5.7(b) shows χ2 probability distributions for tracks
with momentum greater than 10 GeV/c in the simulation and data samples. As

82



CHAPTER 5. σW→µνµ MEASUREMENT AT LHCB 5.2. TRACK PRE-SELECTION REQUIREMENTS

some tracks are badly reconstructed both in the data and simulation samples,
the χ2 probability distributions of these two samples peak below 0.01. The
χ2 probability distributions for well reconstructed tracks in both samples are
flattish between 0 and 1. However the relative amounts of well reconstructed
tracks and badly reconstructed tracks are different in these two samples. This
is due to the reason that hit resolutions in data are not well simulated. As
the χ2 probability distribution in the simulation sample is different from the
distribution in the data sample, we only use the data information to work out
detector efficiencies (see section 5.7). In order to remove badly reconstructed
tracks both in the data and simulation samples, a cut with χ2 probabilities
larger than 1% is applied.
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Figure 5.7: (a), χ2 probability distributions for ghost tracks and non-ghost tracks in the simulation sample.
(b), χ2 probability distributions for tracks in the simulation and data samples.

5.2.2 TT Hits Requirement

As described in section 3.2.3, the TT station is in front of the magnet and
just behind the RICH1 (see Fig. 3.3). The pseudo-rapidity range of the TT
station, ηTT, is 2 . ηTT . 4.5. The pseudo-rapidity range of LHCb, ηLHCb, is
1.9 < ηLHCb < 4.9. As described in section 4.1.2, some tracks are reconstructed
with the track matching algorithm. This algorithm tries to match the T seed
track to any VELO seed tracks. A matching χ2 is calculated according to the
track parameters of the VELO seed track and T seed track. If this χ2 is less
than a predefined cut, then the combination of the VELO seed track and T
seed track is deemed as a real (non-ghost) track [71]. If the pseudo-rapidity
of that real track is in the η range of the TT station, then there ought to be
corresponding TT hits in the TT station. Ghost tracks are reconstructed with
random combinations of VELO seed tracks and T seed tracks. If the pseudo-
rapidity of a reconstructed track is in the η range of the TT station, and there
are no TT hits associated to that reconstructed track, then that reconstructed
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track is likely to be a ghost track. Due to the fact the pseudo-rapidity range of
TT station is smaller than the range of LHCb, a small number of real tracks do
not have TT hits 1, but most of the ghost tracks do not have TT hits. Fig. 5.8
shows NTThits distributions for ghost tracks (red colour) and non-ghost tracks
(green colour) with momenta greater than 10 GeV/c in the simulation sample.
Applying the requirement of NTThits > 0 can remove about 70% of ghost tracks
while it can keep about 80% of real tracks.
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Figure 5.8: NTThits distributions for ghost tracks and non-ghost tracks in the simulation sample.

5.2.3 Relative Momentum Resolution Requirement

The relative momentum resolution of a track is defined as the uncertainty of
the track momentum divided by the track momentum and it is written as σp/p.
Fig. 5.9(a) shows the scatter plot of σp/p as a function of the track momentum
for non-ghost tracks with momenta greater than 10 GeV/c in the simulation
sample. There is a cluster of tracks with momenta smaller than 100 GeV/c
which have poor resolutions (5% to 10%). This is due to the residual ghost
tracks. Most of non-ghost tracks in this distribution are confined in a region
with σp/p < 0.1. Fig. 5.9(b) shows the scatter plot of σp/p as a function of the
track momentum for ghost tracks with momenta greater than 10 GeV/c in the
simulation sample. Some ghost tracks in this distribution are in a region with
σp/p > 0.1. Fig. 5.9(c) shows the scatter plot of σp/p as a function of the track
momentum for all ghost and non-ghost tracks in the data sample. The region
with σp/p > 0.1 in this distribution is more densely populated than the region
with σp/p > 0.1 for ghost tracks in the simulation sample. Obviously there are
more ghost tracks in the data sample than in the simulation sample. This is
due to the reason that the detector simulation is imperfect in the simulation
sample. From simulation, we know that applying a cut with σp/p < 0.1 keeps
about 99.99% of real tracks while it removes about 0.08% of ghost tracks.

1These real tracks’ pseudo-rapidities are greater than 4.5.
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Figure 5.9: (a), scatter plot of σp/p as a function of the track momentum for non-ghost tracks in the simulation
sample. (b), scatter plot of σp/p as a function of the track momentum for ghost tracks in the simulation sample.
(c), scatter plot of σp/p as a function of the track momentum for all ghost and non-ghost tracks in the data
sample

5.2.4 Track Pseudo-rapidity Requirement

Fig. 5.10 shows the pseudo-rapidity distributions of truth and reconstructed
muons in the W → µνµ simulation sample. In this figure, the fraction of events
for the reconstructed muon distribution is significantly smaller the fraction of
events for the truth muon distribution in the ranges η < 2.0 and η > 4.5.
This could be explained as follows: as it is difficult to reconstruct muons close
to the edge of the LHCb detector, there is an inefficiency for the muon track
reconstruction. In order to minimise this detector edge effect, a requirement
that 2.0 < η < 4.5 is applied on the muon tracks in both the simulation and
data samples.
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Figure 5.10: Pseudo-rapidity distributions of truth (blue) and reconstructed (red) muons in the W → µνµ
simulation sample. Both distributions are normalised to unit area.

5.3 Pseudo-W Data Sample

The Pseudo-W data sample is a fake sample of the W → µνµ decay. It contains
a dimuon pair consistent with a Z boson in the final state. The dimuon pair is
selected from the Z02MuMu stripping line (see section 4.5). The presence of a
neutrino is mimicked by masking each of muons in the dimuon pair alternately
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[51]. There are two usages for the Pseudo-W data sample. One usage is to
optimise the W boson selection criteria described in section 5.4. The other
usage is to calculate the selection efficiency for the W boson described in section
5.8.

The following requirements have been applied on the dimuon pair in order
to produce the Pseudo-W data sample:

• At least one muon fires the trigger lines described in section 4.4.5.

• The transverse momentum of each muon is greater than 20 GeV/c.

• A dimuon invariant mass is in the range of 81 GeV/c2 < mµµ < 101 GeV/c2.

Section 5.4 shows that general agreement is achieved between the Pseudo-W
data sample and W → µνµ simulation sample. However, there is a difference
between the pT spectra in the W → µνµ and Z → µµ decays. The pT spectrum
is harder in the W → µνµ decay than in the Z → µµ decay. This difference is
estimated with the W → µνµ and Z → µµ simulation samples. The Pseudo-W
data sample then is corrected with this difference.

5.4 Candidate Selection Cuts

In order to suppress each source of background and isolate events of interest, a
set of cuts have been applied to the well reconstructed muon candidates whose
transverse momenta are in the range of 20 GeV/c < pµT < 70 GeV/c.

5.4.1 Extra Muon Transverse Momentum Cut

Z → µµ background events with both muons in the LHCb acceptance and Z →
ττ background events with both τ → µνµντ decays in the LHCb acceptance
are removed by a requirement that there is only one muon candidate in the
event with pµT > 20 GeV/c and any other muons in the event should have small
transverse momenta (pExtra

T ).
Fig. 5.11 shows the muon pExtra

T distributions for the Pseudo-W data sample,
W → µνµ and Z → µµ simulation samples. Points with error bars are for the
Pseudo-W data sample, the histogram with the black (green) line is for the
W → µνµ (Z → µµ) simulation sample. Good agreement is achieved between
pExtra
T distributions of the Pseudo-W data sample and W → µνµ simulation

sample. There are very few candidates with the extra muon pT greater than 2
GeV/c for these two samples. For the Z → µµ simulation sample there is an
obvious peak around 45 GeV/c. This is due to the reason that there is another
high pT muon from the Z boson. Applying a requirement of pExtra

T > 2 GeV/c
can remove about 91% of Z → µµ background events while it can keep about
89% of signal events.
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Figure 5.11: Muon pExtra
T distributions for the Pseudo-W data sample, W → µνµ and Z → µµ simulation

samples. These three distributions have been normalised to unit area.

5.4.2 Impact Parameter Cut

The impact parameter, IP, is defined as the distance of closest approach of
the muon candidate track to the primary vertex (PV). Since the life-time of W
bosons is much shorter than the life-time of B-hadrons and C-hadrons 2, muons
from W bosons decay typically have a smaller IP than muons from B-hadron
and C-hadron decays. As described in section 4.2, muons from W bosons take
a large weight in the primary vertex reconstruction. Thus the primary vertex
position is strongly shifted towards the muon candidate track from the W boson
decay. In order to get an unbiased primary vertex, the primary vertex is re-
fitted by excluding the muon candidate track from the W boson decay. The
distance of closest approach of the muon candidate track to the new primary
vertex is called the unbiased IP.
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Figure 5.12: Unbiased IP distributions for the Pseudo-W data sample, W → µνµ, bb̄ → Xµ and cc̄ → Xµ
simulation samples. These four distributions have been normalised to unit area.

Fig. 5.12 shows the unbiased impact parameter distributions for the Pseudo-
W data sample, W → µνµ, bb̄ → Xµ and cc̄ → Xµ simulation samples. Red

2The life-time of W boson is around 10−25s, while the life-time of B meson is around 10−12s.
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points with error bars are for the Pseudo-W data sample, the histogram with
the black (blue, green) line is for the W → µνµ (bb̄→ Xµ, cc̄→ Xµ) simulation
sample. Good agreement is achieved between the unbiased impact parameter
distributions of the Pseudo-W data sample and W → µνµ simulation sample.
There is a sharp peak around the small impact parameter in both of these two
unbiased IP distributions. There are broader tails in the unbiased IP distribu-
tions of the bb̄→ Xµ and cc̄→ Xµ simulation samples.

A cut with IP < 40 µm can remove about 55% (80%) of muons from the
bb̄→ Xµ (cc̄→ Xµ) background events while it can keep around 93% of signal
events.

5.4.3 Relative Energy Deposition Cut

There is very little energy deposited in the ECAL or HCAL (see section 3.2.5)
when muon candidates travel through these two calorimeters. Kaons or pions
deposit more energy than muon candidates when they punch through calorime-
ters into muon chambers. In order to reject the punch through background,
the deposited energy in the ECAL (EECAL) and HCAL (EHCAL) around the ex-
trapolated muon track are added together as EECAL+HCAL. The relative energy
deposition in calorimeters is defined as EECAL+HCAL divided by the muon track
momentum. It is written as EECAL+HCAL/P .
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Figure 5.13: Relative energy deposition distributions for the Pseudo-W data sample, W → µνµ simulation
sample and punch through kaons or pions. These three distributions have been normalised to unit area.

Fig. 5.13 shows the relative energy deposition distributions in calorimeters
for the Pseudo-W data sample, W → µνµ simulation sample and punch through
kaons and pions. Red points with error bars are for the Pseudo-W data sample,
the histogram with the black (blue) line is for the W → µνµ simulation (punch
through) sample. The punch through sample has been obtained from randomly
triggered events with the MBNoBias stripping line (see section 4.5) where the
fraction of muons in these events is assumed to be extremely small (about
0.04%). This fraction is estimated with a simulation of minimum bias events
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with PYTHIA. Thus a pure sample of kaons or pions can be selected from the
MBNoBias strip. In order to avoid low statistics, the pT requirement on these
kaons and pions is pT > 5 GeV/c, rather than pT > 20 GeV/c.

The relative energy deposition distribution for the Pseudo-W data sample
shows an underestimate of the same distribution for the W → µνµ simulation.
This is due to the reason that the pT spectrum is harder in the Pseudo-W data
sample than in the W → µνµ simulation sample. There is a peak around 0
for both distributions of the Pseudo-W data sample and W → µνµ simulation
sample. The shape of punch through kaons and pions relative energy deposition
is assumed to be a Gaussian distribution. This assumption could be verified by
applying a Gaussian distribution fit to the relative energy deposition distribu-
tions in MBNoBias data with different pT thresholds on the pions and kaons,
such as pT > 7 GeV/c, 9 GeV/c and 11 GeV/c. Fig. 5.14 shows the fit results.
The Gaussian distributions well describe the shapes of these relative energy
deposition distributions.
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Figure 5.14: (a) ((b), (c), (d)), the relative energy deposition distribution in MBNoBias data with pT > 5 (7,
9, 11) GeV/c is shown as the open histogram, the Gaussian fit is shown as the red curve.

A cut with EECAL+HCAL/P < 0.04c 3 is applied in order to suppress the

3This cut is optimised to get the maximum signal selection efficiency and purity. The selection efficiency is defined as the fraction
of signal events passed this cut. The purity is defined as NS/(NS +NB), where NS is the number of signal events passing the cut,
NB is the number of background events passing the cut.
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punch through kaons or pions background. After applying this cut, about 93%
of punch through background events are removed while about 92% of signal
events are kept.

5.4.4 “Charge” pT and “Neutral” pT Cut in a Cone

Muons from the W bosons decays tend to be isolated while muons from the
B- or C-hadrons decay (Heavy Flavour decay) tend to be surrounded by other
particles. In order to suppress the muons from the Heavy Flavour decay, a
cone around the muon candidate track is considered. This cone is defined in
the (η, φ) space. Here η is the pseudo-rapidity, φ is the azimuthal angle. The
transverse momentum of the vector sum of all other charged tracks in that cone
(“charged” pcone

T ),

pcone
T =

√√√√√
∑

i6=µ

pix

2

+

∑
i 6=µ

piy

2

, (5.1)

is utilised to study the muon isolation. Here pix (piy) is the momentum in the
x (y) direction for charged tracks excluding the muon candidate track, µ, in
the cone. As described in the end of section 2.2.2, there are some higher order
corrections for the W boson production. One important higher order correction
is the process with the W boson accompanied with hadrons. These hadrons
are called jets. They are produced by the hadronisation of quarks or gluons
(see (d), (e), (f) and (g) of Fig. 2.8). In order to not reject W → µνµ events
with jets, the radius of the cone is chosen to be 0.5. Any other charged track
is included in the cone if the distance in the (η, φ) space between the muon
candidate track and this charged track is smaller than 0.5. This requirement is
written as follows:√

(φtrack − φµ)2 + (ηtrack − ηµ)2 < 0.5 , (5.2)

where the subscript “track” refers to charged tracks excluding the muon candi-
date track. Fig. 5.15 is a schematic plot of the cone around the muon candidate
track.

In order to investigate neutral particles (e.g. π0) around the muon candidate
track, the transverse momentum of the vector sum of all neutral deposits in
the same cone (“neutral” pcone

T ) has been considered. Fig. 5.16(a) shows the
“charged” pT distributions in the cone for the Pseudo-W data sample, W → µνµ
simulation sample and Heavy Flavour sample. The Heavy Flavour is a data
driven sample with a requirement of IP > 0.1 mm on data. Red points with
error bars are for the Pseudo-W data sample, the histogram with the black
(blue) line is for the W → µνµ simulation (Heavy Flavour) sample.
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Figure 5.15: A schematic plot of the cone around the muon candidate track. The black arrow is a muon
candidate track, the other colour arrows are tracks such as kaons or pions.
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Figure 5.16: (a), “charged” pT distributions in the cone. (b), “neutral” pT distributions in the cone. The
distributions for the Pseudo-W data sample, W → µνµ simulation sample and Heavy Flavour sample are shown
on both plots. The distributions in (a) and (b) have been normalised to unit area.

Good agreement is achieved between the “charged” pcone
T distributions in the

cone for the Pseudo-W data sample and W → µνµ simulation sample. There
are small activities around the muon candidate track in these two samples,
while there are much more activities around the muon candidate track from
the Heavy Flavour sample. A cut with “charged” pcone

T < 2 GeV/c can remove
about 84% of muons from the Heavy Flavour decay while it can keep about
86% of signal events.

Fig. 5.16(b) shows the “neutral” pT distributions in the cone for the Pseudo-
W data sample, W → µνµ simulation sample and Heavy Flavour sample. In
order to remove muons from the Heavy Flavour decays, a cut with “neutral”
pcone
T < 2 GeV/c is applied on the signal and background samples. With this

cut, about 62% of muons from the Heavy Flavour decay are removed while
about 94% of signal events are kept.
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5.5 Templates in the Fit

As described in section 5.1, W → µνµ is the signal process in this analysis. The
cross-section for this signal process, σW→µνµ, is defined as [89]:

σW→µνµ =
NW

real∫
L

. (5.3)

Here NW
real is the real number of signal events in the data sample with an inte-

grated luminosity of
∫
L. However in an experiment the number of observed

candidates for the signal process (NW
obs) is different from the real number of

events for the signal process. This is due to the following reasons.

First, due to detector inefficiencies, the real number of signal events are un-
derestimated. There are three sources that cause detector inefficiencies. They
are the experiment trigger procedure, the imperfect performance of track re-
construction and the particle identification. In order to get the real number
of signal events, a correction factor, 1/εµdetector, is applied. εµdetector is the detec-
tor efficiency. It is defined as a product of: the track reconstruction efficiency
(εµtrack), describing the probability of reconstructing long tracks with hits in
detectors; the identification efficiency (εµid), describing the probability of identi-
fying tracks as muons and the trigger efficiency (εµtrig), describing the probability
of triggering on such offline signal events. The ways to determine εµtrack, εµid and
εµtrig are presented in section 5.7.

Second, due to the application of candidate selection cuts (see section 5.4),
the real number of signal events is also underestimated. In order to correct this
inefficiency, a factor, 1/εµselection, is also applied. Here εµselection is the selection
efficiency. It is the number of signal events within the kinematic phase-space
defined by the selection cuts divided by the number of signal events in all phase-
space and is written as εµselection = NW

kinematic space/N
W
all space (see section 5.8).

Third, the number of signal events are counted in a reduced muon pT range
between 20 GeV/c and 70 GeV/c. In order to calculate the cross-section of the
signal process in a muon pT range with pT > 20 GeV/c, a correction factor,
1/εµacceptance, is applied. Here εµacceptance is the acceptance efficiency and it is
defined as the number of signal events with 20 < pT < 70 GeV/c divided by
the number of signal events with pT > 20 GeV/c (see section 5.9).

Fourth, due to contaminations of signal events with background events, the
number of observed candidates for the signal process, NW

obs, is different from the
real number of signal events. Thus the number of background events (NW

bkg)
must be subtracted from the number of observed candidates for the signal
process.

The final expression for the σW→µνµ then is as follows:
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σW→µνµ =
NW

obs −NW
bkg∫

L · εµdetector · ε
µ
selection · ε

µ
acceptance

+ σW
FSR , (5.4)

where the last term, σW
FSR, is a QED Final State Radiation (FSR) correction to

the W cross-section (see section 2.3.1). This term corrects for photon emission
from the W final states. Photon emission is present in the W cross-section mea-
surement in data, while it is not present in the theoretical prediction. In order
to make a consistent comparison with the theoretical prediction, the measured
cross-section in data is corrected to Born level in QED.

In order to estimate how many signal and background events in the data
sample, the shapes of pT distributions in the signal and background samples
are fitted to the shape of the pT distribution in the data sample. The fit is
based on an extended likelihood method 4 [100] and it is performed with a
TFractionFitter Root package [101]. The signal and background templates in
the fit are described in the following sections.

5.5.1 Heavy Flavour Sample

As there are very low statistics in the signal region (pT > 20 GeV/c) for
bb̄→ Xµ and cc̄→ Xµ simulation samples, a data driven sample has been pro-
duced with the following method for the semi-leptonic decays of Heavy Flavour
hadrons containing b (b̄) or c (c̄) quarks. Fig. 5.12 shows that with a cut of
IP > 100 µm there are very few signal W → µνµ events while there are lots of
bb̄→ Xµ and cc̄→ Xµ events. A Heavy Flavour data driven sample has been
derived by applying the cut with IP > 100 µm on the data sample 5.

The shape of the pT distribution in the Heavy Flavour sample is taken from
this data driven sample. In order to get the normalisation of the Heavy Flavour
sample, the IP distributions of signal and background templates are fitted to
the IP distribution of the data sample with the TFractionFitter Root package.
As the Pseudo-W data sample gives a consistent description for the W → µνµ
simulation sample, the signal sample in the fit is taken from the Pseudo-W data
sample. The Heavy Flavour sample in the fit is taken from the combination of
bb̄ → Xµ and cc̄ → Xµ simulation samples. All candidate selection cuts (see
section 5.4) except the IP cut have been applied on the data sample, Pseudo-W
data sample and the combination of bb̄→ Xµ and cc̄→ Xµ simulation samples.
In order to get enough statistics, there is no transverse momentum cut applied
on muon tracks, as their impact parameters do not depend on their transverse

4This method takes into account both data and Monte Carlo statistical uncertainties. These uncertainties are treated as Poisson
errors.

5The data sample is a sample in which events have passed the W2Mu stripping line in section 4.5. This data sample is a mixture
of signal and background samples.
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momenta. Fig. 5.17 shows the fit result. The χ2/ndf of the fit is 0.33. With
this method the fraction of Heavy Flavour sample is (0.6± 0.2)%.
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Figure 5.17: Fitting the impact parameter distributions in the Pseudo-W data sample and bb̄+cc̄→ Xµ sample
to the impact parameter distribution in the data sample with TFractionFitter. Points with error bars are for
the data sample. The green (blue) histogram is for the Pseudo-W data (bb̄+ cc̄→ Xµ simulation) sample. The
open histogram is the fit result.

5.5.2 Punch Through Sample

Kaons or pions can punch through the ECAL and HCAL into muon chambers
and thus they can fake muons. As there are very low statistics in the sig-
nal region (pT > 20GeV/c) for the punch through sample which is derived
from randomly triggered events with the MBNoBias stripping line, a data
driven sample is produced with the following method. As described in sec-
tion 5.4.3, muons typically deposit a small amount of energy in calorimeters
while hadrons deposit much more energy than muons. Fig. 5.13 shows that
when EECAL+HCAL/P > 0.3c, there are very few muon candidates, while there
are lots of pions and kaons, thus a punch through data driven sample can be
derived by applying a requirement with EECAL+HCAL/P > 0.3c on the data
sample. Fig. 5.18 shows the relative energy deposition distribution of muon
candidates in the data sample. These muon candidates have fired the trigger
lines described in section 4.4.5.

The shape of the pT distribution in the punch through sample is taken from
the data driven sample. As described in section 5.4.3, the shape of the rela-
tive energy distribution for pions and kaons could be described by a Gaussian
distribution. Thus in order to estimate how many punch through background
events are expected in the signal region (EECAL+HCAL/P < 0.04c), a Gaussian
fit is applied to the relative energy deposition distribution in the data sample.
The fit range is from 0.3c to 2c. This fit is shown as the red curve in Fig. 5.18.
This curve is extrapolated to the signal region. The number of expected punch
through background events in the signal region then is obtained by integrat-
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ing the Gaussian fit with the relative energy deposition from 0c to 0.04c. The
normalisation of the punch through sample is estimated to be the number of
expected punch through background events divided by the number of observed
W candidates in the data sample. This normalisation is (0.19± 0.08)h.
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Figure 5.18: Relative energy deposition distribution of muon candidates in the data sample. The red curve is
a Gaussian fit.

5.5.3 Decay in Flight Sample

Pions and kaons can decay in flight into muons and neutrinos somewhere be-
tween the proton-proton interaction point and the ECAL (see Fig. 3.3). As
these muons deposit a small amount of energy in calorimeters, they are domi-
nant backgrounds in the signal region with EECAL+HCAL/P < 0.04c.

In order to avoid low statistics, a decay in flight data driven sample is pro-
duced to study this background. Tracks in this sample are selected from the
W2MuNoPIDs stripping line (see section 4.5). In order to make this sample
unbiased to any given process, it is required that each track in this sample does
not fire any trigger lines (TIS, trigger independent of signal). As no identifi-
cation information is associated with tracks in this sample and the transverse
momenta of these tracks are greater than 15 GeV/c, this sample is deemed as a
similar minimum bias sample with high pT particles in the final state. The pT
spectrum of muons from the pion or kaon decay is produced by weighting each
TIS track with its probability to decay into a muon. A minimum bias sample
with randomly triggered events selected from the MBNoBias stripping line (see
section 4.5) is utilised to determine the probability for pions and kaons to fake
muons, Probmis-ID. This probability is defined as the fraction of tracks in the
minimum bias sample identified as muons. Its distribution is fitted with the
following function [72]:

Probmis-ID = (1− e−
p0
P ) + (p1 · P + p2) , (5.5)

where p0, p1 and p2 are parameters in the fit, P is the hadron momentum.
The first term is an exponential function which describes the probability of
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pions and kaons decaying in flight into muons while the second term is a linear
term which describes the probability of kaons or pions punching through the
calorimeters into the muon chambers. Only the first term is used to weight the
TIS tracks.
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Figure 5.19: The probability of pions and kaons decaying into muons as a function of their momenta in the
whole η range. Points with error bars show the probability. The red line is a fit to the probability using the
function described in Eq. 5.5. The left plot is for the positive muons, the right is for the negative muons.

Fig. 5.19 shows the mis-identification probability distribution as a function
of hadron momenta in the whole η range for positive and negative hadrons.
The fit function is shown as the red curve in the plot. Empty bins are ignored
in the fit, thus the red curve on the empty bins is an extrapolation of the
fit. The mis-identification probability distributions in each η bin are shown in
Fig. 5.20. As the punch through component contributes at higher momentum
regions and there are not enough statistics at these regions for each η bin, the
mis-identification probability due to this component is constrained in the fit for
each η bin. For positive (negative) hadrons the parameters p1 and p2 in each
η bin are limited in the ranges of 7.4× 10−5 < p1 < 11.2× 10−5 (4.2× 10−5 <
p1 < 8.2 × 10−5) and −0.006 < p2 < −0.004 (−0.004 < p2 < −0.002). These
ranges are taken from the fit results in the whole η range.

Table 5.1 shows p0 values in five η bins for positive and negative hadrons.
These p0 values are inconsistent between positive and negative hadrons in the
second, third and fifth η bins. And they are also inconsistent between η bins
for positive and negative hadrons. This inconsistency between η bins could be
explained theoretically as follows. The mean decay length of pions is [72]

cτLab
π ≈ cτRest

π

mπ
· Pπ , (5.6)

where c is the speed of light in vacuum, τLab
π (τRest

π ) is the π mean life time in
the Lab (Rest) frame, mπ is the mass of π, Pπ is the momentum of π. Thus the
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probability of decay in fight in a region ∆z for pions is

1− e−∆z/cτLab
π = 1− e−∆z/55.8Pπ , (5.7)

In the LHCb detector, the maximum value of ∆z is 15 m, thus the maximum
p0 value for pions is 0.269. In the same way, we can get the decay in fight
probability for kaons as follows:

1− e−∆z/7.5PK , (5.8)

where PK is the momentum of kaons. The maximum p0 value for kaons is 1.994.
As the decay in flight sample is a mixture of pions and kaons, the maximum
value of p0 should be between 0.269 and 1.994. p0 values in Table 5.1 prove this
statement. The pseudo-rapidity, η, is a function of the polar angle between the
hadron momentum and the beam axis, θ: η = −ln[tanθ2 ]. For different η bins,
θ values are different and thus ∆z values are different. As a result, the decay
in flight probabilities in each η bin are different.

In each η bin, TIS tracks are reweighted with the Probmis-ID assigned to
that η bin. Five templates are utilised to describe the decay in flight sample.
Each template corresponds to the decay in flight sample in one η bin. The
normalisation for each template is free to vary in the pT spectrum fit.

Table 5.1: p0 values in five η bins. p+
0 is for the positive hadrons. p−0 is for negative hadrons.

η p+
0 p−0

2.0−2.5 0.16± 0.01 0.16± 0.01
2.5−3.0 0.200± 0.007 0.172± 0.006
3.0−3.5 0.205± 0.004 0.186± 0.004
3.5−4.0 0.225± 0.003 0.232± 0.009
4.0−4.5 0.303± 0.005 0.278± 0.004
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Figure 5.20: Probabilities of pions and kaons decaying into muons as a function of their momenta in each η
bin. The left (right) column is for positive (negative) hadrons.
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5.5.4 W → µνµ Simulation Sample

The LHCb simulation software of Gauss, Boole, Brunel and Moore described in
section 4.6 are utilised to produce a W → µνµ simulation sample. As described
in section 4.6.1, the default generator in Gauss is PYTHIA 6.4. Thus events
in the W → µνµ simulation sample contain leading-order (LO) information.
Another set of W → µνµ events have been generated by the POWHEG gener-
ator (see section 2.4.2) at next-leading-order (NLO). Only events generated at
LO by PYTHIA are fully simulated through the LHCb software. In order to
get fully simulated events at NLO, the pT spectrum generated by PYTHIA at
reconstruction level is reweighted with a K-factor distribution. The K-factor is
defined as the ratio between the cross-section calculated up to LO for a process
and the cross-section calculated up to NLO with the same process [102] and it
is written as K = σNLO

σLO
.

Fig. 5.21 shows muon pT spectra for the W → µνµ process at truth level in
the POWHEG (blue) and PYTHIA (red) samples. The muon spectrum is split
into five η bins. In each η bin, the left plot is for the positive muon spectrum
while the right plot is for the negative muon spectrum. The K-factor then
is calculated as the ratio between the number of events at truth level in the
POWHEG and PYTHIA samples. Fig. 5.22 shows the K-factor distribution.
This distribution is split into five η bins. In each η bin, the left plot is for the
positive muon while the right plot is for the negative muon. The red shaded
band is the uncertainty associated to the K-factor. As there are low statistics
in the high η bins and in the high pT regions, the K-factors in these regions
fluctuate a lot and the uncertainties on the K-factors are large.

Fig. 5.23 shows the muon pT spectrum generated by PYTHIA at reconstruc-
tion level for the W → µνµ process. This muon pT spectrum is reweighted
with the K-factor distribution bin by bin in order to get a spectrum at recon-
struction level with NLO information. The histogram with the blue (red) line
is the muon pT spectrum before (after) reweighting. The pT spectrum at re-
construction level is also split into five η bins. In each η bin, the left plot is
for the positive muon while the right plot is for the negative muon. Only the
reweighted muon pT spectrum at reconstruction level is used as a template in
the pT spectrum fit and its normalisation is free to vary in that fit.

99



5.5. TEMPLATES IN THE FIT CHAPTER 5. σW→µνµ MEASUREMENT AT LHCB

(GeV/c)
T

p

N
um

be
r 

of
 E

ve
nt

s/
(1

G
eV

/c
)

0

50

100

150

200

250

300

350

20 25 30 35 40 45 50 55 60 65 70 20 25 30 35 40 45 50 55 60 65 70

T
 Pνµ→POWHEG W

T
 True Pνµ→PYTHIA W

(a) 2.0 < η < 2.5

(GeV/c)
T

p

N
um

be
r 

of
 E

ve
nt

s/
(1

G
eV

/c
)

0

50

100

150

200

250

300

350

20 25 30 35 40 45 50 55 60 65 70 20 25 30 35 40 45 50 55 60 65 70

T
 Pνµ→POWHEG W

T
 True Pνµ→PYTHIA W

(b) 2.5 < η < 3.0

(GeV/c)
T

p

N
um

be
r 

of
 E

ve
nt

s/
(1

G
eV

/c
)

0

50

100

150

200

250

300

350

20 25 30 35 40 45 50 55 60 65 70 20 25 30 35 40 45 50 55 60 65 70

T
 Pνµ→POWHEG W

T
 True Pνµ→PYTHIA W

(c) 3.0 < η < 3.5

(GeV/c)
T

p

N
um

be
r 

of
 E

ve
nt

s/
(1

G
eV

/c
)

20

40

60

80

100

120

20 25 30 35 40 45 50 55 60 65 70 20 25 30 35 40 45 50 55 60 65 70

T
 Pνµ→POWHEG W

T
 True Pνµ→PYTHIA W

(d) 3.5 < η < 4.0

(GeV/c)
T

p

N
um

be
r 

of
 E

ve
nt

s/
(1

G
eV

/c
)

0

5

10

15

20

25

30

35

40

45

20 25 30 35 40 45 50 55 60 65 70 20 25 30 35 40 45 50 55 60 65 70

T
 Pνµ→POWHEG W

T
 True Pνµ→PYTHIA W

(e) 4.0 < η < 4.5

Figure 5.21: Muon pT distributions at truth level for the W → µνµ process in the POWHEG (blue) and
PYTHIA (red) samples. In each η bin, the left (right) is for positive (negative) muons.
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Figure 5.22: The histograms with blue lines are K-factor distributions in five η bins for the W → µνµ process.
In each η bin, the left (right) is for positive (negative) muons. The uncertainties on the K-factors are shown as
red shaded bands.
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Figure 5.23: Muon pT distributions generated at reconstruction level before (blue) and after (red) reweighting
for the W → µνµ process. In each η bin, the left (right) is for positive (negative) muons.
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5.5.5 Z → µµ Simulation Sample

The LHCb simulation software is also utilised to produce a Z → µµ simulation
sample. In this sample, there is only one high pT muon in the LHCb accep-
tance in one event. Z → µµ events generated by PYTHIA 6.4 contain LO
information. Another set of Z → µµ events are generated at NLO with the
POWHEG generator. The same procedure in section 5.5.4 is utilised here to
get a pT spectrum at reconstruction level with NLO information. Fig. 5.24
shows the K-factor distribution. The histogram with the blue (red) line in Fig.
5.25 is the muon pT spectrum before (after) reweighting.

The Z → µµ simulation sample normalisation is determined as the number
of reconstructed Z → µµ events which pass through candidate selection cuts
(see section 5.4) and are expected in the data sample, NZ→µµ

expected in data, divided

by the number of observed W candidates in the data sample. NZ→µµ
expected in data is

determined as follows:

NZ→µµ
expected in data = L · σZ→µµ · εZ→µµgenerator · εGEC ·NZ→µµ

observed in MC/N
Z→µµ
accepted in LHCb.(5.9)

Here L is the integrated luminosity of the data sample. σZ→µµ is the Z → µµ

process cross-section predicted at NNLO with the MSTW08 PDF set [103].
εGEC is the efficiency due to the global event cuts (see section 4.4.4). It is
defined as the fraction of events in the data sample which pass through the
global event cuts. NZ→µµ

observed in MC is the number of events observed in the Z →
µµ simulation sample in which candidate selection cuts (see section 5.4) and
trigger requirements (see section 4.4.5) are applied. εZ→µµgenerator is a generator
acceptance factor for the Z → µµ simulation. It is defined as the number of
events accepted in the LHCb acceptance, NZ→µµ

accepted in LHCb, divided by the number

of events generated in 4π space by PYTHIA, NZ→µµ
generated in 4π, and is written as

εZ→µµgenerator =
NZ→µµ

accepted in LHCb

NZ→µµ
generated in 4π

. (5.10)

Plugging Eq. 5.10 into Eq. 5.9, we can rewrite NZ→µµ
expected in data as follows:

NZ→µµ
expected in data = L · σZ→µµ ·NZ→µµ

observed in MC/N
Z→µµ
generated in 4π · εGEC . (5.11)

Inserting NZ→µµ
expected in data into the expression of the Z → µµ simulation sam-

ple normalisation, we get this normalisation as (8.0 ± 0.5 ± 0.9)%. The first
uncertainty is the statistical uncertainty. The second uncertainty is system-
atic uncertainty and is taken from the difference between the normalisations
estimated from simulation and data [51].
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Figure 5.24: The histograms with blue lines are K-factor distributions in five η bins for the Z → µµ process.
In each η bin, the left (right) is for positive (negative) muons. The uncertainties on the K-factors are shown as
red shaded bands.
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Figure 5.25: Muon pT distributions generated at reconstruction level before (blue) and after (red) reweighting
for the Z → µµ process. In each η bin, the left (right) is for positive (negative) muons.
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5.5.6 W → τντ Simulation Sample

The W → τντ simulation sample is also produced by the LHCb software. In
this sample, τ decays into a muon and neutrinos. The normalisation of the
W → τντ simulation sample is determined in the same way as the Z → µµ
simulation sample. It is (2.0± 0.2)%.

5.5.7 Z → ττ Simulation Sample

The Z → ττ simulation sample is also produced by the LHCb software. In this
sample, only one τ decays into a muon and neutrinos in the LHCb acceptance.
The normalisation of the Z → ττ simulation sample is determined in the same
way as the Z → µµ simulation sample. It is (0.39± 0.02)%.

The generator acceptance factors and cross-sections predicted at NNLO with
the MSTW08 PDF set for the Z → µµ, W → τντ and Z → ττ processes are
listed in Table 5.2

Table 5.2: Generator acceptance factors and cross-sections for the Z → µµ, W → τντ and Z → ττ processes.

Simulation sample Cross-section (mb) εgenerator

Z → µµ (9.6± 0.3)× 10−7 (37.0± 0.9)%
W → τντ (10.5± 0.3)× 10−6 (24.6± 0.7)%
Z → ττ (9.6± 0.3)× 10−7 (36.6± 0.4)%

5.6 Fit Result

A TFractionFitter fit to the pT spectrum has been carried out to determine the
purity of the signal W → µνµ sample. The way to perform the fit is described
as follows.

The data sample is described with one histogram (h1). The signal sample
is described with 10 histograms (h2 to h11). The decay in flight background
sample is described with 5 histograms (h12 to h16). Other background samples
(Z → µµ, Heavy Flavour, Punch through, W → τντ and Z → ττ) are described
with 5 histograms (h17 to h21), one for each background sample. For each of
these 21 histograms, the x-axis represents the muon’s pT , the y-axis represents
the number of events with the muon’s pT in a given pT range. The x range of
the histogram starts from 15 GeV/c and ends at 615 GeV/c, and the number
of bins in the histogram is 600. In the data sample, the pT of the positive
(negative) muon with 2.0 < ηµ < 2.5 is added with 0 (60) GeV/c and then
fills h1 in the x range 20-70 (80-130) GeV/c; the pT of the positive (negative)
muon with 2.5 < ηµ < 3.0 is added with 120 (180) GeV/c and then fills h1 in
the x range 140-190 (200-250) GeV/c; the pT of the positive (negative) muon
with 3.0 < ηµ < 3.5 is added with 240 (300) GeV/c and then fills h1 in the x
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range 260-310 (320-370) GeV/c; the pT of the positive (negative) muon with
3.5 < ηµ < 4.0 is added with 360 (420) GeV/c and then fills h1 in the x
range 380-430 (440-490) GeV/c; the pT of the positive (negative) muon with
4.0 < ηµ < 4.5 is added with 480 (540) GeV/c and then fills h1 in the x range
500-550 (560-610) GeV/c.

For the W → µν signal sample, the pT of the positive (negative) muon
with 2.0 < ηµ < 2.5 is added with 0 (60) GeV/c and then fills h2 (h3) in the
x range 20-70 (80-130) GeV/c; the pT of the positive (negative) muon with
2.5 < ηµ < 3.0 is added with 120 (180) GeV/c and then fills h4 (h5) in the x
range 140-190 (200-250) GeV/c; the pT of the positive (negative) muon with
3.0 < ηµ < 3.5 is added with 240 (300) GeV/c and then fills h6 (h7) in the x
range 260-310 (320-370) GeV/c; the pT of the positive (negative) muon with
3.5 < ηµ < 4.0 is added with 360 (420) GeV/c and then fills h8 (h9) in the x
range 380-430 (440-490) GeV/c; the pT of the positive (negative) muon with
4.0 < ηµ < 4.5 is added with 480 (540) GeV/c and then fills h10 (h11) in the x
range 500-550 (560-610) GeV/c.

For the decay in flight sample, the pT of the positive (negative) muon with
2.0 < ηµ < 2.5 is added with 0 (60) GeV/c and then fills h12 in the x range 20-70
(80-130) GeV/c; the pT of the positive (negative) muon with 2.5 < ηµ < 3.0 is
added with 120 (180) GeV/c and then fills h13 in the x range 140-190 (200-250)
GeV/c; the pT of the positive (negative) muon with 3.0 < ηµ < 3.5 is added
with 240 (300) GeV/c and then fills h14 in the x range 260-310 (320-370) GeV/c;
the pT of the positive (negative) muon with 3.5 < ηµ < 4.0 is added with 360
(420) GeV/c and then fills h15 in the x range 380-430 (440-490) GeV/c; the pT
of the positive muon with 4.0 < ηµ < 4.5 is added with 480 (540) GeV/c and
then fills h16 in the x range 500-550 (560-610) GeV/c.

The way to fill the histograms h17−h21 is the same as the way to fill h1. The
pT spectrum in h1 is fitted as the sum of the pT spectra in histograms h2− h21.
The fractions of h2 − h11 in h1 are free to vary in the fit, each fraction takes
one free parameter. The fractions of h12 − h16 in h1 are also free to vary in the
fit, each fraction takes one free parameter. The fractions of h17 − h21 in h1 are
constrained in the fit.

As a summary, this fit utilises 15 free parameters to describe the signal and
decay in flight background templates. The signal template is described with
10 parameters in which five parameters are for the positive muon pT spectra
in five η bins while the other five parameters are for the negative muon pT
spectra in five η bins. The decay in flight template is described with 5 free
parameters, each for one η bin. Since the decay in flight sample is produced
by reweighting the TIS track in the W2MuNoPID line with the probability of
kaons and pions decaying in flight into muons, the ratio between the positive
muon and negative muon in the decay in flight sample should be the same as
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the ratio between the TIS tracks with the positive charge and negative charge.
Other background template fractions in the data sample are constrained with
their normalisations. The methods to determine background normalisations are
described in section 5.5. Fig. 5.26 shows the template fit result. This fit result
is split into five subplots. Each subplot is for one η bin. Points with error bars
are for the data sample. The fit result is shown as the histogram with the red
line. Signal and background contributions are indicated by the key.

The fractions of h2− h11 (for the signal sample) and h12− h16 (for the decay
in flight template) are returned by the fit. The overall fraction of the signal
template is determined by adding the fractions of h2−h11 together. The overall
fraction of the decay in flight template is determined by adding the fractions of
h12− h16 together. The overall fractions of signal and decay in flight templates
are tabulated in Table 5.3. The purity of muons from the W bosons is about
79%. Table 5.4 shows the number of observed candidates for the W+ → µ+νµ

process, N
W+→µ+νµ
obs , and for the W− → µ−ν̄µ process, N

W−→µ−ν̄µ
obs , in each η bin

for the data sample. The uncertainty quoted is the statistical uncertainty and
it is taken as a square root of the number of observed candidates in each η bin
for positve and negative muons. Table 5.5 shows the number of events for the

W+ → µ+νµ background, N
W+→µ+νµ
bkg , and for the W− → µ−ν̄µ background,

N
W−→µ−ν̄µ
bkg , in five η bins. The uncertainty quoted is the statistical uncertainty

of the decay in flight sample returned by the fit. As the decay in flight sample is
described with five histograms h12 − h16, and these five histograms are utilised
in one fit, in order to make the fit successful, the increase of the fraction for one
histogram will result the increase of fractions for the other four histograms. As
a result, we assume that the uncertainty on the number of background events
returned by the fit are fully correlated between η bins.

Table 5.3: Fractions of the signal and decay in flight background templates in the data samples.

Sample Fraction

W+ → µ+νµ (44.5± 1.2)%
W− → µ−ν̄µ (34.8± 1.1)%

Decay in flight (9.6± 0.8)%

χ2/ndf 1.03

Table 5.4: Numbers of observed W+ → µ+νµ and W− → µ−ν̄µ candidates in each η bin for the data sample.

η N
W+→µ+νµ
obs N

W−→µ−ν̄µ
obs

2.0− 2.5 5400± 73 3354± 58
2.5− 3.0 5169± 72 3658± 60
3.0− 3.5 3183± 56 2907± 54
3.5− 4.0 1156± 34 1688± 41
4.0− 4.5 122± 11 254± 16
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Table 5.5: Numbers of W+ → µ+νµ and W− → µ−ν̄µ background events in five η bins.

η N
W+→µ+νµ
bkg N

W−→µ−ν̄µ
bkg

2.0− 2.5 1072± 35 948± 29
2.5− 3.0 939± 33 741± 21
3.0− 3.5 721± 34 545± 20
3.5− 4.0 276± 23 217± 12
4.0− 4.5 46± 11 38± 5
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Figure 5.26: pT distributions of signal and background templates are fitted to the pT distribution of the data
sample in five η bins. In each subplot, the left (right) histogram is for the positive (negative) muon pT spectrum.
The signal and background contributions are indicated by the key. In the key, “Data” refers to a data-driven
sample, “MC” refers to a simulation sample.
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5.7 Muon Track Detector Efficiency

As described at the beginning of section 5.5, in order to get the real number of
signal events, the correction factor, εµdetector, is applied. εµdetector is the detector
efficiency. It is a product of: the track reconstruction efficiency (εµtrack), the iden-
tification efficiency (εµid), and the trigger efficiency (εµtrig). The determinations
of εµtrack, εµid and εµtrig are shown in the following sections.

5.7.1 Muon Track Identification Efficiency

The muon track identification efficiency, εµid, is measured with a tag-and-probe
method [89] using a Z → µµ data sample. This sample is produced with the
Z0MuMuNoPIDs stripping line (see section 4.5). In the tag-and-probe method,
tag tracks are defined as tracks which satisfy track pre-selection requirements
(see section 5.2) as well as the muon identification requirement, IsMuon=1 (see
section 4.3.4). It is also required that tag tracks should fire the trigger lines (see
section 4.4.5) and their transverse momenta should be greater than 20 GeV/c.
Probe tracks are defined as tracks which satisfy track pre-selection requirements
and give an invariant mass of the dimuon pair in the range of 81 GeV/c2 <

mµµ < 101 GeV/c2 when combined with opposite charges of tag tracks. The
momenta of probe tracks should also be greater than 20 GeV/c. The invariant
mass distribution of dimuon pairs with tagging on µ− (µ+) and probing on µ+

(µ−) is shown in Fig. 5.27(a) (Fig. 5.27(b)).
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Figure 5.27: (a), the invariant mass distribution of dimuon pairs with tagging on µ− and probing on µ+ in the
Z → µµ data sample. (b) the invariant mass distribution of dimuon pairs with tagging on µ+ and probing on
µ− in the Z → µµ data sample. The data is shown as points with error bars. The solid (dashed) blue curve is
the crystal ball function (exponential function) fit.

This mass distribution is fitted with a crystal ball function plus an exponen-
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tial function. The crystal ball function is given by [104]:

f(x;α, n, x̄, σ) = N ·

{
exp(− (x−x̄)2

2σ2 ) for x−x̄
σ > −α

A · (B − x−x̄
σ )−n for x−x̄

σ ≤ −α
, (5.12)

where A = ( n
|α|)

n · exp(− |α|
2

2 ), B = n
|α| − |α|, N is a normalisation factor, α,

n, x̄, and σ are parameters which are fitted to the Z → µµ data sample. The
exponential function is given by:

f(x;α, β) = exp(−(α · x+ β)) , (5.13)

where α, β are parameters which are fitted to the Z → µµ data sample. The
fits are shown in Fig. 5.27(a) and Fig. 5.27(b). The dominant component of the
invariant mass distribution is the Z peak and it is described by the crystal ball
function (solid blue curve). The remnant component represents the background
contribution and it is described by the exponential function (dashed blue curve).
As the invariant mass of dimuon pairs is in the range 81 GeV/c2 < mµµ < 101
GeV/c2, most of background events are removed.

Table 5.6: Identification efficiencies in five η bins. In the third η bin, εµ
+

id is calculated by inverting the
probability in the binomial process with Bayes’ Theorem [105]. Other uncertainties are binomial errors.

η εµ
−

id εµ
+

id εµid
2.0− 2.5 (98.7± 0.7)% (99.1± 0.5)% (98.9± 0.4)%
2.5− 3.0 (99.0± 0.6)% (98.4± 0.7)% (98.7± 0.5)%

3.0− 3.5 (98.5± 0.7)% 1+0
−0.004 (99.3± 0.4)%

3.5− 4.0 (97.6± 1.2)% (97.9± 1.2)% (97.8± 0.8)%
4.0− 4.5 (98.8± 1.2)% (95.8± 2.4)% (97.4± 1.3)%
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Figure 5.28: Muon identification efficiencies calculated from data and simulation.

The muon identification efficiency is defined as the fraction of probe tracks
which are identified as muons with the IsMuon requirement. The identification
efficiencies for positive muons, εµ

+

id , and negative muons, εµ
−

id , in five η bins are
tabulated in Table 5.6 and they are shown as dots with blue error bars in Fig.

112



CHAPTER 5. σW→µνµ MEASUREMENT AT LHCB 5.7. MUON TRACK DETECTOR EFFICIENCY

5.28. The application of the identification procedure is considered as a binomial
process. Thus the uncertainties quoted in Table 5.6 are binomial errors. As εµ

+

id

is consistent with εµ
+

id in each η bin, a charge unbiased efficiency, εµid, is calculated
and it is tabulated in the fourth column of Table 5.6. Only εµid is utilised in the
W cross-section calculation. In order to make a comparison between data and
simulation, another set of muon identification efficiencies (dots with red error
bars) are calculated with a Z → µµ simulation sample. General agreement is
achieved between efficiencies calculated from data and simulation.

5.7.2 Muon Track Reconstruction Efficiency

The muon track reconstruction efficiency, εµtrack, is measured with the tag-and-
probe method (see section 5.7.1) [89]. Tag tracks are defined as long tracks
which are reconstructed from the W2Mu stripping line (see section 4.5) and are
identified as muons with IsMuon=1. In order to make sure that the tag track
is not a ghost track, it is required that the tag track χ2 probability (see section
5.2.1) should be greater than 0.01 and its relative momentum resolution σP/P
(see section 5.2.3) should be smaller than 0.1. It is also required that tag tracks
should fire the trigger lines (see section 4.4.5) and their transverse momenta
should be greater than 20 GeV/c. Probe tracks are reconstructed with hits in
the muon system (see section 3.2.6) and TT detector (see section 3.2.3). Probe
tracks have opposite charges to tag tracks.

Figure 5.29: A schematic plot of the tag-and-probe method for the muon track reconstruction efficiency
determination. The red solid (black dashed) curve is a tag (probe) track. The hits are shown are yellow areas.

Fig. 5.29 is a schematic plot of the tag-and-probe method for the muon
track reconstruction efficiency determination. As described in section 4.1.2,
long tracks are reconstructed with hits in the VELO and T stations only. As
TT hits are now added, the long track fit is biased. But the pattern recognition
of long tracks is not affected as TT hits are not utilised in this recognition. As
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a result, the bias is minimal. As these long tracks are minimally biased, we
can associate muon-TT tracks to these long tracks in order to work out the
tracking efficiency. The requirement applied on the muon-TT probe track is
that its transverse momentum is greater than 20 GeV/c and its pseudo-rapidity
is in the range of 2.0 < η < 4.5. The requirement on the tag and probe track
combination is that its invariant mass is in the range 61 GeV/c2 < Mtag-probe <
121 GeV/c2 and its dimuon acoplanarity [106] is smaller than 2.5 radians.

Fig. 5.30 shows the invariant mass distributions of the tag and probe tracks
combinations. The left (right) plot is for the case with the tag on µ+ (µ−) track
and the probe on the µ− (µ+) track. The mass distribution is fitted with the
crystal ball function (see Eq. 5.12) plus the exponential function (see Eq. 5.13).
The data sample is shown as points with error bars. The solid (dashed) blue
line is the crystal ball (exponential) function. The momentum resolution of the
muon-TT probe track is relatively poor. This is reflected by the large width of
the Z peak (σtag µ+, probe µ− = 10.8 GeV/c2, σtag µ−, probe µ+ = 9.8 GeV/c2).
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Figure 5.30: Invariant mass distributions of the tag and probe track combinations.

Table 5.7: Track reconstruction efficiencies in five η bins. The uncertainties quoted are binomial errors.

η εµ
−

track εµ
+

track εµtrack

2.0− 2.5 (79.2± 3.3)% (79.9± 3.0)% (79.6± 2.2)%
2.5− 3.0 (85.5± 2.7)% (82.5± 2.8)% (83.9± 2.0)%
3.0− 3.5 (91.5± 2.3)% (94.0± 1.8)% (92.8± 1.5)%
3.5− 4.0 (92.0± 3.1)% (91.4± 3.5)% (92.0± 2.3)%
4.0− 4.5 (92.9± 4.9)% (95.7± 4.3)% (94.1± 3.3)%

The muon track reconstruction efficiency is defined as the fraction of probe
tracks which have an associated long track in the event 6. If there are TT hits
in a long track, then a muon-TT probe track is associated to that long track if
at least 40% of muon chamber hits and 60% of TT hits of that probe muon-TT

6It is required that the associated long track’s χ2 probability is greater than 1% and it relative momentum resolution σP /P is
smaller than 0.1.
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track are in common with that long track. If there is no TT hit in a long track,
then a muon-TT track is associated to that long track only if at least 40% of
muon chamber hits of that probe muon-TT track are in common with that long
track. The track reconstruction efficiencies in five η bins for positive muons,
εµ

+

track, and negative muons, εµ
−

track, are tabulated in Table 5.7 and they are shown
as dots with blue error bars in Fig. 5.31. No charge bias is found between these
two efficiencies. Thus these two efficiencies are combined together as εµtrack (see
the fourth column of Table 5.7). Only εµtrack is utilised in the W cross-section
calculation. In order to make a comparison with simulation, another set of
tracking efficiencies are evaluated with a Z → µµ simulation sample at truth
level. In this sample, one muon is reconstructed in the event, the other muon
is checked whether it is reconstructed to be a long track with a χ2 probability
greater than 1% and a relative momentum resolution σP/P smaller than 0.1.
As the relative amount of badly reconstructed tracks in simulation is less than
the relative amount of badly reconstructed tracks in data (see Fig. 5.7(b)), the
tracking efficiencies in simulation are higher than the efficiencies in data.
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Figure 5.31: Muon track reconstruction efficiencies calculated from data and simulation.

5.7.3 Muon Track Trigger Efficiency

The muon track trigger efficiency for the W → µνµ process, εµtrig, is determined
as a product of two factors: one factor is the efficiency due to firing trigger
lines, εµtrig lines (see section 4.4.5); the other factor is the efficiency due to global
event cuts, εGEC (see section 4.4.4).

A Z → µµ data sample is utilised to calculate εµtrig lines. This sample is
produced from the Z02MuMu stripping line (see section 4.5). In the Z → µµ
data sample, it is required that each muon in the dimuon pair from the Z boson
is greater than 20 GeV/c. It is also required that the invariant mass of the
dimuon pair is in the range of 81 GeV/c2 < mµµ < 101 GeV/c2. Additionally
the track pre-selection requirements (see section 5.2) have been applied to muon
candidate tracks in the Z → µµ data sample.
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εµtrig lines is measured with the tag-and-probe method (see section 5.7.1) [89].
The tag track is defined as the muon track which fires the trigger lines (see
section 4.4.5). The probe track is another muon track from the dimuon pair of
the Z boson. εµtrig lines then is calculated as the fraction of probe tracks which
fire the trigger lines. The efficiencies of the positive (negative) probe muon

firing the trigger lines in five η bins, εµ
+

trig lines (εµ
−

trig lines), are tabulated in Table

5.8 and they are shown as dots with blue error bars in Fig. 5.32. εµ
+

trig lines and

εµ
+

trig lines are consistent within uncertainties. Thus we combine them together
and get a charge unbiased efficiency, εµtrig lines. Only εµtrig lines is utilised in the W
cross-section calculation. In order to compare data with simulation, another
set of efficiencies for muons to fire trigger lines (dots with red error bars) are
calculated with a Z → µµ simulation sample. The behaviour in the data sample
is not so compatible with the simulation sample in the first, second, fourth and
fifth η bins. It is assumed that this discrepancy between the trigger efficiencies
calculated with data and simulation is due to the imperfect trigger emulation
in the simulation.

Table 5.8: Efficiencies of the probe muon track firing trigger lines in five η bins. The uncertainties quoted are
binomial errors.

η εµ
−

trig lines εµ
+

trig lines εµtrig lines

2.0− 2.5 (83.6± 2.2)% (81.6± 2.2)% (82.5± 1.5)%
2.5− 3.0 (86.2± 2.1)% (83.2± 2.1)% (84.6± 1.5)%
3.0− 3.5 (78.3± 2.5)% (79.1± 2.5)% (78.7± 1.8)%
3.5− 4.0 (72.7± 3.5)% (72.7± 3.8)% (72.7± 2.6)%
4.0− 4.5 (63.9± 5.3)% (61.8± 5.9)% (62.9± 3.9)%
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Figure 5.32: Efficiencies for muons to fire trigger lines in data and simulation.

In order to calculate the global event cut efficiency for the W → µνµ process,
the Pseudo-W data sample described in section 5.3 has been used. Since the
global event cuts (GECs) are applied on the Pseudo-W data sample event by
event, the GECs efficiency can not be determined by the tag-and-probe method
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[89].
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Figure 5.33: Distributions of the number of VELO clusters (a), the number of clusters in the IT station (b),
the number of clusters in the OT station (c), and the multiplicity of SPD (d) for the Pseudo-W data sample.
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Figure 5.34: The number of VELO clusters distribution for events with only one primary vertex (a) and 3
primary vertices (b) in the Pseudo-W data sample.

Fig. 5.33 shows the distributions of the number of VELO clusters, the number
of clusters in the IT station, the number of clusters in the OT station and the
SPD multiplicity for the Pseudo-W data sample. The vertical line in each
subplot shows the cuts applied in the GEC. Judging from these subplots only
the GEC with the number of VELO clusters on the events in the Pseudo-W
data sample is inefficient.
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Fig. 5.34(a) shows the number of VELO clusters (NVC) distribution for
events with only one primary vertex in the Pseudo-W data sample. The NVC
is below 3000 for every event. It can be assumed that the GEC efficiency
on events with one primary vertex is about 100%. Fig. 5.34(b) shows that
NVC distribution for events with three primary vertices in the Pseudo-W data
sample. It is clear that there are some events with NVC above 3000 before the
application of GECs. The conclusion is that the GEC efficiency is not 100% for
events with multiple PVs in the Pseudo-W data sample.

In order to calculate the GECs efficiency, the shape of the NVC distribution
for events before the application of GECs in the Pseudo-W data sample should
be predicted. This prediction is done with the application of a MBNoBias
sample. The MBNoBias sample is produced from the MBNoBias stripping
line (see section 4.5). Events in this sample are randomly triggered. The
prediction is obtained as follows. The number of VELO clusters for events
with N PVs before the application of GECs in the Pseudo-W data sample,
NVCBefore GECs

NPVs , is predicted as the sum of the number of VELO clusters for
events with 1 primary vertex after the application of GECs in the Pseudo-W
data sample, NVCAfter GECs

1PV , and the number of VELO clusters for randomly
triggered events containing (N-1) PVs in the MBNoBias sample, NVCMBNoBias

(N-1)PVs .
Simply adding these two numbers will double count the clusters from events
containing 0 vertex. Thus the number of VELO clusters in randomly triggered
events containing 0 vertex, NVCMBNoBias

0PV , should be subtracted in order to get
the correct number of clusters in events containing N PVs. The method to do
the prediction can be shown in a more clear way as follows:

NVCBefore GECs
NPVs = NVCAfter GECs

1PV + NVCMBNoBias
(N-1)PVs − NVCMBNoBias

0PV . (5.14)

Fig. 5.35 shows the predicted NVC distributions for events containing up to 7
PVs before the application of GECs and the NVC distributions for events with
the same number of PVs after the application of GECs in the Pseudo-W data
sample. The agreement between the predicted NVC distribution before the
application of GECs and the NVC distribution after the application of GECs
for the Pseudo-W data sample in the region with NVC< 3000 confirms the
hypothesis described in Eq. 5.14.

The efficiency due to GECs for NPVs (εNPVs
GEC ) is the integral of the predicted

NVC distribution with the NVC smaller than 3000 divided by the integral of the
total predicted NVC distribution for the Pseudo-W data sample. The overall ef-
ficiency due to GECs is determined as a weighted average of the efficiencies with
different PVs. The weighting for each εNPVs

GEC is the number of events containing
N PVs divided by the number of events containing all PVs in the Pseudo-W
data sample before the application of GECs. The εNPVs

GEC and weighting for each
number of PVs are tabulated in Table 5.9. The total GECs efficiency for the
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W → µνµ process is εGEC = (91.1± 0.6)%.
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Figure 5.35: Predicted NVC distributions before the application of GECs (the histogram with the blue line)
and NVC distributions after the application of GECs (points with error bars) for events containing 2 to 7 PVs
in the Pseudo-W data sample.

Table 5.9: The εNPVs
GEC and weighting for each number of PVs. The uncertainties quoted are binomial errors.

PVs εNPVs
GEC Weighting

1 1± 0 30.1%
2 (98.4± 0.6)% 32.9%
3 (89.4± 1.7)% 22.7%
4 (71.3± 3.9)% 9.2%
5 (45.8± 7.2)% 3.3%
6 (23.5± 10.3)% 1.2%
7 (11.3± 10.6% 0.1%

As described at the beginning of this section, εµtrig is a product of εµtrig lines and
εGEC, thus we combine these two factors and tabulate the products in Table
5.10.

Table 5.10: Muon trigger efficiencies in five η bins.

η εµ
−

trig εµ
+

trig εµtrig
2.0− 2.5 (76.2± 2.1)% (74.3± 2.1)% (75.2± 1.5)%
2.5− 3.0 (78.5± 2.0)% (75.8± 2.0)% (77.1± 1.5)%
3.0− 3.5 (71.3± 2.3)% (72.1± 2.3)% (71.7± 1.7)%
3.5− 4.0 (66.2± 3.2)% (66.2± 3.5)% (66.2± 2.4)%
4.0− 4.5 (58.2± 4.8)% (56.3± 5.4)% (57.3± 3.6)%
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5.8 Muon Track Selection Efficiency

As described at the beginning of section 5.5, the real number of signal events is
underestimated due to candidate selection cuts. In order to correct the ineffi-
ciency, the selection efficiency is applied. The candidate selection cuts applied
on the muon candidates with 20 GeV/c< pµT < 70 GeV/c are listed in Table
5.11.

Table 5.11: Candidate selection cuts applied on the muon candidates with 20 GeV/c< pµT < 70 GeV/c.

Variables Requirements
pExtra
T < 2 GeV/c

Unbiased IP < 0.04 mm
EECAL+HCAL/pc < 0.04
“Charged” pcone

T < 2 GeV/c
“Neutral”pcone

T < 2 GeV/c

Table 5.12: Selection efficiencies calculated from the Pseudo-W data sample (the second column), differences
between selection efficiencies calculated from the W → µνµ and Z → µµ simulation samples (the third column)
and corrected selection efficiencies for the W → µνµ process (the fourth column) in five η bins.

η εPseudo-W Data
selection ∆εMC

selection εµselection

2.0− 2.5 (52.9± 1.6)% (−1.2± 0.6)% (51.7± 1.7)%
2.5− 3.0 (65.6± 1.7)% (−0.9± 0.6)% (64.7± 1.8)%
3.0− 3.5 (68.9± 1.8)% (−0.6± 0.8)% (68.3± 1.9)%
3.5− 4.0 (71.4± 2.3)% (−2.6± 1.0)% (68.8± 2.5)%
4.0− 4.5 (33.2± 3.5)% (1.9± 1.7)% (35.1± 3.9)%

Since the NTThits > 0 requirement (see section 5.2.2) is not taken into con-
sideration when the muon track reconstruction efficiency (see section 5.7.2) is
calculated, the efficiency for the NTTHits > 0 cut is included in this selection
efficiency. As described in section 5.4, the Pseudo-W data sample (see section
5.3) is in general agreement with the W → µνµ simulation sample. Thus this
data sample is utilised to determine the selection efficiency, εPseudo-W Data

selection (see
the second column of Table 5.12). No charge bias is observed between selec-
tion efficiencies for positive and negative muons. The uncertainties quoted on
εPseudo-W Data

selection are binomial errors. However, as the pT spectrum is harder in
the Z → µµ decay than in the W → µνµ decay, a difference is observed in
the relative energy deposition distributions of the Pseudo-W data sample and
W → µνµ simulation sample. As a result, the selection efficiency calculated
with the Pseudo-W data sample is different to the efficiency calculated with
the W → µνµ simulation sample. This selection efficiency difference, ∆εMC

selection

(see third column of Table 5.12), is estimated with W → µνµ and Z → µµ
simulation samples and it is utilised to correct the selection efficiency calcu-
lated from the Pseudo-W data sample. The uncertainties quoted on ∆εMC

selection

is evaluated by adding binomial uncertainties of efficiencies calculated from
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these two simulation samples in quadrature. The fourth column of Table 5.12
shows the corrected selection efficiency for the Pseudo-W data sample in each
η bin, εµselection. The uncertainties quoted on εµselection is determined by adding
uncertainties on εPseudo-W Data

selection and ∆εMC
selection in quadrature.

5.9 Muon Track Acceptance Efficiency

As described in the beginning of section 5.5, in order to calculate the W → µνµ
cross-section in the fiducial phase-space with the muon pT greater than 20
GeV/c, the number of signal events in the muon pT range between 20 GeV/c
and 70 GeV/c has to be corrected with the acceptance efficiency. This efficiency
is defined as the number of signal events with 20 GeV/c < pT < 70 GeV/c di-
vided by the number of signal events with pT > 20 GeV/c. Since there are
not enough statistics with pT > 70 GeV/c and events only contain LO infor-
mation in the W → µνµ simulation sample, the POWHEG simulation sample
(see section 5.5.4) is utilised instead to calculate the acceptance efficiency. Ta-
ble 5.13 shows the acceptance efficiency in five η bins for the positive muon,
εµ

+

acceptance, and for the negative muon, εµ
−

acceptance. The charge unbiased accep-
tance efficiencies, εµacceptance, in five eta bins are shown in the fourth column of
Table 5.13. Only εµacceptance is utilised in the W cross-section calculation. The
application of the fiducial phase-space cut is considered as a binomial process,
thus the uncertainties quoted in Table 5.13 are binomial errors. In the last η
bin, the acceptance efficiencies are determined by inverting the probability in
the binomial process with Bayes’ Theorem.

Table 5.13: Acceptance efficiencies for the W → µνµ process in five η bins.

η εµ
+

acceptance εµ
−

acceptance εµacceptance

2.0− 2.5 (99.19± 0.04)% (98.50± 0.05)% (98.88± 0.03)%
2.5− 3.0 (99.52± 0.03)% (99.08± 0.05)% (99.30± 0.03)%
3.0− 3.5 (99.78± 0.03)% (99.58± 0.03)% (99.66± 0.02)%
3.5− 4.0 (99.94± 0.03)% (99.90± 0.02)% (99.91± 0.02)%

4.0− 4.5 1+0
−0.0005 1+0

−0.0001 1+0
−0.0001

5.10 Final State Radiation

As described at the beginning of section 5.5, in order to make a consistent
comparison with theoretical predictions, where the QED FSR is not present,
the W cross-section measurements in data are corrected to Born level. In order
to estimate the FSR corrections, the PHOTOS generator [107], interfaced to
the PYTHIA generator, is utilised. The FSR correction factor is given by the
difference of cross-sections estimated by PYTHIA (pre-FSR) and PHOTOS
(post-FSR). The pT spectrum of W bosons in PHOTOS have been reweighted
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to the NNLO W boson pT distribution generated by DYNNLO [108, 109]. Table
5.14 shows the FSR correction factors, σW

FSR, in each η bin as well as in the whole
η range for the W+ and W− cross-sections. The uncertainty quoted in the table
is the maximum of statistical uncertainties on the corrections with re-weighting
and without re-weighting the W boson pT to NNLO.

Table 5.14: FSR correction factors in each η bin as well as in the whole η range for the W+ and W− cross-
sections.

η σW+

FSR (pb) σW−

FSR (pb)
2.0− 2.5 5.05± 0.15 2.89± 0.16
2.5− 3.0 2.01± 0.05 3.01± 0.07
3.0− 3.5 1.59± 0.09 2.07± 0.05
3.5− 4.0 0.58± 0.03 1.73± 0.08
4.0− 4.5 0.01± 0.01 0.66± 0.03
2.0− 4.5 9.24± 0.14 10.36± 0.13

5.11 σW→µνµ Determination

5.11.1 Differential Cross-Section Determination

The cross-section of the W boson decaying into a muon and a neutrino is
measured in the fiducial phase-space with pµT > 20 GeV/c and 2.0< ηµ < 4.5.

As described at the beginning of section 5.5, the cross-section in each pseudo-
rapidity bin, ηi, is calculated with the following formula:

σW→µνµ(ηi) =
NW

obs(ηi)−NW
bkg(ηi)∫

L · εµdetector(ηi) · ε
µ
selection(ηi) · εµacceptance(ηi)

+ σW
FSR(ηi), (5.15)

where
∫
L is the integrated luminosity of the data sample used in this anal-

ysis,
∫
L = 37.1 ± 1.3 pb−1. NW

obs(ηi) is the number of observed W → µνµ
candidates in a given η bin (see Table 5.4). NW

bkg(ηi) is the estimated number
of background events in a given η bin (see Table 5.5). εµdetector(ηi) is the over-
all detector efficiency which is a product of the muon charge unbiased track
identification efficiency, εµid, (see Table 5.6), the muon charge unbiased track
reconstruction efficiency, εµtrack, (see Table 5.7) and the muon charge unbiased
track trigger efficiency, εµtrig, (see Table 5.10) in a given η bin. εµselection(ηi) is
the muon charge unbiased track selection efficiency in a given η bin (see Table
5.12). εµacceptance(ηi) is the muon charge unbiased track acceptance efficiency in
a given η bin (see Table 5.13). σW

FSR(ηi) is the QED FSR correction to the W
cross-section in a given η bin (see Table 5.14).

The total cross-section then is determined by summing over the cross-sections
in each η bin:

σW→µνµ(p
µ
T > 20 GeV/c, 2.0 < ηµ < 4.5) =

∑
ηi

σW→µνµ(ηi) . (5.16)
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Table 5.15 shows the differential as well as total cross-sections for the W+ →
µ+νµ and W− → µ−ν̄µ processes. In this table, the first uncertainty is the sta-
tistical uncertainty (see section 5.11.2), the second uncertainty is the systematic
uncertainty and the third uncertainty is due to the luminosity determination
(see section 5.11.3).

Table 5.15: The differential as well as total cross-sections for the W+ → µ+νµ and W− → µ−ν̄µ processes.

η σW+→µ+νµ (pb) σW−→µ−ν̄µ (pb)

2.0− 2.5 390.8± 6.6± 19.3± 13.5 217.3± 5.2± 11.6± 7.5
2.5− 3.0 280.4± 4.7± 11.9± 9.8 195.0± 4.0± 8.5± 6.7
3.0− 3.5 149.3± 3.4± 6.4± 5.2 143.8± 3.2± 6.0± 5.0
3.5− 4.0 58.5± 2.2± 3.7± 2.0 98.6± 2.7± 5.6± 3.4
4.0− 4.5 11.1± 1.6± 2.2± 0.4 32.3± 2.3± 4.3± 1.1

2.0− 4.5 890.1± 9.2± 26.4± 30.9 687.0± 8.1± 19.6± 23.7

5.11.2 Statistical Uncertainty on the Cross-Section

The statistical uncertainty on the cross-section in each η bin, ∆σstat.(ηi), is
calculated as follows:

∆σstat.(ηi) =
∆NW

obs(ηi)∫
L · εµdetector(ηi) · ε

µ
selection(ηi) · εµacceptance(ηi)

, (5.17)

where ∆NW
obs(ηi) is the statistical uncertainty on the number of observed events,

and is determined as the square root of the number of observed events in the
data sample (see Table 5.4). The statistical uncertainties on the differential
cross-sections are shown in Table 5.15. The statistical uncertainties on the total
cross-sections are determined by summing over the statistical uncertainties in
each η bin in quadrature.

5.11.3 Systematic Uncertainty on the Cross-Section

There are several sources for the systematic uncertainties: the background es-
timation; the background template normalisation; the detector efficiency de-
termination; the selection efficiency determination; the acceptance efficiency
determination; the luminosity determination and the FSR correction. Each of
these sources now is described in detail.

Systematic Uncertainty from the Background Estimation

The systematic uncertainty on the cross-section due to the background estima-
tion in a given η bin , ∆σbkg(ηi), is calculated as follows:

∆σbkg(ηi) =
∆NW

bkg(ηi)∫
L · εµdetector(ηi) · ε

µ
selection(ηi) · εµacceptance(ηi)

, (5.18)
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where ∆NW
bkg(ηi) is the statistical uncertainty on the number of estimated back-

ground events in a given η bin, as returned by the pT spectrum fit (see Table
5.5). The systematic uncertainties from the background estimation on the cross-
sections for the W+ → µ+νµ and W− → µ−ν̄µ processes in each η bin as well
as in the whole η range are shown in Table 5.16. As described in section 5.6,
the statistical uncertainties on the number of estimated background events are
correlated between η bins, thus the systematic uncertainties on the total cross-
sections due to the background estimation are determined by summing over the
uncertainties in each η bin linearly.

Table 5.16: Systematic uncertainties from the background estimation on the differential and total cross-sections
for the W+ → µ+νµ and W− → µ−ν̄µ processes.

η ∆σW+→µ+νµ (pb) ∆σW−→µ−ν̄µ (pb)

2.0− 2.5 ±3.2 ±2.6
2.5− 3.0 ±2.2 ±1.4
3.0− 3.5 ±2.1 ±1.2
3.5− 4.0 ±1.5 ±0.8
4.0− 4.5 ±1.6 ±0.7

2.0− 4.5 ±10.5 ±6.7

Systematic Uncertainty from the Background Template Normalisation

The systematic uncertainty on the cross-section due to the background template
normalisation is determined by varying the fractions of two main background
templates (Z → µµ and W → τν) by ±1σ. After each background template
fraction variation, the pT spectrum fit is performed again to determine the new
fractions of signal and background templates. Then new differential and total
W cross-sections are determined. Finally, the systematic uncertainty due to
this background template fraction variation (see Table 5.15) is determined as
the largest difference between the new and original cross-sections.

Table 5.17: Differences between the new fractions after the Z → µµ template fraction variations and original
fractions in Table 5.3. The second and third columns show the differences due to the ±0.9% variation. The
fourth and fifth columns show the differences due to the ±0.5% variation.

Sample ∆% (+1 syst. σ) ∆% (-1 syst. σ) ∆% (+1 stat. σ) ∆% (-1 stat. σ)
W+ → µ+νµ −0.32% +0.32% −0.18% +0.17%
W− → µ−ν̄µ −0.40% +0.41% −0.22% +0.22%

Decay in flight −0.15% +0.13% −0.07% +0.09%
Z → µµ +0.90% −0.90% +0.50% −0.50%

The fraction of the Z → µµ template is varied by ±0.5% 7 and ±0.9% 8 sep-
arately (see section 5.5.5). Table 5.17 shows differences between the new frac-
tions after these two template fraction variations and original fractions in Table

7Statistical uncertainty on the Z → µµ fraction
8Systematic uncertainty on the Z → µµ fraction
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5.3. The observed differences on the differential and total W cross-sections are
determined by adding the differences due to these two template fraction vari-
ations in quadrature (see Table 5.18). It is assumed that the differences on
the cross-sections in each η bin are correlated, thus the differences on the total
cross-sections are determined by adding the differences in each η bin linearly.

Table 5.18: Observed differences on the differential and total W cross-sections due to the Z → µµ template
fraction variations. The differences in brackets are due to the −1σ variation.

η ∆σW+→µ+νµ (pb) ∆σW−→µ−ν̄µ (pb)

2.0− 2.5 −4.03(+3.96) −4.38(+4.33)
2.5− 3.0 −2.19(+2.16) −2.66(+2.64)
3.0− 3.5 −0.98(+0.95) −1.43(+1.40)
3.5− 4.0 −0.36(+0.34) −0.68(+0.68)
4.0− 4.5 −0.06(+0) −0.24(+0.21)

2.0− 4.5 −7.61(+7.40) −9.39(+9.26)

The fraction of the W → τντ template is varied by ±0.2% (see section
5.5.6). Table 5.19 shows differences between the new fractions after this tem-
plate fraction variations and original fractions. The observed differences on the
differential and total W cross-sections due to this template fraction variation
are tabulated in Table 5.20.

Table 5.19: Differences between the new fractions after the W → τντ template fraction variations and original
fractions.

Sample ∆% (+1σ) ∆% (-1σ)
W+ → µ+νµ −0.06% +0.07%
W− → µ−ν̄µ −0.04% +0.13%

Decay in flight −0.12% +0.11%
W → τντ +0.20% −0.20%

Table 5.20: Observed differences on the differential and total W cross-sections due to the W → τντ template
fraction variation. The differences in brackets are due to the −1σ variation.

η ∆σW+→µ+νµ (pb) ∆σW−→µ−ν̄µ (pb)

2.0− 2.5 −0.73(+0.71) −0.21(+0.20)
2.5− 3.0 −0.47(+0.47) −0.15(+0.15)
3.0− 3.5 −0.26(+0.43) −0.20(+0.29)
3.5− 4.0 −0.07(+0.05) −0.11(+0.10)
4.0− 4.5 −0.06(+0.02) −0.09(+0.08)

2.0− 4.5 −1.59(+1.68) −0.76(+0.82)

It is assumed that systematic uncertainties due to each background template
fraction variation are uncorrelated, thus the systematic uncertainty in each η
bin due to these two template fraction variations is determined by adding the
largest systematic uncertainty from each variation in quadrature. The system-
atic uncertainty due to these two template fraction variations in the whole η
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range then is determined by adding the systematic uncertainty in each η bin
linearly (see Table 5.21).

Table 5.21: Total systematic uncertainties in each η bin as well as the whole η range due to background
template fraction variations.

η ∆σW+→µ+νµ (pb) ∆σW−→µ−ν̄µ (pb)

2.0− 2.5 ±4.10 ±4.39
2.5− 3.0 ±2.24 ±2.66
3.0− 3.5 ±1.07 ±1.46
3.5− 4.0 ±0.37 ±0.69
4.0− 4.5 ±0.08 ±0.26

2.0− 4.5 ±7.79 ±9.43

Systematic Uncertainty from the Detector Efficiency Determination

The systematic uncertainty on the cross-section due to the muon track iden-
tification (reconstruction, trigger) efficiency determination in a given η bin,
∆σεµid(ηi) (∆σεµtrack

(ηi), ∆σεµtrig(ηi)), is calculated as follows 9:

∆σεµid(ηi) =

(
NW

obs(ηi)−NW
bkg(ηi)

)
·∆εµid(ηi)∫

L · εµid(ηi) · εµdetector(ηi) · ε
µ
selection(ηi) · εµacceptance(ηi)

∆σεµtrack
(ηi) =

(
NW

obs(ηi)−NW
bkg(ηi)

)
·∆εµtrack(ηi)∫

L · εµtrack(ηi) · εµdetector(ηi) · ε
µ
selection(ηi) · εµacceptance(ηi)

∆σεµtrig(ηi) =

(
NW

obs(ηi)−NW
bkg(ηi)

)
·∆εµtrig(ηi)∫

L · εµtrig(ηi) · ε
µ
detector(ηi) · ε

µ
selection(ηi) · εµacceptance(ηi)

, (5.19)

where ∆εµid(ηi) (∆εµtrack(ηi), ∆εµtrig(ηi)) is the uncertainty of εµid(ηi) (εµtrack(ηi),
εµtrig(ηi)) in a given η bin (see Tables 5.6, 5.7 and 5.10).

Since εµid(ηi), ε
µ
trig(ηi) and εµtrack(ηi) are uncorrelated with each other, and

εµdetector(ηi) is a product of these three efficiencies, the systematic uncertainty
from the εµdetector(ηi) determination, ∆σεµdetector

(ηi), then is determined as follows:

∆σεµdetector
(ηi) =

√(
∆σεµid(ηi)

)2
+
(
∆σεµtrack

(ηi)
)2

+
(

∆σεµtrig(ηi)
)2

. (5.20)

∆σεµdetector
in each η bin as well as in the whole η range are tabulated in Table

5.22. It is assumed that uncertainties on the detector efficiencies are uncor-
related between η bins, thus the systematic uncertainties on the total cross-
sections due to the detector efficiency determinations are calculated by adding
the uncertainties in each η bin in quadrature.

9Here only the statistical uncertainty on the muon track identification, reconstruction or trigger efficiency is considered as a
source of systematic uncertainty on the cross-section. The systematic uncertainty on the efficiency due to the tag-and-probe method
is not considered.

126



CHAPTER 5. σW→µνµ MEASUREMENT AT LHCB 5.11. σW→µνµ DETERMINATION

Table 5.22: Systematic uncertainties from the detector efficiency determination on the differential and total
cross-sections for the W+ → µ+νµ and W− → µ−ν̄µ processes.

η ∆σ
W+→µ+νµ
εµdetector

(pb) ∆σ
W−→µ−ν̄µ
εµdetector

(pb)

2.0− 2.5 ±13.4 ±7.4
2.5− 3.0 ±8.5 ±5.8
3.0− 3.5 ±4.2 ±4.0
3.5− 4.0 ±2.6 ±4.3
4.0− 4.5 ±0.8 ±2.3

2.0− 4.5 ±16.6 ±11.4

Systematic Uncertainty from the Selection Efficiency Determination

The systematic uncertainty on the cross-section due to the selection efficiency
determination in a given η bin, ∆σεµselection

(ηi), is calculated as follows:

∆σεµselection
(ηi) =

(
NW

obs(ηi)−NW
bkg(ηi)

)
·∆εµselection(ηi)∫

L · εµdetector(ηi) · (ε
µ
selection(ηi))

2 · εµacceptance(ηi)
, (5.21)

where ∆εµselection(ηi) is the uncertainty of εµselection(ηi) in a given η bin (see Table
5.12). The systematic uncertainties on the differential and total cross-sections
due to the selection efficiency determinations are tabulated in Table 5.23. It
is assumed that uncertainties on the selection efficiencies in each η bin are
uncorrelated, thus the systematic uncertainties on the total cross-sections are
determined by adding the uncertainties in each η bin in quadrature.

Table 5.23: Systematic uncertainties from the selection efficiency determination on the differential and total
cross-sections for the W+ → µ+νµ and W− → µ−ν̄µ processes.

η ∆σ
W+→µ+νµ
εµselection

(pb) ∆σ
W−→µ−ν̄µ
εµselection

(pb)

2.0− 2.5 ±13.0 ±7.2
2.5− 3.0 ±7.8 ±5.4
3.0− 3.5 ±4.2 ±4.0
3.5− 4.0 ±2.1 ±3.5
4.0− 4.5 ±1.2 ±3.5

2.0− 4.5 ±16.0 ±11.4

Systematic Uncertainty from the Acceptance Efficiency Determination

The systematic uncertainty on the cross-section due to the acceptance efficiency
determination in a given η bin, ∆σεµacceptance

(ηi), is calculated as follows:

∆σεµacceptance
(ηi) =

(
NW

obs(ηi)−NW
bkg(ηi)

)
·∆εµacceptance(ηi)∫

L · εµdetector(ηi) · ε
µ
selection(ηi) ·

(
εµacceptance(ηi)

)2 , (5.22)

where ∆εµacceptance(ηi) is the uncertainty of εµacceptance(ηi) in a given η bin (see
Table 5.13). The systematic uncertainties on the differential and total cross-
sections due to the acceptance efficiency determinations are tabulated in Table
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5.24. It is assumed that uncertainties on the acceptance efficiencies in each η bin
are not correlated, thus the systematic uncertainties on the total cross-sections
are calculated by adding the uncertainties in each η bin in quadrature.

Table 5.24: Systematic uncertainties from the acceptance efficiency determination on the differential and total
cross-sections for the W+ → µ+νµ and W− → µ−ν̄µ processes.

η ∆σ
W+→µ+νµ
εµacceptance

(pb) ∆σ
W−→µ−ν̄µ
εµacceptance

(pb)

2.0− 2.5 ±0.117 ±0.065
2.5− 3.0 ±0.084 ±0.058
3.0− 3.5 ±0.030 ±0.028
3.5− 4.0 ±0.012 ±0.019
4.0− 4.5 ±0.001 ±0.003

2.0− 4.5 ±0.148 ±0.094

Systematic uncertainty from the FSR Correction

The systematic uncertainty on the cross-section from the FSR correction is
taken as the statistical uncertainty on the correction (see Table 5.14). This
uncertainty is the maximum of statistical uncertainties on the corrections with
re-weighting and without re-weighting the W boson pT to NNLO.

Table 5.25: Percentage systematic uncertainties on the W+ cross-sections in each η bin as well as in the whole
η range.

Systematic Source 2.0-2.5 2.5-3.0 3.0-3.5 3.5-4.0 4.0-4.5 2.0-4.5
Background Estimation 0.81% 0.77% 1.38% 2.61% 14.67% 1.18%

Background Normalisation 1.05% 0.80% 0.72% 0.63% 0.54% 0.88%
Detector Efficiency 3.42% 3.01% 2.81% 4.42% 7.29% 1.86%

Selection Efficiency 3.32% 2.78% 2.78% 3.52% 11.07% 1.78%
Acceptance Efficiency 0.03% 0.03% 0.02% 0.02% 0.01% 0.02%

FSR correction 0.04% 0.02% 0.06% 0.05% 0.09% 0.02%

Total Systematic Uncertainty 4.94% 4.25% 4.25% 6.33% 19.80% 2.97%

Table 5.26: Percentage systematic uncertainties on the W− cross-sections in each η bin as well as in the whole
η range.

Systematic Source 2.0-2.5 2.5-3.0 3.0-3.5 3.5-4.0 4.0-4.5 2.0-4.5
Background Estimation 1.21% 0.71% 0.82% 0.78% 2.26% 0.97%

Background Normalisation 2.02% 1.36% 1.02% 0.70% 0.81% 1.37%
Detector Efficiency 3.41% 2.99% 2.80% 4.39% 7.16% 1.66%

Selection Efficiency 3.32% 2.75% 2.78% 3.50% 10.87% 1.60%
Acceptance Efficiency 0.03% 0.03% 0.02% 0.02% 0.01% 0.01%

FSR correction 0.03% 0.04% 0.03% 0.08% 0.09% 0.02%

Total Systematic Uncertainty 5.31% 4.35% 4.15% 5.71% 13.26% 2.85%

Total Systematic Uncertainties

As systematic uncertainties from each source are assumed to be uncorrelated,
the total systematic uncertainty (see Table 5.15) is determined by adding the
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uncertainty due to the background estimation (see Table 5.16), the uncertainty
due to the detector efficiency determination (see Table 5.22), the uncertainty
due to the selection determination (see Table 5.23), the uncertainty due to the
acceptance efficiency determination (see Table 5.24), the uncertainty due to
the background template normalisation (see Table 5.21), and the uncertainty
due to the FSR correction (see Table 5.14) in quadrature. Table 5.25 (5.26)
shows percentage systematic uncertainties on the differential and total W+

(W−) cross-sections. The systematic uncertainty due to the detector efficiency
determination is the largest one, except in the last η bin, where the systematic
uncertainty on the W+ (W−) cross-section due to the background estimation
(selection efficiency determination) is the largest one.

5.11.4 Uncertainty due to the Luminosity Determination

The uncertainty on the cross-section due to the luminosity determination in a
given η bin, ∆σlumi(ηi), is calculated as follows:

∆σlumi(ηi) =
NW

obs(ηi)−NW
bkg(ηi)

(
∫
L)2 · εµdetector(ηi) · ε

µ
selection(ηi) · εµacceptance(ηi)

·∆(

∫
L) , (5.23)

where ∆(
∫
L) is the uncertainty on the integrated luminosity determination,

∆(
∫
L)= 1.3 pb−1. Uncertainties on the differential and total W cross-sections

due to the luminosity determinations are shown in Table 5.15. It is assumed
that uncertainties on the cross-sections in each η bin due to the luminosity
determinations are correlated, thus uncertainties on the total W cross-sections
are determined by adding uncertainties in each η bin linearly. As ∆(

∫
L)/

∫
L is

3.5%, the percentage uncertainties on the differential and total W cross-sections
due to the luminosity determination are 3.5%.

5.12 σW→µνµ Ratio

The ratio between cross-sections for the W+ → µ+νµ and W− → µ−ν̄µ pro-
cesses, R+−, is determined as follows:

R+− =
σW+→µ+νµ

σW−→µ−ν̄µ
. (5.24)

It is assumed that the statistical uncertainties on the W+ and W− cross-
sections, ∆σstat.

W+→µ+νµ
and ∆σstat.

W−→µ−ν̄µ, are not correlated, thus the statistical

uncertainty on R+−, ∆Rstat.
+− , is

∆Rstat.
+− =

√√√√(∆σstat.
W+→µ+νµ

σW+→µ+νµ

)2

+

(
∆σstat.

W−→µ−ν̄µ
σW−→µ−ν̄µ

)2

·R+− . (5.25)
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Since the FSR corrections on the W+ and W− cross-sections are worked
out separately, it is assumed that the systematic uncertainties due to the FSR
corrections on the the W+ and W− cross-sections, ∆σFSR

W+→µ+νµ
and ∆σFSR

W−→µ−ν̄µ,
are uncorrelated. As a result, the systematic uncertainty on R+− due to the
FSR correction, ∆RFSR

+− , is

∆RFSR
+− =

√√√√(∆σFSR
W+→µ+νµ

σW+→µ+νµ

)2

+

(
∆σFSR

W−→µ−ν̄µ
σW−→µ−ν̄µ

)2

·R+− . (5.26)

As the muon track detector efficiencies are taken as the charge unbiased effi-
ciencies in the W cross-section calculation (see section 5.11.1), and this charge
unbiased efficiency is a weighted average of the detector efficiencies of positive
muon and negative muon, the systematic uncertainties on the W+ and W−

cross-sections due to the detector efficiency determination are correlated. With
the same reason, the systematic uncertainties on the W+ and W− cross-sections
due to the selection or acceptance efficiency determination are correlated.

Since the ratio between the positive muon and negative muon in the decay
in flight sample is constrained to the ratio in the TIS tracks, the systematic un-
certainties on the W+ and W− cross-sections due to the background estimation
are also correlated. The same argument is valid for the systematic uncertainty
on the W cross-section due to the background normalisations, as the ratios
of positive and negative muons in the Z → µµ and W → τντ samples are
constrained.

As a summary, the systematic uncertainties on theW+ andW− cross-sections
due to sources which do not include the FSR correction 10, ∆σsyst-not-FSR

W+→µ+νµ
and

∆σsyst-not-FSR
W−→µ−ν̄µ , are assumed to be correlated. The systematic uncertainty on R+−

due to sources which do not include the FSR correction, ∆Rsyst-not-FSR
+− , then is

determined as

∆Rsyst-not-FSR
+− =

∣∣∣∣∣∆σ
syst-not-FSR
W+→µ+νµ

σW+→µ+νµ

−
∆σsyst-not-FSR

W−→µ−ν̄µ
σW−→µ−ν̄µ

∣∣∣∣∣ ·R+− . (5.27)

The systematic uncertainty on R+− due to all sources described in section
5.11.3, ∆Rsyst.

+− , is determined by adding ∆RFSR
+− and ∆Rsyst-not-FSR

+− in quadrature,
and it is written as follows:

∆Rsyst.
+− =

√(
∆RFSR

+−
)2

+
(

∆Rsyst-not-FSR
+−

)2

. (5.28)

10This systematic uncertainty on the W cross-section is determined by adding the uncertainties due to sources which do not
include the FSR correction in quadrature.
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The uncertainties on the W+ and W− cross-sections due to the luminosity
determination, ∆σsyst.

W+→µ+νµ
and ∆σsyst.

W−→µ−ν̄µ, are also assumed to be correlated,

thus the uncertainty on R+− due to the luminosity determination, ∆Rlumi.
+− , is

∆Rlumi.
+− =

∣∣∣∣∣∆σ
lumi.
W+→µ+νµ

σW+→µ+νµ

−
∆σlumi.

W−→µ−ν̄µ
σW−→µ−ν̄µ

∣∣∣∣∣ ·R+− . (5.29)

Table 5.27 shows the ratios between the W+ → µ+νµ and W− → µ−ν̄µ cross-
sections in each η bin as well as the whole η range. As described in section
5.11.4, the percentage uncertainty on both W+ and W− cross-sections due to
the luminosity determination is 3.5%, thus this uncertainty on the cross-section
ratio is completely cancelled. However, the systematic uncertainty on the cross-
section ratio is not cancelled, as the percentage systematic uncertainties on the
W+ and W− cross-sections are different (see Tables 5.25 and 5.26). The uncer-
tainties quoted in Table 5.27 are the statistical and systematic uncertainties.

Table 5.27: Ratios between the W+ → µ+νµ and W− → µ−ν̄µ cross-sections in each η bin as well as the whole
η range.

η R+−
2.0− 2.5 1.748± 0.052± 0.007
2.5− 3.0 1.438± 0.038± 0.001
3.0− 3.5 1.038± 0.033± 0.001
3.5− 4.0 0.594± 0.028± 0.003
4.0− 4.5 0.344± 0.056± 0.023

2.0− 4.5 1.292± 0.020± 0.002

5.13 σW→µνµ Charge Asymmetry

The charge asymmetry of the W boson cross-sections, A+−, is defined as

A+− =
σW+→µ+νµ − σW−→µ−ν̄µ
σW+→µ+νµ + σW−→µ−ν̄µ

. (5.30)

As A+− can be rewritten in terms of R+− as follows:

A+− = 1− 2

R+− + 1
, (5.31)

where R+− is the cross-section ratio, the uncertainty on A+− is

∆A+− =
2∆R+−

(R+− + 1)2
, (5.32)

where ∆R+− is the uncertainty on R+−. Table 5.28 shows the charge asymme-
tries between the W+ → µ+νµ and W− → µ−ν̄µ cross-sections in each η bin.
The uncertainties quoted are the statistical and systematic uncertainties. The
total W cross-section charge asymmetry varies rapidly over the whole η range
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2.0-4.5, and it is a more indirect measurement compared to the cross-section
ratio, thus it is not shown in the table.

Table 5.28: Charge asymmetries between the W+ → µ+νµ and W− → µ−ν̄µ cross-sections in each η bin.

η A+−
2.0− 2.5 0.2852± 0.0134± 0.0017
2.5− 3.0 0.1778± 0.0128± 0.0005
3.0− 3.5 0.0191± 0.0160± 0.0005
3.5− 4.0 −0.2541± 0.0220± 0.0026
4.0− 4.5 −0.4762± 0.0620± 0.0249

5.14 σW→µνµ Theoretical Predictions

In order to test the Standard Model, the experimental results in sections 5.11,
5.12 and 5.13 are compared with theoretical predictions. These theoretical
predictions for the W± cross-sections are calculated in the same fiducial phase-
space as those applied in data by DYNNLO at NNLO with the MSTW08,
ABKM09 and JR09 PDF sets.

There are two uncertainties on the cross-section predictions: the uncertainty
due to PDF errors and the uncertainty due to scale variations. As described in
section 2.2.1, the hadronic cross-section is a product of the PDF and partonic
cross-section, thus uncertainties on PDFs are propagated to the hadronic cross-
section. For a particular PDF set, there are several PDF eigenvectors [110].
For each PDF eigenvector, there is an PDF eigenvalue associated with it. If the
positive and negative shifts of the PDF eigenvalue move the cross-section above
and below its central value, then the difference between the above (below) value
and central value is taken as the upper (lower) uncertainty on the cross-section
due to this PDF eigenvalue error. If the positive and negative shifts of the PDF
eigenvalue move the cross-section in the same direction, then the maximum
of the differences between the cross-sections after shifts and the central value
as the symmetric uncertainty of the cross-section due to this PDF eigenvalue
error. It is assumed that errors on the eigenvalues are uncorrelated with each
other, therefore the total uncertainty on the cross-section prediction due to PDF
errors is determined by adding uncertainties due to each PDF eigenvalue error in
quadrature (see Tables 5.29, 5.30 and 5.31). The uncertainty on the MSTW08
(ABKM09, JR09) PDF estimated at 68% (90%) confidence level corresponds
to 1 σ (1.645 σ) error. In order to get uncertainties at 68% confidence level, the
uncertainties on the ABKM09 and JR09 PDF sets are divided by 1.645. The
uncertainty on the cross-section predictions due to scale variations is estimated
by varying the renormalisation and factorisation scales together and separately
by a factor 2 and 0.5 around the nominal scale, which is set to theW boson mass.
These 6 scale variations give six deviations. The maximum value among these
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six deviations is taken as the uncertainty due to scale variations (see Table 5.32).
As uncertainties due to PDF errors are uncorrelated with uncertainties due to
scale variations, the total uncertainties on theoretical cross-section predictions
are determined by adding these two uncertainties in quadrature.

Table 5.29: Theoretical predictions for the W± cross-sections, ratios and charge asymmetries with the MSTW08
PDF set in each η bin as well as the whole η range. The uncertainties quoted are due to PDF errors.

η σW+→µ+νµ (pb) σW−→µ−ν̄µ (pb) R+− A+−
2.0− 2.5 374.0+10.1

−9.7 220.0+6.4
−6.4 1.697+0.089

−0.054 0.259+0.020
−0.014

2.5− 3.0 284.0+14.1
−14.8 188.0+5.9

−5.4 1.509+0.063
−0.116 0.203+0.020

−0.030

3.0− 3.5 158.0+11.8
12.2 145.0+4.3

−6.0 1.081+0.052
−0.097 0.039+0.024

−0.040

3.5− 4.0 58.1+0.7
−0.8 91.5+2.4

−4.1 0.635+0.024
−0.021 −0.223+0.018

−0.015

4.0− 4.5 12.6+0.3
−0.3 40.1+2.4

−2.3 0.315+0.025
−0.015 −0.521+0.030

−0.018

2.0− 4.5 885.5+15.4
−15.5 686.3+13.7

−17.7 1.290+0.020
−0.043

Table 5.30: Theoretical predictions for the W± cross-sections, ratios and charge asymmetries with the ABKM09
PDF set in each η bin as well as the whole η range. The uncertainties quoted are due to PDF errors.

η σW+→µ+νµ (pb) σW−→µ−ν̄µ (pb) R+− A+−
2.0− 2.5 387.0± 18.6 216.0± 6.4 1.798± 0.078 0.285± 0.020
2.5− 3.0 290.0± 7.0 184.0± 3.3 1.576± 0.039 0.224± 0.012
3.0− 3.5 162.0± 4.3 142.0± 3.6 1.150± 0.029 0.070± 0.013
3.5− 4.0 62.1± 1.9 90.4± 4.6 0.689± 0.037 −0.184± 0.026
4.0− 4.5 14.6± 2.0 41.5± 1.4 0.352± 0.049 −0.479± 0.052

2.0− 4.5 916.0± 15.9 673.9± 10.7 1.360± 0.017

Table 5.31: Theoretical predictions for the W± cross-sections, ratios and charge asymmetries with the JR09
PDF set in each η bin as well as the whole η range. The uncertainties quoted are due to PDF errors.

η σW+→µ+νµ (pb) σW−→µ−ν̄µ (pb) R+− A+−
2.0− 2.5 355.0+8.9

−11.3 203.0+5.1
−5.7 1.746+0.032

−0.028 0.272+0.008
−0.007

2.5− 3.0 260.0+8.7
−7.4 180.0+4.6

−6.8 1.489+0.064
−0.035 0.196+0.020

−0.011

3.0− 3.5 148.0+6.4
−4.5 142.0+7.6

−4.1 1.047+0.044
−0.044 0.023+0.020

−0.020

3.5− 4.0 55.1+1.5
−2.6 91.4+4.2

−5.7 0.610+0.042
−0.035 −0.242+0.030

−0.030

4.0− 4.5 12.6+0.4
−0.8 40.4+5.7

−2.0 0.313+0.019
−0.049 −0.523+0.022

−0.060

2.0− 4.5 839.6+24.0
−22.5 657.4+20.3

−20.9 1.280+0.040
−0.040

Table 5.32: Uncertainties on the W± cross-section, ratio and charge asymmetry predictions due to scale
variations in each η bin as well as the whole η range.

η ∆σW+→µ+νµ (pb) ∆σW−→µ−ν̄µ (pb) ∆R+− ∆A+−
2.0− 2.5 +5.9

−5.8
+5.3
−2.6

+0.001
−0.040

+0.005
−0.005

2.5− 3.0 +4.0
−5.3

+2.0
−3.4

+0.012
−0.009

+0.004
−0.003

3.0− 3.5 +2.7
−3.0

+2.5
−3.5

+0.013
−0.007

+0.008
−0.003

3.5− 4.0 +0.9
−1.3

+2.0
−2.8

+0.018
−0.001

+0.006
−0.006

4.0− 4.5 +0.6
−0.4

+1.6
−0.7

+0.001
−0.008

+0.005
−0.006

2.0− 4.5 +14.0
−15.0

+11.3
−12.0

+0.004
−0.001

It is assumed that uncertainties on the W+ and W− cross-section predictions
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due to a particular PDF eigenvector error (a particular scale variation) are cor-
related, thus the relative uncertainty on the W cross-section ratio due to that
eigenvector error (that scale variation) is determined as the difference between
the relative uncertainties on W+ and W− cross-sections. The total uncertainty
on the cross-section ratio due to PDF errors is determined by adding the un-
certainties due to each PDF eigenvector error in quadrature. The uncertainty
on the cross-section ratio due to scale variations is determined as the maximum
values among the uncertainties due to each scale variation. The uncertainties
on the cross-section charge asymmetry prediction due to PDF errors and scale
variations are estimated in a similar way as the uncertainties on the ratio.

Fig. 5.36 shows the differential W± cross-sections. These differential cross-
sections have been divided by the bin size, 0.5. The uncertainty on the data
result is calculated by adding the statistical uncertainty, systematic uncer-
tainty and uncertainty due to the luminosity determination in quadrature. The
data results are well described by the MSTW08 theoretical predictions. The
ABKM09 theoretical predictions slightly overshoot the W+ cross-section in the
third η bins and the W− cross-section in the fifth η bin, and slightly undershoot
the W− cross-section in the second η bin. The JR09 theoretical predictions for
W± cross-sections are slightly underestimated in the first and second η bins.

Fig. 5.37 (5.38) shows the differential cross-section ratios (charge asymme-
tries) of data results and theoretical predictions. The MSTW08 and JR09
theoretical predictions well describe the cross-section ratios (charge asymme-
tries) in data. The ABKM09 theoretical predictions are overestimated in the
second, third and fourth η bins.

As described in section 2.2.4 (2.2.5), the cross-section ratio (charge asymme-
try) provides a good test of valence u and d quarks. The cross-section ratio
shows the ratio between these two quarks while the charge asymmetry shows
the difference between these two quarks. As there are two valence u quarks and
only one valence d quark in the proton, the overall cross-section ratio (charge
asymmetry) is greater than 1 (0). However, as shown in Eq. 2.103 (2.97), the
cross-section ratio (charge asymmetry) is a function of θ∗, which is the polar
angle between the muon and the proton beam with positive longitudinal mo-
mentum in the W rest frame. The muon pseudo-rapidity in the lab frame, ηµ,
can be written as 11

ηµ ≈ ηW + η∗ , (5.33)

where η∗ is the muon pseudo-rapidity in the W rest frame, ηW is the W pseudo-
rapidity in the lab frame, ηW > 0 in LHCb. As η∗ = −ln

[
tanθ

∗

2

]
, the cross-

section ratio (charge asymmetry) is also a function of η∗. At high muon pseudo-
rapidities in the W rest frame (thus at the high pseudo-rapidities in the lab

11When the particle travels close to the speed of light, or the mass of the particle is close to zero, the particle’s pseudo-rapidity
is close to its rapidity. Thus the equation for pseudo-rapidity in Eq. 5.33 is similar as the equation for rapidity in Eq. 2.92.
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frame), θ∗ is small and (1+cos θ∗)2 � (1−cos θ∗)2. As a result, the cross-section
ratio (charge asymmetry) is small than 1 (0) in high pseudo-rapidities. This is
exactly what we observed in data: the cross-section ratio (charge asymmetry)
becomes smaller than 1 (0) in the last two η bins.

Fig. 5.39 shows the total W cross-sections and their ratio. Data results are
shown as bands. Theoretical predictions are shown as points with error bars.
The MSTW08 and ABKM09 theoretical predictions describe the W± cross-
section measurements well while the JR09 prediction for the W+ cross-section
is slightly underestimated. The MSTW08 and JR09 ratio predictions are con-
sistent with data results while the ABKM09 prediction is overestimated. As
the precision of the total W+ (W−) cross-section measurement is about 4.7%
(4.6%), which is larger than the percentage uncertainty on the W+ (W−) predic-
tion due to the MSTW08, ABKM09 and JR09 PDF errors: 1.8%, 1.7% and 2.9%
(2.6%, 1.6% and 3.2%), these measurements can not reduce the uncertainty on
PDFs. However, as the uncertainties due to the luminosity determination on
the W± cross-section measurements cancel out and systematic uncertainties are
correlated, the dominant uncertainty on the cross-section ratio measurement is
statistical. The precision of the total cross-section ratio measurement is 1.6%,
which is smaller than the percentage uncertainty on the ratio prediction due to
the MSTW08 and JR09 PDF errors: 3.3% and 3.1%. As a result, measurements
on the W cross-section ratio can reduce the uncertainties on the predictions due
to the MSTW08 and JR09 PDF errors.
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Figure 5.36: Differential W± cross-sections with the data results and theoretical predictions. Data results
are presented as points with error bars. (a), hatched areas are MSTW08 predictions. (b), hatched areas are
ABKM09 predictions. (c), hatched areas are JR09 predictions.
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Figure 5.37: Differential cross-section ratios with the data results and theoretical predictions. Data results
are presented as points with error bars. (a), hatched areas are MSTW08 predictions. (b), hatched areas are
ABKM09 predictions. (c), hatched areas are JR09 predictions.
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Figure 5.38: Differential cross-section charge asymmetries with the data results and theoretical predictions.
Data results are presented as points with error bars. (a), hatched areas are MSTW08 predictions. (b), hatched
areas are ABKM09 predictions. (c), hatched areas are JR09 predictions.
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Figure 5.39: Total W cross-sections and their ratio. Data results are shown as bands. Theoretical predictions
are shown as points with error bars.
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5.15 Comparing LHCb Results with ATLAS

In this section, we will only compare the W cross-section and its charge asym-
metry measurements at LHCb in this thesis with the results at ATLAS. As
explained in section 2.5, in Ref. [47] the correction factors for extrapolations of
the LHCb results from plT = 20 GeV/c to 25 GeV/c and 30 GeV/c are not avail-
able, thus we do not compare the W cross-section and its charge asymmetry
measurements in LHCb with the results in CMS.

The datasets and fiducial phase-spaces for the W cross-section and its charge
asymmetry measurements in LHCb and ATLAS are described in section 2.5.
As a summary, we tabulate the fiducial phase-spaces utilised by LHCb in this
thesis and ATLAS in Table 5.33.

Table 5.33: Fiducial phase-spaces for the measurements performed by LHCb in this thesis and ATLAS.

Measurement plT (GeV/c) ηl MT (GeV/c2) pνT (GeV/c)
LHCb > 20 2.0 < ηl < 4.5

ATLAS > 20 |ηl| < 2.5 > 40 > 25

As described in section 2.5, for the W cross-section the correction factor in
a given ith η bin, Ci, is defined as the predicted cross-section in the fiducial
phase-space of ATLAS, σATLAS

i , divided by the predicted W cross-section for
the fiducial phase-space in LHCb, σLHCb

i , and is written as follows [47]:

Ci =
σATLAS
i

σLHCb
i

. (5.34)

Then the extrapolated W cross-section in LHCb, σextrapol
i , is determined as

σextrapol
i = σmeasured

i · Ci = σmeasured
i · σ

ATLAS
i

σLHCb
i

, (5.35)

where σmeasured
i is the measured W cross-section in the LHCb fiducial phase-

space. For the asymmetry, the correction factor in a given ith η bin, Di, is
defined as [47]

Di = AATLAS
i − ALHCb

i , (5.36)

where AATLAS
i (ALHCb

i ) is the predicted W cross-section asymmetry in the fidu-
cial phase-space of ATLAS (LHCb). The extrapolated W cross-section charge
asymmetry, Aextrapol

i , then is determined as

Aextrapol
i = Ameasured

i +Di = Ameasured
i + AATLAS

i − ALHCb
i , (5.37)

where Ameasured
i is the measured W cross-section charge asymmetry in the LHCb

fiducial phase-space. In Eqs. 5.34 and 5.36, the predicted W cross-sections and
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their charge asymmetries in LHCb and ATLAS are estimated by FEWZ 12 [111]
at NLO with the MSTW08 PDF set. There are several uncertainties associated
to the correction factor, and these uncertainties are described in detail in Ref.
[47]. The total uncertainty on the correction factor is determined by adding
these uncertainties in quadrature. Here we only tabulate the correction factors
and their total uncertainties for the W+, W− cross-sections and their charge
asymmetry in Tables 5.34, 5.35 and 5.36.

Table 5.34: Correction factors for extrapolating the W+ cross-sections from the LHCb fiducial phase-space
(plT > 20 GeV/c) to the ATLAS fiducial phase-space (plT > 20 GeV/c, pνT > 25 GeV/c and MT > 40 GeV/c2).
Taken from [47].

η Ci Total error

2.0− 2.5 0.844 +0.004
−0.007

2.5− 3.0 0.884 +0.004
−0.003

3.0− 3.5 0.901 +0.006
−0.005

3.5− 4.0 0.868 +0.009
−0.008

4.0− 4.5 0.790 +0.013
−0.014

Table 5.35: Correction factors for extrapolating the W− cross-sections from the LHCb fiducial phase-space
(plT > 20 GeV/c) to the ATLAS fiducial phase-space (plT > 20 GeV/c, pνT > 25 GeV/c and MT > 40 GeV/c2).
Taken from [47].

η Ci Total error

2.0− 2.5 0.831 +0.004
−0.005

2.5− 3.0 0.818 +0.006
−0.007

3.0− 3.5 0.791 +0.008
−0.008

3.5− 4.0 0.732 +0.011
−0.012

4.0− 4.5 0.625 +0.018
−0.015

Table 5.36: Correction factors for extrapolating the W− cross-section charge asymmetry from the LHCb fiducial
phase-space (plT > 20 GeV/c) to the ATLAS fiducial phase-space (plT > 20 GeV/c, pνT > 25 GeV/c and MT >
40 GeV/c2). Taken from [47].

η Di Total error

2.0− 2.5 0.0071 +0.0014
−0.0015

2.5− 3.0 0.0367 +0.0028
−0.0028

3.0− 3.5 0.0652 +0.0035
−0.0036

3.5− 4.0 0.0823 +0.0061
−0.0061

4.0− 4.5 0.0916 +0.0086
−0.0084

Fig. 5.40 shows the comparison between the extrapolated W± cross-section
in LHCb and the measured W± cross-section in ATLAS. Fig. 5.41 shows the
comparison between the extrapolated W cross-section charge asymmetry in
LHCb and the measured W cross-section charge asymmetry in ATLAS. The
W cross-section and its charge asymmetry results in ATLAS are taken from
Ref. [44] and they are estimated with combing the muon and electron channels

12Short for “Fully Exclusive W and Z production”
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together. In the overlap region 2.0 < η < 2.5, the extrapolated W+ cross-
sections in LHCb slightly overshoot the measured results in ATLAS, while the
extrapolated W− cross-sections and the W cross-section charge asymmetries
agree with the measured results in ATLAS well. In the forward region 2.5 <
η < 4.5, the W cross-section and its charge asymmetry measurements in LHCb
serve as a nice complement to the ATLAS results.
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Figure 5.40: Comparison between the extrapolated W± cross-section in LHCb and the measured W± cross-
section in ATLAS. The black (white) dots with error bars show the measured (extrapolated) W± cross-sections
in ATLAS (LHCb) .
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Figure 5.41: Comparison between the extrapolated W cross-section charge asymmetry in LHCb and the
measured W cross-section charge asymmetry in ATLAS. The circle (square) dots with error bars show the
measured (extrapolated) W cross-section charge asymmetries in ATLAS (LHCb) .

As a cross-check, the measured W cross-section and its charge asymmetry
results in this thesis are also compared to the LHCb publication results in Ref.
[51]. As the fiducial phase-space applied in this thesis is the same as the fidu-
cial phase-space applied in the LHCb publication, we can directly compare the
results in the thesis with the results in the publication without applying the cor-
rection factors for extrapolation. Fig. 5.42 shows the comparison between the
W cross-sections in the thesis and publication. Fig. 5.43 shows the comparison
between the W cross-section charge asymmetries in the thesis and publication.
The W cross-section results in the thesis slightly overshoot the results in the
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publication in the first and second η bins while they agree well with the pub-
lication results in the third, fourth and fifth η bins. The discrepancy between
the results in the thesis and publication could be mainly due to the following
reason: in the thesis, there is a bug in the code which determines the track re-
construction efficiency (see section 5.7.2). This bug makes the measured track
reconstruction efficiencies in the publication about 4% higher than their correct
efficiencies at the first and second η bins. As a result, after fixing the bug, the
cross-sections at the first and second η bins in the publication should be shifted
towards higher values. Since the bug changes the positive and negative track
reconstruction efficiencies in the first and second η bins at the same percentage
level, the W cross-section charge asymmetries at the first and second η bins in
the publication looks consistent with the results in the thesis.
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Figure 5.42: Comparison between the W cross-sections in the thesis and publication. The white (black) dots
with error bars show the results in the thesis (publication) .
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Chapter 6

Conclusion

The cross-section measurements for the W+ → µνµ and W− → µ−ν̄µ processes
have been detailed in this thesis. The measurements utilise approximately 37
pb−1 of data collected by the LHCb experiment at

√
s = 7 TeV in the year

of 2010. The motivations of these measurements are to provide an important
test of the Standard Model as well as a reduction of the uncertainty on the
Parton Distribution Function. Additionally they provide complementary mea-
surements of electroweak physics to those performed by ATLAS and CMS. The
details for the motivations can be found in section 2.2.6.

The details of the W → µνµ cross-section measurement can be found in chap-
ter 5. An W → µνµ event selection scheme is determined with the application
of the W → µνµ simulation sample. The details for the candidate selection
scheme can be found in section 5.4. This scheme is applied to the data sample
and it yields 26891 candidates for the W → µνµ process. Of these candidates,
15030 are for the W+ → µ+νµ process and 11861 are for the W− → µ−ν̄µ pro-
cess. A fit is performed to determine the purity of muons from the W bosons.
This purity is found to be about 79%. A Z → µµ data sample is utilised to
determine efficiencies to reconstruct and select signal events. The details to
determine these efficiencies can be found in section 5.7, 5.8 and 5.9. Finally the
cross-section for the W → µνµ process is calculated in a fiducial phase-space
in which the muon transverse momentum is greater than 20 GeV/c and the
pseudo-rapidity of the muon is in the range of 2.0 < η < 4.5. The results of
the total cross-sections in the fiducial phase-space for the W+ → µ+νµ and
W− → µ−ν̄µ processes are

σW+→µ+νµ = 890.1± 9.2± 26.4± 30.9 pb (6.1)

σW−→µ−ν̄µ = 687.0± 8.1± 19.6± 23.7 pb (6.2)

where the first uncertainty is statistical, the second uncertainty is systematic
and the third uncertainty is due to the luminosity determination. The ratio
between the total cross-sections for the W+ → µ+νµ and W− → µ−ν̄µ processes
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is
σW+→µ+νµ

σW−→µ−ν̄µ
= 1.292± 0.020± 0.002 , (6.3)

where the first uncertainty is statistical, the second uncertainty is systematic.
The uncertainty due to the luminosity determination is completely cancelled.

The measurements of the W cross-sections and their ratio are consistent
with theoretical predictions at NNLO with the MSTW08 and JR09 PDF sets.
The cross-section ratio prediction with the ABKM09 PDF set is overestimated.
The precision of the total W+ (W−) cross-section measurement is about 4.7%
(4.6%), which is larger than the percentage uncertainty on the W+ (W−) pre-
diction due to the MSTW08, ABKM09 and JR09 PDF errors: 1.8%, 1.7% and
2.9% (2.6%, 1.6% and 3.2%). Thus, with current statistics, these measurements
can not reduce the uncertainty on PDFs. However, as the uncertainties due to
the luminosity determination on the W± cross-section measurements cancel
out and systematic uncertainties are correlated, the dominant uncertainty on
the cross-section ratio measurement is statistical. The precision of the total
cross-section ratio measurement is 1.6%, which is smaller than the percentage
uncertainty on the ratio prediction due to the MSTW08 and JR09 PDF errors:
3.3% and 3.1%. As a result, the measurement on the W cross-section ratio can
reduce the uncertainties on the predictions due to the MSTW08 and JR09 PDF
errors.

As the dominant uncertainty on the total W cross-section is from the inte-
grated luminosity determination, the precision on the W cross-section measure-
ment can be improved by a more precise integrated luminosity measurement.
In addition, the systematic and statistical uncertainties on the W cross-section
can be reduced by a larger dataset, such as the 2011 1 (2012) dataset with an
integrated luminosity of 1.1 fb−1 (2.1 fb−1).

1See the Appendix A
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Chapter 7

Appendix A

In this section, the preliminary result of the 2011 data analysis will be presented.
LHCb collected 1013.8±35.5 pb−1 1 of data during 2011. This integrated lumi-
nosity is 27 times larger than the integrated luminosity of 2010 data, thus the W
cross-section measurement of 2011 data will significantly reduce the systematic
and statistical uncertainties. The procedure to measure the W cross-section is
identical to the procedure of the 2010 data analysis. As shown in Fig. 7.1(a)
and Fig 7.1(b), there are discrepancies between the muon pT spectra of Magnet
Down (MD) and Magnet Up (MU) polarities in the 2011 data sample. The
ratios between the number of normalised events in each pT bin for MD and MU
are plotted in Fig. 7.2(a) and Fig. 7.2(b). Since the discrepancies between the
MD and MU muon pT spectra are not negligible, the W cross-section measure-
ment will be carried out for the MD and MU polarities independently 2. In
the following sections, the procedure of the 2011 data analysis will be described
briefly.
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Figure 7.1: (a), µ+ pT spectra for MD (red line) and MU (blue line). (b) µ− pT spectra for MD (red line) and
MU (blue line).

1The integrated luminosity for Magnet Down (Magnet Up) polarity is 431.8± 15.1 pb−1 (582.0± 20.4 pb−1).
2In the 2010 analysis, the W cross-section measurement was carried out with combing the both polarities together. As shown

in Ref. [51], the systematic uncertainty due to the magnet polarity is negligible, thus we did not consider it in the 2010 analysis
presented in the thesis.
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Figure 7.2: (a), ratios between the number of normalised events in each µ+ pT bin for MD and MU. (b), ratios
between the number of normalised events in each µ− pT bin for MD and MU.

7.1 Track Pre-selection Requirements

The track pre-selection requirements applied on the 2011 dataset are the same
as the requirements applied on the 2010 dataset. As a summary, these require-
ments are listed in Table 7.1.

Table 7.1: Track pre-selection requirements applied on the 2011 dataset.

Variables Requirements
χ2 probability > 1%

NTThits > 0
σp/p < 0.1
η 2.0 < η < 4.5

7.2 Candidate Selection Cuts

We take the same candidate selection cuts on the 2011 dataset as the cuts on
the 2010 dataset (see Table 5.11).

7.3 Templates in the Fit

The templates utilised in the pT spectrum fit for the 2011 dataset are identical
to the templates in the 2010 analysis. The muon pT spectrum is split into 8
η bins: 2.00 < η < 2.25, 2.25 < η < 2.50, 2.50 < η < 2.75, 2.75 < η < 3.00,
3.00 < η < 3.25, 3.25 < η < 3.50, 3.50 < η < 4.00 and 4.00 < η < 4.50. In
each η bin, the spectrum is split into µ+ and µ− spectra. In order to avoid low
statistics, we do not split the last two η bins into smaller ones. Here we only
tabulated the fractions of templates which are constrained in the fit (see Table
7.2). These fractions are determined in the same way as the way for the 2010
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analysis. The template fractions for each sample are consistent between the
MD and MU polarities within uncertainties. These template fractions are also
consistent with the fractions in the 2010 analysis.

Table 7.2: Template fractions. For the Z → µµ template fraction, the first uncertainty is statistical, the second
uncertainty is systematic. The uncertainties quoted on other template fractions are statistical.

Sample MD Fraction MU Fraction
Z → µµ (7.7± 0.4± 1.2)% (8.1± 0.4± 0.8)%

Heavy Flavour (0.36± 0.06)% (0.36± 0.06)%
Punch through (0.14± 0.02)h (0.14± 0.02)h

W → τν (2.1± 0.1)% (2.2± 0.1)%
Z → µµ (0.41± 0.02)% (0.43± 0.02)%

Table 7.3: p0 values in 8 η bins. p+
0 is for positive hadrons. p−0 is for negative hadrons.

η MD p+
0 MD p−0 MU p+

0 MU p−0
2.00-2.25 0.41± 0.02 0.38± 0.02 0.41± 0.02 0.39± 0.02
2.25-2.50 0.412± 0.010 0.401± 0.010 0.389± 0.009 0.385± 0.009
2.50-2.75 0.415± 0.007 0.404± 0.007 0.386± 0.006 0.396± 0.007
2.75-3.00 0.470± 0.005 0.468± 0.006 0.467± 0.005 0.462± 0.001
3.00-3.25 0.508± 0.005 0.498± 0.005 0.499± 0.004 0.490± 0.001
3.25-3.50 0.507± 0.004 0.498± 0.004 0.505± 0.001 0.504± 0.001
3.50-4.00 0.561± 0.003 0.528± 0.001 0.542± 0.001 0.540± 0.003
4.00-4.50 0.618± 0.003 0.589± 0.002 0.616± 0.002 0.605± 0.002
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Figure 7.3: The pion and kaon misidentification probability distributions in the whole η range. Points with
error bars show the probabilities. The red line is a fit to the probability using the function described in Eq. 5.5.
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For the decay in flight template, the parameters p0 (see Eq. 5.5) in each
η bin for MD and MU are tabulated in Table 7.3. These p0 values are larger
than the values in the 2010 analysis (see Table 5.1), thus the probabilities for
kaons and pions to fake muons are higher in the 2011 dataset than in the 2010
dataset. This could be explained as follows: as there are more statistics in the
2011 dataset, there are more chances for pions and kaons to be misidentified
as muons. Here we only show the kaon and pion misidentification probability
distributions for the MD and MU polarities in the whole η range (see Fig. 7.3).

7.4 Fit Result

This muon pT fit utilises 24 free parameters to describe the signal and back-
ground templates. The way to perform the pT spectrum fit is similar to the
way utilised in the 2010 analysis (see section 5.6). Here we do not describe
it anymore. The 24 parameters are the signal and decay in flight background
template fractions in the data sample. The signal template is described with
16 parameters in which 8 parameters are for the positive muon pT spectra in
8 η bins while the other 8 parameters are for the negative muon pT spectra
in 8 η bins. The decay in flight template is described with 8 free parameters,
each for one η bin. Other background template fractions in the data sample
are constrained with their normalisations.

Fig. 7.4 (Fig. 7.5) shows the template fit result for the MD (MU) polarity.
Each subplot is for one η bin. Points with error bars are for the data sample.
The fit result is shown in the histogram with the red line. Signal and background
contributions are indicated by the key.

The overall fractions of the signal and decay in flight background templates
in the MD and MU data samples are returned by the fit and they are tabulated
in Table 7.4. The purity of muons from the W bosons in the MD (MU) data
sample is about 78.9% (78.5%). The purities in the MD and MU data samples
are consistent with each other within uncertainties and they are also consistent
with the purity of the 2010 data sample (see Table 5.3). Table 7.5 shows

the number of observed candidates for the W+ → µ+νµ process, N
W+→µ+νµ
obs MD

(N
W+→µ+νµ
obs MU ), and for the W− → µ−ν̄µ process, N

W−→µ−ν̄µ
obs MD (N

W−→µ−ν̄µ
obs MU ), in each

η bin for the MD (MU) data sample. Table 7.6 shows the number of events for

the W+ → µ+νµ background, N
W+→µ+νµ
bkg MD (N

W+→µ+νµ
bkg MU ), and for the W− → µ−ν̄µ

background, N
W−→µ−ν̄µ
bkg MD (N

W−→µ−ν̄µ
bkg MU ), in 8 η bins for the MD (MU) polarity.
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Table 7.4: Fractions of the signal and decay in flight background templates in the MD and MU data samples.

Sample MD Fraction MU Fraction

W+ → µ+νµ (43.9± 0.4)% (44.2± 0.4)%
W− → µ−ν̄µ (35.0± 0.3)% (34.3± 0.4)%
Decay in fligh (10.5± 0.3)% (10.4± 0.3)%

χ2/ndf 1.9 1.8

Table 7.5: Numbers of observed W+ → µ+νµ and W− → µ−ν̄µ candidates in each η bin for the MD and MU
data samples.

η N
W+→µ+νµ
obs MD N

W−→µ−ν̄µ
obs MD N

W+→µ+νµ
obs MU N

W−→µ−ν̄µ
obs MU

2.00− 2.25 41857± 205 26857± 164 29476± 172 18745± 137
2.25− 2.50 48994± 221 31325± 177 35265± 188 22042± 148
2.50− 2.75 45203± 212 30386± 174 32035± 179 21030± 145
2.75− 3.00 38598± 196 28714± 169 27691± 166 19889± 141
3.00− 3.25 29964± 173 25248± 159 21461± 147 17760± 133
3.25− 3.50 22461± 150 23372± 153 16220± 127 16349± 128
3.50− 4.00 21667± 147 30366± 174 15681± 125 21435± 146
4.00− 4.50 2802± 53 5649± 75 2043± 45 3998± 63

Table 7.6: Numbers of W+ → µ+νµ and W− → µ−ν̄µ background events in five η bins for the MD and MU
data samples.

η N
W+→µ+νµ
bkg MD N

W−→µ−ν̄µ
bkg MD N

W+→µ+νµ
bkg MU N

W−→µ−ν̄µ
bkg MU

2.00− 2.25 9815± 102 8212± 80 7016± 71 6009± 59
2.25− 2.50 10301± 101 8687± 81 7186± 88 6159± 73
2.50− 2.75 8631± 104 7323± 78 6306± 72 5326± 57
2.75− 3.00 7427± 80 6144± 57 5302± 75 4373± 54
3.00− 3.25 5771± 83 4628± 53 4233± 78 3339± 50
3.25− 3.50 4830± 86 3697± 51 3542pm81 2724± 48
3.50− 4.00 4942± 89 3966± 47 3799± 86 2886± 42
4.00− 4.50 678± 63 585± 28 530± 44 414± 20
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Figure 7.4: pT distributions of signal and background templates are fitted to the pT distribution of the data
sample in 8 η bins for the MD polarity.
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Figure 7.5: pT distributions of signal and background templates are fitted to the pT distribution of the data
sample in 8 η bins for the MU polarity.
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7.5 Muon Track Detector Efficiency

In this section, the track reconstruction efficiency (εµtrack), the identification
efficiency (εµid), and the trigger efficiency (εµtrig) are determined for the MD and
MU polarities separately.

7.5.1 Muon Track Identification Efficiency

The way to determine the muon track identification efficiency, εµid, is the same
as the way to determine the εµid in the 2010 analysis (see Table 5.6). Here we
only tabulate the MD and MU charge unbiased track identification efficiencies
(see Table 7.7). Fig. 7.6 shows the identification efficiencies for the MD (red
lines) and MU (blue lines) data samples. Except in the fifth and last η bins,
the muon track identification efficiencies in each η bin are consistent between
the MD and MU polarities. The identification efficiencies in the 2010 analysis
are also plotted (green lines) in Fig. 7.6. The identification efficiencies in the
2011 analysis are lower than the efficiencies in the 2010 analysis. This implies
an inefficiency in the muon identification procedure. It is assumed that this is
due to the reason that there are more background contaminations in the 2011
dataset.

Table 7.7: Identification efficiencies in 8 η bins for the MD and MU polarities.

η εµid MD εµid MU

2.00− 2.25 (97.8± 0.2)% (97.7± 0.2)%
2.25− 2.50 (97.7± 0.2)% (97.7± 0.2)%
2.50− 2.75 (98.0± 0.2)% (97.8± 0.2)%
2.75− 3.00 (98.4± 0.2)% (98.2± 0.2)%
3.00− 3.25 (98.3± 0.2)% (98.2± 0.2)%
3.25− 3.50 (98.3± 0.2)% (97.5± 0.3)%
3.50− 4.00 (98.0± 0.2)% (97.8± 0.2)%
4.00− 4.50 (95.8± 0.4)% (94.5± 0.5)%
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Figure 7.6: Muon identification efficiencies in 8 η bins for the MD (red lines) and MU (blue lines) polarities.
The identification efficiencies in the 2010 analysis (green lines) are also plotted.
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7.5.2 Muon Track Reconstruction Efficiency

The way to measure the muon track reconstruction efficiency, εµtrack, is similar to
the way which is used to determine the εµtrack in the 2010 analysis (see Table 5.7).
In order to remove as many as background events, we apply a much stricter
requirement on the tag and probe combination: the χ2 of the Z vertex fit is
smaller than 5 and the absolute difference between the two final state muons
azimuthal angles, ∆φ = |φµ+−φµ−|, is greater than 1. Here we only tabulate the
MD and MU charge unbiased track reconstruction efficiencies (see Table 7.8).
Fig. 7.7 shows the muon track reconstruction efficiencies for the MD (red lines)
and MU (blue lines) data samples. Except in second η bin, the muon track
identification efficiencies in each η bin are consistent between the MD and MU
polarities. The muon track reconstruction efficiencies in the 2010 analysis are
also plotted (green lines) in Fig. 7.7. The muon track reconstruction efficiencies
in the 2011 analysis are in general agreement with the efficiencies in the 2010
analysis.

Table 7.8: Track reconstruction efficiencies in 8 η bins for the MD and MU polarities.

η εµtrack MD εµtrack MU

2.00− 2.25 (77.4± 1.2)% (75.6± 1.5)%
2.25− 2.50 (82.9± 1.1)% (78.6± 1.3)%
2.50− 2.75 (85.2± 0.8)% (86.4± 0.9)%
2.75− 3.00 (88.3± 0.7)% (88.0± 0.9)%
3.00− 3.25 (89.6± 0.7)% (91.1± 0.8)%
3.25− 3.50 (92.6± 0.6)% (92.6± 0.7)%
3.50− 4.00 (93.1± 0.6)% (93.7± 0.7)%
4.00− 4.50 (94.6± 0.8)% (93.8± 1.0)%
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Figure 7.7: Muon track reconstruction efficiencies in 8 η bins for the MD (red lines) and MU (blue lines)
polarities. The muon track reconstruction efficiencies in the 2010 analysis (green lines) are also plotted.

7.5.3 Muon Track Trigger Efficiency

As described in section 5.7.3, the muon track trigger efficiency for the W →
µνµ process, εµtrig, is determined as a product of two factors: one factor is the
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efficiency due to firing trigger lines, εµtrig lines; the other factor is the efficiency
due to global event cuts, εGEC.

In the 2011 analysis, the requirement at the L0 trigger stage was that in
the L0Muon trigger line the muon pT was greater than 1.5 GeV/c and the
multiplicity of SPD, NSPD, was smaller than 600. At the HLT1 trigger stage,
only events with the muon’s pT greater than 4.8 GeV/c, the muon’s momentum
greater than 8 GeV/c and the muon’s track fit quality, χ2/ndf , smaller than
4 were accepted in the Hlt1SingleMuonHighPT trigger line. At the HLT2
trigger stage, the Hlt2SingleMuonHighPT trigger line only accepted events
with the muon’s pT greater than 10 GeV/c.

Table 7.9: MD and MU efficiencies of muons firing trigger lines in 8 η bins.

η εµtrig lines MD εµtrig lines MU

2.00− 2.25 (76.0± 0.6)% (76.2± 0.7)%
2.25− 2.50 (79.6± 0.5)% (77.5± 0.7)%
2.50− 2.75 (79.0± 0.6)% (79.6± 0.7)%
2.75− 3.00 (77.0± 0.6)% (78.7± 0.7)%
3.00− 3.25 (77.6± 0.6)% (77.2± 0.8)%
3.25− 3.50 (78.0± 0.7)% (78.6± 0.8)%
3.50− 4.00 (75.7± 0.6)% (74.8± 0.7)%
4.00− 4.50 (76.1± 0.9)% (77.7± 1.0)%
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Figure 7.8: Efficiencies of muons firing trigger lines in 8 η bins for the MD (red lines) and MU (blue lines)
polarities. Efficiencies of muons firing trigger lines in the 2010 analysis (green lines) are also plotted.

The way to calculate the εµtrig lines is identical to the way which is utilised to
determine the εµtrig in the 2010 analysis (see Table 5.6). Here we only tabulate
the MD and MU charge unbiased efficiencies for muons to fire trigger lines (see
Table 7.9). Fig. 7.8 shows the efficiencies for muons to fire trigger lines in the
MD (red lines) and MU (blue lines) data samples. Except in second and fourth
η bins, the efficiencies in each η bin are consistent between the MD and MU
polarities. The efficiencies for muons to fire trigger lines in the 2010 analysis
are also plotted (green lines) in Fig. 7.8. The efficiencies in the 2011 analysis
are different with the efficiencies in the 2010 analysis. It is assumed this is due
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to the reason that different requirements were applied in the trigger lines of the
2010 and 2010 data samples.

In the 2011 analysis, the inefficient cut in GECs is NSPD < 600. As shown
in Fig. 7.9, this cut is heavily relied on the number of primary vertex. Each of
the events with 0 PV has NSPD smaller than 600, thus we can assume the GEC
efficiency due to the NSPD cut is 100% for events with 0 PV. However, judging
from the NSPD distributions with 1, 2 or more PVs, there are some events which
have NSPD greater than 600. As a result, the GEC efficiency for events with
PV greater than 0 are not 100%, and we need to estimate this GEC efficiency.
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Figure 7.9: NSPD distributions for 0, 1 and 2 PVs.

Table 7.10: The εNPVs
GEC and weighting for each number of PVs in the MD and MU polarities. The uncertainties

quoted are binomial errors.

PVs εNPVs
GEC MD MD Weighting εNPVs

GEC MU MU Weighting
0 1± 0 0.12% 1± 0 0.13%
1 (99.98± 0.02)% 33.56% (99.97± 0.02)% 33.03%
2 (98.75± 0.12)% 37.52% (99.01± 0.13)% 37.44%
3 (92.84± 0.37)% 20.06% (92.82± 0.44)% 20.52%
4 (79.92± 1.02)% 6.47% (83.09± 1.11)% 6.78%
5 (53.50± 2.47)% 1.73% (62.56± 2.89)% 1.67%
6 (21.93± 4.23)% 0.41% (52.06± 6.18)% 0.39%
7 (9.15± 5.04)% 0.14% (16.67± 15.21)% 0.04%

The way to estimate the GEC efficiency is described as follows. At the L0
trigger stage, in the L0DiMuon trigger line the NSPD is smaller than 900, thus
the NSPD distribution with 600 < NSPD < 900 can be predicted by utilising a
Z → µµ data sample in which events fire the L0DiMuon trigger line. The
NSPD distribution with NSPD > 900 can be predicted by fitting the Γ function,
f(x) = 1

Γ(k)θk
xk−1e−x/θ 3, to the NSPD distribution of the Z → µµ data sample

and then extrapolating this Γ function to the area with NSPD > 900. The
number of events with NSPD > 900 then can be estimated by integrating the
Γ function from NSPD = 900 to NSPD → +∞. Fig. 7.10 shows the NSPD

distributions with events firing the L0Muon (blue line) and L0DiMuon (green
line) trigger lines for different PVs in the MD polarity. The Γ functions are also

3k is the shape parameter, θ is the scale parameter
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plotted (red curve). The GEC efficiencies for different number of PVs, εNPVs
GEC MD

(εNPVs
GEC MU), and their weightings in the MD (MU) polarity are tabulated in

the second and third (fourth and fith) columns of Table 7.10. The overall
GEC efficiency for the MD (MU) polarity is taken as the weighted average
of the GEC efficiencies with different PVs and it is εGEC MD = (95.5 ± 0.1)%
(εGEC MU = (96.2± 0.1)%).

As described at the beginning of this section, εµtrig is a product of εµtrig lines and
εGEC, thus we combine these two factors and tabulate the products for the MD
and MU polarities in Table 7.11.
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Figure 7.10: NSPD distributions with events firing the L0Muon (blue line) and L0DiMuon (green line) trigger
lines for different PVs in the MD polarity. The Γ functions are also plotted (red curve).
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Table 7.11: Muon trigger efficiencies for the MD and MU polarities in 8 η bins.

η εµtrig MD εµtrig MU

2.00− 2.25 (72.6± 0.6)% (73.3± 0.7)%
2.25− 2.50 (76.1± 0.5)% (74.5± 0.6)%
2.50− 2.75 (75.4± 0.5)% (76.5± 0.6)%
2.75− 3.00 (73.5± 0.6)% (75.7± 0.7)%
3.00− 3.25 (74.1± 0.6)% (74.2± 0.7)%
3.25− 3.50 (74.5± 0.6)% (75.6± 0.8)%
3.50− 4.00 (72.3± 0.6)% (71.9± 0.7)%
4.00− 4.50 (72.7± 0.8)% (74.7± 1.0)%

7.6 Muon Track Selection Efficiency

The method to calculate the muon track selection efficiency for the 2011 analysis
is similar to the method of calculating the efficiency for the 2010 analysis. Here
only the MD (MU) corrected selection efficiencies for the Pseudo-W data sample
in each η bin, εµselection MD ( εµselection MU), are tabulated in Table 7.12. Except in
the second and fourth η bins, the corrected selection efficiencies in the MD and
MU polarities are in general agreement.

Table 7.12: Corrected selection efficiencies for the MD and MU polarities in 8 η bins.

η εµselection MD εµselection MU

2.00− 2.25 (56.1± 0.7)% (55.7± 0.8)%
2.25− 2.50 (68.6± 0.6)% (66.4± 0.7)%
2.50− 2.75 (69.9± 0.6)% (70.0± 0.7)%
2.75− 3.00 (72.1± 0.7)% (71.3± 0.8)%
3.00− 3.25 (72.1± 0.7)% (71.9± 0.8)%
3.25− 3.50 (76.1± 0.7)% (75.7± 0.8)%
3.50− 4.00 (75.7± 0.6)% (76.2± 0.7)%
4.00− 4.50 (30.6± 1.0)% (33.6± 1.1)%

Table 7.13: Muon track acceptance efficiencies in 8 η bins.

η εµacceptance

2.00− 2.25 (98.80± 0.05)%
2.25− 2.50 (98.97± 0.04)%
2.50− 2.75 (99.18± 0.04)%
2.75− 3.00 (99.44± 0.04)%
3.00− 3.25 (99.59± 0.04)%
3.25− 3.50 (99.76± 0.04)%
3.50− 4.00 (99.91± 0.02)%

4.00− 4.50 1+0
−0.0001

7.7 Muon Track Acceptance Efficiency

As described in section 5.9, the POWHEG simulation sample is utilised to
calculate the muon track acceptance efficiency, εµacceptance. It is assumed that
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εµacceptance for the MD and MU polarities are the same. The charge unbiased
muon track acceptance efficiencies are tabulated in Table 7.13.

7.8 Final State Radiation

As described in section 5.10, the FSR correction factor is given by the differ-
ence of W → µν cross-sections estimated by PYTHIA (pre-FSR) and PHOTOS
(post-FSR). For the 2011 analysis, we will give this FSR correction factor an-
other definition: the ratio between the number of events which pass through
the fiducial phase-space requirements 4 before FSR and the number of events
which pass through the same requirements after FSR, fFSR. Table 7.14 shows
fFSR in each η bin for the W+ and W− cross-sections. It is assumed that fFSR

for the MD and MU polarities are the same.

Table 7.14: FSR correction factors in each η bin for the W+ and W− cross-sections.

η W+ fFSR W− fFSR

2.00− 2.25 1.016± 0.004 1.018± 0.003
2.25− 2.50 1.018± 0.004 1.015± 0.003
2.50− 2.75 1.024± 0.005 1.010± 0.003
2.75− 3.00 1.014± 0.004 1.007± 0.002
3.00− 3.25 1.020± 0.005 1.009± 0.003
3.25− 3.50 1.015± 0.005 1.017± 0.005
3.50− 4.00 1.023± 0.005 1.012± 0.005
4.00− 4.50 1.021± 0.005 1± 0

7.9 σW→µνµ Determination

7.9.1 Differential Cross-Section Determination

In the 2011 analysis, the cross-section of the W boson decaying into a muon
and a neutrino is also measured in the fiducial phase-space with pµT > 20 GeV/c
and 2.0< ηµ < 4.5.

The cross-section in the MD data sample for each pseudo-rapidity bin, ηi, is
calculated with the following formula:

σMD
W→µνµ(ηi) =

(
NW

obs MD(ηi)−NW
bkg MD(ηi)

)
· fFSR(ηi)∫

LMD · εµdetector MD(ηi) · εµselection MD(ηi) · εµacceptance(ηi)
, (7.1)

where
∫
LMD is the integrated luminosity of the MD data sample,

∫
LMD =

431.8 ± 15.1 pb−1. NW
obs MD(ηi) is the number of observed MD W → µνµ can-

didates in the ith η bin (see Table 7.5). NW
bkg MD(ηi) is the estimated number of

MD background events in the ith η (see Table 7.6). εµdetector MD(ηi) is the MD
overall detector efficiency which is a product of the MD muon charge unbiased

4The requirements are that the muon’s pseudo-rapidity, ηµ, is in the range 2.0 < ηµ < 4.5 and the muon’s pT is greater than
20 GeV/c.
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track identification efficiency, εµid MD, (see Table 7.7), the MD muon charge unbi-
ased track reconstruction efficiency, εµtrack MD, (see Table 7.8) and the MD muon
charge unbiased track trigger efficiency, εµtrig MD, (see Table 7.11) in a given η
bin. εµselection MD(ηi) is the MD muon charge unbiased track selection efficiency
in the ith η bin (see Table 7.12). εµacceptance(ηi) is the muon charge unbiased track
acceptance efficiency in the ith η bin (see Table 7.13). fFSR(ηi) is the QED FSR
correction factor to the W cross-section in the ith η bin (see Table 7.14).

The cross-section in the MU data sample for each ηi, σ
MU
W→µνµ(ηi), is calculated

in the same way as the cross-section in the MD data sample. Table 7.15 (7.16)
shows the differential and total cross-sections 5 for the MD (MU) data. In this
table, the first uncertainty is statistical, the second uncertainty is systematic
and the third uncertainty is due to the luminosity determination.

Table 7.15: The MD differential as well as total cross-sections for the W+ → µ+νµ and W− → µ−ν̄µ processes.

η σMD
W+→µ+νµ

(pb) σMD
W−→µ−ν̄µ (pb)

2.00− 2.25 183.5± 1.2± 4.7± 6.3 107.0± 0.9± 3.6± 3.7
2.25− 2.50 161.6± 0.9± 3.6± 5.6 94.3± 0.7± 2.9± 3.3
2.50− 2.75 147.3± 0.8± 2.8± 5.0 91.7± 0.7± 2.4± 3.2
2.75− 3.00 118.7± 0.7± 2.1± 4.1 85.3± 0.6± 1.9± 3.0
3.00− 3.25 90.5± 0.6± 1.6± 3.1 77.0± 0.6± 1.6± 2.7
3.25− 3.50 59.8± 0.5± 1.1± 2.1 66.8± 0.5± 1.3± 2.3
3.50− 4.00 59.0± 0.5± 1.0± 2.0 92.1± 0.6± 1.5± 3.2
4.00− 4.50 18.5± 0.5± 1.0± 0.6 43.2± 0.6± 1.7± 1.5

2.0− 4.5 838.9± 2.1± 11.2± 28.8 657.4± 1.9± 12.6± 22.7

Table 7.16: The MU differential as well as total cross-sections for the W+ → µ+νµ and W− → µ−ν̄µ processes.

η σMU
W+→µ+νµ

(pb) σMU
W−→µ−ν̄µ (pb)

2.00− 2.25 177.3± 1.3± 5.0± 6.1 100.8± 1.1± 3.2± 3.5
2.25− 2.50 175.8± 1.2± 4.1± 6.1 99.2± 0.9± 2.8± 3.4
2.50− 2.75 135.8± 0.9± 2.6± 4.6 81.8± 0.8± 1.9± 2.8
2.75− 3.00 113.4± 0.8± 2.2± 3.9 78.0± 0.7± 1.6± 2.7
3.00− 3.25 85.6± 0.7± 1.7± 2.9 70.9± 0.7± 1.4± 2.5
3.25− 3.50 57.8± 0.6± 1.1± 2.0 62.3± 0.6± 1.2± 2.1
3.50− 4.00 56.1± 0.6± 1.0± 1.9 86.7± 0.7± 1.5± 3.0
4.00− 4.50 16.1± 0.5± 0.8± 0.6 37.3± 0.7± 1.4± 1.3

2.0− 4.5 817.9± 2.5± 10.0± 28.1 616.9± 2.2± 9.0± 21.3

7.9.2 Statistical Uncertainty on the Cross-Section

For the 2011 analysis, the statistical uncertainty on the MD (MU) cross-section
in each η bin, ∆σMD

stat.(ηi) (∆σMU
stat.(ηi)), is calculated in the same way as the

statistical uncertainties in the 2010 analysis (see Eq. 5.17). The percentage
statistical uncertainties on the total W+ and W− cross-sections for the MD
(MU) polarities are 2.5h and 2.8h (3.0h and 3.5h), which are much smaller

5The total cross-section in the whole η range is determined with Eq. 5.16.
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than the percentage statistical uncertainties on the total W+ and W− cross-
sections in the 2010 analysis, 1.0% and 1.2%.

7.9.3 Systematic Uncertainty on the Cross-Section

For the 2011 analysis, the way to determine the systematic uncertainties on
the W cross-sections is the same as the way to determine the systematic un-
certainties in the 2010 analysis (see section 5.11.3). Here we only tabulate each
source of percentage systematic uncertainties on the total W+ and W− cross-
sections for the MD and MU polarities (see Table 7.17). The largest systematic
uncertainty comes from the background normalisation. The overall percent-
age systematic uncertainties on the total W+ and W− cross-sections for the
MD (MU) polarities are 1.3% and 1.9% (1.2% and 1.5%), which are smaller
than the overall percentage systematic uncertainties on the total W+ and W−

cross-sections for the 2010 analysis, 3.0% and 2.9%.

Table 7.17: Percentage systematic uncertainties on the W+ and W− cross-sections in the whole η range.

Systematic Source MD W+ MD W− MU W+ MU W−

Background Estimation 0.38% 0.31% 0.42% 0.38%
Background Normalisation 1.06% 1.78% 0.77% 1.19%

Detector Efficiency 0.56% 0.48% 0.71% 0.60%
Selection Efficiency 0.40% 0.40% 0.46% 0.44%

Acceptance Efficiency 0.02% 0.01% 0.02% 0.01%
FSR correction 0.16% 0.12% 0.17% 0.12%

Total Systematic Uncertainty 1.33% 1.92% 1.23% 1.46%

7.9.4 Uncertainty due to the Luminosity Determination

For the 2011 analysis, we take the same way to determine the uncertainty
on the W cross-section due to the luminosity determination as for the 2010
analysis (see section 5.11.4). As there is no improvement on the integrated
luminosity measurement, the percentage uncertainties on the differential and
total W cross-sections due to the luminosity determination are still 3.5%.

7.10 σW→µνµ Ratio

For the 2011 analysis, we utilise the same method to calculate the ratio between
the W+ and W− cross-sections as for the 2010 analysis (see section 5.12). The
differential and total cross-section ratios for the MD and MU polarities are
tabulated in Table 7.18. The uncertainties quoted in this table are the statistical
and systematic uncertainties.
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Table 7.18: Ratios between the W+ and W− cross-sections in each η bin as well as the whole η range for the
MD and MU polarities.

η MD R+/− MU R+/−
2.00− 2.25 1.7149± 0.0182± 0.0134 1.7597± 0.0227± 0.0067
2.25− 2.50 1.7140± 0.0164± 0.0139 1.7728± 0.0200± 0.0078
2.50− 2.75 1.6075± 0.0152± 0.0113 1.6608± 0.0189± 0.0056
2.75− 3.00 1.3908± 0.0136± 0.0063 1.4532± 0.0168± 0.0029
3.00− 3.25 1.1755± 0.0121± 0.0026 1.2077± 0.0149± 0.0004
3.25− 3.50 0.8943± 0.0101± 0.0009 0.9287± 0.0125± 0.0004
3.50− 4.00 0.6405± 0.0069± 0.0001 0.6476± 0.0084± 0.0006
4.00− 4.50 0.4280± 0.0122± 0.0077 0.4309± 0.0147± 0.0040

2.0− 4.5 1.2760± 0.0049± 0.0075 1.3260± 0.0060± 0.0031

7.11 σW→µνµ Charge Asymmetry

The charge asymmetry of the W boson cross-sections in the 2011 analysis is
determined in an identical way as the charge asymmetries of the W boson
cross-sections in the 2010 analysis (see section 5.13). Table 7.19 tabulates the
W cross-section charge asymmetries in each η bin for the MD and MU polar-
ities. The uncertainties quoted in this table are the statistical and systematic
uncertainties.

Table 7.19: Charge asymmetries between the W+ and W− cross-sections in each η bin for the MD and MU
polarities.

η MD A+− MU A+−
2.00− 2.25 0.2633± 0.0050± 0.0036 0.2753± 0.0060± 0.0017
2.25− 2.50 0.2631± 0.0045± 0.0038 0.2787± 0.0052± 0.0020
2.50− 2.75 0.2330± 0.0045± 0.0033 0.2484± 0.0053± 0.0016
2.75− 3.00 0.1635± 0.0047± 0.0022 0.1847± 0.0056± 0.0010
3.00− 3.25 0.0807± 0.0051± 0.0011 0.0941± 0.0061± 0.0001
3.25− 3.50 −0.0558± 0.0056± 0.0005 −0.0370± 0.0067± 0.0002
3.50− 4.00 −0.2192± 0.0052± 0.0001 −0.2139± 0.0062± 0.0004
4.00− 4.50 −0.4005± 0.0120± 0.0075 −0.3977± 0.0144± 0.0039

7.12 σW→µνµ Theoretical Predictions

As described in section 5.14, in order to test the Standard Model, the W cross-
sections and their charge asymmetries 6 are compared with theoretical predic-
tions. These theoretical predictions for the W± cross-sections are calculated
in the same fiducial phase-space as those applied in data by FEWZ at NNLO
with the MSTW08 and CT10 [112] PDF sets. Table 7.20 (7.21) tabulates the
theoretical predictions for the W± cross-sections with MSTW08 (CT10) PDF
set. Table 7.22 shows the uncertainties on the W± cross-section predictions due
to scale variations.

6The theoretical predictions for the W cross-section ratios are not available now.
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Table 7.20: Theoretical predictions for the W± cross-sections and charge asymmetries with the MSTW08
PDF set. The uncertainties quoted are due to PDF errors. As the uncertainties for the total W cross-section
predictions which are generated by FEWZ are not available now, we do not tabulate the total W cross-section
predictions in the table.

η σW+→µ+νµ (pb) σW−→µ−ν̄µ (pb) A+−
2.00− 2.25 198.7+3.9

−3.5 114.4+2.0
−1.9 0.269+0.004

−0.006

2.25− 2.50 182.5+3.7
−3.2 107.6+1.9

−1.9 0.258+0.004
−0.006

2.50− 2.75 156.9+3.3
−2.8 100.6+1.9

−1.9 0.219+0.005
−0.007

2.75− 3.00 128.7+2.7
−2.3 90.0+1.9

−1.9 0.177+0.006
−0.009

3.00− 3.25 94.6+2.1
−1.7 79.9+1.8

−1.9 0.084+0.007
−0.010

3.25− 3.50 64.0+1.5
−1.1 68.3+1.7

−1.7 −0.031+0.009
−0.012

3.50− 4.00 59.2+1.1
−0.8 92.5+1.9

−1.8 −0.220+0.017
−0.021

4.00− 4.50 12.7+0.4
−0.3 41.3+1.2

−1.0 −0.530+0.024
−0.026

Table 7.21: Theoretical predictions for the W± cross-sections and charge asymmetries with the CT10 PDF set.
The uncertainties quoted are due to PDF errors. As the uncertainties for the total W cross-section predictions
which are generated by FEWZ are not available now, we do not tabulate the total W cross-section predictions
in the table.

η σW+→µ+νµ (pb) σW−→µ−ν̄µ (pb) A+−
2.00− 2.25 197.6+4.1

−4.5 110.6+2.6
−2.8 0.282+0.006

−0.005

2.25− 2.50 179.4+3.9
−4.1 104.9+2.5

−2.7 0.262+0.006
−0.005

2.50− 2.75 156.5+3.5
−3.6 97.1+2.4

−2.5 0.234+0.006
−0.005

2.75− 3.00 126.2+3.0
−3.0 88.6+2.3

−2.4 0.175+0.006
−0.006

3.00− 3.25 92.2+2.3
−2.3 79.0+2.1

−2.2 0.077+0.007
−0.007

3.25− 3.50 62.1+1.7
−1.6 67.1+1.9

−1.9 −0.038+0.008
−0.010

3.50− 4.00 57.5+1.4
−1.2 95.4+2.1

−2.2 −0.248+0.016
−0.021

4.00− 4.50 12.5+0.5
−0.4 44.5+1.4

−1.5 −0.561+0.026
−0.031

Table 7.22: Uncertainties on the W± cross-section predictions due to scale variations. The uncertainties on
the W cross-section charge asymmetries due to scale variations are not available now.

η ∆ σW+→µ+νµ (pb) ∆ σW−→µ−ν̄µ (pb)

2.00− 2.25 +0.2
−0.7

+0.5
−1.8

2.25− 2.50 +5.5
−1.7

+0.3
−1.0

2.50− 2.75 +0.4
−1.5

+0.7
−2.3

2.75− 3.00 +1.7
−0.5

+0.3
−0.1

3.00− 3.25 +4.4
−1.3

+0.3
−0.1

3.25− 3.50 +0.3
−1.0

+0.2
−0.1

3.50− 4.00 +0.5
−0.2

+2.6
−0.8

4.00− 4.50 +0.1
−0.3

+2.1
−0.6

Fig. 7.11 shows the differential W± cross-sections for the MD and MU polar-
ities. The cross-sections in the first 6 η bins have been divided by the bin size,
0.25, while the cross-sections in the last two η bins have been divided by the bin
size, 0.5. The uncertainty on the data result is calculated by adding the statis-
tical uncertainty, systematic uncertainty and uncertainty due to the luminosity
determination in quadrature. The MSTW08 theoretical predictions overshoot
the W+ cross-sections in the first, third and fourth η bins, and overshoot the
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W− cross-sections in the second and third η bins. The CT10 theoretical pre-
dictions slightly overshoot the W+ cross-sections in the first, third and fourth
η bins.

Fig. 7.12 shows the MD and MU differential cross-section charge asymmetries
and their theoretical predictions. The MSTW08 (CT10) theoretical predictions
are slightly underestimated in the third (seventh) η bin. In the last η bin, both
the MSTW08 and CT10 theoretical predictions are underestimated.

Fig. 7.13 shows the total W cross-sections and their ratios for the MD and
MU polarities. MD (MU) data results are shown as yellow (green) bands. As
the total cross-sections and their ratio predictions generated by FEWZ are not
available now, we use the predictions generated by DYNNLO instead. These
theoretical predictions are shown as points with error bars. The JR09 predic-
tions describe the W± cross-section measurements well for the MD and MU
polarities. The MSTW08 predictions are consistent with the W± cross-sections
in the MD data while they are overestimated for the cross-sections in the MU
data. The ABKM09 predictions overshoot the W± cross-sections in the MU
data and also overshoot the W+ cross-section in the MD data. The JR09 and
MSTW08 cross-section ratio predictions are consistent with the ratio for the
MD data while they are underestimated for the ratio in the MU data. The
ABKM09 cross-section ratio predictions are overestimated for both the MD
and MU cross-section ratios.

As the precisions of the total W+ and W− cross-section measurements for the
MD (MU) polarity are about 3.7% and 4.0% (3.7% and 3.8%), which are larger
than the percentage uncertainties on the W± predictions due to the MSTW08,
ABKM09 and JR09 PDF errors: 1.8% and 2.6%, 1.7% and 1.6%, 3.2% and
2.9%, these measurements can not reduce the uncertainty on PDFs. However,
as the uncertainties due to the luminosity determination on the W± cross-
section measurements cancel out and systematic uncertainties are correlated,
the dominant uncertainty on the cross-section ratio measurement is statistical.
The precision of the total cross-section ratio measurement for the MD polarity is
0.7%, which is smaller than the percentage uncertainty on the ratio prediction
due to the MSTW08 and JR09 PDF errors: 3.3% and 3.1%. As a result,
measurements on the W cross-section ratio can reduce the uncertainties on the
predictions due to the MSTW08 and JR09 PDF errors.
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Figure 7.11: Differential W± cross-sections with the data results and theoretical predictions. W+ cross-sections
in the MD (MU) data sample are presented as circle (square) points with red error bars. W− cross-sections in
the MD (MU) data sample are presented as circle (square) points with blue error bars. (a), hatched areas are
MSTW08 predictions. (b), hatched areas are CT10 predictions.
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Figure 7.12: Differential cross-section charge asymmetries with the data results and theoretical predictions.
Data results are presented as points with error bars. (a), hatched areas are MSTW08 predictions. (b), hatched
areas are CT10 predictions.
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Figure 7.13: Total W cross-sections and their ratio. Data results are shown as bands. Theoretical predictions
are shown as points with error bars.
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7.13 Comparison between the 2011 and 2010 Results

In this section, we will compare the W cross-section and its charge asymmetry
measurements in the 2011 analysis with the measurements in the 2010 analysis.
As the W cross-sections in the 2010 analysis are estimated with combing the
MD and MU polarity together, in order to make a consistent comparison, the
MD and MU W cross-sections in the 2011 analysis are also combined together.
The combined W cross-section in the 2011 analysis is taken as the average
value between the MD and MU W cross-sections. The systematic uncertainty
on the combined W cross-section due to the magnet polarity is taken as a half
of the difference between the MD and MU W cross-sections. It is assumed that
statistical (systematic) uncertainties on the MD and MU W cross-sections are
uncorrelated, thus the statistical (systematic) uncertainty on the combined W
cross-section is estimated by adding the statistical (systematic) uncertainties
on the MD and MU W cross-sections in quadrature and then dividing it by 2.
As the percentage precisions of the luminosity measurements for the 2011 MD
and MU data are 3.5%, it is assumed that uncertainties due to the luminosity
determination on the MD and MU W cross-sections are correlated, thus the
uncertainty due to the luminosity determination on the combined W cross-
section is estimated by adding the uncertainties on the MD and MU W cross-
sections linearly and then dividing it by 2.

Table 7.23 shows the combined differential and total cross-sections for the
W+ → µ+νµ and W− → µ−ν̄µ processes. In this table, the first uncertainty is
statistical, the second uncertainty is systematic 7 and the third uncertainty is
due to the luminosity determination. The percentage systematic uncertainties
on the combined W+ and W− cross-sections in the whole η range are 1.6% and
1.9%, which are larger than the percentage systematic uncertainties on the MD
(MU) W cross-sections in the whole η range, 1.3% and 1.9% (1.2% and 1.5%).
This is because we have considered the non-negligible systematic uncertainty
due to the magnet polarity on the combined W cross-section.

Table 7.23: The combined differential and total cross-sections for the W+ → µ+νµ and W− → µ−ν̄µ processes.

η σCombined
W+→µ+νµ

(pb) σCombined
W−→µ−ν̄µ (pb)

2.00− 2.25 180.4± 0.9± 4.6± 6.2 103.9± 0.7± 3.9± 3.6
2.25− 2.50 168.7± 0.7± 7.6± 5.8 96.7± 0.6± 3.2± 3.3
2.50− 2.75 141.6± 0.6± 6.1± 4.8 86.7± 0.5± 5.2± 3.0
2.75− 3.00 116.0± 0.6± 3.1± 4.0 81.7± 0.5± 3.9± 2.8
3.00− 3.25 88.1± 0.5± 2.7± 3.0 73.9± 0.4± 3.2± 2.6
3.25− 3.50 58.9± 0.4± 1.3± 2.0 64.5± 0.4± 2.5± 2.2
3.50− 4.00 57.6± 0.4± 1.6± 2.0 89.4± 0.5± 2.9± 3.1
4.00− 4.50 17.3± 0.3± 1.4± 0.6 40.3± 0.5± 3.1± 1.4

2.0− 4.5 828.4± 1.6± 13.0± 28.5 637.1± 1.4± 12.0± 22.0

7The systematic uncertainty on the combined W cross-section due to the magnet polarity is included.
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Table 7.24 shows the differential charge asymmetry for the combinedW cross-
sections.

Table 7.24: Charge asymmetries between the combined W cross-sections in each η bin.

η Combined A+−
2.00− 2.25 0.2692± 0.0039± 0.0057
2.25− 2.50 0.2712± 0.0034± 0.0058
2.50− 2.75 0.2413± 0.0035± 0.0078
2.75− 3.00 0.1737± 0.0036± 0.0101
3.00− 3.25 0.0871± 0.0040± 0.0063
3.25− 3.50 −0.0466± 0.0044± 0.0083
3.50− 4.00 −0.2166± 0.0040± 0.0023
4.00− 4.50 −0.3991± 0.0093± 0.0005

Fig. 7.14 shows the comparison of the W cross-section measurements with
the 2011 and 2010 data. In the η range 2.0 < η < 2.5 (2.5 < η < 3.0 and
3.5 < η < 4.0), the W+ (W−) cross-section measured with the 2011 data is
slightly lower than the result measured with the 2010 data. In the η range
4.0 < η < 4.5, the W− cross-section measured with the 2011 data is slightly
higher than the result measured with the 2010 data. In the rest η bins, the
W cross-section measurements with the 2011 data are in general agreement
with the measurements with the 2010 data. Fig. 7.15 shows the comparison of
the W cross-section charge asymmetry measurements with the 2011 and 2010
data. In the η ranges 3.5 < η < 4.0 and 4.0 < η < 4.5, the W cross-section
charge asymmetry measurement with the 2011 data is slightly higher than the
measurement with the 2010 data. The charge asymmetry in the rest η bins,
the charge asymmetries measured with the 2011 data are in general agreement
with the results measured with the 2010 data.

As shown in Tables 7.4 and 5.3, the χ2/ndf for the pT spectrum fit is 1.9
(1.8) for the 2011 MD (MU) data, which is higher than the χ2/ndf for the pT
spectrum fit in the 2010 data, 1.03. This could be the reason for the discrepancy
observed between the W cross-sections and its charge asymmetries measured
with the 2011 and 2010 data. The χ2/ndf of the pT spectrum fit in the 2011 data
could be improved by splitting the 2011 data sample into four samples. In the
first (second, third, fourth) sample, the x component of the muon’s momentum,
px, is greater (smaller, smaller, greater) than 0, and the y component of the
muon’s momentum, py, is greater (greater, smaller, smaller) than 0. In order
to validate this method, more study is needed.
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Figure 7.14: Comparison of the W cross-sections measured with the 2010 (white dots with error bars) and
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Chapter 8

Appendix B

In this appendix, we will describe how the charged particles are detected in
the LHCb detectors. The charged particle can be detected through the gas
detector, the solid-state detector, the scintillation detector and the Cherenkov
detector. Each of the detectors will be described briefly.

8.1 Gas Detector

The gas detector works by detecting the ionization when a charged particle
passes through a gas. The gas is usually chosen as an inert one such as Argon.
This detection is done by collecting the ionization products or induced charges
on to electrodes [1]. In LHCb, three gas detectors were utilised to detect charged
particles. They are the drift time detector, the Multi-Wire Proportional Cham-
ber (MWPC), and the triple-Gas Electron Multiplier (GEM). The drift time
detector was installed on the outer trackers of the three T stations. The way
how the drift time detector works was described in section 3.2.3 in detail. Here
we do not describe it anymore. The MWPC and triple-GEM were utilised in
the LHCb muon system. In the following section, we will describe these two
gas chambers in detail.

MWPC

Fig. 8.1(a) is the schematic diagram of a MWPC. Inside the MWPC, there
is a symmetric cell with an anode-cathode distance of 2.5 mm. The anodes
are made of 30 µm diameter gold-plated tungsten wires and they are placed
in a plane of 1.5 mm spacing. The voltage between the anode and cathode is
maintained to be 2.5-2.8 kV. The gas utilised in the MWPC is a mixture of
Ar, CO2 and CF4. When a muon particle traverses the gas, some molecules in
the gas are ionised. The liberated electrons then will drift towards the anode
wires. The strong electric field between the anode and cathode will initiate an
electron avalanche. This avalanche is collected by the anode wires and results
a detectable electric current as a signal. The time resolution of the MWPC is
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around 5 ns.

(a) (b)

Figure 8.1: (a) Schematic diagram of a MWPC. Taken from [113]. (b) Schematic cross section of a triple-GEM
detector. Taken from [49].

Triple-GEM

The triple-GEM detector consists of three gas electron multiplier(GEM) foils
which are sandwiched between the anode and cathode planes. Fig. 8.1(b)
shows the cross section of this detector. The GEM foils are made of 50 µm
thick Kapton with two-sided Cu cladding of 5 µm. The gas inside the triple-
GEM is also a mixture of Ar, CO2 and CF4. When the muon particle passes
through the gas in the drift gap between the cathode plane and the first GEM
foil, the molecules in the gas are ionised. The holes in each foil serve as electron
multiplication channels for the liberated electrons [89]. The potential difference
between the Cu layers on the foil is 300-500 V, thus the electric field inside the
hole is very strong. This strong field will initiate an electron avalanche. The
adjacent foils will further multiply the liberated electrons. Once the electrons
traverse the last GEM foil and drift towards the anode in the induction gap, a
measurable current signal is observed on the pads.

8.2 Solid-State Detector

In the solid-state detector, when the charged particle passes through the solid,
it will scatter with the electrons in the valence band of the solid. The electrons
then will obtain sufficient energies and they will break the covalent bonds of
the lattice and move to the conduction band of the solid. Due to the promotion
of an electron from the valence band to the conduction band, there is a hole in
the valence band. The hole behaves like a positron and can move in the valence
band. The electron and hole separate with the presence of an externally applied
electric field, and they are collected at the electrodes. This induced charge gives
a signal. This signal is a sign of the detection of the traversing charged particle
and it is proportional to the energy loss of the incident charged particle [1].
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The solid-state detectors utilised in LHCb are silicon sensors. The silicon
sensor is an array of silicon strips. Each silicon strip detects charged particles
independently. The silicon sensors are installed in the VELO detector, the TT
station and the inner trackers of three T stations.

8.3 Scintillation Detector

When charged particles traverse the material in the scintillator detector, they
will loss energy due to the excitation and ionization of atomic electrons in the
material. A small fraction of the excitation energy will be re-emitted in the
form of visible light during de-excitation. A photomultiplier tube (PMT) is
coupled to the scintillation detector. The PMT absorbs the light emitted by
the scintillation detector and converts the light signal to a detectable electric
impulse [1]. The way how the PMT works is described in the end of section
3.2.4. In LHCb, the scintillation detectors are installed in the SPD, PRS, ECAL
and HCAL.

8.4 Cherenkov Detector

In LHCb, the Cherenkov detector is utilised in RICH-1 and RICH-2. The way
how the Cherenkov detector works is described in section 3.2.4. Here we do not
describe it anymore.
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