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Executive Summary

The Phase-I upgrade of the ATLAS Trigger and Data Acquisition (TDAQ) system will allow
the ATLAS experiment to efficiently trigger and record data at instantaneous luminosities that
are up to three times that of the original LHC design while maintaining trigger thresholds
close to those used in the initial run of the LHC. New Level-1 calorimeter feature extraction
processors will be incorporated to allow finer granularity data from the Liquid Argon (LAr)
Calorimeter to be used to improve electron, photon, and tau selection; more sophisticated and
larger-area algorithms to be used to improve jet selection; and improved pile-up corrections
to be used for missing momentum reconstruction. The finer granularity data will be optically
transmitted from new dedicated LAr Calorimeter hardware which is described in a separate
technical design report. The Phase-I TDAQ upgrade will also benefit from the construction of
the New Small Wheel (NSW), described in a separate technical design report. The new signals
from the NSW will be included in the Level-1 muon endcap trigger, significantly reducing the
overall rate by rejecting a large fraction of fake triggers. In addition, signals from the outer
layer of the extended barrel of the Tile Calorimeter will be made available to the Level-1
muon endcap trigger for reducing the fake trigger rate in the overlap region between barrel
and endcap in the Muon Spectrometer. The upgraded Level-1 muon trigger electronics will
provide input to the new Muon-to-Central-Trigger-Processor Interface (MUCTPI). The new
calorimeter feature extraction processors and the new MUCTPI will produce object quantities
(e.g. η, φ and momentum) that can be combined with each other as well as with signals from
the existing calorimeter trigger in a new topological processor. The Central Trigger Processor
will be expanded to allow up to 512 distinct triggers. The Data Acquisition and the High-
Level Trigger (HLT) processing farm will be upgraded to allow full calorimetry information
on a large fraction of the 100 kHz of accepted Level-1 events to be read out and processed. The
processing of the HLT will be complemented by the new Fast Tracker (FTK), described in a
separate technical design report, that provides full track reconstruction at the start of the HLT
selection process at the full Level-1 accept rate. Improved dataflow software, and improved
and refined HLT selection algorithms will allow the 100 kHz Level-1 accept rate to be reduced
to less than 1 kHz for recording.
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1 Introduction

When the LHC resumes operation in 2018 after the second long shutdown, it will be in many
respects a new machine. The LHC performance will then by far surpass that achieved during
the first pp run at

√
s = 8 TeV, with a peak luminosity of 0.77×1034 cm−2 s−1. The upgraded

LHC will produce collisions at a centre-of-mass energy at or near its ultimate design of 14 TeV;
it will run with roughly double the number of proton bunches and, due to the upgrade of the
injector complex, at similar or even higher bunch intensities, and therefore with significantly
higher beam currents; and the beams will have smaller emittances with smaller β-functions
at the interaction points, leading to a smaller luminous region. As a result, the LHC can be
expected to reach instantaneous luminosities of 3×1034 cm−2 s−1. This offers a major gain in
physics potential through a substantial improvement in mass reach, with a dataset after three
years of running totalling 300 fb−1, more than ten times that which has been recorded to date.

For the detectors, the substantial increase in physics potential comes with considerable
challenges. The increased luminosity will be accompanied by much increased levels of pile-
up. The mean number of interactions per bunch crossing, 〈µ〉, which during the 2012 run
averaged 21 and peaked at around 40, is expected to go up to 80. The bunch spacing reduction
from 50 ns to 25 ns, while helping to contain the increase in in-time pile-up, will nevertheless
increase out-of-time pile-up, and also increase beam-induced fake trigger rates, particularly in
the muon system. Most importantly, both the production cross sections for electroweak-scale
particles (W, Z, H), and the QCD jet backgrounds under which they are buried, will rise by
factors of 2–4 as the LHC energy increases from 8 TeV to 14 TeV.

1.1 Changes for Detectors, Trigger and Data Acquisition

The ATLAS detector has to be upgraded to exploit the new physics reach, preserve the physics
acceptance, and to meet the challenges of the high-luminosity environment. The upgrades
that are being prepared for ATLAS operations after 2018 are referred to as Phase-I upgrades.1

Among the main upgrades to the detector systems are those to the Liquid Argon (LAr) calo-
rimeter electronics [1.1], and the replacement of the inner stations of the endcap muon system
with a new muon detector, the New Small Wheel (NSW) [1.2]. A new hardware-based Fast
Tracker (FTK) [1.3] is being added to process data from the silicon tracking detectors, aiming
to reconstruct charged particle tracks within a latency that is short enough for the tracks to be
used at the start of the High-Level Trigger (HLT) processing.

The Trigger and Data Acquisition (TDAQ) system not only needs to adapt to the changes
made to the detectors, but itself faces event rates and pile-up levels much higher than the
original design values. The present TDAQ system was conceived in the late 1990s and has
operated successfully through the end of the current data-taking (Run 1), while undergoing
only a limited evolution. This has involved rolling replacements of commodity hardware,
CPUs, networking, etc., as well as continuous improvements to the Trigger and DAQ soft-
ware, which together have enabled the TDAQ system to operate reliably over a wide range of
running conditions.

In contrast, the custom electronics in the Level-1 calorimeter and muon triggers, the Cen-
tral Trigger Processor, as well as the read-out system, have remained unchanged, with only

1Phase-I and Phase-II refer to the LHC machine and detector upgrades anticipated to be completed in 2018 and
2022 respectively. The terms LS1, LS2, LS3 refer to the long shutdowns of the LHC in 2013-14 and anticipated in
2018 and 2022, during which the detector upgrades occur. Run 1, Run 2, Run 3 refer to the periods of data-taking
operation of ATLAS before and between the long shutdowns.
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modifications in firmware since their original construction. In the face of the high-luminosity
conditions, these parts will now have to be upgraded as well, and will be able to take ad-
vantage of major advances in technology in the past 15 years. This document reports on the
design of the Phase-I upgrade of the TDAQ system.

Some LHC machine parameters, such as the 25 ns bunch spacing and the near-design
centre-of-mass energy, are expected to be reached after long shutdown one (LS1), i.e. for
operation during Run 2, albeit at lower luminosities. The upgrades for Run 2 present an
important stepping stone towards the Phase-I TDAQ system and are included in the present
document.

1.2 Upgrade Strategies

High levels of pile-up degrade the calorimeter resolution, soften the trigger turn-on and com-
promise isolation of single particles, thereby decreasing trigger efficiency. A major handle to
counteract this is the use of increased granularity in calorimeter trigger data. The 0.1× 0.1
trigger towers 2 used in the present Level-1 Calorimeter Trigger are too coarse to handle the in-
creased levels of pile-up, and the primary aim of the LAr electronics upgrade is to make finer-
granularity data available to the trigger electronics. The improved granularity will give rise
to better isolation, which in turn can preserve lower energy thresholds. The upgraded Level-1
Calorimeter Trigger will make full use of the finer granularity, using new electron/photon
and jet feature extraction modules, referred to as eFEX and jFEX, respectively.

Beam-induced backgrounds, primarily from slow particles (low-momentum protons) em-
anating from the endcap toroid or shielding, are an important source of fake triggers in the
muon endcap. The key to suppressing these backgrounds in the muon endcap trigger is to
require coincidence with the inner stations in the muon detector. The main objective of the
muon New Small Wheel is to provide such coincidences in position and direction. This re-
quires new Level-1 muon trigger electronics to interface to the Central Trigger Processor, as
well as new sector logic for the muon endcap and changes to the interface of the muon barrel
trigger. With these changes, the rates can be brought to manageable levels without restrict-
ing the acceptance and consequential loss of physics efficiency. In addition to the above, the
shorter bunch spacing will increase fake triggers in the 1 < |η| < 1.3 transition region. One
way to suppress these is to use the outermost layer of the Tile calorimeter in the muon trigger
to form a coincidence.

As luminosities increase, the physics coverage can be improved by complementing inclu-
sive selections with more exclusive ones. The present central trigger relies on combinatorial
logic, using information on object energies and momenta but with no data on their relative
location within the ATLAS detector. The new topological trigger processor, being prepared
for Run 2, will allow selections based on angles, effective masses etc. A new core processor
within the central trigger is also being prepared. This will provide double the number of in-
puts, and give substantially more flexibility in choice and number of trigger menu items. The
new muon interface to the central trigger will also provide full granularity Region-of-Interest
(ROI) information to the topological trigger processor.

In the High-Level Trigger, the increased pile-up will demand more sophisticated correc-
tions, as is already common in offline reconstruction. Many of these corrections involve track-
ing, which is the most CPU-intensive task performed by the HLT software. The main strategy

2Regions in the detector are given in units of pseudo-rapidity η and azimuth φ, and are specified as ∆η × ∆φ.
Thus, an area quoted as 0.2× 0.1 spans 0.2 in η and 0.1 rad in φ.
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is to make more use of tracks in the HLT, using the fast hardware tracking provided by the
FTK. Another strategy is an increased reliance on full calorimeter read-out. In general, as
more sophisticated techniques are moved upstream from the HLT into the Level-1 trigger, the
HLT will in turn have to more extensively adopt offline processing algorithms to maintain the
required rejection factors. The upgrades to the HLT hardware and software are designed to
provide the necessary resources to make this possible.

1.3 Present System and Planned Upgrades

Figure 1 shows a schematic overview of the TDAQ system in 2012. A detailed description of
the original system can be found in Ref. [1.4]. Event data move from the ATLAS on-detector
electronics into the front-end buffers at the bunch crossing rate of 40 MHz. Starting from this
huge flow of data, the task of the Trigger and DAQ system is to select a few hundred events
per second for recording to permanent storage.

The DAQ system is responsible for the transport and assembly of the event data all the
way from the front-end buffers to the logging to disk. Along this path, event fragments are
processed in parallel by the sub-detector Read-Out Drivers (RODs), which perform varying
levels of feature extraction. The data pass to the Read-Out System (ROS), where they are
buffered until requested by the High-Level Trigger farm, where they are assembled into events
(event building) and ultimately recorded to disk. The two-tier trigger system orchestrates
these stages, with each level accepting only a subset of data to be passed on to the next. The
Level-1 Trigger is clock-driven, the High-Level Trigger event-driven.

The Level-1 trigger, built in custom electronics, processes data from the calorimeters and
the muon detectors, searching for signatures such as large electromagnetic energy deposits
or high-pT muon tracks. Once identified, information on these features is collected and sent
to the central trigger, where it is combined and the result is compared to 256 programmable
trigger items. If the trigger conditions are met, a Level-1 Accept is issued, initiating read-out
and processing in the RODs, and subsequent transfer to the ROS. At the same time, Regions-
Of-Interest (ROIs) are built. These are small data packets describing the feature locations and
energies, which are sent to the Level-2 Trigger and used to steer the processing. The rate of
the Level-1 Accepts reached about 70 kHz during Run 1.

The High-Level Trigger is implemented in software, and operates on a large farm of com-
mercial computer processors. It executes chains of reconstruction and signature algorithms
that analyse the properties of the events. The original architecture employed two distinct lev-
els, running on physically separate sub-farms. The Level-2 trigger generally requested frag-
ments defined by the Level-1 ROIs, but at full granularity for the detector regions concerned,
amounting to approximately 10% of the data for each event. The Level-2 nodes delivered a
decision within a few tens of milliseconds and were typically configured to accept about one
in ten events for further processing. The accepted events were then fully built, prior to pro-
cessing in the Event Filter, in which a complete reconstruction of the event was performed,
running essentially offline algorithms to make a final decision within approximately one sec-
ond. At this stage, another rejection factor of ten was realised, resulting in a recording rate of
a few hundred events per second.

Many of these original components will be retained in the Phase-I system. Figure 2 shows
the system after the Phase-I upgrade. The main parts to be upgraded are the Level-1 Calorim-
eter Trigger electronics, including the new eFEX and jFEX processors, the RODs and optical
plant, the Level-1 Muon Trigger sector logic for the endcap, the Central Trigger Processor

1.3 Present System and Planned Upgrades 3
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Figure 1: Schematic overview of the Trigger and DAQ system in 2012 (Run 1)

(CTP), and the muon-to-CTP interface (MUCTPI). In addition, there will be a new Level-1
Topological Processor (L1Topo), a Tile Calorimeter muon trigger, a New Small Wheel trigger
processor, and the new Fast Tracker.

Trigger latency is a critical parameter for the Level-1 Trigger upgrades, as the majority of
the detector front-end electronics will not be replaced before LS3. All the new trigger functions
have to be performed within the existing latency limit of 2.2 µs.

In the DAQ/HLT system, the ROS hardware will be replaced. Wide-ranging software
upgrades will be needed to core software, dataflow, configuration and control software, trig-
ger menus and algorithms, as well as possible use of new technologies. The Level-2, event
building and Event Filter will be merged during LS1 into a single processing unit running in
a homogeneous HLT farm. Finally, the HLT CPU farm and online infrastructure will be up-
graded and extended, to meet the high-luminosity performance requirements. The evolution
of the HLT compute power is based on the arguments presented in the physics motivation
section and the improvements expected from upgraded trigger algorithms.

1.4 Outline of this Report

Following this introduction, the document is organised in eight principal sections. Section 2
presents the physics case for the TDAQ Phase-I upgrade. The basic constituents of the cur-
rent trigger menu, single-electron and single-muon triggers, taus, jets and missing transverse
energy triggers, are examined in the context of their current thresholds and rates. The evo-
lution of the rates with the upgraded LHC is then discussed, particularly how low-threshold
single-lepton triggers – and HLT rejection factors – can be preserved, despite the much higher

4 1 Introduction
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Figure 2: Schematic overview of the Trigger and DAQ system after the Phase-I upgrade

particle rates by taking advantage of the upgraded detector and trigger. Physics studies are
presented that review the most important physics channels.

The following sections then cover details of the upgrade. Section 3, the longest of this
document, describes the upgrades to the Level-1 Calorimeter Trigger, including examples of
new algorithms and their performance, the eFEX and jFEX processors with their interfaces
and infrastructure, firmware and software upgrades, and the plan for testing, commissioning
and validation. The upgrades of the Level-1 Muon Trigger are presented in Section 4, which
is divided into three parts: the muon endcap trigger and new sector logic for the NSW;
the new muon barrel trigger interface modules; and the design of the Tile calorimeter D-
layer coincidence electronics. Section 5 details the upgrades to the Level-1 Central Trigger,
specifically the CTP, the new MUCTPI, and the L1Topo trigger processor. A summary of the
Level-1 Trigger latency in the new system is presented here as well.

In Section 6, the evolution of the online and High-Level Trigger software is discussed.
Section 7 focuses on the hardware of the DAQ and HLT systems, covering the upgraded Read-
Out System as well as the DAQ networks after LS1, followed by a description of a proposed
upgrade for the Phase-I read-out. The final part of the document, Section 8, summarises
the participating institutes and their areas of interest, the management organisation, work
breakdown structure and schedule, as well as the cost and resources.

The glossary in appendix A defines many of the common acronyms and terms used in this
document.

The strategy presented in this technical design report provides ATLAS with a robust con-
figuration for higher-luminosity running, enabling the experiment to take full advantage of
the accelerator upgrades.

1.4 Outline of this Report 5
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2 Physics Motivation

2.1 Introduction

The ATLAS integrated luminosity near
√

s = 14 TeV is expected to total more than 300 fb−1 by
the end of Run 3, with the bulk of the data taken after the installation of all the components
of the Phase-I upgrade. This data set will allow ATLAS to make precise measurements of
Higgs production rates and properties and, equally importantly, search in a very large phase
space for physics Beyond the Standard Model (BSM). These data will also allow ATLAS to
improve the measurement of many Standard Model (SM) physics processes and to improve
the foundation on which the Higgs and BSM studies are built. To satisfy these demands, the
Phase-I upgrade of the Trigger and Data Acquisition (TDAQ) system of ATLAS must provide
comprehensive and efficient coverage of all triggers needed for Higgs and SM physics, while
at the same time serve the very diverse needs of the searches for BSM physics.

Much of the trigger phase space is covered by the decays of electroweak particles such
as the W, Z and Higgs bosons, which have masses between 80 and 125 GeV. W bosons are
ubiquitous, not only in SM decays, such as those of the top quark, but also in BSM decays, for
example, in the decay of supersymmetric particles. The decays of these electroweak particles
are mainly to leptons and jets resulting in detector objects which predominately exceed an of-
fline transverse momentum, pT, of about 30 GeV. The most useful Level-1 trigger signatures for
these electroweak-scale particles are from isolated electrons and muons which produce samples
highly enriched in W and Z bosons3.

The main goal of the Phase-I upgrade is to preserve the low-pT trigger thresholds at Level-1
for single electrons and muons that were used successfully in the Run 1 physics program.
The ability to maintain unprescaled Level-1 triggers on these objects not only will maximise
data samples, for example for Higgs studies, but will also produce data samples that can be
thoroughly understood, which will lead to high quality physics results with small systematic
uncertainties. An added benefit of the Phase-I upgrade is that the threshold for multi-lepton
triggers can be reduced, which is helpful for SUSY scenarios with small mass splittings.

Another important goal of the Phase-I upgrade is to maintain the ATLAS experiment’s
ability to do physics with electroweak-scale particles that produce hadronically-decaying tau
leptons, jets and missing transverse momentum, Emiss

T (from neutrinos and other non-inter-
acting particles). The signatures of these objects are less distinct than those of electrons and
muons. To efficiently trigger on these decay products of electroweak-scale particles, it is
desirable to combine several trigger objects at Level-1 (including very low-pT electrons and
muons, if appropriate) in order to reach rates that can be accommodated by the ATLAS TDAQ
system. At Level-1, these combined objects greatly benefit from the proposed topological
trigger, which is particularly helpful in rejecting background from di-jet events. The ability
of the trigger system to accommodate these combined trigger signatures relies on having low
Level-1 single-electron and -muon rates leaving adequate bandwidth for the combined objects.

The last goal of the Phase-I upgrade is to significantly improve the High-Level Trig-
ger (HLT) to keep the output rate reasonable. The improvements are needed because after
the Phase-I upgrade the 100 kHz of accepted Level-1 triggers will be enriched in interesting
physics objects, compared to Run 1, by a factor of 10 or more and will contain many more

3Some events with W and Z bosons may need to be rejected in the HLT, as described in Section 2.4.1. The
full detector information available at the HLT allows these events to be rejected with minimal loss to the ATLAS
physics program.
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pile-up interactions. This requires a combination of software improvements, expansion of the
HLT computing farm and the addition of the Fast Tracker (FTK).

In Section 2.2 the Level-1 trigger rates expected before and after the Phase-I upgrade for
electrons or photons, taus, muons, jets and Emiss

T are discussed. In Section 2.3, a possible
evolution of the Level-1 trigger menu is presented. This is followed by a discussion of the
expected physics performance of the High-Level Trigger in Section 2.4, including the impact of
the FTK processor. In Section 2.5, the physics performance of the Phase-I upgrade is evaluated
for specific processes.

2.2 Rates and Performance

In this section, the expected Level-1 trigger rates for
√

s = 14 TeV and 3×1034 cm−2 s−1 lu-
minosity, with (Run 3) and without (Run 1 and Run 2) the Phase-I upgrade are discussed.
In Run 1, constraints external to the trigger limited the total Level-1 rate to approximately
65 kHz. During Run 2 and Run 3, the ATLAS Level-1 rate is expected to reach 100 kHz.
Bandwidth allocations are based on detailed arguments and agreed in the menu coordination
group. Typically roughly equal shares are given to electrons and muons, with a large share
of bandwidth reserved for jets, Emiss

T , taus and multi-object triggers, implying that rates for
single electrons and muons would each be limited to approximately 25 kHz or less.

2.2.1 Electron and photon rates

Rates of electron and photon (EM) triggers, which are indistinguishable at Level-1, can be
controlled through both isolation cuts and by raising pT thresholds. If no isolation cuts were
applied, the rate at 3×1034 cm−2 s−1 for an offline pT threshold of 50 GeV (∼40 GeV trigger
threshold) would be approximately 33 kHz and the trigger would only be sensitive to the
highest-pT electrons from boosted W bosons. During Run 2, the isolation cuts will be made
using the 0.1× 0.1 η − φ trigger towers in the current system. Electrons are found as max-
ima in a 0.1× 0.2 or 0.2× 0.1 region in the electromagnetic calorimeter. A hadronic energy
isolation cut of ≤ 1 GeV is applied on the sum of hadronic energy in the 0.2 × 0.2 region
immediately behind the core of the EM region. The EM isolation cut of ≤ 2 GeV is made
on the twelve 0.1× 0.1 EM towers surrounding the 0.2× 0.2 EM core region. These isolation
requirements, in conjunction with η-dependent thresholds that account for energy loss before
the LAr calorimeter, allow the EM trigger threshold to be 30 GeV (38 GeV offline cut) with a
rate of 14 kHz, but with a loss of efficiency of ∼ 3% relative to efficiencies before the changes.

After the Phase-I upgrade it will be possible to reduce the thresholds by applying a cut on
Rη instead of the EM isolation cut. Rη is the ratio of energy deposited in a 0.075× 0.2 η − φ

region to a 0.175× 0.2 region. Figure 3b shows the expected rates and additional rejection
achieved if an Rη cut with a similar efficiency to the Run 2 EM isolation cut is used instead of
the Run 2 EM isolation cut.4 Figure 3a shows the efficiency versus offline pT for a fixed rate of
∼ 14 kHz. The rates in Figure 3b have been normalised to the observed rates in Run 1 at

√
s =

8 TeV and extrapolated to
√

s = 14 TeV using Pythia 8.165 [2.1] with the MSTW2008LO [2.2]
leading-order parton distribution function (PDF) set with the AU2 underlying-event tune [2.3].

More sophisticated isolation and shower shape requirements are under study and have
been discussed in Ref. [2.4]. In addition, improvements in energy resolution from the use of
optimal weights when combining LAr Calorimeter layers will result in better energy resolution

4Offline thresholds are typically set higher than the online thresholds at the point at which the Level-1 efficiency
reaches ∼ 90% of its plateau value.
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and can sharpen the turn-on curves shown in Figure 3a, allowing the offline pT threshold to
be significantly reduced [2.4].
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Figure 3: (a) Efficiency vs reconstructed electron pT using the existing system in the Run 2 configura-
tion with an isolation cut (black circles), and in Run 3 (after the Phase-I upgrade) with the Rη cut (red
triangles). For both systems, the ET threshold value varies with η to correct for variations in material.
(b) EM trigger rates for Run 2 (black circles) and Run 3 (red triangles) systems. The ET scale is the
offline electron pT for which the ET thresholds used would give 90% of the plateau efficiency.

2.2.2 Hadronic tau rate

Individual hadronically-decaying tau leptons will be identified at Level-1 with a method very
similar to that used for electrons, except that the hadronic energy behind the EM core is
included in the energy sum.

The rate of these tau triggers will be reduced using electromagnetic isolation. For example,
a variable similar to Rη has been shown to give a rejection of 1.3 to 1.4 in the eFEX. In the
jFEX, a wider area isolation region can be used.

Because of the energy carried away by the neutrinos in tau decays, the thresholds for
hadrons from taus must be lower than those for muons and electrons produced directly from
W boson decays. However, the rate at Run 2 for a hadronic tau trigger threshold of 15 GeV is
nearly 1 MHz, dominated by multi-jet background, making it impossible to trigger on single
tau leptons produced by electroweak-scale objects. Instead, di-object triggers are used together
with topological cuts.

2.2.3 Muon rate

Without changes to the trigger system, the rate of single-muon triggers (pT > 20 GeV) would
be more than 50 kHz at 3×1034 cm−2 s−1 as can be seen in Table 1. The bulk of this rate
originates from beam backgrounds that produce relatively low energy protons in the forward
muon spectrometer which in turn produce both random and correlated hits. In contrast to the
electron and hadronic tau triggers, where the relative pT resolution of the calorimeter improves
as pT increases, the relative momentum resolution of the muon spectrometer degrades as
pT increases. Because of the limited spatial resolution of the present Level-1 muon system,
significantly raising the nominal pT threshold above 20 GeV produces a slow turn-on curve
that is passed by a large number of muons below the threshold, but at the same time still
has ∼10% inefficiency well above the threshold [2.5]. The strategy for Run 2 is to control the
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Online No TGC EIL4 + TGC EIL4 + TGC EIL4 +
pT > 20 GeV Change (TGC FI or NSW) (TGC FI orṄSW) ( TGC FI or NSW)
3×1034 cm−2 s−1 + Tile Cal. + Tile Cal.

+ low field mask
Rate [kHz] Rate [kHz] Rate [kHz] Rate [kHz]

Run 2 (pre NSW)
51

34 31 28
Run 3 (post NSW) 17 15 13

Table 1: Expected single-muon Level-1 rate (based on 2012 data and 8 TeV) with bunch spacing 25 ns
and instantaneous luminosity 3×1034 cm−2 s−1 for online pT > 20 GeV. The first column shows the
rate with no added coincidences, the second with a coincidence between EI and FI chambers and outer
chambers in the region 1.0 < |η| < 2.4, the third adds a coincidence between the outer layer of tile
calorimeter and outer chambers in the region 1.0 < |η| < 1.3, the fourth column adds a mask that
removes some small regions in φ with |η| ∼ 1.6, that would result in an efficiency loss of 1%.

single-muon rate by adding additional coincidence requirements to the trigger, and failing
that, reducing the acceptance in η to exclude the regions with the highest fake rates. Multi-
object triggers are largely insensitive to the beam-induced background and can be used for all
η in all scenarios.

During Run 1, only TGC chambers furthest from the interaction point were used to gen-
erate triggers. In Run 2, the trigger rate will be reduced by introducing a coincidence with
a doublet of TGC chambers located upstream of the endcap toroids. The EIL4-TGC doublets
partially (∼50%) cover the rapidity region 1.0 < |η| < 1.3 , while the EI-TGC fully cover the
region 1.3 < |η| < 1.9. The coverage of the EIL4-TGC doublets can be increased by adding a
coincidence with the outer-most layer of the ATLAS Tile Calorimeter (see Section 4.3).5 With
these improvements, the trigger rate for pT > 20 GeV is not expected to exceed 28 kHz, when
excluding the low field regions (< 5% acceptance loss) in Run 2. Additional reduction could
be obtained by excluding the region 1.9 < |η| < 2.4.

In Run 3, the New Small Wheel (NSW) [2.5] reduces the trigger rate through the use of
trigger chambers that will provide two displaced space points for muons, allowing a constraint
on both the position and direction of the candidate muon at the location of the NSW. The two
trigger space points are each determined from four sTGC trigger chambers allowing for both
a local coincidence and for redundancy in case of chamber inefficiency. The trigger chambers
are complemented by eight MicroMegas (MM) chambers which will avoid the degradation
that occurs in the present offline muon reconstruction due to the high rate of beam-induced
hits in the muon drift tubes (MDTs) and in addition provide an independent Level-1 trigger
with both a position and direction constraint. The NSW will provide hermetic coverage in
the range 1.3 < |η| < 2.4 and reduce the total single-muon rate to a tolerable 17 kHz at
3×1034 cm−2 s−1. Including the planned reduction in the region 1.0 < |η| < 1.3 from the Tile
calorimeter the rate will be further reduced to 15 kHz at 3×1034 cm−2 s−1. In Run 3 it is likely
the low field region will not need to be masked.

The trigger rates presented in Table 1 are based on a test run with 25 ns bunch spacing
taken in 2012 at 8 TeV and supersede those given in Ref. [2.5]. The rates without the upgrade
depend heavily on beam backgrounds and therefore have large uncertainties.

5Even more rejection could be achieved by installing additional chambers to be included in the trigger coinci-
dence.
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2.2.4 Missing transverse momentum rate at high pile-up

The rate of Emiss
T triggers is a very strong function of pile-up. The effect of pile-up crucially

depends on the thresholds used to determine which energy depositions are included in the
energy sums. The application of these thresholds is distorted by the structure of the out-of-
time pile-up that is induced by the gaps between the LHC bunch trains and the response
function of the ATLAS calorimeter electronics. Corrections for these effects have been applied
for offline ATLAS analysis and they will be implemented in both Run 2 and Run 3 Level-1
triggers. In Run 2 these corrections will be implemented in the nMCM (see Section 3.3.2)
module and will reduce the trigger rate for Emiss

T and jet triggers by more than a factor of five.
The projected rate with the modified nMCM in Run 2 is approximately 9 kHz for a threshold
of 90 GeV.

After the Phase-I upgrade, the Emiss
T calculation can benefit from the optimisation of the

cells included in the calculation of the calorimeter cells in the LAr system as well as jet-area
corrections which are described in the section below. The impact of these improvements have
been studied in Ref. [2.4] and it was found that the online threshold could be lowered to
70 GeV with a rate of approximately 10 kHz.

2.2.5 Jet rate at high pile-up

The rate of low-pT and multi-jet triggers is strongly affected by pile-up. If the first-order
pedestal shifts are controlled as described in the previous section, there will still be a strong
residual effect due to pile-up from algorithms that use clustering or ignore negative fluctua-
tions. This is illustrated in Figure 4a which shows the average number of pile-up jets with
pT > 20 and > 40 GeV in full simulation with 〈µ〉 = 140; there are > 20 pile-up jets per event
with pT > 20 GeV. Pile-up also degrades the jet resolution and the response of the calorimeter.
The method adopted offline for countering these effects is to use a measurement of the pT

density within each event that excludes the hard physics [2.6]. This provides a measure of the
total pile-up activity which can then be removed event-by-event and jet-by-jet by subtracting
the density ρ times the area of a given jet. The method results not only in a reduction of the
jet multiplicity to more manageable levels even at high 〈µ〉 (Figure 4a), but also improves the
jet resolution and restores the calorimeter response. Expected values of ρ, measured using
the full calorimeter within |η| < 2, are shown for various 〈µ〉 in Figure 4b; the RMS of the ρ

distribution increases with increasing 〈µ〉. There are multiple ways to calculate an appropriate
ρ for a given event. The offline software can be directly implemented in the HLT for jet, tau,
and Emiss

T triggers, however, the basic scheme requires some adjustment for the coarser Level-1
segmentation and resolution. For example, a measure of the total number of Level-1 towers
or segments with energy above threshold should be proportional to ρ. While the ρ metric
captures the global fluctuations within an event, local fluctuations also result in degraded res-
olution. A solution can be adopted that employs 2π φ rings for limited η ranges to correct for
local backgrounds due to pile-up. This is similar to the scheme implemented for the Heavy
Ion program and results in lower rates for jet, tau, and Emiss

T triggers. This methodology was
deployed for the Run 1 Heavy Ion HLT jet triggers and is expected to result in a sharper jet
threshold [2.4] allowing the triggering on lower-pT jets or a decrease in rates; it can be added
at Level-1 given the appropriate architecture.

2.2 Rates and Performance 11



ATLAS Phase-I Upgrade
Trigger and Data Acquisition

Technical Design Report
30 November 2013

vtx
Truth vertex multiplicity N

100 120 140 160 180

 P
ile

-u
p 

Je
t M

ul
tip

lic
ity

 

-110

1

10

210

310

410

>20 GeV
T

LCW, p
>40 GeV

T
LCW, p

>20 GeV
T

LCW + jet area, p
>40 GeV

T
LCW + jet area, p

ATLAS Simulation 
 2)→Pythia8 dijets (QCD 2 

=14 TeVs R=0.4, tanti-k
|<2.1, 25ns bunch spacingη|

=140)μ(
noise
pile-up

σ=140,�μ�

(a)

 [GeV]ρ

0 10 20 30 40 50 60 70 80 90 100

N
or

m
al

iz
ed

 E
nt

rie
s

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

 = 40� μ �
 = 60� μ �
 = 80� μ �
 = 140� μ �
 = 200� μ �

ATLAS Simulation 
 2)→Pythia8 dijets (QCD 2 

LCW
| < 2η|

)� μ � = μ(noise
pile-upσ

25ns bunch spacing
 = 14 TeVs

(b)

Figure 4: (a) The mean pile-up jet multiplicity as a function of the number of vertices in events with
〈µ〉 = 140. The closed circles (squares) represent the mean number of pile-up jets with pT > 20 GeV
(solid markers) and 40 GeV (open markers) before and after pile-up subtraction using the event-by-
event median pT density, ρ. The jet pT have been calibrated using Locally Cluster Weighted (LCW). (b)
Distributions of ρ for different values of 〈µ〉. An increase in the RMS of the ρ distribution is observed
with higher values of 〈µ〉.

2.2.6 Topological triggering

The Level-1 topological processor described in Section 5.3 will allow the combination of elec-
tron/photon, muon, tau and jet objects, as well as event-level quantities, such as Emiss

T and its
direction. The topological algorithms to be used are still evolving, but those most likely to be
used include restriction on angles between objects, as well as the reconstruction of invariant
masses of pairs of objects, for example, the invariant mass of forward-jets associated with low-
pT lepton pairs. With the exception of beam-induced backgrounds in the muon system, the
dominant backgrounds are from di-jet events which can be reduced with angular cuts. Typi-
cally, cuts will be made on the difference in pseudo-rapidity, ∆η, the difference in azimuthal
angle, ∆φ, and the variable ∆R =

√
(∆η)2 + (∆φ)2.

The production, commissioning and installation of the topological processor has been ac-
celerated, and together with the CMX module (replacement for the current Cluster Merger
Module, CMM) (see Section 3.3.3) , it will be deployed for use in the present L1Calo trigger
for Run 2. The use of the topological processor can result in improvements of 30% or more,
simply by applying requirements which would be made anyway in the physics analyses, al-
ready at Level-1. In almost all cases, inclusive triggers, without topological cuts but with
higher thresholds, will be retained in addition to the topological triggers.

Before and after the Phase-I upgrade, the largest impact of the topological trigger will be
on di-tau final states (primarily for Higgs studies) with one or both taus decaying hadronically.
The rate of most di-tau triggers can be reduced to a tolerable level by imposition of ∆η or ∆φ

and ∆R cuts with modest loss in efficiency for signal events. This reduction is described below
in Section 2.5.1.
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The topological trigger is also useful for triggering on the process ZH → ννbb. In this
process, the missing energy is likely to point far from any jet, giving good discrimination
against the QCD background as is demonstrated in Section 2.5.1.

The topological trigger offers the possibility to use soft muons to tag b-jet candidates at
Level-1. As an example, b(b)H/A → b(b)bb benefits from a cut on ∆R between a muon
and a jet: compared to a baseline trigger that requires a leading jet with pT > 30 GeV and a
sub-leading jet with pT > 20 GeV in coincidence with a pT > 4 GeV muon, the rate decreases
by a factor of 5 at the cost of 33% efficiency decrease, doubling the expected significance for
this process.

2.3 Level-1 Trigger Menus

Example Level-1 trigger menus before (Run 2) and after the Phase-I upgrade (Run 3) are given
in Table 2, assuming a luminosity of 3×1034 cm−2 s−1 and

√
s = 14 TeV. Both the Run 2 and

Run 3 menus are expected to evolve as more sophisticated algorithms are developed and
there is substantial scope for lowering Level-1 thresholds, especially in Run 3, where studies
on exploiting the Phase-I upgrade are ongoing, as is documented in the companion LAr
Calorimeter TDR [2.4]. Also presented in the table are the rates from the Run 1 menu used at
the highest luminosities in 2012, scaled to 3×1034 cm−2 s−1 and

√
s = 14 TeV. The total rate of

the Run 1 menu used in these conditions exceeds the maximum allowed rate of 100 kHz by a
factor of eight.6

In Run 2, prior to the Phase-I upgrade, rates of electromagnetic triggers (electrons and
photons, denoted by the prefix “EM”), can be controlled by raising thresholds, adding had-
ronic isolation (denoted by “H”), or adding electromagnetic isolation (denoted by “I”) and
varying thresholds with η to account for energy loss (denoted by “V”). The number following
the prefix corresponds to the pT or ET threshold of the trigger.

After the Phase-I upgrade in Run 3, with the additional capabilities of the L1Calo upgrade,
the trigger rate of EM objects can be reduced with the Rη cut (denoted by “R”) discussed above
in Section 2.2.1, giving a factor of more than two and this is exploited in the Phase-I menu.
This allows the offline threshold to be lowered by 6 GeV from 38 GeV to 32 GeV for single
electrons. As already noted in Section 2.2.1 cuts on additional shower shape quantities as well
as improvements in energy resolution from the use of optimal weights when combining LAr
Calorimeter layers will result in an additional reduction of the offline threshold by several
GeV [2.4].

Tau triggers in the menu are denoted by the prefix “TAU”, with electromagnetic isolation
denoted by “I”. After the Phase-I upgrade, the rate of these triggers can be reduced by ∼30%
with a looser cut on the Rη quantity (also denoted by “R”). These improvements crucially
allow a ∼10 GeV reduction in offline tau thresholds which will significantly improve the reach
of the H → ττ analysis described in Section 2.5.1.

Muon triggers are denoted by the prefix “MU”. During Run 2, before the introduction of
the NSW, one may be able to maintain a trigger threshold of 20 GeV, but only by significantly
cutting bandwidth from other triggers, such as those in the topological processor. After the
Phase-I upgrade, there will be significant bandwidth available to design many specialised
topological triggers.

6 The Run 1 configuration assumes the first 12 bunches in each bunch train would be vetoed giving an in-
efficiency for these triggers of 15%. This avoids the bunch-train dependent effects that will be mitigated by the
installation of the nMCM in Run 2 (see Section 3.3.2).
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Jet triggers are denoted by the prefix “J”, and Emiss
T triggers are denoted by “XE”. In Table 2

it has been conservatively assumed that the jet thresholds and rates will be unchanged, but
it is expected that after the Phase-I improvements, the offline Emiss

T cut can be lowered from
250 GeV to 200 GeV [2.4].

In many cases, a single energy deposition can give rise to several triggers that overlap
in the same region of φ and η, for example, deposition of energy in the EM layer of the
calorimeter can cause overlapping EM, tau and jet triggers. There is no overlap removal in the
Level-1 trigger between multi-objects, except for some specialised instances in the topological
processor. For example, the trigger 2TAU20VI_EM20VHI_3J20 is designed to trigger events
with one jet, one electron and one tau. (The tau also satisfies the jet trigger, and the electron
satisfies all three, the electron, jet and tau triggers.)
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Run 1 Run 2 Run 3
Offline pT Offline pT Offline pT
Threshold

[GeV]
Rate

[kHz]
Threshold

[GeV]
Rate

[kHz]
Threshold

[GeV]
Rate

[kHz]

EM18VH 25 130 EM30VHI 38 14 EM25VHR 32 14
EM30 37 61 EM80 100 2.5 EM80 100 2.5
2EM10 2x17 168 2EM15VHI 2x22 2.9 2EM12VHR 2x19 5.0
EM total 270 18 20

MU15 25 150 MU20 25 28 MU20 25 15
2MU10 2x12 14 2MU11 2x12 4.0 2MU11 2x12 4.0
Muon total 164 32 19

EM10VH_MU6 17,6 22 EM15VH_MU10 22,12 3.0 EM10VHR_MU10 17,12 3.0
EM10H_2MU6 17,2x6 2.5 EM10HR_2MU6 17,2x6 1.0

TAU40 100 52 TAU80V 180 4.7 TAU80VR 180 3.2
2TAU50V 2x110 3.8 2TAU40VR 2x100 3.9

2TAU11I_TAU15 30,40 147 2TAU20VI_3J20 2x50,60 5.2 2TAU15VR_3J15 2x40,50 8.1
2TAU11I_EM14VH 30,21 60 2TAU20VI_ 2TAU15VR_

EM18VHI_3J18 50,25,60 2.8 EM13HR_3J13 40,20,50 3.3
TAU15VI_MU15 40,20 3.8 TAU11VR_MU11 35,12 6.4

TAU15_XE35 40,80 63 TAU20VI_ TAU15VR_
XE40_3J20 50,90,60 4.4 XE40_3J15 40,90,50 5.0

Tau total 238 20 25

J75 200 34 J100 200 7.0 J100 200 7.0
4J15 4x55 87 4J25 4x60 3.3 4J25 4x60 3.3

J75_XE40 150,150 8.3 J75_XE40 150,150 8.3
XE40 120 157 XE90 250 10 XE70 200 13
Jet/Emiss

T totala 306 25 25

Topological triggers - ∼5 ∼20

Total ∼800 ∼100 ∼100

Table 2: Level-1 Trigger menus for various configurations for a luminosity of 3×1034 cm−2 s−1. The
columns labelled Run 1 correspond to the menu used for the running at the end of 2012 at

√
s =

8 TeV. The columns labelled Run 2 correspond to an example menu for
√

s ∼ 14 TeV after LS1. The
columns labelled Run 3 correspond to an example menu for

√
s ∼ 14 TeV after the Phase-I upgrade is

completed at the end of LS2. The offline thresholds typically correspond to the point at which the trigger
turn-on curve reaches 90–95% of its plateau value. The items listed in this table assume no overlap
removal. For example, in the item 2TAU20I_3J20, for two taus and one jet, it is assumed that both tau
candidates will also cause jet triggers. In this case, the tau candidates must pass the 20 GeV tau pT cut
and, additionally, the 20 GeV jet pT cut.

aJet/Emiss
T items in the Run 1 menu are assumed to be vetoed on the first 12 bunches to avoid huge bunch train

effects giving a 15% inefficiency. Also for Run 1 some of the offline jet thresholds were set at the point where the
efficiency reached 99% of its plateau value.
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2.4 HLT at Phase-I

This section describes the expected performance of the ATLAS High-Level Trigger (HLT) after
the Phase-I upgrade.

The ATLAS High-Level Trigger was originally designed to reduce the 100 kHz Level-1 trig-
ger rate by a factor of approximately 500 to around 200 Hz, but in practice the HLT output rate
has been considerably higher. The output rate of the HLT is not limited by the speed at which
data can be written to disk, but instead by the total amount of offline computing resources,
for example disk storage space, available to the ATLAS collaboration in their grid-based dis-
tributed data analysis system. During the most recent LHC pp run in 2012, reorganisation of
the offline resources allowed approximately 2.3× 109 events to be recorded to the data streams
that were promptly reconstructed. This corresponded to an average rate during periods with
colliding beams of about 350 Hz. In addition to promptly reconstructed events, approximately
0.7× 109 events were written to tape in the “delayed stream” and reconstructed after the 2012
pp run was finished.

The increased average output rate in 2012 resulted in a considerable improvement in the
physics performance of the ATLAS experiment. The low-pT thresholds for single leptons, di-
tau events and Emiss

T allowed increases in acceptances for many physics processes. In addition,
online selection criteria were set loose enough to allow some cuts to be reversed to obtain data-
driven backgrounds for most physics analyses.

In Run 2, ATLAS plans further rationalisation of computing resources to allow running
with an HLT output rate of 1 kHz. There is a contingency plan, involving considerable loss
in physics performance, to run at 0.5 kHz should this be needed. The average output rate
in Run 3 is likely to remain the same as in Run 2, as no major increase in grid resources is
expected, even though the average rate of interesting physics events could increase by a factor
of 10 or more over the values in Run 1.

The migration of much of the rejection from the current HLT menu to the Level-1 menu
in the Phase-I upgrade, combined with higher thresholds giving a sample more enriched in
physics events, requires a considerable improvement in the HLT performance to meet rejection
targets for the Phase-I upgrade. Those rejection targets will be met in part by exploiting the
capabilities of the FTK tracking system. FTK will provide full silicon tracking information
to the HLT within 100 µs of every event that is accepted by the ATLAS Level-1 Trigger at
3×1034 cm−2 s−1. The availability of this information will have a significant effect on the HLT
processing structure. First, event-level quantities such as the primary vertex position and the
number of primary vertices will be available for all events in the HLT. This information can be
used to determine if a triggered object originated from the same vertex that was identified as
the primary vertex of the hard interaction, as well as to apply pile-up dependent corrections.
Second, track information can be integrated into the very start of HLT processing which is not
possible in the pre-Phase-I architecture for most trigger chains. Typically, calorimeter or muon
system based selections are applied first to reduce the rate to a level where the tracking can
be run. The availability of early tracking information allows for an event and object selection
which is more closely matched to offline selections, improving the physics performance of the
HLT. To obtain a similar performance without the FTK would require prohibitively expensive
expansion of the HLT CPU farm as discussed in Section 7.3. Details of how the FTK will be
integrated into the HLT processing framework is discussed in Section 6.5.1.
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2.4.1 HLT selections based on single electron and muon triggers

For the single-lepton triggers, the production of W and Z bosons provides an important con-
straint on the HLT trigger menu. The goal of the Run 3 physics programme is not necessar-
ily to collect as many single W and Z bosons as possible, but rather to use them to trigger
physics processes such as associated Higgs production (WH and ZH) with minimal bias. This
is achieved by postponing additional trigger selections, except for those on the single lepton,
until the full detector information is available at the HLT.

At 3×1034 cm−2 s−1, the total rate of electrons and muons from W boson decay is approxi-
mately 1.2 kHz, which by itself would saturate the allowed HLT output rate if it were possible
to trigger on all of these. About 50% of these electrons and muons are inside the trigger ac-
ceptance, but even electron and muon selections with very tight isolation requirements at the
HLT have considerable background from heavy quark decays and fake jets, raising the rate
by a counterbalancing factor of two. To obtain reasonable rates, it may be necessary to move
some of the physics analyses requirements to the HLT.

The requirements imposed by the HLT can be based on objects with near offline recon-
struction quality. Objects that will be considered include muons and tau leptons (without
Level-1 trigger seeds) as well as jets, with b-tagging where needed. It will also be possible
to use event-level quantities such as Emiss

T . This will require full-event reconstruction in the
calorimeters and tracking for most events that pass the electron and muon selections. Given
the lepton-only rejection rates in Table 3, the rate of full reconstruction for electron and muon
events is expected to be approximately 2.5 kHz.

The reconstructed objects will have performance very close to those of the offline recon-
structed quantities to avoid unnecessary inefficiencies. Using reconstruction techniques sim-
ilar to those currently used in the present HLT, but improved to incorporate offline-style
pile-up corrections, it will be possible to identify jets down to 20 GeV, far below what will be
possible at Level-1 after the Phase-I upgrade.

The requirements moved from the physics analysis into the HLT will depend on the
physics process of interest. Examples of cuts that might be applied at the HLT would be
an Emiss

T cut of 30 GeV or the existence of a jet, in the tracking acceptance, associated to the
same primary vertex as the lepton, with a pT of at least 20 GeV, possibly with a loose b-tag.
These HLT selections would be designed to reduce the rate of events seeded from Level-1
single-electron and muon triggers to less than 400 Hz.

2.4.2 HLT selections based on hadronically decaying tau leptons

The 20 kHz Level-1 tau rate puts a considerable demand on the Level-2 ROI processing budget.
In Run 1, this issue was solved by requiring a first selection based only on coarse calorimeter
information which reduced the rate to a level acceptable for ROI track finding. Then further
selection was made using track and more refined calorimeter quantities. Because of the rela-
tive coarseness of the calorimeter information used in the first stage, this selection resulted in
a 10–15% inefficiency even for high-pT taus. In [2.7] it was shown that replacing the existing
Level-2 algorithm with a simple selection based on the numbers of FTK tracks in a core and
an isolation cone, defined with respect to the highest-pT track in the tau ROI, recovered a
significant portion of the inefficiency. When applied to a H → ττ final state it resulted in a
22–28% increase in the event yield. It is expected that the purity of the tau objects in Run 3 will
be higher than in Run 1, however, an algorithm similar to what was developed in Ref. [2.7]
will still be needed to do a fast rejection before more sophisticated algorithms are run. These
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Signature 2012 selection 2012 selection 2012 fraction Phase-I
used at Phase-I selected offline (stipulated)

HLT rejection HLT rejection HLT rejection
single-e 180 60 ∼ 80% 60
single-µ 80 25 ∼ 95% 25
di-τ 500 250 ∼ 70% 300

Table 3: Examples of HLT lepton selections. The first column gives the rejection of the HLT achieved in
2012. The second column gives expected rejection if the 2012 selection were run on the Phase-I Level-1
output. The third column gives the fraction of 2012 events which are selected by the corresponding
offline selection. The last column gives the desired rejection factor of the HLT in Phase-I. Because of the
high purity of the single-object triggers, additional rejection must be obtained using event properties
such as jets reconstructed in the HLT.

.

algorithms would use topo-clusters and tracks, and mimic the offline multi-variate selection.
Additionally, FTK tracks can be used to do full-scan tau finding to recover inefficiencies due
to the relatively high tau pT threshold at Level-1.

Final states involving hadronically decaying tau leptons predominantly have at least two
trigger objects in the final state, allowing for very large rejection factors, as can be seen in
Tables 2 and 3. Therefore, it will generally be unnecessary to add objects beyond those used
to seed the triggers at Level-1 in order to obtain low HLT output rates. Similarly multi-object
tau triggers with electrons and muons will have high rejection rates and will not require the
identification of additional objects in the HLT.

2.4.3 HLT selections based on hadronic triggers

The third category of final states given in Table 2 involves jets and Emiss
T , and accounts for

approximately 20% of the Level-1 bandwidth.
The most important of these hadronic triggers in the initial running at the LHC has

been the Emiss
T trigger. The Emiss

T trigger has figured prominently in the Higgs analyses (e.g.
ZH → ννbb as discussed in Section 2.5.1), as well as in the majority of the SUSY and Exotics
analyses with hadronic final states. In Run 2 and Run 3 the expected increase in pile-up will
inevitably degrade Emiss

T performance and also lead to a large increase in soft jets from pile-up.
Sophisticated pile-up-suppression techniques will be used at the HLT, and FTK tracks can be
used to provide offline-style Emiss

T corrections by correcting the energy of soft clusters in the
event. Soft clusters are defined as calorimeter clusters which have ET < 20 GeV. With 〈µ〉 = 40
at
√

s = 8 TeV this method has been shown to improve the rejection of di-jet events by 30–40%
for a fixed efficiency for ZH → ννbb.

For generic Emiss
T triggers, and for combined jet Emiss

T triggers, the HLT must be closely
matched to the offline algorithm to maximise the overlap of events selected by the two al-
gorithms. The Emiss

T threshold for a generic Emiss
T algorithm will have to be approximately a

factor of 2 or 2.5 higher than the Level-1 threshold to obtain a factor of 100 rejection. It is an-
ticipated that there will be a large number of specialised HLT algorithms seeded from Level-1
Emiss

T , which are based on jets (with and without b-tags) that can have Emiss
T thresholds closer

to the Level-1 thresholds. For example, offline Emiss
T -based algorithms typically apply cuts on

the direction of the Emiss
T relative to hard jets in the event, that can be implemented at the HLT.
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Finally, for generic single-jet triggers and multi-jet triggers, full calorimeter read-out allows
more accurate determination of jet energies using the full offline jet calibration procedure,
including pile-up suppression and correction. This allows the HLT thresholds to be placed
very close to the offline ones. The full read-out also allows iterative event-level jet-finding
algorithms, such as the anti-kT algorithm, to be used.

Maximal efficiency of the HLT is obtained if the full calorimeter is read out and jet finding
and the HLT Emiss

T determination are made for each of the hadronically-triggered events.
This requires that the HLT supports a full calorimeter read-out rate in excess of 20 kHz (see
Section 7.1.1) and that sufficient CPU resources are available for the topological clustering of
the calorimeter information, as well as calibration close to what is used offline (see Section 7.3).
Contingency for uncertainties in the calculation of offline resources is provided by algorithms
that were used in the 2012 run at Level-2 in the HLT. For the Emiss

T calculation, fast sums from
the full-calorimeter read-out can be used. In 2012, these sums could be used to reduce the
Emiss

T rate by a factor of four with no loss in efficiency. However, after the Phase-I upgrade,
the Level-1 Emiss

T determination will be improved and it is expected that this technique will be
less effective, reducing the gain by a factor of two. In addition, the fast sums can not easily
be corrected for artefacts in the out-of-time pile-up from bunch trains. At Phase-I ATLAS will
also have much improved Level-1 trigger information from the LDPS [2.4] system that will
allow full anti-kT jet finding, resulting in a similar gain.

b-tagging is a powerful tool for background rejection which is only available at the HLT
level. However, in Run 1, b-tagging algorithms were a large consumer of HLT CPU time.
To maintain the same relative CPU usage as pile-up increases, the pT threshold of b-tagged
jets must be raised to compensate for the increase in the number of jets present in the events
and the more complicated pattern recognition task. By removing the pattern recognition and
track fitting step, FTK allows the HLT to process many more ROIs for b-tagging. FTK tracks
can be used directly by the tagger, or they can first be refit with the HLT fitting algorithms
to improve the track parameter resolutions. In [2.7] it was shown that simple, pile-up robust
FTK b-tagging algorithms could be developed with only modest decreases in efficiency with
respect to offline taggers. It should be noted that b-tagging can be applied to soft jets that are
invisible at Level-1, but found from either full calorimeter reconstruction or from jet finding
based on the results of tracks from the FTK processor.

2.5 Physics Studies

This section concentrates on the role of the Phase-I upgrades for Higgs physics and boosted
objects. As already pointed out in Section 2.1, the low single lepton and di-lepton thresholds,
as well as the low Emiss

T thresholds that are needed for the study of Higgs physics covers
almost the entire phase space needed for the study of Standard Model, SUSY, Top and Exotic
processes. The Physics studies below concentrate on the role of the topological trigger that is
already relevant in Run 2. Additional physics studies can be found in the companion TDRs
for the LAr Calorimeter [2.4] and the NSW [2.5].

2.5.1 Higgs couplings and properties

The precise determination of Higgs branching ratios and properties requires samples with
large statistics and small (or well understood) trigger biases. For the recently discovered
Higgs boson with a mass near 125 GeV, the detectable final states include pairs of vector
bosons, ZZ, WW and γγ and pairs of fermions, that include ττ and bb. The coupling of
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the Higgs boson to top quarks can be probed using the ttH final state. The couplings of the
Higgs bosons can be further constrained by measuring its associated production with W and
Z bosons and its production in Vector Boson Fusion (VBF). The constraints from associated
production and VBF avoid the theoretical uncertainties in gluon fusion production of Higgs.
The Higgs spin and parity are constrained by measurements on the decaying products of the
boson and fermions. Both the branching ratios and spin-parity measurements are aided by
having low pT thresholds on electrons, muons and tau leptons.

Higgs decays to ZZ, WW and γγ The hermetic ATLAS electromagnetic calorimeter and
associated trigger system ensures that Higgs decays to at least one pair of EM objects (H →
ZZ → e+e−`+`−, H → γγ and H →WW → e+νe e−νe) are efficiently triggered for pT of 25 GeV
or greater, even without the Phase-I upgrade. The largest gains from the Phase-I upgrade, for
these processes, come in channels with muons. Due to the limited geometric muon trigger
efficiency of 72% per muon in the ATLAS barrel muon spectrometer, events of interest are
inevitably lost if di-object triggers are used. The pT of the leading and sub-leading leptons
for H → WW → e+νe µ−νµ

7 are shown in Figure 5. For example, if the leading lepton is an
electron and the muon is lost (due to the limited geometric coverage) there is an efficiency loss
of approximately 25% if the offline threshold must be raised from 32 GeV to 38 GeV. Without
the Phase-I upgrade the overall efficiency loss for the H → WW → e+νe µ−νµ 0-jet analysis, as
documented in reference [2.4], is 12%.
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Figure 5: Leading (a) and sub-leading (b) pT of leptons from H →WW → e+νe µ−νµ

H → ττ The analysis of H → ττ is based on three channels depending on the decay
products of the τ-lepton, H → ττ → ``, `τh and τhτh, where ` represents e or µ and τh
represents the hadronic decays. The τ-lepton decays to e (τ → eν̄eντ) or µ (τ → µν̄µντ) have
a combined branching fraction of 35%. This leads to final states composed of 46% `τh, 42%
τhτh and 12% ``. Since a large fraction of the final states contain at least one hadronic decay,
efficient triggers are needed to identify the hadronic τ decays.

In the `` channel, di-lepton (ee, µµ and eµ) triggers are used as well as the single-lepton
triggers (e and µ). Inevitably, the lepton momentum from subsequent decay are softer (see
Figure 6), so that low pT trigger item combined with other trigger objects will be more efficient

7Charge conjugate states are implied throughout the text unless explicitly stated otherwise.
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than the single-lepton triggers with relatively higher pT threshold. Single-electron triggers are
also important to recover events that are lost due to muon inefficiencies in the barrel muon
spectrometer, as mentioned above for the H →WW channel.

Since the di-lepton trigger rates given in Table 2 are manageable (see 2EM15VHI, 2MU11
and EM15VH_MU10), the trigger menu does not rely on further additional trigger object
combination or topological selection. On the other hand, in the `τh and τhτh channels, the
high rates force high thresholds compromising the precision with which the branching ratio
of H → ττ can be measured. In addition, measuring as much of the pT spectra of the hadronic
decays as possible is useful in constraining the parity of either SM or BSM Higgs particles.

The trigger menu is designed to identify the two accessible event topologies that are cur-
rently used in the offline analysis: VBF and boosted events from gluon fusion. The boosted
category selects those gluon fusion events in which the Higgs boson is highly boosted in the
transverse plane and is associated with a high pT jet in the opposite hemisphere. In both cases,
events have at least one additional jet. Therefore, the trigger is designed to have e + τh + jet
(2TAU20VI_EM20VHI_3J20), µ + τh (+ jet) (TAU15VI_MU15) and 2 τh + jet (2TAU20VI_3J20).
A further rate reduction can be expected when the additional jet requirement is also applied
in the µ + τh channel. The rate reduction by the addition of the one jet requirement (J20)
is about 75%, while signal acceptances in the VBF and boosted categories are under control,
with more than 95% of the events passing the offline jet requirement retained with the online
requirement. As can be seen in Table 2, the Phase-I upgrade allows the offline thresholds for
hadronic taus to be reduced from 50 to 40 GeV which is at the peak of the true pT spectrum
shown in Figure 6. In the e− τh final state, without the Phase-I upgrade, there is a 37% loss
of trigger acceptance [2.4]. In the µ− τh final state, the loss in trigger acceptance without the
Phase-I upgrade is approximately 32%. Without the Phase-I upgrade an even larger loss is
expected for τhτh.

To further extend the acceptance, additional topological selections at Level-1 can be em-
ployed with lower pT cuts. An approach, unbiased with respect to production mechanism, is
to apply the ∆η cut to the two τ objects. With the topological selection of ∆η < 2.0, the rate
is further reduced by 25% without losing any signal events, as shown in Figure 6. A more
aggressive approach, which primarily increases the acceptance for the boosted events, is to
use the ∆R and ∆φ topological selections that have a stronger rate suppression than the ∆η

selection. The topological selection by ∆R < 2.8 can achieve 50% rate reduction with respect
to the one without any topological selection. As an example, in Run 2 the sub-leading tau
lepton trigger threshold could be lowered by 5 GeV with the combination of ∆R < 2.8 and the
requirement of an additional jet, while adding a negligible rate of only 1.3 kHz.

H → bb Detection of the process H → bb is more difficult than H → ττ. The current
most sensitive ATLAS analyses are based on the associated production of a W or Z boson
and Higgs boson, referred to as the VH process. In the case of decays of the W boson to e
or µ, the single-lepton triggers are efficient for both the Run 2 and Run 3 menu. The largest
gains from the Phase-I upgrade come from the added rejection of the topological trigger for
the ZH → ννbb processes, which is considered in some detail below.

ZH → ννbb The ZH → ννbb decay was selected in 2012 with the Emiss
T trigger. The Level-1

threshold was set to 40 GeV (i.e. XE40) corresponding to 120 GeV offline. With the expected
increase of pile-up and centre-of-mass energy for Run 2, the XE40 rate will be above the total
allowed Level-1 rate (see Table 2). Increasing the Emiss

T threshold at Level-1 rapidly suppresses
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Figure 6: (a) The pT spectrum of leptons and hadrons from the decay H → ττ for mH = 125 GeV
Higgs produced in the VBF process. (b) The distribution of ∆η for tau candidates with a leading
tau exceeding an online threshold of 20 GeV and the sub-leading tau exceeding an online threshold of
12 GeV.

signal acceptance. Both combinations of Emiss
T and jet requirements as well as topological se-

lections have been studied using Run 2 Monte Carlo samples. When combining Emiss
T above

50 GeV with an inclusive jet trigger with pT > 40 GeV (i.e. XE50_J40), the Level-1 rate is ex-
pected to decrease to approximately 10 kHz, which is still too large to include in the trigger
menu. Offline selections to reduce multi-jet background include the requirement of exactly
two or three central jets, (pT > 20 GeV and |η| < 2.5) and a minimum value of |∆φ(Emiss

T , jets)|
(the azimuthal angular distance between Level-1 Emiss

T and central jets) as well as a maximum
value of ∆R(jets) (minimum radial distance between the jets). These quantities are shown in
Figure 7. A loose requirement of the minimum |∆φ(Emiss

T , jets)| > 1 in addition to XE50_J40
provides very good signal acceptance for an expected Level-1 rate of ∼5 kHz. The unique rate
is expected to be a factor of three smaller and can be accommodated in the Run 2 and Run 3
trigger menus.

For Run 3, after all of the of the Phase-I upgrade is in place, it should be possible to
reduce the Level-1 Emiss

T threshold to approximately 70 GeV as described in LAr Calorimeter
TDR [2.4] and a trigger strategy more similar to the Run 1 one could be employed. Ultimately
both approaches, standalone Emiss

T triggers and combined topological triggers, as described
above, are likely to be used.

tt H The newly discovered Higgs boson with mass of 125 GeV is too light to decay into pairs
of top quarks, but the process ttH can be used to probe its coupling to top quarks. Initially,
the decays of the Higgs to WW, bb, ττ and γγ [2.8, 9, 10, 11, 12] will be exploited.

In Run 1, analyses of most final states including tt have used triggers based on the leptons
from top decay, with pT thresholds of 25 GeV. For muons, this threshold can be maintained
before and after the Phase-I upgrade. For electrons, the Run 2 trigger with an offline threshold
of pT > 38 GeV will have a significant inefficiency. This can be addressed by using a trigger
that adds an additional jet. For example, EM18VH_3J20 will have an additional inefficiency
for tt bb signal of about 2.5% when compared to the Run 1 trigger and a unique rate of about
2 kHz. In the WW and ττ final states the situation is even better.
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Figure 7: (a) Minimum azimuthal angular distance between Level-1 Emiss
T and Level-1 central jets

with pT > 20 GeV and |η| < 2.5 for minimum bias (filled histogram) and ZH (open red histogram)
events with at least two central jets. (b) Radial distance (∆R) between the Level-1 central jets. The
distributions are normalised to the same area. (The ZH signal was simulated at 8 TeV, however, the
distributions of the 14 TeV signal are expected to be very similar.)

2.5.2 Boosted objects

The study of Lorentz-boosted high-pT objects such as W and Z bosons and top quarks has
been a major ATLAS Run 1 priority in both Standard Model measurements and in searches
for new physical phenomena. The increased energy of Run 2 and beyond will increase the
importance of these boosted modes. The study of high-pT Higgs (now relevant for BSM
scenarios) to bb has long been advocated as a unique opportunity to identify Higgs bosons
in this decay channel [2.13]. Many special techniques have been developed to improve the
separation between normal QCD jets and those containing almost all of the decay products
of heavy particles such as W bosons, referred to here as EW jets. One defining characteristic
of these EW jets is that the energy distribution within the jet is spread considerably wider
(contained within typically R = 1.0 or larger) than for QCD jets (R = 0.4 or 0.6) and that
they have multiple hard cores reflecting the partons produced in the EW decay. Jet triggers
designed to be efficient for narrow QCD jets will necessarily be inefficient for these wider
EW jets. Additionally, lepton triggers do not capture this physics as leptons produced in the
decays of these high-pT particles merge with neighbouring jets and are not isolated. This is
illustrated by Figure 8a which shows the acceptance for Z′ → tt in a Run 1 search [2.14].
At large mtt , events selected with boosted objects and large-jet triggers dominate the overall
acceptance; the e+jets channel acceptance decreases with increasing mtt as the electrons merge
into jets. While the methods for efficiently identifying EW jets can be implemented in the
HLT using the standard offline software, these highly-iterative complex algorithms are not
appropriate for the Level-1 environment. It is crucial to preserve the acceptance at Level-1 for
these critical objects that can span more than two units in η as illustrated in Figure 8b which
shows the separation between the quarks resulting from the hadronic decays of high-pT W
bosons [2.15]. Typical pT in physics analyses are > 200 GeV for bosons and > 300 GeV for top
quarks when not constrained by the trigger acceptance.
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Figure 8: (a) The selection efficiency as a function of the true mtt for simulated Z′ resonances at various
mass points. The µ+jets channel is shown with grey lines and the e+jets channel with black lines.
Dashed lines show the boosted selection and solid lines the total selection efficiency. (b) The angular
distance between the light quark and anti-quark from t → Wb decays as a function of the pT of the W
boson. The distribution is at the generator level and does not include effects due to initial and final-state
radiation, or the underlying event.
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3 Level-1 Calorimeter Trigger

3.1 Introduction

The Level-1 calorimeter trigger (L1Calo) is a pipelined system processing signals from the elec-
tromagnetic and hadronic calorimeters in real-time to produce trigger signals to the Central
Trigger Processor (CTP). The initial system produces object counts above threshold for e/γ,
τ, jet, ΣET, Emiss

T and missing ET significance (XS) using custom hardware processors based
on FPGA technology. In the future, the LHC luminosity will increase beyond 1×1034 cm−2 s−1

and the associated pile-up will also increase. To manage increasing rates in this regime,
whilst preserving an effective and efficient calorimeter trigger, significant upgrades will be
necessary. Specifically, more refined processing of electromagnetic calorimeter information, at
higher granularity, will enable better discrimination between photons, electrons, taus and jets
and hence provide efficient single object triggers for electroweak-scale physics. Improved pro-
cessing, also at higher granularity, will enable better identification of jets and, using a wider
search window, will open up the possibility of identifying broader jets. In addition to this,
processing of event topology information (based on position and transverse energy estimated
within the resolution available in the trigger) will enable more exclusive triggering targeted at
specific physics processes.

Figure 9: Overview of the Level-1 trigger system planned for Run 3

Figure 9 gives an overview of the Level-1 trigger system for Run 3, with L1Calo set in
the context of other system components. New signal digitisation in the current Pre-Processor
system will improve bunch crossing identification and ET estimation in the face of increased
pile-up and will be based on a replacement of the Multi-Chip Modules (MCM). The existing
Common Merger Modules (CMM) in the Cluster Processor (CP) and Jet/Energy Processor
(JEP) systems will be replaced with new Common Merger Modules (CMX) to enable trans-
mission of position and transverse energy estimates to a new Topological Processor (L1Topo),
in addition to existing count-above-threshold information sent to the CTP (see Section 5.3).
L1Topo will run algorithms to flag interesting event topologies to the CTP. Algorithms will
rely on event features such as opening angles between Trigger Objects (TOBs), effective masses
of TOB pairs, etc. These upgrades will be installed during LS1 to meet anticipated triggering
challenges in the subsequent run.
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For Run 3 the CP and JEP systems will be replaced with new hardware and algorithms
working with finer granularity information. Liquid Argon Calorimeter (LAr) signals will be
digitised by a new Digital Processing System (DPS) to produce ET measurements at a finer
granularity (illustrated in Figure 20 of Section 3.3.1). Information from the Tile Calorimeter
will be derived from the existing digitisation system (within L1Calo) at maximum granularity
available there. These data will be sent to the electromagnetic and jet feature extractor subsys-
tems (eFEX and jFEX respectively) over multi-gigabit optical fibre links. The eFEX subsystem
will employ new cluster-finding algorithms on the higher granularity data to produce more
refined TOBs. The jFEX subsystem will use jet-finding algorithms on higher granularity data.

This chapter describes components to be developed for installation during LS1 and LS2.
Section 3.2 discusses the algorithms and anticipated performance of the system, whilst Sec-
tion 3.3 describes the system evolution from the present architecture. The full Run 3 architec-
ture is presented in Section 3.4, with subsequent sections covering firmware, software, testing,
installation, commissioning and evaluation of resultant performance. Section 3.10.1 introduces
the gFEX which is an option being considered for global event processing. (Since, at present,
it is only an option under study, it has not been referenced in other sections or diagrams.)
The relationship to Phase-II upgrades is discussed in Section 3.11, in the context of forward
compatibility, and the final section introduces the project organisation.

3.2 Algorithms & Performance

3.2.1 Input data

A key feature of the DPS is that it will provide finer granularity inputs to the L1Calo algo-
rithms. Currently these are “trigger towers” of ∼ 0.1×π/32, formed by analogue summation
of calorimeter cells. In the proposed design, the DPS will provide information from up to ten
“SuperCells” within each electromagnetic trigger tower, where a SuperCell is a sum of four or
eight calorimeter cells. Each tower (see Figure 20) will contain one SuperCell from layers zero
(Pre-Sampler) and three (back sample) of the EM calorimeter, and four SuperCells of finer
granularity in layers one and two. Details of the signal ET scales are still being optimised, but
in the studies below a baseline ET scale of 250 MeV/count has been used. The full granularity
will be available to the e/γ and τ triggers in the eFEX, while the jet and ET triggers will use a
granularity comparable to the current towers (described below).

3.2.2 Electron/photon trigger

The electron/photon trigger is one of the key physics triggers. Rising luminosity not only
increases the rates of both signal and background, but the increased pile-up levels reduce
the effectiveness of isolation in rejecting background unless lower efficiencies are accepted.
However, much of the physics motivation of ATLAS remains in studying electroweak-scale
objects, including Higgs bosons, so increasing thresholds reduces acceptance. One of the
key motivations of the upgrade is therefore to improve the selectivity of the electromagnetic
trigger through the use of finer granularity information.

There are two key elements to an e/γ trigger. The first is forming a cluster which is large
enough in area to contain the energy of an electromagnetic shower, providing a sharp turn-
on, while being small compared with a typical jet, in order to reduce the background rate. In
LHC conditions this is not, by itself, sufficient except at high ET, and so the second element
is to use information, such as the shape of the cluster or the activity around it, to provide
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additional rejection against jets. The improved segmentation of the calorimeter information
available after LS2 allows both of these elements to be refined relative to the existing trigger.

The current Level-1 EM trigger [3.1] is based on towers of ∼0.1×0.1, with no depth seg-
mentation in EM or hadronic calorimeters. The ET of the candidate is estimated using the sum
of two electromagnetic towers, adjacent either in η or φ, while the sums of ET in 2×2 hadronic
towers behind the cluster and the surrounding 12 towers in the electromagnetic calorimeter
are used for isolation.

In the Run 3 algorithms, electromagnetic clusters are built around a “seed” - a SuperCell
in layer two of the electromagnetic calorimeter, where most of the shower energy is deposited
and which is more energetic than any of the surrounding SuperCells. A cluster is formed by
summing this cell with the more energetic of its neighbours in the φ direction, then summing
both neighbours in the η direction, to form a cluster of 3×2 SuperCells. The corresponding
cells from layer one are added, plus the pair of cells in layers zero and three corresponding
to the towers containing the seed and its neighbour in φ. Given that the full calorimeter
granularity is not available to the Level-1 trigger, this approximates the clustering used in the
ATLAS High-Level Trigger and offline. The main part of the cluster slides in steps of 0.025 in
η, providing good containment of the showers wherever they are within a tower, and resulting
in a turn-on curve with less dependence on the position of the shower within the tower than
the current trigger. The efficiency curve for this selection in the barrel region of the detector
has already been shown in Figure 3a. With proper optimisation and calibration it is expected
that similar results will be obtained for the remaining η regions.

Figure 10, shows the rate vs ET for the EM cluster alone in Run 3, compared to the Run 1
trigger algorithm, in simulated Run 3 conditions. The rates are plotted against the offline
electron pT for which the trigger is 95% efficient. This simplifies comparison between the two
systems, which have different effective ET scales, and also makes it possible to plot rates for
the η-dependent thresholds described above. Without any additional vetoes, the proposed
Run 3 system produces a ∼20% lower rate for the same efficiency. The plot also compares
rates using a fixed, η-independent threshold (giving an η-averaged 95% efficiency) with the
η-dependent thresholds. The gain in rate from the η variation is modest, but the more uniform
turn-on is a significant benefit.
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Figure 10: EM trigger rates for Run 2 and Run 3 systems. The ET scale is the offline electron pT for
which the ET thresholds used would give 95% efficiency.

The greatest gain in jet rejection comes from use of the finer granularity of the EM calo-
rimeters in layers 1 and 2 to build more powerful jet vetoes. The example that has proved
most successful is an “Rcore” variable, defined as the ratio of the ET in an inner cluster to the
total in a larger region which includes the core. A narrow EM object should be mostly con-

28 3 Level-1 Calorimeter Trigger



ATLAS Phase-I Upgrade
Trigger and Data Acquisition

Technical Design Report
30 November 2013

tained within the inner cluster, resulting in higher values of Rcore than are typically produced
by more extended QCD jets. One specific example of this is the Rη variable used in offline
electron identification, which defines, in layer 2, the ratio of a cluster of 3×7 cells to a 7×7 cell
window centred on the cluster. The nearest analogue of this in the Run 3 trigger is 3×2/7×2
SuperCells. Cuts in Rcore using both larger and smaller environments have been studied. The
largest outer region which can be formed within the baseline 3×3 trigger tower environment
is 9×3 SuperCells, and studies have not found any gain in performance from using regions
larger than this.

(a) (b)

Figure 11: (a) Rcore distributions for clusters matched to reconstructed electrons and for clusters found
in minimum-bias QCD events. (b) Electron efficiency vs rejection of clusters in minimum bias events
for two different Rcore variables. All clusters were required to pass a 20 GeV threshold.

Figure 11a shows Rcore distributions for electrons from Z → e+e− events and for jets
passing a cluster ET threshold of 20 GeV. Here, an inner core of 3×2 SuperCells is compared to
a larger environment of 7×3 SuperCells. Figure 11b shows electron efficiency vs the rejection
factor for clusters in minimum-bias events for this Rcore variable and the offline-like 3×2/7×2
quantity.

Similar variables may also be formed in layer 1, but as a smaller fraction of the e/γ ET is
deposited in this layer, they give a less clean separation between e/γ and jets, and are strongly
correlated with the layer 2 variables. Some studies have shown modest improvements in
rejection when using layer 1 in combination with layer 2, but the effect is small and not seen
in all studies, so further work is needed to optimise this.
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Figure 12: EM trigger rates for Run 2 and Run 3 systems, including Rcore cuts and hadronic isolation.
The ET scale is the offline electron pT for which the ET thresholds used would give 95% efficiency.
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In addition to the Rcore variable in the electromagnetic calorimeter, the hadronic towers in
the same window can be used to provide additional jet rejection. Figure 12 shows the rates
vs electron pT predicted for the cluster alone, cluster with an Rcore cut and cluster with Rcore

cut and hadronic isolation, where the sum of pT in the 2×2 tower hadronic region behind the
EM cluster is used for isolation. Also shown for comparison is the prediction for the Run 2
system with and without isolation. It can be seen that the expected rate for a given electron pT

is 50% of that for the Run 2 system, or equivalently for the same rate it is possible to trigger
on electrons of approximately 10% lower pT.

3.2.3 Tau trigger

Hadronic tau triggering essentially involves the selection of narrow mixed EM and hadronic
clusters and separating these from the jet background. It is particularly challenging since
hadronic tau decays include a range of different states, are less distinctive than electrons, and
also typically have a lower observable ET due to the neutrinos present in the decays. The
approach proposed for tau triggering is to use fine EM granularity information in forming
clusters and jet discriminants in the eFEX. The jFEX could also be used to search for taus
using a larger area in the algorithms, but without the fine granularity.
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Figure 13: (a) Efficiency turn-on for different tau clusters compared with the current trigger. Effi-
ciency is measured relative to truth-matched reconstructed hadronically-decaying taus. (b) Predicted
tau trigger rates, ET cluster only, vs the pT of the tau at which the efficiency reaches 95%.

The ET cluster for the tau trigger needs to be sufficiently large to provide a sharp turn-on,
but as small as possible to minimise the jet background rate. Figure 13a shows efficiency
curves for hadronic taus, comparing the turn-on for the current Level-1 trigger algorithm
with a cluster formed from the proposed SuperCells. The new cluster uses a region of 5×2
SuperCells in layer 2 (0.125×0.2), 3×2 in layer 1, 0.1×0.2 in Layer 0 plus 0.2×0.2 clusters in
layer 3 and the hadronic calorimeter. In addition, a 3×3 tower cluster (0.3×0.3, EM+Had) has
been studied, and the current algorithm using towers built from SuperCells. For efficiency
studies, reconstructed tau candidates matched to a true hadronically decaying tau were used,
and the trigger tau was required to match these within ∆(R) < 0.2. The new SuperCell-based
cluster and the large cluster produce turn-ons that are slightly improved compared to the
current system. Figure 13b shows rates for the different cluster definitions vs the tau ET for
which the trigger is 95% efficient. Here a smaller cluster performs better than a larger one.
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It can also be seen that all of the SuperCell-based triggers produce higher rates, even where
identical algorithms are used. This is under investigation, but there are indications that the
SuperCells are more sensitive to out-of-time signals, which may be due to the incomplete DPS
simulation used.

Jet rejection relies on the narrower width of the tau cluster compared to a jet. This can be
exploited via isolation, such as the Rcore variables used in the EM trigger, or through a cluster
width variable in the EM calorimeter, which has the fine granularity in η. Preliminary studies
indicate that greater rejection can be achieved using the Rcore isolation than a width variable,
so that is used here to estimate performance. A number of different cluster/environment
size combinations have been studied, with best results coming from the same inner cluster as
used in the EM trigger, 3×2 SuperCells, and a slightly larger outer environment, with 9×3
SuperCells. No advantage has been found in using larger environments, but the connectivity
of the eFEX allows expansion of the environment in the η direction if necessary. Figure 14
shows the Rcore distributions for clusters matched to reconstructed taus and for clusters in
minimum bias events.
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Figure 14: Rcore distributions for truth-matched tau clusters and clusters from QCD background events

3.2.4 Jet trigger

In the jFEX the finer granularity of the SuperCells is not available. Instead the inputs are
towers of ∼0.1×0.1 in the region |η| < 2.5 and 0.2×0.2 between 2.5 < |η| < 3.2. In the FCAL
region the φ granularity is coarser again, ∼0.4, while the η granularity varies between 0.1 and
0.4. Compared with the current system, this is an improvement in spatial granularity (the
current trigger uses 0.2×0.2 for |η| < 3.2 and has no η segmentation in the FCAL) and also in
least count, with a digit scale of 250 MeV/count rather than 1 GeV, and more importantly an
improved ability to resolve small signals (<∼2 GeV) from noise.

The nature of the Level-1 trigger means that offline-style jet-finders, which sequentially
search for jets, removing elements used in each jet before searching for the next, are not
suitable at Level-1, which must identify all possible jets in a limited and fixed latency. Level-1
jet algorithms therefore must be executed in parallel within a set of overlapping window
environments, and cannot use information from outside those environments. The size of
the environment is limited by the available bandwidth and the necessary interconnectivity to
share data between FPGAs, modules and crates. In the baseline design the environment is
9×9 towers, though options that would allow this to be increased are being investigated.

A 9×9 tower window has an area slightly larger than a ∆R = 0.4 cone. Since the windows
overlap, it is necessary to identify which windows should be considered as jet candidates, and
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unless the cluster is significantly smaller than the window this cannot be done by requiring
that the jet cluster itself is larger than overlapping neighbours. A technique that has been used
in the current trigger is to seed the jet using a smaller cluster, which can be identified as a
maximum using the information in the window, and then to build a larger cluster around this
to estimate the jet ET. One simple implementation of that would be to form a 3×3 tower cluster
in the centre of the window and compare this to nearest and next-to-nearest neighbours (i.e.
overlapping cores) in order to determine whether it is a local maximum.

Another approach is based on Gaussian filtering [3.2]. Here towers are summed with a
weight which decreases as a Gaussian function of the distance from the centre of the cluster.
The motivation is that more distant towers are more likely to have a larger (fractional) con-
tribution from pile-up or other jets, so are given a lower weighting. The key parameter in
determining performance is the value used for σ (the Gaussian width) – large values (0.3–0.4)
give good inclusive jet performance, while small values (∼0.1) are good for identifying nearby
jets, and perhaps for jet substructure. Within the context of the Level-1 jFEX, a σ = 0.1 Gaus-
sian cluster can be used to provide a seed, and a wider cluster (Gaussian or otherwise) used
for jet ET measurement. Because of the narrow nature of the σ = 0.1 clusters it is sufficient to
compare only with nearest neighbours. It is also possible to provide more than one jet cluster
definition seeded on this, allowing some optimisation for different purposes.

(a) (b)

Figure 15: (a) Single jet turn-on curves for different jet algorithms. In each case an offline anti-kT

jet was considered to have been found if there was a trigger jet within ∆(R) < 0.4. The thresholds for
the different algorithms were chosen so that the 90% efficiency points would correspond to that of the
current algorithm with a 100 GeV threshold. (b) Rates from minimum bias Monte Carlo study. Since
the effective ET scales of the algorithms differ, the lines indicate the threshold values for each algorithm
corresponding to 100 GeV in the current trigger, and the corresponding inclusive jet rates.

Figure 15a shows single jet turn-on curves for a simple sliding window algorithm and two
Gaussian jets, with σ = 0.2 and 0.4, both seeded off a σ = 0.1 cluster. All are implemented
within a 9×9 window. It can be seen that most of the options have similar turn-ons, with
the smaller Gaussian being slightly slower to reach full efficiency and hence requiring a lower
threshold. Only modest improvements in turn-on come from using a larger environment for
the Gaussian algorithm. Figure 15b shows the corresponding rates obtained from minimum
bias Monte Carlo at a simulated luminosity of 3×1034 cm−2 s−1. As with the other triggers, it
is important to note that different threshold values are needed to achieve the same efficiency
with different algorithms. Indicated on the plot are the rates for a 100 GeV threshold with the
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current trigger, and the equivalent thresholds for the other triggers discussed. Equivalence
is here defined by choosing thresholds which reach 90% efficiency for the same offline jet
pT. The current trigger is much more sensitive to pile-up than the proposed upgrade, and
measures which will be implemented for Run 2 to control pile-up effects at the start of the
bunch train are modelled here. Without these the rates for the current trigger would be
considerably higher. With this, the proposed upgrade triggers produce slightly higher rates
than the current system. There is a slight gain from using a Gaussian weight with a σ ≈ 0.4
over either a very narrow σ or a very broad one (represented by the unweighted 9× 9 tower
cluster). However, calibrations and pile-up control for the upgrade algorithms have not yet
been optimised, so further improvements may be possible.

(a) (b)

Figure 16: (a) Turn-on curves for a 4-jet trigger in tt events. Thresholds were chosen to match the 90%
efficiency point for a 4×25 GeV trigger using the current system. (b) Predicted 4-jet trigger rates from
minimum-bias Monte Carlo. The lines indicate thresholds giving equivalent 90% efficiency points and
the corresponding rates. Note that for many processes the plateau efficiency for the upgrade trigger is
higher than is possible with the current system.

Figure 16a shows the efficiency for a four-jet trigger for tt events selected as containing 4
jets using an R = 0.4 anti-kT jet-finder. Here the slopes of the turn-ons are similar, but the
algorithm based on the current inputs is not fully efficient on the plateau. This is because
the coarser granularity limits the ability to resolve nearby jets, resulting in a lower efficiency
for multi-jet triggers. The unweighted 9× 9 window sum shows some excess efficiency at
low ET, an effect that is also seen when larger σ values are used in the Gaussian algorithm.
This is probably partially due to overlap of nearby trigger jets resulting in some double-
counting of ET, but perhaps also because of the greater sensitivity of the inputs to small
signals than the current trigger towers have. It becomes problematic if it leads to an increased
rate. Using a relatively narrow σ = 0.2 for multi-jet triggers largely eliminates this effect while
still maintaining a good sharpness and plateau efficiency. Figure 16b shows the corresponding
4-jet trigger rates, with thresholds corresponding in efficiency to a 25 GeV 4-jet trigger in the
current system. Here it can be seen that the narrow Gaussian trigger, even at this early stage
of optimisation, offers a small improvement in multi-jet trigger rates as well as an improved
plateau efficiency. The unweighted 9× 9 window illustrates that without some measures to
control overlap or pile-up effects, multi-jet rates in this high luminosity environment grow
rapidly.
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The proposed jFEX will provide ET measurements based on different environments or
radial weighting, therefore allowing the efficiency and rate to be optimised separately for
inclusive and multi-jet triggers.

3.3 System Evolution

The following sections describe the evolution of the L1Calo architecture from the present day
system. The biggest changes take place during LS2, but some upgrades will be installed in
LS1 to enhance the trigger selectivity in the intervening years, and new components used to
realise these improvements are also described.

System requirements for Run 3 will be included in the existing User Requirements Docu-
ment.

3.3.1 Architecture

Initial system architecture - Run 1 The current L1Calo system (Figure 17) receives analogue
signals for trigger towers of 0.1 × 0.1 (η × φ) from the electromagnetic and hadronic calo-
rimeters. These signals are sampled in the Pre-Processor Modules (PPMs) at 40 MHz and the
resultant digital data are sent to the CP and JEP subsystems.

Figure 17: System Architecture during Run 1. See the text for numbers of modules.

The CP subsystem contains 56 Cluster Processor Modules (CPMs) in four VMEbus crates.
Each CPM processes an area of calorimeter data to identify and count energy deposits in-
dicative of isolated e/γ and τ particles. The JEP subsystem contains 32 Jet/Energy Modules
(JEMs) in two VME crates. Each JEM identifies and counts energetic jet candidates and com-
putes transverse energy quantities for the area of calorimeter examined.

The results from the CPMs and JEMs are transmitted over crate backplanes for summation
in the CMMs, before being transmitted to the CTP. The 8 CMMs in the CP subsystem and 4
in the JEP subsystem use the same hardware but different firmware. The outputs from the
CMMs to the CTP comprise counts of e/γ, τ and jets that pass programmable thresholds, and
hit flags indicating which thresholds have been passed for transverse energy quantities.

On receipt of an L1A, all the L1Calo modules provide the DAQ system with read-out data.
The CPMs, JEMs, and some CMMs also provide Region-of-Interest (ROI) data for the High-
Level Trigger (HLT). Both the read-out and ROI data are transmitted via Read-Out Driver
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(ROD) modules. These aggregate the data from multiple processor modules and provide
buffering and flow control before building and transmitting event packets.

System architecture during Run 2 During LS1, a number of upgrades will be made to
L1Calo. On the PPMs the MCMs, which digitise, calibrate and filter the calorimeter signals,
will be replaced with newer modules (nMCMs) that provide 80 MHz digitisation, lower noise
and greater flexibility to handle pile-up. Downstream of this, L1Calo will be enhanced to
allow topological triggers; the firmware on the CPMs and JEMs will be modified and the
merger modules will be replaced. This is shown in Figure 18.

Figure 18: System Architecture during Run 2. New components are shown in green.

During Run 2, the CPMs and JEMs no longer output hit counts for e/γ, τ (CPM) and
jets (JEM). Instead, they output TOBs, which comprise the location, energy and type of object
identified and also sums for ET, Emiss

T and XS. As this requires extra bandwidth, the data
are driven on to the crate backplane at 160 MHz (compared to 40 MHz in the initial system).
The CMMs are each replaced by an enhanced version of that module, the CMX, capable of
receiving and processing the additional data.

The CMX, like the CMM, sends counts of objects over threshold to the CTP. TOBs for the
whole η − φ range processed by L1Calo are transmitted optically by the CMX to the new
L1Topo, which also receives data from L1Muon (see Section 5.3). L1Topo forms combined
trigger objects, based on the full event topology, and transmits them to the CTP.

In addition to real-time trigger processing, as with the previous modules, the CMX pro-
vides ROI and read-out data to the HLT and DAQ systems. These data are transmitted via
existing RODs with updated firmware.

System architecture during Run 3 During LS2 there will be further upgrades, both to
L1Calo and the upstream calorimeter electronics. Two new subsystems will be added to
L1Calo: the electromagnetic and jet feature extractors, see Figure 19. To achieve the increased
discriminatory power necessary to handle the LHC luminosities planned beyond LS2, these
will process calorimeter data at a finer granularity than the pre-LS2 L1Calo system. Initially at
least, they will augment the existing L1Calo electronics, operating in parallel with the CP and
JEP systems. Once the outputs of the eFEX and jFEX have been validated, removing the CP
and JEP systems from the L1Calo processing chain will be an option (except for that section
of the JEP used to provide hadronic data, as described below).
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Figure 19: System Architecture during Run 3. New components are shown in yellow / orange.

Prior to LS2, the LAr and Tile calorimeter electronics provide analogue data which are
digitised in the PPMs. During Run 3 the digitised LAr calorimeter data are provided to
L1Calo by the DPS. For each tower of 0.1×0.1, L1Calo receives ten samples derived from
longitudinal segments and transverse sums of groups of calorimeter cells, each sum forming
a SuperCell (see Figure 20). Analogue Tile calorimeter data are digitised in an upgraded PPM,
using the nMCM fitted in LS1. A new PPM LVDS Cable Driver (LCD) daughter card outputs
these data at 960 Mbaud (800 Mb/s payload), twice the current rate. Since there is now no
summation of digital tower data, Bunch-Crossing Multiplexing (BCMuX) can be used to halve
the required transmission bandwidth. Together, these allow an increase in the granularity of
the hadronic data transmitted, to towers of 0.1×0.1. These hadronic data are received on the
JEMs, by new daughter cards which output copies of the data optically, for the eFEX and jFEX
subsystems.

Figure 20: The trigger granularity from each 0.1×0.1 trigger tower after the upgrade of the LAr
Calorimeter electronics. Ten ET values are provided from “1-4-4-1” longitudinal/transverse samples,
each forming a SuperCell.

The FEX subsystems require a large proportion of their input to be duplicated. Most of the
duplication is performed by the DPS before transmission to the FEXs via an optical plant. The
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optical plant breaks apart the fibre bundles and reforms them, changing the mapping from
that employed by the calorimeter and JEP electronics to that required by the FEX subsystems.
It also implements additional duplication of signals.

The eFEX subsystem identifies isolated e/γ and τ candidates. The jFEX subsystem identi-
fies energetic jet candidates and also calculates the ΣET, Emiss

T and XS for each bunch crossing.
The results comprise TOBs, which are transmitted to L1Topo over optical fibres. In L1Topo, re-
sults from all FEXs are used as input to topological algorithms and the results are transmitted
to the CTP.

The eFEX and jFEX modules are both implemented following the ATCA standard. The
eFEX comprises two shelves of 12 eFEX modules each and the jFEX comprises a single shelf
of eight jFEX modules.

On receipt of an L1A the FEX modules provide ROI and read-out data to Level-2 and the
DAQ system respectively. Each FEX module outputs these data to the shelf backplane. Two
Hub modules in each shelf aggregate the data and implement the required ROD functionality
on daughter boards. Additionally, the Hub modules provide nodes on the TTC, control and
monitoring networks. The hardware of the Hub modules is common to the eFEX and jFEX
subsystems, but the read-out firmware differs in order to handle different data.

System architecture during Run 4 A further upgrade of L1Calo is planned during LS3 to
handle even higher luminosities. (This is not the subject of this document, but it does have
implications for forward compatibility of hardware.) To meet this demand, the calorimeter
trigger will be split into a Level-0 part (L0Calo) and a new Level-1 part (L1Calo). The ana-
logue calorimeter signals and remaining PPM and JEP subsystems become obsolete and will
be removed. All calorimeters (both electromagnetic and hadronic) will perform on-detector
digitisation. The eFEX and jFEX subsystems will then be modified to constitute L0Calo. Fur-
ther details can be found in Section 3.11.

3.3.2 nMCM

Most of the signal processing in the initial Pre-Processor subsystem is performed in MCMs.
Each MCM receives and digitises four analogue calorimeter trigger signals, extracts the ET for
each signal, assigns the correct bunch crossing, and sends the results serially to the CP and
JEP subsystems [3.1].

During LS1, the MCM will be replaced with a new device, the new MCM (nMCM). In
this plug-compatible device, shown in Figure 21, the ASIC is replaced by an FPGA. The four
inputs from the motherboard are digitised to ten-bit precision at 80 MHz in two dual-channel
ADCs. The input voltage range corresponds to an ET deposition range of 0-256 GeV with
∼0.25 GeV ET least count. The phase of the ADC strobes can be adjusted in steps of about one
nanosecond over the LHC bunch-crossing period of 25 ns, to position the sampling point at
the maximum of the analogue pulse.

The resulting 10-bit digital data are routed to the CALIPPR FPGA, which performs bunch-
crossing identification, ET extraction and final calibration, noise suppression, and pedestal
subtraction. In general this signal processing runs at the LHC clock frequency of 40 MHz, dis-
carding every other 10-bit data word. However, saturated-pulse processing in the CALIPPR
device uses the full 80 MHz samples. The results of the digital signal processing are transmit-
ted serially on LVDS links to the CP and JEP subsystems at 480 Mbaud (400 Mb/s payload).
Data is sent to the CP for individual 0.1×0.1 trigger towers, while the JEP is sent data pre-
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Figure 21: The new Pre-Processor Multi-Chip Module

summed into 0.2×0.2 jet elements. For Run 3 operation, the serial link to the JEP system
will be upgraded to 960 Mbaud (800 Mb/s payload), to carry 0.1×0.1 hadronic ET values for
onward transmission to eFEXs and jFEXs. These data will be further summed to provide the
0.2×0.2 jet elements for the JEP itself.

The CALIPPR FPGA reads out event data to DAQ on receipt of a L1A signal. It can also
accumulate energy deposition rates and distributions of deposited ET above programmable
thresholds for each channel, for read-out to a separate monitoring system.

The nMCM includes a programmable analogue signal generator which may be used for
standalone tests. The amplitude, width and pedestal level of the generated analogue signals
are controlled from the CALIPPR FPGA.

Use of an FPGA gives flexibility to the system, for example in the choice and sign of digital
filter coefficients, and the possibility of using different types of filter. One type under study is
the auto-correlation filters, based on the correlation between ADC samples. These filters may
give a better performance in high pile-up conditions. Figure 22 compares the performance
of the current (matched) and autocorrelation filters in determining ET at the start of an LHC
bunch train and in the ensuing train bulk.
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Figure 22: Performance of digital filters

In the Run 1 Pre-Processor, the same ET values are sent to the CP and JEP subsystems.
For each tower, a single look-up table is used for calibration, the value being optimised for
the electromagnetic energy scale. Including a second look-up table would allow provision of
separate, hadronically calibrated ET values to the JEP, and this option is under study. When
a calorimeter signal exceeds the dynamic range of the ADCs, timing information must be
obtained from the leading edge of the pulse rather than the (unknown) position of the pulse
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peak. This “saturated” BCID algorithm can be improved using the 80 MHz samples from the
nMCM, to ensure the correct BCID up to the highest possible energies (see Figure 23).

Finally, the nMCM offers the possibility to correct for pile-up induced fluctuations of the
pedestal. Such a correction would greatly increase the performance of all triggers which are
affected by pile-up, particularly Emiss

T triggers.

(a) (b)

Figure 23: Maximum energy with full BCID efficiency for (a) the current and (b) the improved BCID
algorithm for saturated pulses

3.3.3 CMX modules

The Common Merger module extended (CMX) is a replacement for the CMM and supports all
Run 1 CMM functionality. This is enhanced in two important ways, with faster communication
over existing data paths and provision of inputs to L1Topo. Figure 24 shows the block diagram
of the CMX module.

The CMX provides all the multiplicity-based L1Calo trigger algorithms by counting the
number of TOBs above threshold. Input data from the CPMs and JEMs arrive at 160 Mb/s
(instead of 40 Mb/s), sufficient bandwidth to permit TOB information to be sent in replacement
of counts over threshold. CMM functionality is retained on the CMX boards to gather and
merge sums as preparation for triggering on multiple TOBs. Threshold-dependent isolation
criteria are applied to data from the CPMs. At each jet threshold, ET calculations of two
different jet sizes are performed on data from the JEMs. ET thresholds (possibly varying with
η) are defined for particular TOB types, along with other criteria which may be applied to the
TOBs. Firmware upgrades in the CPMs and JEMs are necessary to support these changes.

The total multiplicity for each TOB type and threshold is calculated by producing crate-
level counts, in crate CMXs. These are sent over LVDS links to one of the CMXs to form a
system-wide sum which is then passed to the CTP. The large logic capacity of the CMX FPGAs
permits approximately twice as many selection and isolation thresholds for electromagnetic
and tau clusters and similarly doubles the number of jet thresholds when compared to the
CMM. The LVDS communication between CMXs and to the CTP is capable of running at
160 Mb/s (instead of 40 Mb/s between CMMs), though it is anticipated that operation will
take place at 80 Mb/s between CMXs and 40 Mb/s to CTP. The directionality of these LVDS
connections is selectable to facilitate initial testing.
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Figure 24: Block diagram of a CMX module showing inputs, outputs and principal components

In addition to the multiplicity analysis of TOBs, the CMX also collects and manipulates the
TOB information and sends it on 6.4 Gb/s fibres to the L1Topo processor. Zero suppression
of candidates will be performed in each CMX in parallel, before grouping the candidates by
output fibre. This simplifies the first stages of input handling in L1Topo.

Two copies of the resulting output lists will be sent on two separate fibre groups (see
Figure 24, outputs to standalone TP); this supports two L1Topo modules, with identical sets of
inputs. Each set of inputs could contain up to 12 fibres, but studies indicate that fewer than this
number will be required to transmit the actual number of TOBs. More elaborate subdivision
and duplication schemes using the 24 output fibres are supported by the CMX hardware, but
are not currently planned in the firmware. These will be needed by the additional L1Topo
modules planned for installation during LS2.

ROI and DAQ read-out of the CMX is supported over fibres running the G-link protocol
and using existing RODs. Board timing, monitoring and initialisation are supported in a
similar manner to the CMM,

As shown in Figure 24, the board layout supports addition of a second FPGA, connected
to 36 input fibres and to a second G-link output path. In the first instance, this second FPGA
and its read-out links will be fitted on only one prototype of the board to facilitate testing.
The second FPGA could provide limited topological processing. However, the 36 input fibres
are insufficient to receive full outputs from all other CMX boards, and the second FPGA is not
an alternative to the full L1Topo system. If further local processing is required in the CMX
(for example for one type of TOB), a CMX could be retrofitted with a second FPGA.
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Parameter
eFEX

subsystem
jFEX

subsystem
Calorimeter coverage in η |η| < 2.5 |η| <∼4.9
Algorithm window size 0.3 × 0.3 0.9 × 0.9
Core area processed per module 1.7 × 0.8 ∼9.8 × 0.8
Environment processed per module 1.8 × 1.0 ∼9.8 × 1.6
Link speed (Gb/s) 6.4 6.4
Hardware per FEX Module
Input fibres 144 288
Output fibres 36 24
Processor FPGAs 4 6
Backplane interface FPGAs 1 0
Control FPGAs 1 1
Configuration FPGAs 1 1
Total FPGAs per FEX 7 8
FPGAs per Hub module 3 3
FPGAs per ROD daughter card 1 1
Hardware per subsystem
FEX modules 24 8
Hub modules 4 2
ROD daughter cards 8 4
ATCA shelves 2 1
Total input fibres 3456 2304
Total output fibres 864 192
Total FPGAs 188 74

Table 4: Run 3 principal system parameters for the baseline design

3.4 Phase-I Architecture

The following sections describe the architecture of the system to be built, installed and com-
missioned during LS2 to meet the challenges of running at luminosities of up to
3×1034 cm−2 s−1 and

√
s = 14 TeV. Table 4 lists the principal system parameters.

3.4.1 Input interfaces

This section describes the inputs to the eFEX and jFEX systems in the baseline design, which
assumes 6.4 Gb/s links. Higher link speeds, such as 10 Gb/s, are under investigation and will
be used if tests prove successful. The impact of this improvement on the baseline design is
also outlined.

Input sources Both the eFEX and jFEX systems receive digitised ET values on optical fibres.
The EM, hadronic endcap (HEC) and forward calorimeter (FCAL) inputs are all provided
by the LAr DPS [3.3]. However, the TileCal will continue to provide analogue trigger signals,
which are digitised in the PPMs and transmitted to the JEMs by new link daughter cards. New
JEM input daughter cards will be built to provide optical signals to the FEXs, necessitating a
corresponding increase in the PPM to JEM link transmission speed. This is shown in figure 19.
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Optical link speed and content A single 6.4 Gb/s link can carry 128 bits of data per bunch
crossing using 8b/10b encoding. Eight bits are used to send a cyclic redundancy check (CRC),
to detect transmission errors. This leaves 120 bits per fibre for trigger information.

For the EM layer, there are two distinct sets of links with different content for the two
L1Calo FEX subsystems. The eFEX needs the finest granularity SuperCell information avail-
able from the DPS, which comprises 10 SuperCells per 0.1×0.1 tower as shown in Figure 20.
In contrast, the jFEX needs only the ET summed over each 0.1×0.1 tower. In the hadronic
layer, both eFEX and jFEX receive the same 0.1×0.1 granularity towers.

Each EM fibre to the eFEX carries the data from the 20 SuperCells in two adjacent 0.1×0.1
trigger towers. A dynamic range of 10 bits ET per SuperCell requires 200 bits to be transmitted.
Since this exceeds the available bandwidth, the baseline transmission scheme assumes the
BCMuX protocol as used in the existing L1Calo system (c.f. Section 4.5 in Ref. [3.1]). Using
this protocol, data for 20 SuperCells can be transmitted in a total of 110 bits per bunch crossing.
This leaves 10 unused bits which could be used to extend the dynamic range to 11 bits per
SuperCell. The best use of the dynamic range is still under study but the value of the least
significant bit for each layer is expected to be in the range 64–256 MeV.

The jFEX fibres for the EM layer will carry eight tower sums covering a 0.4×0.2 region
of η × φ space. The BCMuX protocol can not be used with summed signals. After reserving
eight bits for CRC data, an option would be to send 13 bits per trigger tower leaving 14 bits to
send the total energy (not ET) for the entire 0.4×0.2 region. This might be of benefit to Emiss

T
trigger algorithms. The least significant bit for the trigger tower data is expected to be either
128 or 256 MeV.

In the hadronic layer, there is no fine-grain information available from the calorimeters.
Although they are segmented in depth, the baseline is that the hadronic layer fibres to both
eFEX and jFEX will carry data for eight 0.1×0.1 towers (summed in depth) from a 0.4×0.2
region, exactly as for the EM layer fibres to the jFEX. This mapping is expected to apply to
both the LAr HEC and the TileCal.

The FCAL detector has three layers, each with a different granularity, and it is planned to
send finer-granularity data to the jFEX than is used in the initial L1Calo system. A set of three
fibres will carry the twelve FCAL1, eight FCAL2 and four FCAL3 SuperCells per 0.4 slice in φ

(i.e. eight values per fibre) as for the other hadronic fibres.
Studies are under way to determine if the link speed can be raised above the baseline

6.4 Gb/s. If this were possible the additional bandwidth might be used to send data for a
larger number of towers per fibre, to increase the dynamic range of transmitted data, or to
remove the BCMuX protocol. For the jFEX this would permit an increase in the size of the
jet window processed up to 1.7×1.7, and for eFEX and jFEX give flexibility to send additional
data in Run 4. For the eFEX the dynamic range could be increased to allow the full precision
of data from the DPS to be transmitted. Some studies show that the use of BCMuX might
result in a small loss of input data at high luminosities. Further investigation is needed to
determine the best use of any higher bandwidth.

Link fan-out Each FEX module processes a fixed core area in η − φ space. To do this, it
also needs copies of data for the surrounding SuperCells or towers required by the sliding
window algorithms. Electrical re-transmission of multi-gigabit signals between modules over
the backplane is precluded by latency and board layout considerations, so the environment
data need to be duplicated at source and sent to each module. This will mainly be done by
driving two separate copies of the same data on separate fibres from source FPGAs. There
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may be some difficult regions – such as corners where four FEX modules meet in η × φ space
– where extra copies are needed. This will depend on the detailed mapping between DPS
and FEXs, which is still being studied. It is also expected that hadronic endcap data will
require additional duplication, so that two identical copies may be sent both to eFEX and
jFEX subsystems.

Since the organisation of fibres in ribbons from the DPS will in general be different from
that needed by each eFEX or jFEX module, an intermediate optical patch panel is needed
between the DPS outputs and the FEX inputs. In most cases, where no optical splitting is
required, this will be implemented by special fibre bundles, which re-group fibres between
multi-ribbon connectors.

Where additional copies of data are required, beyond the capacity of the DPS, two-fold
passive optical splitting will be used. Studies show that the received optical power is adequate.
If larger numbers of copies are required, active optical splitting may be required. This option
is under study.

3.4.2 The Electron Feature Extractor (eFEX) module

Figure 25: Block diagram of the eFEX module showing the real-time and read-out data paths. Control
and monitoring signals are omitted except for the L1A.

Overview The function of the eFEX module is to identify isolated energy deposits indicative
of electrons, photons and tau particles. As shown in Figure 25, this is done in a bank of four
Processor FPGAs, and the results transmitted optically to L1Topo. On receipt of an L1A, data
are copied from the real-time path to the read-out path and from there to a ROD daughter
card mounted on a Hub module (see Section 3.4.5). The eFEX is an ATCA module, conforming
to the PICMG 3.0 Revision 3.0 specification. The functional elements of the eFEX design are
described in the following sections.

Processing area The algorithms used by the eFEX are described in Section 3.2. The algorithm
defines a core area in which energy deposits are found, surrounded by an environment area
used to establish isolation. Each eFEX processes a core area of up to 1.7×0.8 of calorimeter
data, for which it receives environment data covering 1.8×1.0 (see Figure 26). Depending on
their location in the subsystem some eFEXs process slightly fewer core inputs than this, but
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the hardware and firmware of all the modules are the same. The small differences in the
core areas are implemented via programmable parameters. A total of 24 eFEX modules are
required to process all of the data from the calorimeter within the range η < |2.5|.

Figure 26: eFEX module processing window showing core (red) and environment areas (in units of
0.1×0.1), for one of the three possible module η positions. The Algorithm environment area is shown
in yellow and data carried by EM and hadronic fibres, but not used in this module, in green and blue
respectively.

Input data format The eFEX modules receive data from the electromagnetic and hadronic
calorimeters on optical fibres. From the electromagnetic calorimeters, each fibre carries the
data for two adjacent triggers towers, i.e. an area of 0.2×0.1. From the hadronic calorimeters
each fibre carries the data for an area of trigger towers of 0.4×0.2. Further details are given in
Section 3.4.1.

Data reception and fan-out Given the input data format described above, the environment
processed by a module does not necessarily correspond to an integral number of fibres. To
process an environment of 1.8×1.0, each eFEX module must receive electromagnetic calorim-
eter data on at least 90 fibres and hadronic calorimeter data on at least 25 fibres. The baseline
design uses 100 and 36 fibres respectively to allow for the partial use of the data on fibres at
module boundaries.

The optical connection to the eFEX is made via four 48-way MTP connectors (not fully
populated) mounted in Zone 3 of the ATCA backplane. The eFEX input fibres are organ-
ised into twelve ribbons of 12 fibres, mechanically supported by a rear transition module.
On the eFEX side of the MTP connectors, ribbons of 12 fibres carry the signals to 12 Avago
MiniPODTM [3.4] transceivers, mounted in-board, which perform optical to electric conver-
sion. For those parts of the calorimeter where the mapping is straightforward, only 136 of
these fibres are required to carry the data. The eight additional inputs are required in regions
where mapping is difficult.

A total of 136 multi-Gb/s signals are received from the calorimeters (excluding spares). Of
these, 52 are transmitted from the MiniPODs to a single Processor FPGA, 72 are transmitted
to two Processor FPGAs (required by the overlapping nature of the eFEX algorithms) and 12
are transmitted to three FPGAs. The eFEX must therefore handle upwards of 230 multi-Gb/s
signals.

Three-way fan out, where required, is implemented using discrete, high-speed electrical
buffers. While this is also the preferred method of implementing two-way fan out, many
additional components are required, and detailed layout studies may preclude this possibility.
The fall-back solution for signals requiring two-way fan out is to loop them through the
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multi-gigabit receiver/transmitter pairs in the Processor FPGAs, a technique known as PMA
loopback. In this scheme, a multi-Gb/s signal is transmitted from a MiniPOD to a single
FPGA. Once the signal has been received by the FPGA and equalisation has been performed,
but before it has been decoded, it is routed from the high-speed receiver to the paired high-
speed transmitter, and thence to a second FPGA. There is a latency penalty of ∼25 ns and
some degradation of signal quality associated with this method.

Processor FPGAs Most of the eFEX functionality, including all the real-time functionality,
is implemented in the four Xilinx Processor FPGAs. Each one processes a 0.6× 1.0 region,
receiving calorimeter data on 58 serial inputs at 6.4 Gb/s and identifying e/γ and τ objects
using the algorithms described in Section 3.2. For each object found, a Trigger Object (TOB)
datum is generated, comprising the object type (e/γ or τ), the energy measured and the η

or φ co-ordinates. The FPGA also records the input and output data in scrolling memories
and, on receipt of a L1A signal, transfers the data for the triggered bunch crossing to a de-
randomising buffer. Here a data packet is built (including the bunch number) and transmitted
it to the Read-out Interface FPGA. A slow-control interface is provided for all programmable
parameters within the FPGA via IPbus .

One of the four Processing FPGAs is responsible for collecting all the TOBs, forming a
single output packet, and transmitting copies serially at 6.4 Gb/s via electrical-optical trans-
mitters to up to six L1Topo modules. The limiting resource in the Processor FPGAs is the
number of multi-gigabit receivers available. Of the 80 available in the proposed device, 60 are
used, while the combinatorial logic is estimated to need less than 20% of internal resources.
Should the specification of the eFEX inputs change, the specification of the real-time outputs
will be updated to match, so that outputs can be connected back to the inputs for diagnostic
purposes.

Read-out Interface FPGA This FPGA implements the following two functions. By locating
these on the eFEX, in an FPGA, the flexibility to develop the system for Phase-II is maximised.

1. Read-out interface to the backplane: The Read-out Interface FPGA receives read-out
data from the Processor FPGAs following each L1A. From these it builds a single packet
per event, which it transmits to the Hub module via the ATCA backplane.

2. TTC interface: This FPGA receives all TTC information and commands transmitted to
the host eFEX crate, via the crate backplane. All signals and information necessary to
initiate read-out and build event packets are transmitted to the Processor FPGAs. A
control and status interface to the Control FPGA is also provided. In Run 4 this device
will interface to the potentially changed timing and control signals.

Slow control and environment monitoring The Control FPGA provides the interface be-
tween the eFEX and the IPbus network on the ATCA backplane, which is used for functional
control of the eFEX system. It contains those control and status registers that concern the op-
eration of the eFEX as whole (i.e. all registers not specific to one particular Processor FPGA).
This includes status and control registers for the Read-out Interface and Configuration Con-
troller FPGAs. The Control FPGA also contains a switch to route IPbus traffic to/from those
registers that are implemented in the Processor FPGAs.

Environment monitoring on the eFEX is implemented using a daughter board designed
by LAPP (Annecy), which collects voltage and temperature data from all FPGAs and from
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dedicated sensors on the module. These data are transmitted to the Control FPGA, which
transmits them to the Hub module across the ATCA backplane. From there they are transmit-
ted to the ATLAS DCS system. See Section 3.4.5 for more details.

Layout MTP connectors, which receive the fibres from the optical plant, are mounted on the
rear of the board to facilitate easy insertion and extraction of the module. The smaller number
of optical transmitters, that transmit the real-time output data, are mounted on the front panel,
owing to space restrictions at the rear. Much of the glue logic is placed on the underside of
the module. Routing of over 200 multi-Gb/s signals presents a significant challenge for the
design of the eFEX PCB. Track lengths and routing complexity is minimised by placing Avago
MiniPOD receivers close to the Processor FPGAs that they serve. Routing of the fibre-optic
ribbons carrying data from the MTP connectors to the MiniPOD receivers is constrained such
that they need to twist and curve to bypass the large heat sinks on the processing FPGAs.

FPGA configuration logic The configuration of the Processor, Control and Read-out Inter-
face FPGAs is controlled by a seventh FPGA, the System ACE FPGA, containing an IP core
supplied by Xilinx. The configuration data for the Processor, Control and Read-out Interface
FPGAs are stored in an SD memory card mounted on the eFEX. (Configuration data for the
removable device is stored in its own internal flash RAM.)

Power The eFEX conforms to the full ATCA PICMG 3.0 Revision 3.0 specification regarding
power and power management (including the facility for hot swapping, although this is not
expected to be used in the trigger system). The power management functions are implemented
via the LAPP daughter card. For those power supplies feeding multi-gigabit receivers and
transmitters (including those in the FPGAs) a point-of-load architecture is used. The total
power consumption of the eFEX is estimated to be 190 W per module.

3.4.3 The Jet Feature Extractor (jFEX) module

Overview The jFEX processor system performs jet, large-area tau, Emiss
T and total-ET trigger

algorithms on 0.1×0.1 electromagnetic and hadronic towers, as described above. The jFEX
system (Figure 27) consists of a single ATCA shelf, equipped with several module types and
fed by an optical fibre plant. The fibres are routed via rear transition modules into jFEX
modules, where the physics algorithms are run. Timing distribution, read-out and control
functionality are implemented on two Hub modules located in the fabric slots of the shelf.

Each jFEX module processes calorimeter data from a φ-octant, covering the entire η range,
including barrel, endcap and forward calorimeters. A total of eight jFEX modules is required
for full coverage of the calorimeter solid angle.

Jets and taus are identified on the jFEX modules as local maxima of energy deposits in a
sliding window of 0.9×0.9. This requires that each jFEX module is supplied with a copy of the
data from neighbouring φ-octants. The data duplication is performed at the data source, the
Digital Processor System. A diagram of the jFEX module is shown in Figure 28. The design
foresees a flexible definition of jet algorithms implemented within the 0.9×0.9 window (e.g.
in the shape of the region for the energy summing or by using radial weighting), allowing
for several definitions to be used concurrently. The information transmitted from the jFEX
system to L1Topo (jet energies and total energy) allows area-based pile-up correction of the
jet energies.
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Figure 27: The jFEX processor system

Figure 28: Block diagram of the jFEX module

Real-time data path Real-time input data from the DPS (including LAr, HEC & FCAL) and
input from the JEM daughter board (TileCal) enter the jFEX module, via the rear transition
module. This provides the mechanics for feeding fibres into the jFEX module on four 72-way
MTP/MPO connectors in ATCA zone 3. This allows a total of 288 input fibres per jFEX.

On the jFEX module, the four fibre bundles are each split into six twelve-way ribbons that
are received in MicroPODTM [3.4] electro-optical devices. These devices support data rates
greater than 10 Gb/s per fibre. They require custom-built mechanics to provide stability and
to dissipate the heat generated. The MicroPOD outputs are routed, as differential signals, to
the GTH high-speed receivers in the Processor FPGAs.

The Processor FPGAs identify and report TOBs (i.e. jet and tau candidates) and calculate
global quantities (Emiss

T ). This is done separately in segments of η, so as to allow for down-
stream pile-up corrections. All six Processor FPGAs perform these calculations. In addition
one Processor FPGA consolidates the results before they are sent, optically via MicroPOD de-
vices, to L1Topo. So as to be able to duplicate data into more than one L1Topo module, two
MicroPOD devices (i.e. 24 optical fibres) are allocated for that purpose. The fibre bundles are
routed through the front panel of the jFEX on standard MTP/MPO connectors.

3.4 Phase-I Architecture 47



ATLAS Phase-I Upgrade
Trigger and Data Acquisition

Technical Design Report
30 November 2013

Signal duplication The core tower of the jet algorithm is defined as the central 0.1×0.1
tower of the 0.9×0.9 window, to which any TOB generated in that window is assigned. Each
Processor FPGA is responsible for a core area of 1.2×0.8, requiring data from an environment
of 2.0×1.6 (see Figure 29). As neighbouring Processor FPGAs (and jFEX modules) cover
contiguous core areas, and the data environments required extend beyond the core areas, a
significant amount of input data need to be duplicated between FPGAs and between jFEX
modules.

Data sharing between jFEX modules is accomplished by sending two copies of all data
from the DPS and JEM daughter cards, with no data transmitted between jFEX modules. On
the jFEX module, the data is partitioned between six Processor FPGAs. Each of the FPGAs
needs access to the core towers it processes, and a surrounding environment of four towers in
each direction. Therefore a large amount of data needs to be duplicated between neighbouring
FPGAs. For inter-FPGA data duplication the baseline design makes use of the PMA loopback
scheme, as described in Section 3.4.2.

Figure 29: jFEX FPGA processing area of 12×8 core towers (green) and the environment received from
DPS (purple) and duplicated on the jFEX module (orange)

The data are transmitted with 8b/10b encoding at 6.4 Gb/s line rate. As outlined in Sec-
tion 3.4.4, the net data volume of 128 bits per bunch crossing per fibre allows the transmission
of eight energy samples on each FPGA input signal with a checksum. Each signal carries data
from an area of 0.4×0.2. Two samples, electromagnetic and hadronic energy, are required for
each trigger tower.

A single large FPGA with 80 inputs can thus receive data for a maximum area of 20×16
trigger towers. This is 12×8 core towers plus environment data. Irregularities in the calorim-
eter overlaps and in the FCAL require two of the jFEX Processor FPGAs to be larger devices
with 96 high-speed inputs.

Timing All real-time data transmission and processing is performed synchronously at mul-
tiples of the LHC bunch clock. The clock as well as TTC control data are received in backplane
zone two on two signal pairs each from the hub modules. Either hub can be selected to act as
a clock source. After signal conditioning (jitter reduction) and frequency multiplication, the
clock is routed to the high-speed link circuitry and the FPGA.

Read-out Read-out to the DAQ and HLT is implemented as described in the Section 3.4.2.
Processor data are read out into two Hub modules on six high-speed links each (one link per
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Processor FPGA), in Zone two of the ATCA backplane. The backplane bandwidth is sufficient
for both incoming data and intermediate and final results. In normal running, the input data
are expected to be read out only in the unlikely event of checksum mismatches in the data
received.

Configuration, control, monitoring and diagnostics The real-time processors are configured
on power-up through the Control FPGA. The configuration data are stored locally on an SD
card. The Control FPGA itself is configured via an SPI flash device and the control firmware
includes the algorithms to read and write the SD card and sequence the configuration data
into the processor FPGAs.

IPbus is used to control and monitor the operation of all FPGAs, allowing parameters
for the algorithms to be set, high-speed links to be controlled, playback and spy memories
attached to the real-time path to be accessed, and the environment (temperatures and voltages)
to be monitored. Low-level, ATCA-compliant control is achieved by an ATLAS standard IPMC
module.

Options The baseline design described above allows for the detection of jets and large-area
taus in an environment of 0.9×0.9. There is a strong interest in considerably higher input data
rates (9.6 Gb/s or above), which would support significantly larger jet sizes. Design studies
and R&D are under way to study use of higher data rates, higher signal counts and data dupli-
cation schemes in dense electro-optical systems. Initial studies indicate that the jFEX system
could utilise an increased transmission speed to reach a jet size of 1.7×1.7, corresponding to
a jet radius parameter of 0.85. A remapping of the calorimeter signals would provide each
jFEX module with a slice in η (full φ coverage), allowing each jFEX to perform event-by-event
pile-up subtraction in slices of η to improve Emiss

T determination, and to correct the jet energies
measured within the jFEX system.

Phase-II The jFEX system will be designed to operated as part of the proposed L0-trigger
in Run 4. Apart from the change to on-detector digitisation of TileCal data, the real-time
data path and the processing are expected to run unchanged, though the sliding window
algorithms might be upgraded. The FPGAs will be chosen to provide enough logic resources
for algorithmic upgrades.

The distribution of clock and timing signals and read-out are expected to change in Run 4.
These functions are handled on the Hub module, and any changes to the jFEX would be
limited to firmware.

3.4.4 Output interfaces

Real-time outputs from L1Topo to CTP As noted in Section 5.3, output data from L1Topo
will be transmitted to the CTP subsystem either electrically or optically. The choice may be
made separately for individual L1Topo modules, depending on the relative latency of the
algorithms providing the signals. The decision on which topological algorithms to run has
not yet been finalised, and will change with time. However, the results transmitted to the CTP
will take the following two forms:

Trigger Object Counts These are the numbers of TOBs above thresholds, which the CTP will
continue to use as a primary input. In Run 1, these were computed in individual CPM
and JEM modules, summed in Common Merger Modules, and sent to the CTP; after
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LS1, the CPM and JEM modules provide TOB information to CMX modules where the
hit counts will be computed and sent to the CTP; and for Run 3 use, the counts are
computed in one L1Topo module from TOB information provided by eFEX and jFEX
modules. The CTP does not have sufficient inputs to accept all the new signals as well
as all the original multiplicity signals, so a transition in stages will be needed. When the
hit counts are available from L1Topo in Run 3, some parts of the previous (analogue-
based) trigger will be retired.

Topological flags The hit flags above use the majority of the available CTP input bits. CTP
bits added in LS1 will be available to receive L1Topo output bits, probably indicating
that individual topological algorithms have been satisfied, or that topological cut values
have been met.

ROI outputs to the ROIB The eFEX and jFEX Hub modules will collect ROI data from
individual eFEX and jFEX modules, and provide these to be used as ROI seeds in the High-
Level Trigger. Depending on future evolution of the ROI Builder, the information may be sent
either via S-Link or via Ethernet. The information will include the η and φ coordinates and
the energy for each trigger object found. As an indication of bandwidth requirements, the
ROI data sent by S-Link uses about 5% of the available bandwidth when the present system
is running at 100 kHz. Most of this is due to the standard per-event packet structure, so
increasing the number of ROIs tenfold would raise the link occupancy only to about 10%.

The subsystem generating the largest possible number of ROIs is the new eFEX, whose
electron-finding algorithm may potentially generate up to one ROI per pair of trigger towers,
giving 72 ROIs per eFEX or a system limit of 1600 eFEX ROIs. This is far beyond the point at
which ROIs are useful to assist HLT processing, and a cut will be imposed on each eFEX and
jFEX module to limit the number of ROIs sent. A further cut may be imposed at the ROD in
the Hub module to limit the number of ROIs per eFEX and jFEX crate. In both cases, the ROI
data will include flags if ROI numbers have been limited.

DAQ read-out from eFEX, jFEX, and L1Topo subsystems It is desirable to record all inputs
and outputs from the trigger system, so that trigger operation may be checked event-by-event.
In the trigger prior to LS1, all inputs and outputs are read out from each individual module.
After LS2, much larger data volumes are involved, and more optimisation is necessary. The
underlying idea is that a checksum is sent on each link (or for a small number of links working
together), so that correct reception of data received in L1Topo, eFEX and jFEX modules can be
confirmed for each bunch crossing. The checksum is computed at the transmitting end, and
recomputed and verified at the receiving end. A copy of the transmitted data is always read
out to DAQ. At the receiving end, the input data is only read out if the checksum does not
match. The read-out bandwidths are chosen to meet this lower requirement.

Links will be developed to run reliably. If a link begins to fail, a large number of checksum
mismatches may occur, potentially swamping the read-out system. To avoid this, all failing
events will be flagged as faulty, but a limited number of failing events will be read out (for
example, a maximum rate per LHC orbit). The cut will need to be imposed on individual
eFEX, jFEX and L1Topo modules.

Apart from this handling of input data, read-out to DAQ will consist of a programmable
number of time-slices of all input and output data from all L1Calo modules.
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Phase-II: output from L0Calo to L1Calo and L1Track In Phase-II operation, it is expected
that the eFEX, jFEX and L1Topo modules will be relabelled to become parts of the Level-0
trigger in a two-level (Level-0 and Level-1) hardware trigger system, which will also require a
split-level CTP (i.e. CTP0 and CTP1). The design allows for these changes, as follows:

• DAQ read-out will occur following a Level-1 Accept (i.e. not a Level-0 accept).
• ROI read-out to HLT, if required, will also occur after a Level-1 Accept.
• Level-0 ROIs (L0ROI) will be sent from the Level-0 trigger to the Level-1 trigger at the

L0A rate of up to 500 kHz.
• L1Track Regional Read-out Request (R3) data will be obtained by processing a further

copy of L0ROI data, also at up to 500 kHz.

3.4.5 Common modules

The requirements of the eFEX and jFEX subsystems have been studied in detail to see to
what extent the systems can use the same hardware. It has been concluded that a common
design can be used for system infrastructure (Hub, ROD and TTC modules and backplane
use). However, there are sufficient differences between the processor modules themselves
to require separate hardware designs. One area of particular concern is the high density of
high speed PCB signal tracks, which would be strongly impacted in any attempt at a unified
design. Both modules are near the technical limits of what can reasonably be built and a single
module to provide eFEX and jFEX functions would have to meet a superset of requirements.
This would greatly increase the technical challenges, risks and time scales in what is already
a demanding construction schedule.

The eFEX and jFEX subsystems have been designed to allow those functions not concerned
with algorithmic trigger processing to be implemented on hardware modules that are common
to both subsystems. The functions implemented on such common hardware include low level
ATCA module control, read-out, monitoring and the interface to the TTC system. There is
also a common module for the testing and commissioning of the FEX modules.

The following sections describe the hardware that is common to the eFEX and jFEX sub-
systems. It should be noted, however, that the common elements in these subsystems are not
limited to this hardware. Even where dedicated hardware is used the subsystems employ
common design standards, principles and, where feasible, firmware. One example of this
is the IPbus firmware and associated software, which was originally developed for a differ-
ent experiment. This is used throughout the L1Calo system to implement high-level module
control and the interface to ROD Crate DAQ.

The common modules described in this section consist of the IPMC mezzanine on each
module, the ATCA Hub module and its two main mezzanines, the TTC interface module and
the ROD module, and Test Module.

IPMC mezzanine For the purposes of monitoring and controlling the power, cooling and
interconnections of modules, the ATCA specification defines a low-level hardware manage-
ment service based on the Intelligent Platform Management Interface standard (IPMI). Every
ATCA module must have an Intelligent Platform Management Controller (IPMC), to provide
an interface to the shelf manager via the IPMI bus. Within L1Calo, all ATCA modules use
the IPMC mezzanine produced by LAPP for this function, as recommended by the ATCA in
ATLAS working group. This mezzanine also supports communication over Ethernet.
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Figure 30: Block diagram of the ATCA Hub Module

ATCA hub module The ATCA Hub Module (henceforth “Hub”) provides a range of func-
tions to support the FEX subsystems. Each L1Calo ATCA shelf will host two Hubs, in logical
slots 1 and 2, which are hubs in the ATCA Base and Fabric Interface networks.

The Hub hosts several mezzanine boards and provides on-board logic to perform the
following functions: route data to and from the FEX nodes in the shelf, aggregate FEX sta-
tus information, route FEX control commands, and facilitate ATCA system monitoring. The
design of the module provides maximum flexibility for both Run 3 and Run 4 operations.
Thus, much of the Hub functionality resides on mezzanine cards that can be replaced or re-
configured. For example, both the TTC and read-out requirements will change during the
Phase-II upgrade, so these functions are housed on mezzanines that can be upgraded without
redesigning the Hub.

In the L1Calo ATCA shelves, an Ethernet network on the Base Interface connects each Hub
to every other module in the shelf (including the other Hub) in a dual-star layout. The use to
which this network is put differs between the two Hubs in the shelf. For the Hub in Logical
Slot 1, this network is used for module control (the IPbus network). For that in Logical Slot 2,
it is used to collect DCS traffic from the FEX modules.

The Fabric Interface of each L1Calo shelf also forms a dual-star network, in which each
Hub module is connected to every other module in the shelf via eight differential signal pairs.
Each pair can carry a signal of up to 6.4 Gb/s. The uses to which they are put are as follows.
One pair is used to transmit the recovered TTC clock from the Hub to each module in the
shelf, as described in Ref. [3.5]. A second pair is used to transmit the decoded TTC signals
and near-real-time signals such as ROD busy. The remaining six pairs can be used by the Hub
to receive read-out data. In the eFEX system each Hub receives read-out data on four signal
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pairs from each of the 12 eFEX modules in the shelf. In the jFEX system each Hub receives
read-out data on six signal pairs from each of eight jFEX modules. In each of these cases the
Hub receives read-out data on a total of 48 signal pairs, but the signal pairs populated in the
two cases are not identical. They are different subsets of a total of 72 hardware pairs used for
this purpose.

The Hub module has sites for three mezzanines, two of the sites adjoin the front of the
module, whilst the third faces towards Zone 3 of the backplane. The read-out data received
by the Hub are fanned out to all three of these sites and read-out control signals from the
sites are merged in a Xilinx Virtex 7 FPGA (the Interface FPGA). In addition to this, one of
the mezzanine sites has connectivity for TTC signals, to and from the Hub. Thus, a Hub
module may host a maximum of three ROD mezzanines, or two ROD mezzanines plus one
TTC mezzanine.

In Run 3, the functions of the two Hub modules in an ATCA shelf are partitioned as
follows (see Figure 30). The Hub module in slot 1 houses one ROD mezzanine card and a
TTC mezzanine. It provides the TTC and module-control interface for the whole shelf, and
transmits read-out data to the ROS. The Hub module in slot 2 houses one ROD mezzanine,
which transmits read-out data to the ROIB. It also provides the DCS interface for the shelf.

In Run 4, each Hub module carries two ROD mezzanines, with the extra hardware being
used to transmit read-out data to L1Track and L1Calo. One ROD mezzanine (on the slot 2
Hub) is spare, to support unforeseen requirements at Run 4.

As noted above, the two Hub modules in each ATCA shelf will provide slightly different
functionality using the same base hardware design. The Hub module in slot 1 (Figure 30 with
mezzanines supporting TTC and read-out to ROS and L1Track) will provide read-out for the
ROS, TTC decoding, module control via Ethernet switch and IPMC functionality. The Hub
module in slot 2 (Figure 30 with mezzanines supporting the ROIB and L1Calo read-out) will
provide read-out for the ROIB, DCS interface via Ethernet switch and IPMC functionality.
These differences may expand in Phase-II when additional Hub demands are likely to arise.

The Read-Out Driver (ROD) module In Run 3, when the eFEX and jFEX subsystems receive
an L1A signal, they transmit the read-out data associated with that trigger decision to the ROS
and ROIB systems. The key element in this process are the ROD mezzanine cards housed on
the Hubs. Each of these receives the read-out data from all of the FEX modules in that shelf.
The RODs check, re-organise and buffer the data before transmitting them downstream. For
each shelf two RODs are required. The slot 1 Hub houses a ROD that supplies data to the
ROD, and the slot 2 Hub houses a ROD that supplies data to the ROIB.

In Run 4, the RODs are required to implement a different read-out system. Here the FEX
subsystems form part of the L0Calo system and the transfer of data from the FEX modules to
the RODs is initiated on receipt of an L0A signal. In addition to checking and reorganising the
data, the RODs hold them pending the arrival of an L1A signal. If this signal is received, the
RODs transmit the corresponding data to the DAQ System, to HLT, to L1Track and to L1Calo.
The data for each of these destinations is handled by a different ROD.

A single hardware design is used for all of the RODs in the FEX subsystems, in both Run 3
and Run 4. However, multiple firmware designs are required to handle the data from the
different types of source (eFEX/jFEX), for the different types of destinations and for each run.
The form of the ROD is based on the FMC standard, but with an extended area.
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ROD I/O Read-out data reach the ROD via a 400-pin FMC connection to the Hub. They are
received as differential signals of up to 6.4 Gb/s. Each ROD in the eFEX subsystem receives
four inbound signals from each of 12 eFEXs in the shelf, whereas each ROD in the jFEX
subsystem receives six inbound signals from each of eight jFEXs in the shelf. Thus, each ROD
receives data on 48 input signals. However, the pins on which these data arrive differ from
the eFEX to the jFEX subsystems and a total of 72 physical pairs are required to satisfy both
cases. There is also a signal path from the ROD mezzanine, via the Hub and backplane fabric,
to each eFEX module, enabling flow-control signals to be sent. This path is shared by all of
the ROD mezzanines on a Hub and also with TTC commands. The Hub manages the traffic.

The read-out data are transmitted from the ROD optically. The precise requirements of
the downstream systems have yet to be determined, but the baseline implementation of the
ROD has one Avago MiniPOD transmitter, providing a total bandwidth of up to 120 Gb/s for
read-out data. It also has one MiniPOD receiver to implement the return links required by
such protocols as S-Link. This hardware is fully compatible with the proposed detector read-
out upgrades described in section 7.2.1 and adoption of such a scheme, as described for the
Liquid Argon detector’s front-end electronics, is under active consideration.

IPbus is routed to the ROD mezzanine via the FMC connector, for module control.

ROD functionality The data received at the ROD are 8b/10b encoded and accompanied
by a checksum. They are decoded and the checksum evaluated. The latency constraints on
the trigger do not allow for error correction, but errors are flagged and link performance
is monitored. The data from the 48 links are merged to produce a single packet. This is
formatted with a 10-bit CRC, 8b/10b encoded, and placed in an output buffer before being
transmitted optically downstream. Flow control handles back pressure and if the buffers reach
a programmable threshold a BUSY signal is passed to the CTP (via the Hub).

In Run 4, additional functionality is implemented: data are buffered until an accept signal
(the L1A) is received. Those data accepted are transmitted downstream, whereas data not
accepted are discarded. (That data have not been accepted is established by receipt of an L1A
corresponding to subsequent data.)

Slow control of the ROD functions, and reading the ROD status, is achieved using IPbus.
The occupancy of the ROD data buffers is monitored and this information is available via the
IPbus, as are samples of the read-out data.

ROD FPGA The core functionality of the ROD is implemented in a large, Xilinx Virtex 7
FPGA. The two key requirements on this device are the amount of high-speed transceivers
and the amount of internal memory available. Given the large number of high-speed signals
received, a high-end FPGA device is required, with 80 multi-gigabit transceivers.

The amount of memory required on the FPGA is determined by the mode of operation in
Run 4, where data are held until an L1A signal is received. For the jFEX, it is estimated that
the maximum volume of data that can be sent to the ROD per event is 4000 bits. For the eFEX
it is half this, so it is the jFEX subsystem that determines the requirements. Given a theoretical
maximum L0A rate of 20 MHz, data arrive at the ROD from each jFEX at 80 Gb/s. Aggregated
over the eight eFEXs, this gives a received data rate of 640 Gb/s per ROD. 13 Mb of memory is
required to buffer data at this rate for the baseline L1A latency of 20 µs. The Virtex 7 FPGAs
under consideration for the ROD can provide more than twice this.

The configuration data of the ROD FPGA is held locally in flash RAM . Access to the RAM
is provided via IPbus, allowing it to be read and modified remotely.
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DCS As stated above, the ATCA specification defines a complete hardware platform man-
agement layer based on IPMI, with an IPMC on each module and overall control residing
locally in the ATCA Shelf Manager in each shelf and globally in the System Manager.

There are no direct interfaces between this IPMI layer and WinCC, the system used by
DCS, so a dual pronged approach will be adopted. All parameters requiring monitoring in
the system will be reported directly to DCS from each module over the module control/DCS
Ethernet network and the subset that are necessary for safe operation of the system will also
be reported to the local Shelf Manager over IPMI. The System Manager and Shelf Managers
will autonomously control the local powering and cooling of the ATCA shelves, subject to
overall control coming from DCS.

TTC In order to accommodate changes in the way trigger information is distributed in Run 4,
the TTC-L1Calo interface is implemented on a mezzanine card, which can be replaced with
minimal expense. This card is mounted on the Hub. Its form is based on the FMC standard,
but it will have an extended area if necessary.

The TTC mezzanine receives signals from the TTC optically. It recovers the clock and
transmits this, via the Hub and ATCA backplane, to all modules in a shelf. It also decodes
the control information (event counter reset, the bunch counter reset and L1A). These are
passed down to the Hub module, where they are re-coded to an internal L1Calo format and
transmitted, via the backplane, to all of the modules in the shelf. This decoding and re- coding
of the TTC commands ensures that in Run 4, when the TTC system changes, only the front
end of the L1Calo interface needs to be modified. The internal protocol used between the Hub
and FEX modules is unchanged.

Test module The main purpose of the Test Module is to certify the many multi-gigabit data
paths on the eFEX/jFEX modules during prototyping and prior to installation in ATLAS.
However, since this module will be built first, it will also be used to confirm the high speed
signalling and technology choices intended for the FEX modules.

The Test Module generates test vectors for transmission to the FEX modules and records
the results from their outputs. The baseline signalling bandwidth is 6.4 Gb/s, but, for the
reasons described above, the module should be capable of generating and receiving data in
the 6.4 Gb/s to 10 Gb/s range.

The majority of Test Module functions are provided by two large FPGA devices, the first
holding data for transmission to the FEX modules, while the second provides memory to
record returning output data. The memory depth is sufficient to source and sink test data for
a full a LHC orbit period (3564 bunch crossings). The data received from the FEX modules
may be read out for offline analysis or checked in real-time against an expected pattern. Long-
term testing, for example to measure bit error rates, is achieved by iterating over the test data.

High-speed signal ports on the main FPGAs are connected via Avago MiniPODs to 12-way
optical fibre ribbons, each module providing 96 optical outputs and 24 optical inputs. Two
Test Modules are needed to source and sink all the inputs and outputs for one eFEX module,
and three to fully populate a jFEX module.

Two smaller FPGA devices, the Control/TTC and System ACE FPGAs, provide control
and timing functions. The Test Module can use the TTC clock signal, or provide a local clock
and real-time control signals over the shelf backplane. The Control/TTC FPGA also provides
the interface to the IPbus network, which is used for the functional control of the module and
environmental monitoring.
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The module is configured by the System ACE FPGA, using configuration data held in an
SD memory card or loaded via IPbus. The module conforms to the ATCA standard and has
an estimated power consumption of under 100 W.

3.5 Latency Considerations

Latency is discussed in detail in Section 5.4. A detailed estimate of the system latency has
been prepared [3.6], showing a cost of 13.5 Bunch Crossings for the eFEX and 14 Bunch
Crossings for the jFEX. In each case, most of the time is consumed by data conversion from
high-speed serial to parallel formats, and the algorithmic processing requires only 5 Bunch
Crossing periods. The latency estimate will be refined when the final choice of algorithms is
complete, and measurements have been made on working hardware.

3.6 Firmware

All of the core algorithmic functionality of the L1Calo Phase-I system, and much of the sup-
porting functionality such as slow control, is implemented in firmware. The hardware in
which this functionality is implemented is described in Section 3.4. It is also useful to look
at a functional breakdown of the firmware required. Such a breakdown does not map trans-
parently onto the hardware, as some FPGAs house more than one functional element, some
have multiple firmware loads (for example, for diagnostic purposes) and some functional el-
ements, such as control functions, are common to multiple hardware designs. The high-level
functional breakdown of the firmware required for the FEX subsystems is as follows.

Trigger algorithms

• eFEX/jFEX feature-extraction algorithm
• eFEX/jFEX board-level merging algorithm

Read-out and data monitoring

• Upstream read-out logic on processor modules (versions for eFEX/jFEX)
• Downstream read-out logic on ROD (versions for eFEX/jFEX and DAQ/ROI)
• eFEX/jFEX rate-monitoring logic

Infrastructure

• High-level ATCA control logic (IPbus)
• Low-level ATCA control and monitoring logic
• TTC interface
• High-level ATCA hub logic
• High-speed transceiver logic
• Test Module data source/sink logic (multiple versions)
• eFEX/jFEX commissioning/diagnostic logic

Firmware for a single FPGA device is typically developed by a single engineer. However,
owing to the large amount of firmware required, the work will be distributed amongst partici-
pating institutes. The firmware is divided into functional blocks, the divisions between which
are chosen to minimise interfaces. For example, the real-time algorithmic functionality of an
FPGA might be split from the slow control functionality.
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To facilitate the sharing of knowledge and design files amongst the participating institutes
a common set of tools are used. Due to the expertise in Xilinx devices that resides within
the collaboration these will be used to implement the bulk, and potentially all of the field-
programmable logic. Firmware is developed using VHDL entry into a Xilinx-only tool flow
and SVN is used to maintain a common archive of the source code. A house style guide
for VHDL has been developed to facilitate the writing of code that can be understood and
transported easily between designers and institutes.

3.7 Software

3.7.1 Online software

The new electronics for Run 3 (and Run 2) will be integrated into the existing online software.
The aspects to be covered include module configuration under the TDAQ run control, the use
of configuration databases to store the configuration and conditions data for the modules, the
detailed bit-level simulation of the modules to enable comprehensive testing, the low level
control interface to the modules, and the operational monitoring when ATLAS is running.

Most of the upgrades prior to Run 3 are to existing VMEbus modules or new VMEbus
modules (e.g. CMX). For these the associated software work will be mainly updates to existing
code or provision of new versions of packages based heavily on current packages. However,
for the new ATCA modules [3.7] such as the Run 2 L1Topo and the Run 3 eFEX and jFEX
systems, more significant software developments are required.

IPbus [3.8] will be used for the underlying access software for configuring ATCA modules.
A custom configuration package for each module type will be developed on top of IPbus. Each
package will conform to an existing interface for current VMEbus-based L1Calo modules, so
that the same run control software can be used for the whole L1Calo system, presenting a
uniform interface to TDAQ. The module configuration packages will take their data from
new folders to be added to the L1Calo COOL database and from the extended trigger menu
database.

The existing bit-level simulation package will be extended to include each new module
to enable testing of prototype modules and the final installation. The package can generate
arbitrary test vectors and patterns of triggers to be run through the system and compared
with results from actual hardware. These simulation packages are more detailed than those
presently used in offline analysis and, in time, are expected to replace them.

A suite of test and low level diagnostic software will be required. For the Run 2 VMEbus-
based modules this will be via an extension of existing diagnostic software. For the new
ATCA modules, test software will be layered above the IPbus software (which includes some
diagnostic tools).

Operations monitoring software for the new modules will be developed and include mon-
itoring of low level trigger rates and error counters. It will be provided as part of the online
software under TDAQ run control and published to the TDAQ information service. Higher
level monitoring will be written within the offline framework.

3.7.2 Offline software

Detailed performance studies are required to select the best algorithms to be executed in the
processors, and also to determine the optimal values of parameters such as the digitisation
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scale. Results from such studies are presented in Section 3.2. The studies will be continued to
optimise performance further.

Re-formatting of L1Calo readout data during offline event reconstruction is performed to
enable studies of data quality and trigger performance, or as input to physics analyses.

Offline monitoring and diagnostics software compare the full data read out from each
module with Monte Carlo emulation of each module to validate the flow of data through the
system and to localise any hardware problems.

3.8 Testing, Installation & Commissioning

3.8.1 Testing

Module tests are used to verify that production modules, deployed in the trigger, are known
to be fully working.

There are three main individual module tests:

1. On receipt from manufacture, and after initial power tests, all modules undergo JTAG
continuity checks, to establish that FPGA connections are correct. Dummy connec-
tors are used to include backplane and other electrical connections in this test. Cor-
rect behaviour of module power controls is verified, and module power consumption is
checked.

2. FPGA devices are loaded with firmware, and a series of register-level tests is run to
establish access to all module parameters.

3. Diagnostic firmware is loaded, and BERs are measured for all high-speed links using
random data patterns. The data eye opening is also measured. These tests establish that
board traces have been manufactured with the correct impedance, and that the optical
components are functioning to specification.

At this point, system-level tests are performed in a test rig environment comprising of
one or more FEX modules, Hub modules with RODs, computer and read-out hardware, TTC
timing infrastructure, and a DCS subsystem. A custom test module, (see Section 3.4.5) will
be preloaded with test vectors, which are then driven into all the optical link inputs of the
module(s) under test. A pre-defined pattern of L1A signals will be generated, causing read-
out to be initiated for the corresponding bunch crossings. A detailed software simulation of
the trigger algorithm will be run using the same algorithm settings as those loaded into the
module hardware. Knowing the timing of the L1A signals relative to the test vectors, the
simulation will calculate the expected content of the read-out data for comparison with the
actual read-out data. The test will be run at the maximum expected average and burst L1A
rates, and will use a variety of test vectors designed to reach the boundaries of the algorithm.

Each module under test routinely self-monitors all input links for errors. As the tests
progress, additional modules are added to the test-rig, so that realistic operating conditions
are incrementally built up (including representative loads on power supplies and backplane
signal occupancies). The system will be power cycled many times, and long-duration tests
will be run to verify system stability.

These tests will be run at both development centres and at CERN prior to installation in
ATLAS.
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3.8.2 Installation

The eFEX and jFEX subsystems will comprise three ATCA shelves, two for eFEX and one for
jFEX. These will be installed in USA15, adjacent to optical patch panels and another three
ATCA shelves for the LAr DPS, in a location with the lowest possible latency path from the
detector through to the CTP. The only viable location for these is at the end of the row of
racks currently occupied by L1Calo, necessitating relocation of other hardware. The ATCA
power and cooling requirements for these four racks will be reviewed and upgraded where
necessary.

Four sets of optical fibres will need to be installed for the new system: from the LAr front
end crates to the DPS via the holes in the shielding wall (responsibility of the LAr group),
from the DPS to the eFEX and jFEX via optical patch panels, from the JEM daughter cards to
the eFEX and jFEX via optical patch panels and from the FEXs to the L1Topo crate. Careful
planning will be needed to minimise disruption to the existing infrastructure, as all these sets
of fibres will share already heavily used underfloor cable trays,

The initial L1Calo system will be kept in operation for the start of Run 3 running. Once
the DPS and FEXs are fully commissioned, it would be possible to decommission and remove
some of the old L1Calo crates, though the Receiver and Pre-Processor crates for TileCal will
remain in use.

3.8.3 Commissioning

The main commissioning phase will commence when all infrastructure (including ATCA
shelves, fibre plant, timing (TTC) and read-out fibres) is in place and the production mod-
ules begin to arrive. Tests as described in Section 3.8.1 will be repeated on the installed
hardware, thus allowing qualification of individual parts of the system in isolation from their
clients and data-sources. Tests of individual link performance will be checked in real-time
using hardware error counters (e.g. parity) or hardware pattern-comparison at the front-end
of each module. Joint tests with signal providers (e.g. the LAr DPS) and system clients (CTP,
ROIB, DAQ) will be performed.

Final system qualification will use cosmic ray triggers and high-rate stress tests to probe
operational regions which remain after systematic vectors (like ramps and repetitive simple
patterns) have been used. Offline data will be compared to simulation based on read-out
of many events, in search for all discrepancies. Full qualification of the complete system in
the final ATLAS environment is important for detection of problems from powering, cooling,
electronic noise and system timing.

3.9 System Performance

3.9.1 Validation

First beam Although the new trigger system will be thoroughly checked during installation,
final tuning and verification require LHC beam. For example, while cosmic data taking is
good enough to measure individual signal and overall system timings to the bunch-crossing
level, synchronised LHC beam data is required to reach the ultimate precision. The optimum
settings and calibrations in the new filters in the DPS will require feedback from colliding
beam data and experience at the higher luminosities, and the performance of the new trigger
will improve as these approach their ultimate resolution. It is during this tuning period that
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it is most important to maintain the legacy trigger, providing a stable and understood trigger
for ATLAS physics and a baseline for measuring the efficiency of the new trigger.

Much of the eFEX and jFEX timing and debugging can be done with cosmic data. How-
ever, the signal patterns for physics data are unlikely to be fully covered in any test, and a
very thorough check of of the trigger decisions will be needed in early running. One of the
most powerful tools is a precise, event-by-event and bit-by-bit, simulation of the trigger logic,
comparing the processing of the calorimeter signals through the trigger hardware with the
values predicted by simulation. It will not be possible to connect all outputs of the new trig-
ger processors to the CTP while the old trigger is still needed. However, the processing of the
non-connected trigger outputs can still be checked from readout of the processor outputs and
ROIs.

Detailed performance studies Once post-LS2 data taking has been well established and
the fundamental calibrations are becoming more stable, it will be possible to study the per-
formance of the new trigger algorithms. These can be done with standard tag-and-probe
methods, and by comparison with the performance with the legacy calorimeter trigger sys-
tem. The rates and efficiencies of the candidate new trigger items can be studied in the early
running data, and the exact parameters of the trigger algorithms can be investigated offline
by re-running with different parameters. The best environments and ratios can be found for
the electron Rcore algorithm, and all other trigger objects can be investigated similarly.

The performance of the more delicate trigger algorithms is particularly sensitive to details
of pile-up response and choices made in the signal processing. Bunch-by-bunch luminosity
and beam backgrounds are not easy to predict, and a reasonable quantity of stable data taking
will be needed to study the performance of the more sophisticated triggers. Missing energy,
for example, is often the most difficult to control. It is likely that some algorithms, for example
electron and τ, are qualified early, and that some triggers will be moved to the new digital
processor earlier than others. Only when individual trigger objects are understood would they
be used in the Topological trigger. Even when all trigger processing is running on the new
hardware, the older processors will remain for some time for checking purposes, and it may
be desirable to avoid radical changes to the trigger menu during running periods. However,
all elements of the new digital trigger are expected to be fully operational after a few months
of post-LS2 running, and will entirely replace their predecessor subsystems during the first
year of running..

3.9.2 Calibration and monitoring

Introduction Proper calibration of a calorimeter trigger is necessary for its efficient oper-
ation. Good uniformity of energy scale between individual SuperCells ensures sharp turn-
on in trigger efficiency, minimising rate from events that are not on the efficiency plateau.
Knowledge of absolute energy scale is useful for proper adjustment of Level-1 thresholds
with respect to thresholds in HLT and offline reconstruction and analysis. In this paragraph,
SuperCell level and cluster (object) level calibrations are briefly discussed. All trigger calibra-
tions are determined with respect to offline energies.

Cell-level calibrations Calibrations are applied to individual SuperCell and trigger tower
energies, by the DPS in the case of eFEX LAr inputs and by the Preprocessor for jFEX and
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Tile signals. However, FEXs also need to be able to disable individual channels or to apply
thresholds on their energies.

Feature Extractors will receive calibrated signals from the DPS that are time-aligned and
assigned to an interaction bunch crossing. The signals need to be calibrated to the electro-
magnetic scale for eFEX, while keeping the possibility of using a different scale for jFEX. Both
relative (cell-to-cell) and absolute calibration is expected to be known to percent level.

Cell-level calibrations include corrections for areas with reduced response due to dead or
disabled noisy cells, and corrections for reduced high voltage in the LAr.

Out-of-time pile-up results from overlapping LAr signals, causing a baseline shift at the
beginning of bunch trains. This is the dominant source of L1Calo trigger rate dependence
on bunch number. Corrections for this effect will be applied in the DPS, and any possible
remaining bunch number dependencies could also be corrected in the feature extractors.

Cluster and object-level calibrations The eFEX and jFEX module designs are determined
primarily by their I/O needs, and only a fraction of the FPGA resources are needed for basic
sliding-window algorithms. The extra capacity may be used to apply additional calibrations
at cluster (or object) level, which is not possible in the pre-upgrade system. Options under
study for the eFEX include cluster leakage corrections, dead material corrections based on
energy deposited in the pre-sampler and total cluster energy, and determination of cluster
position using weighted mean of energy deposits in individual SuperCells. For the jFEX,
options include noise and pile-up suppression by weighting tower energies depending on
distances from the jet centre, corrections for jets and global quantities, and underlying event
corrections

Monitoring Monitoring runs in real time on a subset of events, and also on all recorded
events during Tier-0 reconstruction, providing summary and detailed information for rapid
diagnosis of problems. The information available includes distributions of input quantities
(e.g. FADC hit-maps), scans for flags indicating hardware problems, and checks for discrep-
ancies between read-out and calculated trigger response.

3.10 Optional Additions

3.10.1 The Global Feature Extractor (gFEX) module

Overview The Global Feature Extractor, gFEX, is currently under study as an optional ad-
dition to the L1Calo system. It is intended to identify large-area jets using algorithm window
sizes up to 1.8×1.8 and detector data with a granularity of 0.2×0.2 in η − φ. The architecture
will permit event-by-event local pile-up suppression using η dependent baseline subtraction
techniques. The gFEX architecture is suitable for other algorithms with the same granularity,
including Emiss

T and ΣET.
The gFEX system (Figure 31) is implemented in a single ATCA shelf with a dual-star

backplane fabric. Two gFEX modules each cover half the calorimeter η range. Two Hub
modules located in the fabric slots of the shelf perform timing distribution, read-out and
control. Input data are carried to the gFEX modules on optical fibres which are routed via rear
transition modules to the main boards, where the signals are converted to electrical signals in
receiver modules and distributed to processor FPGAs. Output data to L1Topo are transmitted
through the front panel over optical links, while timing distribution, read-out and control
functions use the ATCA backplane.
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Figure 31: gFEX System

Input data Electromagnetic jet elements are typically produced by four FPGAs on each
DPS module, each of which produces one multi-gigabit gFEX output link with a coverage
of 0.8×0.4. A full 0.8-wide ring in η in the electromagnetic layer therefore requires 16 multi-
gigabit links.

For Run 3, the gFEX obtains TileCal data in a similar way to the jFEX, using three upgraded
JEM daughter cards per module, two with coverage of 0.8×0.6 and the third with 0.8×0.4. A
0.8-wide η ring requires 12 multi-gigabit links.

If a 0.2 in φ and full-η geometry is used, the input mapping to gFEX becomes more
difficult. One option is to send the hadronic data over higher-speed links in overlapping
segments (e.g. 3.2×0.2 at 10 Gb/s).

Calorimeter granularity is coarser at high η, so fewer links will be required to produce full
rings at these η values.

Processor FPGAs The gFEX functionality, including the complete jet identification, is im-
plemented in four Processor FPGAs. The η coverage of each processor FPGA includes one
“centre” 0.8-wide η ring that comprises the core coverage, as well as an additional η ring on
each side to provide a 1.8×1.8 environment. The η coverage of the four FPGAs on the η > 0
gFEX is shown in Table 5, the η < 0 gFEX has a mapping with opposite η signs. It should be
noted that in addition to “regular” jet identification up to η = 3.2, one FPGA also receives the
full environment needed to process FCAL jets. To receive and process up to 32 input links per
0.8 η ring requires FPGAs with up to 96 transceivers.

FPGA No η range Core η range
1 −0.8 – 1.6 0.0 – 0.8
2 0.0 – 2.4 0.8 – 1.6
3 0.8 – 3.2 1.6 – 2.4
4 1.6 – FCAL 2.4 – FCAL

Table 5: η coverage of the η > 0 gFEX FPGAs
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Figure 32: gFEX conceptual board layout

gFEX module design A conceptual layout of the gFEX module is shown in Figure 32. Each
gFEX module receives data for six η rings from both calorimeters with up to 32 fibres per ring,
giving a total of up to 192 fibres per module. The input fibres are connected to 16 12-channel
parallel-optic receivers, from which the data are distributed to the processor FPGAs.

Fan-out of input link signals on a gFEX module is 1:1, 1:2 or 1:3 for different η ranges.
This is achieved using a combination of PMA loopback and/or high-speed fan-out buffers.
The two η rings on either side of η=0 are used by both gFEX modules and the data must
therefore be duplicated upstream of the gFEX system. Since data from these η rings are used
by only a single FPGA on each module, passive optical splitting would be sufficient.

TTC, read-out and configuration An interface FPGA on each module is responsible for TTC
and read-out to a Hub module, with a Hub module providing a clock source to each gFEX
module. The read-out data from processor FPGAs are transmitted to the Hub module over
Zone 2 of the ATCA backplane.

The processor FPGAs will be configured on power-up through the interface FPGA. The
configuration bit stream will be stored locally on an SD card. The interface FPGA itself is
configured via a QSPI flash device, and the control firmware includes the algorithms to read
and write the SD card and sequence the configuration data into the processor FPGAs.
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3.11 Relation to the Phase-II Upgrade

It is expected that all calorimeters will convert to on-detector digitisation for Phase-II oper-
ation. Hadronic data would be provided in real-time for the trigger, either from new cal-
orimeter RODs or by an extension of the Digital Processing System (DPS). Additional EM
information would also become available in calorimeter RODs. The hadronic information,
and additional EM information if needed, would enter the eFEX and jFEX using inputs pre-
pared in Phase-I but mostly unused at that stage. The feature extractors would thus have
data from all ATLAS calorimetry, and would be able to identify all current calorimeter-based
trigger signatures with improved performance. With the loss of the analogue signals, the
previous analogue-based L1Calo would be retired.

Figure 33: System Architecture during Run 4. The new L1 system is shown in red / pink. Other
modules (yellow / orange) are adapted from the previous system to form the new L0Calo.

The hardware trigger system proposed for Phase-II uses a two-stage architecture, as illus-
trated in Figure 33. To provide the two-stage hardware trigger, the Phase-I trigger described
above would be relabelled as the Level-0 trigger, and would be modified to provide ROI seeds
with a rate of up to 500 kHz to initiate data capture in L1Track and possibly in L1Muon. The
second stage of the Phase-II hardware trigger, i.e. the Level-1 Trigger, would start processing
following a Level-0 Accept (L0A) decision. The additional time allowed implies that this stage
of trigger could have available not only the Inner Detector tracks (from L1Track), but also
more refined fine-grain calorimeter data (obtained by additional calorimeter ROD interroga-
tion following the L0A), and improved muon track information (from the high-precision but
slower MDTs). Processing for the Level-1 trigger decision would culminate in global trigger
decision logic incorporating both topological and combinatorial functions.

New electronics would be required for the Level-1 trigger, as nothing comparable is
planned earlier. The Phase-I eFEX and jFEX subsystems will be prepared in advance as far
as possible. However, for some external interfaces neither the data content nor the physical
transmission medium can yet be defined. In practice, this means that some external interfaces
on the eFEX and jFEX modules will be provided by daughter boards which could be changed
at Phase-II. The daughter boards involved are:
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• Timing Distribution: In Phase-I this is provided via the TTC system. In Phase-II, more
signals will be needed, including the Level-0 and Level-1 Accepts and the respective
event numbers.
• Voltage, Current and Temperature Reporting: The future evolution of the DCS system is

unknown at present.
• Read-out: In Phase-I, read-out is via S-Link. In Phase-II this is likely to change, and

use of GBT links for data transfer off detectors is under discussion. It is not clear what
protocols will be used for read-out of trigger subsystems in USA15.
• ROI Read-out: In Phase-I, Region-of-Interest data is provided from dedicated RODs via

the ROI builder to the High-Level Trigger. This function is similar to the DAQ read-out
above.
• R3 Read-out: The Phase-II Level-1 Track Trigger will require the coordinates of Level-0

features to initiate sparse read-out of the inner detector, via the Regional Read-out Re-
quest (R3) mechanism. These data must be provided from eFEX and jFEX, but the details
are not yet established
• Level-1 seeds Read-out: The Level-1 trigger is likely to need ROI-like information from

the Level-0 system. Requirements are not yet known.

3.12 Project Organisation

ID Task Name

1 WP2.1: PreProcessor MCM replacement (nMCM) in LS1
2 Manufacture
3 Final testing
4 Installation & Commissiioning
5 WP2.2: CMM replacement (CMX) in LS1
6 Prototype Manufacture
7 Prototype Test
8 Production
9 Test / Install / Commission
10 WP2.3: eFEX in LS2
11 Prototype
12 Pre-Production
13 Production
14 Module Tests
15 System Integration
16 Slice tests
17 Physical Installation in USA15
18 Commissioning
19 WP2.4: jFEX in LS2
20 Prototype
21 Pre-Production
22 Production
23 Module Tests
24 System Integration
25 Slice tests
26 Physical Installation in USA15
27 Commissioning
28 WP2.5: Common Modules & Links in LS2
29 ROD
30 Prototype
31 Pre-Production
32 Production
33 Hub Module
34 Prototype
35 Pre-Production
36 Production
37 Test Source/Sink Module
38 Prototype
39 Production
40 EM Data Inputs
41 Technology Decision
42 Design
43 Manufacture
44 Commissioning
45 Hadronic Data Inputs
46 Prototype
47 Pre-Production
48 Production
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Figure 34: L1Calo upgrade project work breakdown

The project will be organised in a number of work packages, each with a subset of tasks.
The time evolution of the principal tasks is shown in Figure 34. The Phase-I accelerated items
are shown first, being the nMCM, CMX and L1Topo modules, and are brought to completion
by the end of LS1 in December 2014. Associated with the development of each module is a
parallel activity in production of FPGA firmware and control, test and monitoring software.
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For simplicity, these have been excluded from the chart, but nonetheless form a very significant
part of the overall project.

Table 6 shows the project major milestones. For completeness of the technical description
L1Topo is included here, but is reported under Central Trigger within the MoU.

Milestone nMCM CMX L1Topo eFEX jFEX
Modules
& Links

PDR N/A Jun-11 Jun-12 Sep-13 Sep-13 Mar-14
IDR N/A N/A N/A Oct-15 Apr-16 Oct-15
PRR Dec-12 Jan-14 Oct-13 Jun-16 Dec-16 Oct-16
Tested Dec-13 May-14 May-14 Dec-17 Dec-17 Dec-17
Installed Jan-14 Sep-14 Sep-14 Jun-18 Jun-18 Jun-18
Commissioned Apr-14 Dec-14 Dec-14 Dec-18 Dec-18 Dec-18

Table 6: Principal L1Calo upgrade project milestones. PDR = Preliminary Design Review (review
of prototype specification, before further design work proceeds); IDR = Initial Design Review (review
of pre-production design (and schematics) before manufacturing that version); FDR = Final Design
Review; PRR = Production Readiness Review (final review of production design before starting volume
manufacturing).
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4 Level-1 Muon Trigger

4.1 Level-1 Muon Endcap Trigger

4.1.1 Introduction

The current Level-1 muon endcap trigger is based on the Thin Gap Chambers (TGCs) of the
middle endcap stations, referred to as the Big Wheel (BW), i.e. the BW-TGCs, which are cov-
ering an η range of 1.0 < |η| < 2.4. Over the Phase-I shutdown, muon chambers located
at the endcap inner station, called the muon Small Wheel, will be replaced by new cham-
bers, sTGC and MicroMegas detectors with high-rate tolerance and improved resolution [4.1].
Together, these are referred to as the New Small Wheel, NSW. The coverage of the NSW
is 1.3 < |η| < 2.7 as shown in Figure 35. The primary motivation for introducing the new
chambers is to improve the muon tracking performance under the large expected cavern back-
ground of neutrons and photons, and at the same time improve the rejection of fake muons in
the Level-1 muon trigger by incorporating track-vector information from the NSW. To further
improve the rejection of fake triggers in the full η coverage of the BW-TGC, hit information of
the EIL4 TGC chambers and energy-loss in the Tile-calorimeter D-layer cells (D5, D6) in the
range 1.0 < |η| < 1.3 will be used (see Figure 35). The incorporation of the Tile calorimeter
D-layer cells into the Level-1 muon trigger is described in Section 4.3.

Without these proposed improvements, the trigger rate above a pT threshold of 20 GeV
would be 51 kHz at a luminosity of 3×1034 cm−2 s−1, whereas introducing information from
the EIL4-TGC and Tile calorimeter D-layer cells in LS1 will reduce the rate to 32 kHz. A further
rate reduction to 15 kHz will be achieved in Phase-I, where the NSW is introduced into the
Level-1 muon trigger logic as shown in Figure 36. Reducing the fake Level-1 muon rate will
permit to keep a low pT trigger threshold for single muons (20 GeV), thus maintaining the
physics acceptance of the ATLAS experiment.

4.1.2 Overview of the new system

Figure 37 shows an overview of the Level-1 muon endcap trigger system. Track vector infor-
mation from the NSW is combined with results from the current Level-1 muon trigger (based
on the BW-TGC [4.2][4.3]) at the new Sector Logic board. The diagram inside the blue box
of Figure 37 corresponds to the part of the current trigger system that is based on the BW-
TGC and will be used as is after the Phase-I upgrade. The BW-TGC, which covers the range
1.0 < |η| < 2.4, consists of three stations (TGC1, TGC2 and TGC3). The TGC1 station has three
layers and the outer two stations (TGC2 and TGC3) have two layers each, for seven layers in
total. The TGC3 is referred to as the pivot plane. The trigger algorithm extrapolates pivot-
plane hits to the interaction point (IP) to construct roads following the infinite-momentum
(straight) path for a track. Deviations (δR and δφ) from this path of hits in the trigger planes
are related to the momentum of the track. Coincidence signals are generated independently
for R and φ. A 3-out-of-4 coincidence is required for the doublet planes of TGC2 and TGC3,
for both wires and strips; a 2-out-of-3 coincidence for the triplet wire planes; and 1-out-of-2
possible hits for the triplet strip planes. The hit position information with granularity of ROIs
and deviations (δR and δφ) is sent to the Sector Logic board located in USA15.

The NSW is composed of two detector technologies, sTGC and MicroMegas. Both detec-
tors measure the positions and incidence angles of muon tracks. Information on the candidate
muon tracks, which are pointing to the IP within ±15 mrad deviations, are provided to the
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numbering scheme; top: sector with large chambers; bottom: sector with small chambers.
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Fig. 1 A cut-away drawing of
the ATLAS inner detector and
calorimeters. The Tile
Calorimeter consists of one
barrel and two extended barrel
sections and surrounds the
Liquid Argon barrel
electromagnetic and endcap
hadronic calorimeters. In the
innermost radii of ATLAS, the
inner detector (shown in grey) is
used for precision tracking of
charged particles

Fig. 2 Segmentation in depth and η of the Tile Calorimeter modules in
the barrel (left) and extended barrel (right). The bottom of the picture
corresponds to the inner radius of the cylinder. The Tile Calorimeter is

symmetric with respect to the interaction point. The cells between two
consecutive dashed lines form the first level trigger calorimeter tower

(one inserted from each face) and extended barrel modules
are read out by one drawer each. Each drawer typically con-
tains 45 (32) readout channels in the barrel (extended barrel)
and a summary of the channels, cells and trigger outputs in
TileCal is shown in Table 1.2

The front-end electronics as well as the drawers’ Low
Voltage Power Supplies (LVPS) are located on the calorime-
ter itself and are designed to operate under the conditions

2The 16 reduced thickness extended barrel C10 cells are readout by
only one PMT. Two extended barrel D4 cells are merged with the cor-
responding D5 cells and have a common readout.

of magnetic fields and radiation. One drawer with its LVPS
reads out a region of ∆η × ∆φ = 0.8 × 0.1 in the barrel and
0.7 × 0.1 in the extended barrel.

In the electronics readout, the signals from the PMT are
first shaped using a passive shaping circuit. The shaped
pulse is amplified in separate high (HG) and low (LG) gain
branches, with a nominal gain ratio of 64:1. The shaper, the
charge injection calibration system (CIS), and the gain split-
ting are all located on a small printed circuit board known
as the 3-in-1 card [6]. The HG and LG signals are sampled
with the LHC bunch-crossing frequency of 40 MHz using a
10-bit ADC in the Tile Data Management Unit (DMU) chip

1.3D5 D6

Tile Extended-Barrel

Figure 35: The ATLAS Muon Spectrometer with the view of the New Small Wheel and the Tile calo-
rimeter

Endcap Sector Logic. This information consists of position (R and φ) and δθ, the deviation of
the incidence angle from a straight line to the IP.

The final trigger decision is done by merging the R − φ coincidence of signals from the
BW-TGC and the information from the NSW.

Figure 38 shows the pivot plane formed by the TGC doublet plane (TGC3) furthest from
the IP. The pivot plane is divided into two regions, Endcap (|η| < 1.9) and Forward (|η| > 1.9).
The Endcap region is divided into 48 trigger sectors in φ, where a trigger sector is a logical
unit that is treated independently in the trigger. Similarly, the Forward region is divided into
24 trigger sectors. The segmentation of trigger sectors projectively corresponds to the layout
of the TGCs in the Big Wheels. The red lines in Figure 38 show projective boundaries on
the NSW detector, which covers 1.3 < |η| < 2.4 and whose structure has octant symmetry.
Each octant has a Large NSW sector and a Small NSW sector. Boundaries of the NSW do not
coincide with the segmentation of the trigger sectors. The segmentation of the trigger sectors
and granularity of the Region-of-Interest (indicated by a red box labelled ROI in Figure 38)
for the Phase-I upgrade are not changed from those of the present system. The sizes of the
ROIs are approximately 0.025×0.030 in η − φ.

Two types of sector logic boards will be developed, the “Endcap Sector Logic” board and
the “Forward Sector Logic” board for the endcap and forward regions respectively. A single
Sector Logic board serves two adjacent trigger sectors, therefore 24 Endcap and 12 Forward
Sector Logic boards per side are required.
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4.1.3 Interface between the New Small Wheel and the New Sector Logic

Figure 39 shows the signal distribution scheme from the NSW to the Sector Logic boards. Vec-
tor data of track segments, which are found in sTGCs and MicroMegas separately, are merged
by the NSW trigger electronics. Combined track information is fanned-out and delivered to
corresponding Sector Logic boards. The Sector Logic boards covering boundaries of NSW sec-
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tors have to receive signals from both a Large NSW sector and a Small NSW sector. A Large
NSW sector has to deliver track information to six Endcap trigger sectors and four Forward
trigger sectors as shown in Figure 38. Similarly, track information of a Small NSW sector are
provided to four Endcap trigger sectors and three Forward trigger sectors. The maximum
number of signal fan-outs for distribution to Sector Logic boards is 7. (A single Sector Logic
board serves two trigger sectors.)

sTGC

MM
Merge Fanout

SL‐0

SL‐1

SL‐5

SL‐6

NSW SL

Figure 39: The Interface between the NSW trigger electronics and the New Sector Logic

Table 7 describes the data format from the NSW trigger electronics to the New Sector
Logic. One track segment is represented as 24 bits of data, which consist of 2 bits of hit
information for each detector (sTGC and MicroMegas), 5 bits for δθ, and 6 bits and 8 bits for
φ and R position information, respectively. Required resolutions (1 digit) are approximately
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1 mrad (± 15 mrad full scale) for δθ, 10 mrad for φ and 0.005 in pseudo-rapidity η. The 2-bit
hit information will provide an indication of track quality with details yet to be defined. One
NSW sector can transmit data for up to 8 tracks. Table 7 also shows the format of the data
transmitted from the NSW trigger electronics to the New Sector Logic. It is comprised of two
IDLE codes for alignment purposes, 3 bytes of data for up to four track segments, the NSW
Sector ID (4 bits) and a BCID number (12 bits) for every LHC bunch crossing (40 MHz). One
2-byte word is transferred after 8b/10b encoding at 320 MHz. Two optical fibres are assigned
to each NSW sector, and the bit rate per link is 6.4 Gb/s. A commercially available standard
serial link is used for the application.

Field: sTGC hit MM hit d  (mrad)   index R  index rsv

Num of bits: 2 2 5 6 8 1

Format of a track vector in NSW (24-bit/track)

Max. number of tracks per  NSW sector is 8.

Words (16-bit) second byte

Word-0 comma

Word-1

Word-2

Word-3

Word-4

Word-5

Word-6

Word-7 ID (4-bit)

Data Format from NSW trigger electronics to Sector Logic

track-0

track-1

track-2

track-3

8b/10b encoding   X  16 bytes   =   6.4 Gbps

BCID (12-bit)

first byte

comma

Table 7: Data format. The comma (,) character is defined as an IDLE code for alignment purposes in
the 8b/10b encoding.

4.1.4 The New Sector Logic board

Figure 40 presents a block diagram of the New Sector Logic board. The New Sector Logic
board has three groups of input signals. Two groups will be used to receive R and φ coor-
dinates (wire and strip data respectively) from the BW-TGC. These input links will imple-
ment the G-Link HDMP technology as used by the front-end electronics and trigger processor
boards on the BW-TGC that will not be upgraded in Phase-I.

The third group of input signals are used to receive track information from the NSW (R,
φ, δθ), and additional input ports are introduced as spare inputs for future use, for example
to receive inputs from the new muon inner detectors (EIL4, EE, BIS) covering the region of
1.0 < |η| < 1.3 that are currently being studied.
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Referring to Figure 40, signals from the BW-TGC and NSW are aligned with the BCID
clock and decoded at the first stage of the Sector Logic board. The R− φ coincidence is made
in the first Look-Up-Table (LUT), where δR (wire) and δφ (strip) signals from the BW-TGC are
merged and pT values are calculated. The contents of the LUT are fully programmable and can
be set for each ROI independently. The outputs from the first LUT are pT values and positions
(ROIs) of track candidates. The inputs to the second LUT are the track vectors measured in
the NSW and the output of the first LUT. Position matching between ROIs of the BW-TGC
and track vectors in the NSW, as well as angle consistency (δR and δθ) between two objects are
required. The allowed position deviations between BW ROIs and the NSW are programmable
values for each ROI and pT value. For each ROI and track-vector match, the pT values of track
candidates are re-calculated with ∼10 sets of pT thresholds. As baseline implementation, the
two highest-pT muons are selected and their pT value, ROI and a quality flag of coincidences
among muon detector stations are transmitted to the MUCTPI. The hardware resource will
allow for the selection of more than two muon candidates if that is required by physics. The
amount of data to be transmitted to the MUCTPI is 64 bits per bunch crossing. The hardware
specification of a serial link and the information content to be transmitted are described in
Section 5.2.4.

All the input and output data sets of Level-1 accepted events are read out through the data
acquisition system in parallel with the primary trigger logic.

The trigger processing and read-out functions for a trigger sector are implemented in a
signal FPGA. The numbers of optical inputs are 12 from the BW-TGC, 6 from the NSW and
4 from other muon inner detectors per Sector Logic board, which covers two trigger sectors.
Other inputs and outputs are 2 optical outputs for the MUCTPI, TTC signals and data read-
out to the ROD. Module configurations and monitoring are performed via the backplane of
the crate.

The Sector Logic will be implemented in 9U VME64x standard, which has enough per-
formance for this application. The module is designed only for the Phase-I upgrade and is
not compatible with the Phase-II upgrade, in which a large number of changes are expected
that incorporate information from MDTs into the trigger logic in order to improve the pT

resolution. It is too early to decide on the specification of the sector logic for the Phase-II
upgrade.

4.1.5 Latency

The latency numbers are given in Table 8, where numbers of the BW-TGC are measured and
all others are estimated. Input signals from both the BW-TGC and inner muon detectors
are delivered to the Sector Logic board at the timing of 41 BCs from pp collisions or ear-
lier. The estimated latency for the signal processing of the Sector Logic is 10 BCs except for
serialisation/de-serialisation time of the optical links. The delivery time to the MUCTPI is 57
BCs, which is an increase of 3.5 BCs from the present system. The maximum latency and its
margin are discussed in Section 5.4.

4.1.6 Project planning

The schedule for the upgrade project is shown in Figure 41. The total number of boards to
be constructed is 100 including spares. The milestones for the PDR and PRR of the hardware
are Oct 1, 2015 and Nov 1, 2016 respectively. Firmware development and test are the heart of
the project to ensure the performance. A wide variety of activities is necessary for software
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Figure 40: New Sector Logic block diagram

developments. The development of the simulation software is an urgent task, which is fol-
lowed by trigger performance studies. Early development of the online software is necessary
for comprehensive tests of the firmware as well as the hardware. Offline software must also
be prepared for monitoring and data quality assurance.

4.2 Level-1 Muon Barrel Trigger

4.2.1 Introduction

During LS1, the Level-1 muon barrel trigger coverage will be extended by about 3% in the
toroid feet and elevator regions through the addition of RPC chambers. In LS2, the upgrade of
the inputs to the MUCTPI from electrical to optical will need to be matched by the upgrade of
the electronics boards used to send trigger data from the muon barrel trigger to the MUCTPI.

Sectors 12, 13 and 14 of the barrel spectrometer have a trigger coverage about 20% lower
compared to the other sectors as there are no RPC trigger detectors in the areas occupied by
the toroid feet support structure (sectors 12 and 14) and by the elevator shaft (sector 13). The
trigger coverage will increase after LS1 with the installation of new RPCs outside the toroid
feet support and the elevator structures, placed in the projective area of the trigger holes. The
new trigger towers will be integrated in the current barrel Level-1 system and read out by the
same sector logic boards currently used for the feet and the elevator sectors.

4.2.2 The new Sector Logic to MUCTPI interface board

The barrel Level-1 muon trigger system uses programmable coincidences of three concentric
layers of RPC detectors to detect the muons produced at the interaction point [4.6]. The
on-detector Level-1 trigger electronics receives the RPC front-end signals and executes the
trigger coincidence algorithm, while the Sector Logic (SL) boards, located in USA15, collect
the trigger results coming from the on-detector electronics related to the same trigger sector.
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New Small Wheel (sTGC + MM) Big Wheel TGC (measurement)

nsec CLK Total CLK nsec CLK Total CLK

TOF from interaction point to NSW (10m) 34 1.5 1.5 TOF from interaction point to TGC 65 2.5 2.5

Propagation delay on wire/strip 15 1 3.5

Signal Processing on detector 12.5 14 TGC response 25 1 4.5

ASD 10 0.5 5

Optical Fibre (90m) 18 32 Cable to PS-Board (12.5m max.) 2.5 7.5

Variable Delay, Bunch ID, OR 2 9.5

Signal Processing at USA15 6 Variable Delay 1 10.5

( including sTGC and MM merge board ) 3/4 Coincidence Matrix or 2/3 Coin. 2 12.5

LVDS Tx (SN65LV1023) 1 13.5

Serializer + Optical Tx 38 Cable to H-pT Board (15m max.) 3 16.5

LVDS Rx (SN65LV1224A) 2 18.5

Variable Delay 1 19.5

Optical Fibre (5m) 1 39 H-pT Matrix 2 21.5

Signal fanout 1 40 G-Link Tx (HDMP-1032A) + Optical Tx 1.5 23

Optical Fibre to Sector Logic (5m) 1 41 Optical Fibre to Sector Logic (90m) 18 41

New Sector Logic

nsec CLK Total CLK

Receive signals from BW and NSW 41

Optical Rx + De-serializer 2 43

TGC R-phi coin. (LUT) 3 46

BW - NSW coin. (LUT) 3 49

Track selection 3 52

pT encoding 1 53

Serializer (64-bit/clk,3.2Gbps) + Optical Tx 2 55

Optical fibre to MUCTPI (10m) 2 57

Table 8: Latency

A schematic view of the off-detector electronics, showing the changes foreseen for Phase-I,
is shown in Figure 42. The SL trigger results are sent to the MUCTPI via Interface Boards
(IBs). Each IB is installed adjacent to an SL board and receives SL data via the RODbus
backplane. To provide the required optical output, the 64 VMEbus-based IBs that currently
provide electrical connectivity from the barrel SL to the MUCTPI will be replaced. Each new
board will be equipped with one FPGA to perform the local logic and the data serialisation,
and one optical transceiver to send the data to the MUCTPI.

Figure 43a shows the I/O signals of the current IB. The board is connected to the adja-
cent SL via the RODbus backplane [4.7]. This backplane has a 48-bit connection used to
send/receive data to/from the SL, and a 14-bit connection available for monitoring and test-
ing. The current front panel of the board has a 32-pin output connector used to send the
SL trigger data to the MUCTPI, and a 16-pin optional input connector originally foreseen to
receive TileCal trigger data (as an option in case of higher than estimated backgrounds). The
14-bit backplane bus is connected to various connectors on the front panel of the IB providing
input/output control and monitoring signals to the SL, i.e. busy, trigger, and TTC.

The format of the 32-bit trigger data, output by the current IB at 40 MHz, is shown in
Table 9. A maximum of two trigger candidates per trigger sector are sent from the SL. Each
candidate is identified by 5 bits for the ROI, 2 bits for the φ overlap information (asserted
in case the candidate originated from a region overlapping in φ with the adjacent sector)
and 3 bits for the pT threshold. Three additional bits of the BCID trigger word are sent for
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ID Task Name

1 Interface
2 Input data format from NSW specification
3 Output data format to MuCTPI specification
4 Engineering studies and test
5 Sector Logic Hardware    (1 FTE)
6 Specification
7 Engineering studies
8 Prototype module design
9 Prototype module production
10 Prototype module test
11 Design review
12 Final module design
13 Pre‐production
14 Final module test
15 Production Readiness Review
16 Mass‐production
17 Module inspection
18 Sector Logic firmware    (1 FTE)
19 Firmware development
20 Sector Logic firmware ready
21 Optical fanout module
22 Hardware design
23 Production and test
24 Mass‐production
25 Software    (1.5 FTE)
26 Simulation software development
27 Performance studies
28 Online software development
29 offline software development
30 System integration    (1 FTE)
31 Installation and commissioning
32 Sector Logic in USA15 commissioned

30/09

30/09
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Figure 41: Schedule of New Sector Logic board
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Figure 42: Scheme of the barrel Level-1 muon trigger system, showing the parts to be upgraded for
Phase-I

synchronisation purposes, and one additional bit is used to indicate more than two trigger
candidates found in a sector.

Figure 43b shows a schematic block diagram of the new IB. An FPGA will receive the
trigger data coming from the SL (via the 48-bit connection of the backplane RODbus), serialise
and send it to an optical transceiver on the board. In order to have a robust and flexible data
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Figure 43: (a) The current SL to MUCTPI Interface Board schema showing its I/O signals. (b) The
block diagram of the new Interface Board.

Bit Usage
0 > 2 candidates in a sector

1-5 1st candidate ROI
6-7 1st candidate reserved
8-9 1st candidate Phi overlap

10-14 2nd candidate ROI
15-16 2nd candidate reserved
17-18 2nd candidate Phi overlap
19-21 1st candidate pT

22-24 2nd candidate pT

25-26 SL reserved
27-29 BCID
30-31 MUCTPI reserved

Table 9: The current Barrel Interface Board data format

transfer, 64-bit data will be transmitted at 40 MHz to the MUCTPI, using 8b/10b encoding to
ensure the DC balance of the link. This will be implemented using a medium-cost FPGA with
an internal 6.4 Gb/s serialiser to handle the required data rate, and a commercial 10 Gigabit
Ethernet pluggable optical transceiver (standard SFP+) to provide the output. The FPGA
logic will be synchronous with the LHC clock, which will be provided either via the RODbus
backplane or as an external input coming from the Level-1 barrel TTC VMEbus modules.
Thirty-two additional input/output signals will be implemented on the IB front panel for
future functional expansion. They could be used to access the backplane 14-bit control signals
(routing them to the front panel via the FPGA), to provide optional trigger inputs/outputs,
and for testing and monitoring both the IB and the SL. The FPGA will also manage the
backplane and front-panel signals, the VMEbus protocol, and the serialisation of the SL trigger
data. It will also be used to implement additional features, not foreseen in the baseline IB
project, such as the generation of trigger test patterns, monitoring logic, and trigger rate
control. Subject to future physics requirements, the FPGA will be used to add one more
trigger candidate to the data sent to the MUCTPI.

The additional Level-1 trigger latency needed to sample the SL inputs, serialise the data
and transmit them from the optical transceiver is expected to be 3–4 BCs. This additional
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latency is documented and tracked in the overall Phase-I Level-1 latency envelope [4.8]. A
dedicated software tool will be developed to interact with the IB from the local VMEbus
single board computer. This tool will load the FPGA firmware from the Level-1 muon barrel
configuration database and control and monitor the board. The tool will be integrated within
the Level-1 barrel DAQ framework.

4.2.3 Project planning

The production of the 64 IBs is foreseen for the years 2017–2018, so as to complete installation
and commissioning by the end of 2018. A demonstrator, which will allow the assessment
of the IB logic and its I/O interfaces, will be designed and implemented during the years
2013–2014. Then a first IB prototype will be built in 2015 and fully tested by the end of 2016.
The software required for testing the prototype and the final software to be integrated in the
ATLAS DAQ will be developed during the years 2015–2018.

4.3 Level-1 Tile Muon Trigger

The main source of trigger background in the Level-1 muon endcap region are low-momentum
protons emerging from the endcap toroid magnets and beam shielding [4.1]. Figure 44 shows
the distribution of Level-1 muons as a function of η above an online pT threshold of 20 GeV
(referred to as L1_MU20 in the following). To improve the rejection of fake triggers in the η

range 1.0 < |η| < 1.3, i.e. the region of the BW-TGC not covered by the NSW, energy loss
in the outermost layer of the Tile hadronic calorimeter (TileCal) [4.9] extended barrel (D-layer
cells D5 and D6) will be used in combination with the BW-TGC.
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Figure 44: Distribution of Level-1 muons as a function of η and for a pT threshold of 20 GeV. The
combined yellow (shaded) and white (un-shaded) distribution is with the NSW included in the Level-1
muon endcap decision. The yellow (shaded) distribution alone shows the effect of including the outer
layer of the TileCal extended barrel in the Level-1 muon endcap decision. (The underlying cyan (dark-
shaded) distribution represents offline reconstructed muons after an offline 20 GeV pT cut.)

The TileCal provides highly segmented energy measurements of incident particles. As
shown in the inset of Figure 35, the η range 1.0 < |η| < 1.3 is covered by the TileCal cells D5
and D6, which have a cell granularity of approximately 0.2× 0.1 (η × φ).
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4.3.1 Tile hadronic calorimeter muon identification

The TileCal signals have two read-out paths, one in which trigger tower energy signals are
transmitted to the Level-1 trigger and the other being the standard ATLAS read-out path, via
read-out drivers to the data acquisition system. A prototype Level-1 trigger receiver module
for the TileCal D-layer muon signals has been developed [4.10] and used to receive data for
a small number of D-layer trigger cells during ATLAS running in 2010 and 2011. These data
have been used to establish the signal-to-noise ratio (SNR) between the most probable value
of the estimated energy distribution of the muon signals and noise, defined as the RMS of
energy depositions in cells, using zero-bias data samples.

Figure 45a shows the measured SNR values in cells D5+D6 as a function of the η position
of the muons. The variation in the SNR value is due to the different path lengths of muons
through these cells (see Figure 35). For the Level-1 read-out path, SNR values of ∼6 have been
measured in the η range of interest. The electronic noise of this read-out path is measured
to be ∼200 MeV and is the largest contribution to the RMS. Also shown in Figure 45a is the
SNR obtained by using the standard ATLAS read-out path for analogue signals digitised on
the detector. SNR values of ∼30 have been measured with a total noise of ∼45 MeV at a µ of
20.
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Figure 45: (a) Signal-to-Noise ratios of muon signals of cells D5 and D6 as a function of muon track
η, for the standard read-out path (black full circle) and for the Level-1 read-out path (red open circle)
as measured during 2011 operation. (b) The noise (see text) in cells D5 and D6 versus µ using the
standard read-out path.

Figure 45b shows the measured noise in the standard read-out path, in cells D5 and D6 up
to a µ value of 20 using 2012 data. Also shown are the noise values obtained from simulation
for larger values of µ. It can be seen that the expected contribution of pile-up to the noise at a
µ value of 80 is ∼105 MeV.

4.3.2 Muon efficiency and fake rate reduction

Each extended barrel in TileCal consists of 64 modules in φ, while the Level-1 muon trigger
in the endcap region is divided into 48 trigger sectors. For a signal in a muon trigger sector it
can be expected that a high-pT muon will also have traversed one of the two TileCal modules
in front of the Level-1 muon endcap trigger sector.
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An analysis has been performed in the region 1.0 < |η| < 1.3, on the data of 2012, requiring
that for each L1_MU20 at least one of the modules, mapped in φ to the associated trigger
sector, has a summed energy deposit in the D5 and D6 cells greater than a pre-determined
energy threshold.

Figure 46a shows a comparison of the reconstruction efficiency for combined muons, with
an offline pT greater than 25 GeV (open red circles), and for events triggered by L1_MU20
(open blue squares), as a function of the TileCal cell energy threshold. In this analysis, the
analogue signals are digitised on the front-end electronics. To emulate the energy resolution
measured in the Level-1 trigger read-out path, the energy of each D5 and D6 cell has been
smeared by 200 MeV (1 σ).
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Figure 46: (a) Muon detection efficiency and L1_MU20 (see the text) rate reduction as a function of
TileCal cell energy sum threshold. Rate reduction is also shown, the probability that in each bunch
crossing the sum of the energies deposited in D5 and D6 will be over threshold, given that there is
no offline combined muon. Results were obtained using standard offline read-out data. A smearing
of 200 MeV was introduced in the response of each cell to simulate the electronics noise of the Level-1
read-out. (b) Muon detection efficiency and background reduction using a prototype receiver module
connected to the Level-1 calorimeter trigger electronics. In 2012 data, 50 ns runs are used to collect
enough good muon tracks, 25 ns runs are taken to calculate the fake trigger rate with the slow particles
coming from the previous bunch.

The efficiencies obtained with this correction to the data are shown by the full red cir-
cles in Figure 46a. Smearing reduces the muon efficiency above a threshold of 500 MeV, and
the rejection power below a similar threshold (full blue squares). For a TileCal cell energy
threshold of 500 MeV, the efficiency for signal muons is 97%, while the L1_MU20 trigger rate
is reduced by 82%. In the same figure is shown (by the solid triangles) the probability that
the combined energy deposited in the D5 and D6 cells is above threshold when there is no
(offline) combined muon.

These studies assume that unambiguous bunch crossing identification and energy calibra-
tion will be performed in the digital filter before summation, similarly to that performed in
the Level-1 calorimeter trigger.

Additional studies have been performed that measure the muon efficiency, using the pro-
totype receiver module used in 2010-2011 data taking, and connecting the TileCal D-layer
signals to the Level-1 calorimeter trigger [4.11]. In this case, the real D-layer cell noise of
∼200 MeV was present. As shown in Figure 46b, using the D5+D6 cell information and a
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threshold cut of 500 MeV, a muon detection efficiency of 93% is achieved. For the same energy
threshold, this analysis confirms the 17% of fake muons found by the Level-1 muon endcap
trigger. The measured efficiency is lower than that presented in Figure 46a, which is probably
due to the selection being made on the sum of the raw D5 and D6 analogue signals rather
than on the sum of individually calibrated cell energies.

4.3.3 System design

To provide the best possible matching in φ between the TileCal extended barrel modules and
the Level-1 muon endcap sector logic, the receiver board is required to process the D5 and D6
signals from eight TileCal modules and interface with three Level-1 muon endcap sector logic
blocks. Covering the entire detector therefore requires 16 Tile Muon Digitiser Boards (TMDB).

The TMDB will be a 9U VMEbus slave module. A block diagram (with the main functional
blocks) is shown in Figure 47. The main functions of the TMDB are:

(a) receive and digitise the TileCal Muon signals (D5 and D6) from eight modules (Analogue
Stage);

(b) provide the correct calibration for each signal (VME FPGA);
(c) perform signal detection for each cell (Core FPGA);
(d) provide the BCID information for each cell (Core FPGA using timing information from

TTCRx);
(e) transmit the η, φ, and bunch number from the detected cells to the three muon sector

logic blocks (GLink);
(f) connect to neighbour receiver boards to accommodate the non-perfect matching between

the eight TileCal modules and the three muon sector logic blocks (LVDS);
(g) provide ROD data fragments to the DAQ system (ROD).

The 16 boards will be housed in two VMEbus crates in USA15, and the VMEbus will be
used for configuration, control, monitoring and the distribution of the LHC clock. TTC signals
are received optically by a TTC module in the VMEbus crate and re-transmitted to each TMDB
via the VMEbus P0 connector.

Figure 47: Block diagram of the Tile Muon Digitiser Board

A Merger Module will be designed to receive signals sent to the Sector Logic coming from
EI/FI chambers. This module will concentrate signals coming from 4 optical fibres into 3
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optical outputs. The merging of these signals will allow to reserve an optical input for the
Tile Receiver boards, not available otherwise. This merger module will not be part of the Tile
trigger data path, and will therefore not add latency to this subsystem.

4.3.4 Project planning and milestones

As shown in Figure 48, the project schedule aims to deploy the new system before physics data
taking in 2015. The project requires the development of new simulation and DAQ software,
and new firmware for the Level-1 muon endcap sector logic. The timeline has been divided
into three periods, corresponding to the development of the prototype (Q3-Q4 2013), module-
0 design and test (Q1-Q2 2014), and full production of the 16 TMDB boards (Q3-Q4 2014).
Reviews will take place in each period, following the general ATLAS procedures.

1) Initial Design Review
2) Endcap Muon Sector logic firmware
3) Tile Receiver Prototype board
4) Infrastructure
5) Software development
6) Final Design Review
7) Tile receiver Module 0
8) Production Readiness Review

9) EB starts closing

10) Tile Receiver production
11) Big Wheel C closed

12) Big Wheel A closed

13) Glink board
14) end of LS1, cavern closed

15) L1 Trigger maintainance finished

16) ATLAS magnets on

17) Cosmics run
18) Stable Physics

Title 2013 2014 2015

Figure 48: Schedule of the Tile Muon upgrade
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5 Level-1 Central Trigger System

The Level-1 Central Trigger System consists of the Central Trigger Processor (CTP), the Muon-
to-CTP-Interface (MUCTPI), and the Level-1 Topological Processor (L1Topo). While L1Topo is
a completely new system that did not exist during the Run 1 phase of the LHC, the original
system of CTP and MUCTPI was developed more than 10 years ago and has been successfully
operated during the Run 1 phase of the LHC from 2008 to 2013. Its upgrade, whose motivation
is given below, retains the basic concepts. The aim is to re-use, wherever possible, the modules
from the original system. This is possible to a large extent for the CTP upgrade during the
Long Shutdown 1 (LS1). The new CTP will provide more trigger inputs, making room for
new trigger sources (e.g. the topological processor), as well as more trigger menu items. For
the MUCTPI Phase-I upgrade, however, a new system needs to be developed. The upgrades
benefit greatly from new FPGA and optical link technologies which allow more flexibility and
better performance. The new MUCTPI will use optical links to receive the sector logic data,
and will be able to send detailed Region-of-Interest (ROI) muon information to the topological
processor at 40 MHz. All these upgrades allow for considerably more flexibility for physics
selections at very high luminosities.

5.1 Central Trigger Processor (CTP)

The Central Trigger Processor (CTP) is the last stage of processing of the Level-1 trigger sys-
tem. It receives digital trigger signals from L1Calo, L1Topo, the MUCTPI, and various forward
detectors and aligns them in time. It further applies the trigger logic configured according to
the physics trigger menu, allows for prescaling, and is in charge of managing deadtime.
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Figure 49: Block diagram of the various components of the CTP. The left picture shows the setup during
Run 1, the right picture reflects the changes made during the LS1. Components marked with “+” are
newly built, while components marked with “*” use the existing hardware, but with upgraded firmware.

As can be seen in Figure 49 (left), the existing CTP system, implemented as custom-built
electronics boards housed in a 9U VMEbus crate, consists of 13 VMEbus boards of 7 different
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types, and of 3 custom backplanes. The CTP Machine Interface board (CTPMI) receives the
timing signals from the LHC and distributes them to the common bus (COM) on the back-
plane. The COM backplane also carries the wired-OR busy signals from the sub-detector par-
titions. The CTP Input Module (CTPIN), of which 3 instances are used, receives trigger input
signals from the trigger detectors, synchronises and aligns them, and maps them onto the so-
called pattern-in-time (PIT) bus on the backplane. The CTP Monitoring Module (CTPMON)
offers per-bunch monitoring of the signals on the PIT bus. The CTP Core Module (CTPCORE)
applies a programmable logic to the trigger signals, according to the trigger menu, and forms
the Level-1 accept signal that is used to trigger the read-out of all sub-detectors. In addition,
the CTPCORE is in charge of sending summary information to the Level-2 trigger and to
the data acquisition system. The CTP Output Module (CTPOUT), of which 4 instances are
used, sends the trigger, timing and controls signals to the sub-detectors. It can also receive
sub-detector calibration request signals and make them available on the so-called calibration
bus (CAL) on the backplane. The CTP Calibration Module (CTPCAL) time-multiplexes these
calibration requests and makes them available on its front panel, from where they are fed
into one of the CTPIN modules. The NIM2LVDS Module collects up to 31 NIM signals from
various detectors and funnels them into one LVDS link that can be fed into one of the CTPIN
modules.

5.1.1 Motivation

In 2012, the CTP was working near the limits of its capacity, as can be seen from Table 10,
which shows the CTP resources used by a recent trigger menu. All of the PIT bus lines, which
limit the number of usable trigger inputs, and almost all of the trigger items have been used
during Run 1 of the LHC. The main motivation of the upgrade during LS1 is to remove those
limitations and increase the number of trigger inputs and the number of trigger items.

In the framework of the trigger upgrade, a new topological processor (L1Topo) will be
added to the system, improving the multi-object selection for the increased luminosity (see
Section 5.3). L1Topo will receive trigger input from the calorimeter trigger and muon region-
of-interest trigger information from the MUCTPI. The CTP will have to be capable of receiving
the additional trigger inputs from L1Topo and provide additional trigger items for these in-
puts. At the same time, the calorimeter trigger merger modules, which send trigger input
signals to the CTP, will be replaced with new ones to provide the necessary input to the topo-
logical processor. The new L1Calo merger modules (CMX) will also send more trigger signals
to the CTP.

The upgrade of the CTP will provide partitioning of the L1A generation for detector com-
missioning, an improved bunch group masking and bunch-by-bunch trigger item monitoring,
and more outputs for sub-detector TTC partitions. In order to reduce the latency for some
trigger signals, direct electrical input from the topological processor to the CTPCORE is also
foreseen. In addition, optical trigger inputs are available to connect new or upgraded systems,
if the overall latency allows doing so.

The CTP upgrade requires a complete re-design of several modules, namely the CTPCORE,
the CTPOUT, and the COM backplane. Figure 49 (right) shows the general architecture. The
updated version of the modules will in the following be denoted with the suffix “+”. In
addition, the firmware of the CTPIN and CTPMON modules needs to be modified. It is
planned to install and commission the upgraded CTP in USA15 in 2014. The next major
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Resource Used Available Available
in Run 1 in Run 1 after LS1

CTPIN input cables (partially used) 9 12 12
CTPIN input signals 212 372 372
CTPIN integrating monitoring counters 138 768 768
PIT signals 160 160 320
CTPCORE trigger items 241 256 512
CTPCORE bunch group masks 8 8 16
CTPCORE max. number of AND terms 6 256 512
CTPCORE max. number of bits in OR terms 6 12 15
CTPCORE per-bunch trigger item counters 12 12 256
CTPOUT cables to TTC partition 20 20 25
CTPMON per-bunch monitoring counters 88 160 160

Table 10: CTP resources used in Run 1, available in Run 1, and available after LS1

upgrade of the CTP is then only foreseen for the Phase-II upgrade, when the Level-1 trigger
architecture will change completely and the latency budget is likely to increase.

5.1.2 Trigger inputs

This section addresses the two paths for the CTP to receive trigger input signals: via cables
through the CTPIN, and via direct CTPCORE inputs.

CTPIN inputs The CTP can currently only use a subset of 160 of the 372 possible trigger
inputs in any given trigger menu configuration. This limitation is due to the custom PIT
bus backplane which only connects 160 signals from the input modules (CTPIN) to the core
module (CTPCORE) that generates the Level-1 accept (L1A).

It has been demonstrated that via a change in the firmware of the CTPIN, it is possible to
increase the number of trigger inputs by doubling the PIT bus transfer rate, i.e. by operating
it at 80 MHz using double-data rate (DDR) signalling [5.1]. In this way, the maximum number
of trigger inputs to the CTPCORE+ will be increased to 320.

The CTPIN has four identical channels, which receive 31 LVDS trigger input signals at
40 MHz each. After level conversion, an FPGA synchronises the trigger inputs to the internal
clock, aligns them with respect to each other using programmable length pipelines, and op-
tionally checks their parity. Finally, a configurable switching matrix implemented in a CPLD
is used to select and route the aligned trigger inputs to the PIT bus. A second FPGA is used
to monitor the trigger inputs with counters that integrate over all bunches in an LHC turn.

The modified firmware of the synchronisation and alignment FPGA features DDR output
registers which drive the 31 LVDS trigger signals onto 16 DDR lines. The output signals of
each channel are then sent to the switch matrix CPLD, which selects and routes up to 64
signals from the CTPIN onto any of the 160 PIT bus lines. This implies that there will be a
reduction of flexibility in assigning trigger inputs to the LUTs on the CTPCORE+ because the
trigger input signals will need to be allocated in pairs to PIT bits by the switch matrix. This
reduction is offset by the significant increase in the number of usable trigger inputs.

The implementation of the DDR multiplexing on the CTPIN and de-multiplexing on the
CTPCORE+ incurs a latency penalty which is expected to be 2 BC. It is important to note
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that the DDR signalling is only internal to the CTP, while the input cables will continue to
operate at 40 MHz. Cables that are currently not in use, partially used cables or the additional
electrical and optical trigger inputs of the CTPCORE+ make it possible to input additional
trigger signals.

Direct CTPCORE inputs The CTPCORE+ features 96 direct electrical inputs from 3 connec-
tors on the front-panel of the module, which are meant for receiving trigger inputs from the
topological trigger processor. These inputs are intended for the most latency critical trigger
signal path, since they avoid the delay penalty for multiplexing and transmission over the
PIT backplane. LVDS signal levels and SCSI VHDCI connectors and cables are used for this
interface. Three connectors with 32 differential pairs each are foreseen, enabling the CTP to be
connected to up to three L1Topo modules if required. The signals can be operated at 40 MHz
(the BC rate), or be over-clocked to twice the BC frequency, possibly even 4-times the BC
frequency. The following assumes operation at 80 MHz, giving 192 trigger input signals.

The CTPCORE+ also implements an option to connect trigger inputs optically through 12
serial links, to be used in the Phase-I upgrade. A 12-way ribbon fibre receiver module (Avago
MiniPODTM [5.2]) is foreseen for this purpose. These links will be operated at 6.4 Gb/s with
8b/10b encoding synchronously with the BC frequency. This will enable receiving up to 128
trigger bits per BC on each link, or 1536 trigger inputs in total. It is important to note that
depending on the number of trigger bits and the projected use in the trigger menu, complex
selection logic may be required in the CTPCORE+ which will have an impact on the overall
latency. There is also a latency penalty of about 3 BCs associated with the serialisation and
serialisation in the on-chip gigabit transceivers that needs to be considered when using the
optical inputs.

5.1.3 Trigger formation

In order to effectively use the additional trigger inputs, the number of trigger items available
in the CTPCORE needs to be increased. This number is currently limited to 256 and almost
all trigger items have been used in trigger menus during Run 1 operation. The requirement
of more trigger items cannot be accommodated by a simple firmware modification and there-
fore requires the new CTPCORE+ module. The trigger path implemented in the CTPCORE+
module is illustrated in Figure 50.
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Figure 50: Block diagram of the CTPCORE+ architecture
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A set of DDR input registers latches and de-multiplexes the 160 trigger inputs received
via the PIT backplane. These 320 trigger signals, together with 192 direct trigger signals,
are then combined in an array of Look-Up Tables (LUTs) of up to 15 bits, and large ternary
Content-Addressable Memories (CAM) to form 512 trigger items (ITM). This scheme allows
for maximum flexibility in the logical combinations of the trigger signals.

In addition to the trigger inputs, there are the internal triggers and bunch groups. In the
CTPCORE+, the number of internal triggers (two prescaled clocks and two random triggers in
the CTPCORE) is doubled and the granularity of the random trigger frequency is increased.
Concerning the bunch groups, the number of 8 bunch groups in the CTPCORE is increased to
16. They are implemented as 16 programmable bunch group masks (BGRP) which are applied
to the items at the output of the CAM, indicated as “trigger items before prescale” (TBP) in
Figure 50. This allows monitoring of the trigger items before the bunch group masking.

Deadtime generation and busy veto remain unchanged with respect to the existing design,
while prescaling was changed from counter-based to random prescaling. There are three in-
dependent instances of the deadtime generation and busy veto logic, one per trigger partition.

5.1.4 Outputs to sub-detector partitions

The CTPOUT module will be replaced by the new CTPOUT+ module, which features im-
proved busy monitoring and a built-in pattern generator for testing the TTC distribution
network. The number of outputs to the sub-detector TTC partitions will be increased from
20 to 25 by extending the COM+ backplane to provide an additional slot for an additional
CTPOUT+ module. The backplane for routing the calibration requests will, however, not
be changed, and the additional 5 outputs will therefore not be able to send calibration re-
quests. This is not considered a significant limitation, since it is possible to use one of the
other CTPOUT+ slots if calibration request signalling is needed. Only one sub-detector has
adopted the calibration request scheme so far.

The CTP upgrade also introduces two additional trigger partitions which allow splitting
the L1A generation for detector commissioning and calibration runs. The granularity of the
partitions is defined by the number of CTPOUT output cables to the sub-detector TTC parti-
tions, i.e. each output can be part of one of the three trigger partitions. Although the scheme of
partitioning the L1A generation in the CTP adds a lot of flexibility, there are some restrictions
in the use of the trigger partitions: The first constraint is that all three partitions share the
BC and ORBIT signals coming from the CTPMI module, as well as a common trigger menu.
Another limitation is that if the same trigger item is required in more than one partition with
different prescale factors or bunch group masks, then it needs to be defined twice. Finally, the
two secondary partitions do not implement the full flexibility of the trigger type generation:
they will only allow the selection of one of 16 pre-defined trigger type values.

Each of the three partitions has its own busy veto logic, deadtime generation, logical OR
of the trigger-after-veto (TAV) bits and trigger type logic as shown in Figure 50. All three
partitions share the LUT, CAM and prescaler resources. A programmable mask in the veto
logic defines which trigger items are included in the L1A generation for a given partition.
Only the primary partition sends data to the DAQ system and the Level-2 trigger.

5.1.5 Monitoring

In addition to the existing monitoring capabilities of the CTPCORE, the CTPCORE+ features
256 per-bunch monitoring counters, where each counter builds a histogram of a selected trig-
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ger bit. A programmable selection will be implemented to choose which of the approximately
1800 PIT, ITM, TAP and TAV bits to monitor.

Per-bunch monitoring of the PIT bus signals is provided by the CTPMON module, which
decodes and selects up to 160 PIT bus signals and builds a histogram with 3564 entries for
each of them in order to monitor them on a bunch-by-bunch basis. The firmware of the
CTPMON was modified in a proof-of-concept implementation to include DDR input registers,
but the memory resources of the histogramming FPGAs were not sufficient to increase the
number of signals being monitored to the full number of 320, since this functionality requires
a large number of on-chip memory blocks. Instead, a simple mechanism is implemented
which allows to select 160 of the 320 trigger inputs for per-bunch monitoring. This is not
believed to be a serious limitation, given that in Run 1 only about 50% of the per-bunch
monitoring counters in the CTPMON were used.

In the CTPOUT+ module, the monitoring of the busy signal from each of the sub-detector
partitions will be improved to allow per-bunch contributions to be measured. This will for
instance enable factoring out the busy contributions of some sub-detectors in the LHC abort
gap.

5.1.6 Latency

The latency of the CTP used for Run 1 was 5 BC, from the input of the CTPIN to the output
of the L1A signal at the CTPOUT. Two of the BCs were spent in the CTPIN and 3 BC in the
CTPCORE. The new CTP has 3 paths with different latencies. The path via the CTPIN and PIT
bus will have a latency of 8 BC, which is composed of 2 BC for the CTPIN, 2 BC due to the PIT
backplane (de-)multiplexing, 3 BC for the CTPCORE+ logic, and 1 BC in the CTPOUT+ for the
multiplexing functionality required for the additional trigger partitions. The direct electrical
inputs to the CTPCORE+ will take only 5 BC: synchronisation at the input of the CTPCORE
will need 1 BC, the CTPCORE+ logic 3 BC, and CTPOUT+ 1 BC. The option of using optical
inputs to the CTPCORE+ will use an additional 2 BC for de-serialisation and 1 BC for a switch
matrix, i.e. 8 BC of latency in total. Table 11 summarises the latency of the different paths
through the CTP.

Trigger Path Latency
CTP (Run 1) 5 BC
CTP+ via CTPIN 8 BC
CTP+ direct electrical 5 BC
CTP+ direct optical 8 BC

Table 11: Summary of the latency of the CTP used during Run 1 and expectations for the upgraded
CTP

5.2 Muon-to-CTP-Interface (MUCTPI)

The ATLAS Muon to Central Trigger Processor Interface (MUCTPI) [5.3, 4] receives muon
candidate information from each of the 208 muon trigger sectors, calculates the muon can-
didate multiplicity for each of the six transverse momentum (pT) thresholds and sends it to
the CTP. To avoid double counting [5.5], the calculation takes into account the potential over-
lap between candidate muon tracks. For events accepted by the CTP, the MUCTPI outputs
a list of muon candidates to the DAQ system, while it sends Region-of-Interest (ROI) data
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to the Level-2 trigger to seed the muon processing. In addition, it performs comprehensive
monitoring.

5.2.1 Motivation

The existing MUCTPI will have to be upgraded as part of the Phase-I Level-1 trigger up-
grade program [5.6]. The main motivations for this upgrade are the following: after the
Phase-I upgrade, the MUCTPI is supposed to provide full-granularity muon ROI information
at the bunch crossing rate of 40 MHz to the newly introduced topological trigger processor
(L1Topo) [5.7]. This requirement calls for a replacement of the existing MUCTPI, because in
the existing MUCTPI the full muon ROI information can only be accessed after the Level-1
Accept.

The second main motivation for replacing the MUCTPI is that it needs to be compatible
with the new endcap sector logic modules, deployed as part of the New Small Wheel upgrade.
The new modules will use serial optical links to transfer the muon candidate information to
the MUCTPI, instead of the electrical cables used currently. The optical links will provide
a much higher bandwidth which will be used to transfer additional information from the
sector logic modules, for example data for more than two muon candidates, additional pT

thresholds, coincidence flags or additional bits indicating the quality of the muon track. The
smaller physical dimensions of the optical connections enable increased integration of the
upgraded MUCTPI, which in turn allows spare inputs to be added for possible additional
muon sectors (e.g. an MDT muon track trigger at Phase-II).

5.2.2 Interfacing of the existing MUCTPI to L1Topo in Run 2

For sending the full ROI granularity at 40 MHz to L1Topo, the MUCTPI has to be redesigned
for the Phase-I upgrade. For Run 2, one is limited to the existing system. The 16 octant
(MIOCT) modules of the existing MUCTPI each have 2 NIM outputs. With an upgrade of the
firmware of the modules the outputs can be used for transferring hit maps or trigger objects
to L1Topo. Tests have shown that each output can transfer 320 Mb/s, i.e. 8 bits per LHC clock
tick. The 32 outputs available in total can output 256 bits per LHC clock tick. As mentioned in
Section 2.2, using muon information in L1Topo has important benefits. It is therefore desirable
to provide already during Run 2 muon information to L1Topo. L1Topo does not have NIM
inputs, thus, a conversion from NIM to optical serial I/O, running at 6.4 Gb/s is required.
This is to be achieved with the MUCTPI-to-Topo interface. This interface, currently being
implemented, has 34 NIM inputs and 8 NIM outputs and 8 optical outputs. It is based on a
Xilinx VC707 development kit, equipped with two mezzanine boards. One of the mezzanine
boards is a custom designed board with LEMO connectors for the NIM inputs and outputs,
the other board is a commercially available board with two QSFP transceivers for output to
up to 8 fibres. With 6.4 Gb/s per fibre and using 8b/10b coding, two fibres can transfer all
data. With the 8 fibres available, up to 4 copies of the muon data can be sent to different parts
of L1Topo. The VC707, the two mezzanine cards, and a power supply will be installed in a
rack-mountable, pizza-box-like enclosure with provision for vertical air cooling. Installation
and commissioning in USA15 will take place in 2014.
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5.2.3 Implementation

Figure 51 shows the proposed implementation of the upgraded MUCTPI and its interfaces to
other components of the Level-1 trigger system. It is based on FPGAs with a large number
of on-chip high-speed serial links as well as high-density parallel fibre optics receiver and
transmitter modules.

There are four FPGAs, each of which receives and processes the output from up to 60
sector logic modules, i.e. a quadrant of the muon detector, via 12-channel parallel fibre optic
receiver modules. The results of this processing are then sent from each quadrant FPGA, via
12-channel parallel fibre optic transmitter modules, to the L1Topo modules.

A fifth FPGA is used to merge the results from the four quadrants and to send multiplic-
ities for each pT threshold to the CTP through a single optical link. The latency increase of
a few BC for a serial optical link compared to a parallel electrical connection is small and
well absorbed in the parallel latency critical path through L1Topo. The merger FPGA also
implements the MUCTPI read-out driver functionality and sends the muon ROI information
to the Level-2 trigger system for events accepted at Level-1.
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Figure 51: Block diagram of the MUCTPI architecture

The baseline implementation of the MUCTPI will be a single electronics board based on
the ATCA standard. The feasibility to integrate the MUCTPI on a single electronics board still
needs to be studied in more detail, and it may be necessary to partition it over two modules.
The baseline implementation will use FPGAs with on-chip multi-gigabit transceivers/receivers
(MGTs), for example an FPGA from the Xilinx Virtex-7 family [5.8] which has 80 on-chip MGTs
and a sufficient number of gates and sufficient memory to implement the required logic. The
FPGA will be chosen such that a significant fraction of its resources remain free as margin for
the implementation of future functionality, for example at Phase-II. As already indicated, 12-
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channel fibre-optic transmitter and receiver modules [5.2] will be used for I/O. These modules
feature a small footprint and support line rates of up to 10.3 Gb/s. An additional advantage of
these modules is that they can be placed mid-board, close to the FPGAs, thereby reducing the
required line length of the critical high-speed signals on the PCB and easing signal integrity
issues.

5.2.4 Interfaces

This section describes the external interfaces of the MUCTPI: to the sector logic modules, to
L1Topo, to the TTC, and to the DAQ and Level-2 trigger systems.

Sector logic As mentioned above, 12-way ribbon fibre receiver modules (Avago MiniPOD)
will be used on the MUCTPI for reasons of integration density. On the sector logic modules,
standard 10 Gb/s SFP+ fibre optic transceiver modules can be used, since a single output is
sufficient. A patch panel will be used to break out the 12-way ribbons (MPO/MTP connector)
to individual fibres (LC connectors). The new endcap sector logic will have an optical output,
however, for the barrel trigger sectors, the 64 VMEbus interface boards between the Level-1
muon barrel sector logic and the MUCTPI will be replaced with boards that use optical out-
puts. The optical links from the sector logic modules to the MUCTPI will operate at 6.4 Gb/s
with 8b/10b encoding synchronously with the BC frequency. This allows to receive up to 128
trigger bits per BC on each link. For the barrel and new endcap sectors, 32 bits and 64 bits per
BC are required respectively. The remaining bits will be used for control characters (IDLE) to
maintain and check alignment and synchronisation. Operating the links faster than required
also results in a latency saving compared to a slower link speed. The end-to-end latency of
such a link has been estimated to be about 4 BC.

For a robust and flexible data transfer, a 64-bit data word per BC will be transmitted
between the sector logic and the MUCTPI. The exact sector data format still needs to be
decided upon, but the data word will include

• a bit to flag that more than 2 candidates have been found in one sector,
• at least the lower 3 bits of the BCID (possibly more bits),
• data for up to two candidates:

– ROI number (5 bits for L1Muon barrel, 8 bits for L1Muon endcap),
– transverse momentum pT (3 bits for L1Muon barrel, 4 bits for L1Muon endcap),
– overlap flags,
– additional bits and flags for track quality, possibly for charge and for flagging more

than one candidate in an ROI.

L1Topo Each quadrant of the MUCTPI has one 12-channel ribbon fibre transmitter module to
connect to one or more L1Topo processor modules. The optical links to the L1Topo module(s)
will operate at 6.4 Gb/s synchronously with the LHC clock and use 8b/10b encoding. The
exact information content and data format of the optical links to L1Topo are yet to be defined.

TTC The MUCTPI will also have to interface to the TTC system. Initially an electrical connec-
tion as with the current MUCTPI can be used, however, an optical TTC input is also foreseen,
most likely on a mezzanine card, in order to be able to adapt to the new TTC distribution
system foreseen for the Phase-II upgrade.
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DAQ and Level-2 Trigger The Read-Out Links connecting the MUCTPI to the DAQ and
Level-2 trigger are based on the 2 Gb/s HOLA S-LINK protocol for compatibility with the
existing system. The implementation will use the FPGA on-chip serialiser/serialiser together
with a pluggable SFP+ fibre optic transceiver. This approach also enables higher link speeds
(up to 10 Gb/s) and/or different protocols to be implemented, e.g. for Phase-II.

5.2.5 Latency

An estimate of the latency for the path from the sector logic through the upgraded MUCTPI
to the L1Topo processor is shown in Table 12. There is also a real-time data path from the
sector logic through the MUCTPI directly to the CTP; however, this path is not latency critical,
since it bypasses L1Topo and the associated delay. The latency penalty associated with the
serialisation and serialisation in the on-chip gigabit transceivers is estimated to be 4 BCs. The
serial link latency has been split equally between the transmit and receive ends of the link.
It is assumed that the latency for a given subsystem includes the delay for de-serialisation at
the input, the serialisation at the output, as well as the delay for the cable connecting to the
receiving system.

Description Latency (BC)
Sector logic serial link input 2
Synchronise to local clock 0.5
Processing 3
L1Topo serial link output 2
Cable to L1Topo (2 m) 0.4
Total 7.9

Table 12: Breakdown of the expected latency in the MUCTPI, for the critical path via L1Topo

Despite the additional processing requirements and the adoption of higher-latency serial
optical inputs and outputs, the estimate indicates that the latency of the upgraded MUCTPI
system can be kept within the time of eight BCs originally allocated to this subsystem in the
overall latency budget for the Level-1 trigger.

5.2.6 Software

For the upgrade of the MUCTPI, new software will be developed, which includes low-level
software for interfacing with the MUCTPI hardware, tools for diagnostics and tests of the
MUCTPI hardware, online software for configuration, control, and monitoring within the
ATLAS run control framework, as well as offline software for simulation, reconstruction, and
event monitoring. The exact model of communication still needs to be defined. Since the
MUCTPI will make use of the ATCA standard, the previous model of a local area network
connection to a single-board computer in the VMEbus crate using a library and a driver
to communicate over VMEbus with the hardware modules will have to be replaced. Local
area network connection to a work station, a dedicated Ethernet link and the use of IPbus
to communicate with the new hardware modules is envisaged as a replacement. In order to
keep the effort reasonable and not to develop a private solution, the MUCTPI will make use
of a solution provided by ATLAS in the context of the VMEbus replacement working group.
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5.2.7 Project planning

A tentative schedule for the Phase-I MUCTPI upgrade project is shown in Figure 52. The
project has been split into a number of activities, namely:

• Hardware module development, production and test;
• Firmware development and test;
• Online software development;
• Offline software development;
• Installation and commissioning.

In addition, it may also be necessary to develop a dedicated test module to drive the opti-
cal sector-logic inputs of the MUCTPI. The MUCTPI system will be integrated and extensively
tested in the lab. This includes operation with realistic inputs and systematic checking of the
outputs against the results of the low-level simulation. It is also planned to perform inter-
operability tests with prototypes of modules from the other subsystems well before the final
installation as far as possible in order to check the compatibility and data formats. This con-
cerns in particular L1Topo, the New Small Wheel sector logic, and the muon barrel converter
modules.

A preliminary design review (PDR) of the upgraded MUCTPI is foreseen in Q1 2016, a final
design and production readiness review (FDR/PRR) in Q1 2017. The upgraded MUCTPI will
be installed in USA15 during the Long Shutdown 2 (LS2) and should be ready for integration
with other subsystems several months before the end of the shutdown.

Figure 52: Planned schedule of the MUCTPI

5.3 Level-1 Topological Processor

The Topological Processor for the Level-1 trigger (L1Topo) performs real-time event selection
based on the geometrical relationship between trigger objects such as muons, jets, Emiss

T , elec-
tron and tau clusters, and selections based on the variables HT, Meff, or Minv. A detailed
discussion of these selections has been presented in Section 2.2.6. In this section, these objects
and variables are referred to as Trigger Objects (TOBs).

The baseline implementation of the L1Topo system is a single ATCA shelf equipped with
two or more L1Topo processor modules. They receive data from the Level-1 muon and calo-
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rimeter trigger systems via optical fibres. The real-time output from L1Topo is sent to the CTP
(see Section 5.1.2). Figure 53 shows the layout of the L1Topo processor module. Event selec-
tion is performed by two FPGAs (labelled U1 and U2 in the figure), receiving their input via
optical receivers. Module control and read-out functionality are implemented in the separate
Control FPGA.

Figure 53: Layout of the L1Topo module, showing the main functional blocks and real-time data path
lines

Input and real-time processing The input to an L1Topo module from the Level-1 muon
and calorimeter trigger systems is via four 48-way fibre ribbon bundles into four MTP-CPI
connectors. From these connectors, the optical signals are routed via “octopus” cable sets
splitting the 48-way ribbon fibres into four 12-way ribbon fibres. The latter are routed to
the twelve Avago MiniPOD optical receivers (labelled “Rx” in the figure) that perform opto-
electrical conversion. The electrical signals are routed into the processing FPGAs via their
on-chip multi-gigabit transceivers (MGT) and de-serialised at the LHC clock frequency. The
processing FPGAs are Xilinx Virtex-7 devices with 80 MGTs each. In Run 2, the input data
to the processors is duplicated at source, and both processor FPGAs are supplied with the
same data and operate independently and in parallel. However, a low-latency, parallel real-
time communication path of 238 Gb/s aggregate bandwidth is available between these devices.
Using the baseline link speed of 6.4 Gb/s with standard 8b/10b encoding provides ∼5.1 Gb/s
of payload for each of the 160 inputs to the two main FPGAs. This is equivalent to a total
input of 20480 bits per LHC Bunch Crossing. It should be noted that both the MGTs and
optical receivers can operate at up to 13 Gb/s.
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Board configuration and control The module initialisation is performed by an IPMC device
mounted on the module. The control FPGA is configured by a local memory. The processor
FPGAs are configured from an SD flash memory sequenced by the control FPGA. Module
control is achieved via IPbus, and IP connectivity is provided by two Ethernet ports, one on
the front panel and one via the ATCA backplane.

Clock The L1Topo module is designed to operate at the 40.08 MHz LHC bunch-crossing
frequency. For synchronous operation, data transmitters operate at multiples of the LHC
bunch clock while the receivers’ reference clocks may optionally be derived by local crystal
oscillators. The jitter on the MGT clock is reduced by a PLL device. L1Topo receives the
LHC bunch clock and associated data through a TTCDec module, based on a TTCRx chip,
connected to the control FPGA.

Algorithmic firmware Many topological trigger algorithms are under study, as discussed in
section 2.2.6. It is not yet clear which algorithms will be chosen, and the selection may change
with luminosity. The firmware is therefore developed in a modular structure, isolating the
algorithmic core from the handling of FPGA I/O, and providing generic functions such as
sorting of input trigger objects. The algorithms themselves will rely on tools that provide
cuts on angles or invariant masses of object pairs, and identification of overlapping objects.
The output consists of individual bits indicating the results of each specific topological trigger
algorithm. Each module may transmit up to 64 bits to the CTP.

Module read-out In Run 2, the read-out to the ROI builder and DAQ is implemented in
the control FPGA. The Read-Out Links are based on the 2 Gb/s HOLA S-LINK protocol
for compatibility with the existing system. The implementation will use the FPGA on-chip
serialiser/de-serialiser together with a pluggable MiniPOD fibre optic transceiver. An addi-
tional read-out path is provided directly from the processor FPGAs onto the backplane. This
link is compatible with the Level-1 calorimeter trigger HUB module (see Section 3.4.5), and
provides access to higher read-out speeds and additional read-out processing needed after
LS3.

Installation The L1Topo ATCA shelf will be installed as close as possible (to minimise la-
tency) to the CTP. The fibres from the L1Calo CMX modules to L1Topo will be routed via the
existing “short cut” hole in the floor between USA15 levels 1 and 2.

Phase-II upgrade The L1Topo module is built such that it can be operated as part of the
Level-0 trigger after the Phase-II upgrade, although the firmware, content and use of the real-
time data paths may change. Processing power can be scaled by the number of modules
operating concurrently on the same, or differently selected input data, while input bandwidth
can be scaled up by a factor of two, to the maximum rate supported by the Level-1 calorimeter
and muon data sources, and the L1Topo FPGAs and the optical receivers. In Phase-II the
distribution of the clock and timing signals is expected to change, as is the read-out. Subject
to the availability of a suitable backplane interconnect, it will be possible to use the L1Topo
module in conjunction with the Hub modules developed for the Level-1 calorimeter feature
extractors (see Section 3.4.5) for timing distribution and read-out, by connectivity provided in
zone 2 of the ATCA backplane.
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5.4 Level-1 Trigger Latency

The total Level-1 latency is composed of two parts: first, the Level-1 trigger latency, which is
defined as the time from the collision to the output of the corresponding L1A signal at the
output of the CTP. Secondly, there is the Level-1 read-out latency, which designates the time it
takes for the L1A signal to reach the sub-detector front-ends. While the Level-1 trigger latency
is common to all trigger signals, determined by the slowest one, the read-out latency depends
on the particular sub-detector.

For the Phase-I upgrade, extra trigger latency is needed to accommodate the many changes
to the Level-1 Trigger system: eFEX and jFEX in the calorimeter trigger, muon New Small
Wheel and sector logic, new MUCTPI, L1Topo and new CTP. Many of the new systems use
high-speed digital optical links, which are one of the significant consumers of the latency
budget.

Several ATLAS detector subsystems, including large parts of the Inner Detector and the
Liquid Argon Calorimeter, will continue to use the same front-end and read-out electronics
up to the end of Phase-I running. This means that the overall Level-1 trigger latency must
remain within the original design values until that time. As no major changes in the Level-1
read-out latency are foreseen during the Phase-I upgrade, it is the Level-1 trigger latency that
must remain in a given budget. The following will show a measurement of the Level-1 trigger
latency during Run 1. It will also describe a few BC of reserve due to artificial delays in the
Level-1 trigger system, depending on the trigger path. In addition, it will turn out, that there
is still a global reserve of 20 BC, coming from reserves in the sub-detector read-out.

Beam pick-up Delay Delay (BC)
Contribution
Time-of-Flight −23.4
Cables, electronics 40.3
CTPIN delay 45.0
CTP 5.0
Total 66.9

Table 13: Level-1 trigger latency during Run 1 as determined from the ATLAS beam pick-up system

The Level-1 trigger latency during Run 1 operation has been estimated using the ATLAS
beam pick-up detectors (BPTX) to be 67 BC. Table 13 shows the various latency contributions of
the measurement. The time-of-flight contribution is negative, because the beam pick-up signal
is generated before the collision takes place. The BPTX were used because they provide a very
simple system, in which all latency components can easily be measured. Using an artificial
input delay in the CTPIN, they were aligned in time with all the other trigger systems. This
alignment was checked constantly throughout the running period.

L1Calo L1Muon
Cluster Jet/Energy Barrel Endcap

MIOCT n/a n/a 2 BC 6 BC
CTPIN 4 BC 6 BC 1 BC 1 BC
Reserve 4 BC 6 BC 3 BC 7 BC

Table 14: Artificial latency reserves in the Level-1 trigger system during Run 1
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This latency value still includes a few artificial delays, listed in Table 14, which could be
reduced to compensate for latency increases during the Phase-I upgrade.

System Latency Reserve Comments
Pixel 130 BC
SCT 20 BC
TRT 124 BC
LAr 10+ BC 144 deep front-end memory, shared between

Level-1 pipeline and derandomiser
TileCal 150 BC
MDT n/a not applicable, since MDT is TDC-based
TGC 32 BC
RPC 150 BC

Table 15: Sub-detector read-out latency reserves during the Run 1 period

An ATLAS-wide survey, undertaken in 2010, provided the measurements of reserve read-
out latency of the various subsystems, which is illustrated in Table 15. It may be seen that
the SCT and LAr calorimeter define the maximum permissible latency increase. In the case
of the SCT, spare latency of 20 BC is available. It has been established in tests that all of
ATLAS can run with the L1A artificially delayed up to this figure. In the case of the LAr
Calorimeter, a common memory is used for latency pipeline and read-out derandomising
buffer. With the number of 5 read-out samples during Run 1, an additional latency beyond
the current 10 tick reserve would require a reduction of the LAr read-out derandomiser FIFO
with a corresponding increase of the complex deadtime, which would not allow running at
100 kHz L1A rate. By reducing the number of LAr read-out samples to 4, which is foreseen
for Run 2, LAr will be able to accept a 100 kHz L1A rate and provide a latency reserve of
more than 20 BC at the same time. However, when using only 4 read-out samples, a small
degradation of the calorimeter resolution and a small impact on the data quality judgement
is expected. These effects are being studied in detail. In summary, this means that the overall
Level-1 trigger latency budget is 67 BC + 20 BC = 87 BC. It is likely that ATLAS will choose
to run at this maximum latency setting already during Run 2.

ATLAS has established a detailed Level-1 latency calculation, taking proper account of
the parallel calculation in different trigger stages. The calculation is based on measurements
in the running trigger system, complemented by detailed estimates for new electronics. A
summary of the estimated latency in different sections of the trigger is given in Table 16.

The estimated latency of the LAr analogue path, as well as the TGC and RPC path, come
uncomfortably close to the Level-1 latency budget of 87 BC. With a contingency of only about
3 BC, the latency of every component needs to be scrutinised in the design and production
process, in order to stay within the latency budget.
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L1Calo L1Muon
LAr DPS (44.2) LAr analogue 22.5 TGC (incl. NSW) 41.0 RPC 43.0
Tile option 3 45.0

Pre-Processor 16.4 TGC SL 16.0 RPC SL 13.0
eFEX (13.5) Cluster 30.1 MUCTPI 7.9 7.9
jFEX 14.0 Jet/Energy (21.5)
L1Topo 11.4 7.0 11.4 11.4
CTP direct 8.0 8.0 8.0 8.0
Total 78.4 84.0 84.3 83.3

Table 16: Expected Phase-I upgrade Level-1 trigger latency contributions in units of BC for L1Calo and
L1Muon trigger paths. Values in parentheses indicate partial trigger paths that are not on the critical
path.
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6 Online and High-Level Trigger Software

6.1 Introduction

This section covers the two major software parts of the TDAQ system: the “Online soft-
ware” which comprises all the infrastructure needed to operate the system and the dataflow
software; and the “HLT software” which includes all the HLT algorithms and the event-
classification and selection framework in which they run. The latter is built on top of the
ATLAS offline framework. The software deployed online contains both online and offline re-
leases along with a small layer that connects the two. The online software provides a base
on top of which the different sub-detector communities build their own software projects for
DAQ and monitoring. The HLT software is also run as part of the offline simulation to pro-
vide the trigger response to simulated data, using the same algorithms and steering code as
online. The Level-1 trigger simulation that also runs in this context is outside the scope of this
section.

The following subsections provide a brief overview of the system used in Run 1 and plans
for Run 2, then the motivation for the Phase-I software upgrades, the baseline assumptions,
and a work breakdown with effort estimates.

6.2 Description of the Run 1 and Run 2 Systems

An overview of the TDAQ system used for data taking up to the end of Run 1 is given in
Section 1 and shown in Figure 1.

The trigger is more fully described in Ref. [6.1]. The HLT starts from “Regions of Interest”
(ROIs) passed from Level-1. Guided by these regions, the Level-2 trigger (L2) performs partial
reconstruction of events using specialised software algorithms with access to all detectors at
full granularity. Full scans of tracking or calorimeter data are performed on a small fraction
of events as needed for specific triggers. Events accepted by L2 are then retrieved from the
Read-Out System (ROS), fully assembled in the Event Builder, and passed to a third level, the
“Event Filter” (EF). Here, reconstruction is performed using algorithms based more closely
on the offline reconstruction software which can work on ROIs or the full event. Selected
result data from L2 are transferred to the EF in order to seed the EF reconstruction. The HLT
software runs on a large farm of rack mounted commodity computers in one of the surface
buildings above the ATLAS detector. Usually one instance of the software is run per processor
(CPU) core.

The HLT “steering” [6.2][6.3] and the Trigger Configuration provide a dynamic, flexible
system that can cope with a wide range of operational scenarios. They run within the offline
Athena [6.4] framework which is based on the Gaudi [6.5] framework, in order to simplify
sharing of algorithms, tools and services with offline reconstruction. The HLT steering adds
trigger-specific algorithm execution scheduling, monitoring and ROI-based data organisation
to Athena. It classifies the event and takes the accept/reject decision at each level. The
configuration allows sequences of algorithms to be built up into “signatures” that represent
reconstructed objects (e.g. leptons, jets) and global quantities (e.g. missing transverse energy)
and to place requirements on their properties (e.g. transverse energy, isolation, and shape).
A trigger menu is used to define the combinations of these which are required to accept the
event. The same code runs both online and in simulation. Together, the steering, configuration
and monitoring comprise most of the “core software” of the trigger.
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Figure 54: The separate L2 and EF software design in Run 1 (left) and the simplified design for
the merged HLT in Run 2 (right). In each case the HLT algorithms are shown at the top and their
interaction through interface layers with dataflow components is below. The components are explained
in the referring text.

The dataflow software handles all data transfers within the system. For L2, it provides
the functionality to request a subset of the full event data from the read-out system. A set of
specialised event building, or Sub-Farm Input (SFI), nodes take care of the full event assembly
after the L2 decision and moving the events to the Event Filter farm. The specialised data
logging, or Sub-Farm Output (SFO), nodes buffer the events accepted by the Event Filter, and
safely transport them to mass storage in the CERN computer centre.

The dataflow software components known as the Level-2 Processing Unit (L2PU) and
Event Filter Processing Task (EFPT) provide interfaces between the offline Athena framework,
under which the HLT steering and algorithms run, and the dataflow components they need
to access at L2 and the EF.

A programme of work to evolve the system during LS1 is under way. The main ideas are
to take advantage of rolling replacements to hardware explained in section 7 to remove the
bottlenecks, simplify the software and gain flexibility (as explained below), and to prepare
algorithms and signature strategies for the challenges posed by higher energy and luminosity
in Run 2.

The read-out system and network are being replaced with faster equipment which will
provide a needed increase in bandwidth through this critical part of the system. Although the
HLT farm capacity was not a limiting factor in Run 1, the increase in pile-up and need to use
more offline reconstruction code in the HLT will require significantly more computing power
for Run 2. Replacement of part of the HLT farm with faster processors and the possibility
to fill additional racks with extra computing resources will address this. Estimates of the
required computing capacity for Run 3 are presented in Section 7.3.

For Run 2, a simplified design of the dataflow software has been implemented, and the
HLT steering and algorithms are being adapted to take advantage of it. Figure 2 shows the
overall TDAQ system design and Figure 54 shows how the corresponding software design has
evolved. The functions of event building (SFI), L2 and EF will be merged into a single HLT
node, with the event building decision (EB) taken internally. The functionality of the Dataflow
Manager (DFM) and Event Filter Dataflow (EFD) components and interaction with the ROS
are taken over by the Data Collection Manager (DCM).

The merger of the HLT will save processing time and network bandwidth: it removes
the need to pack, transfer and unpack L2 result data from L2 to EF; data for L2-accepted
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events will not have to be requested twice (for L2 processing and again for event building),
and it avoids repeating some reconstruction steps that are common between the two levels,
for example low-level detector data unpacking. It is also more flexible for assignment of
resources. The HLT processing unit (HLTPU) component which replaces the L2PU and EFPT
has been redesigned to share memory between processes by using the “Copy-on-Write” virtual
memory management feature of current operating systems. The aim of this is to reduce the
incremental memory cost of more processes and thus extend the potential for scaling to the
anticipated many-core systems that look set to become available in the next few years.

The rest of this section describes the Phase-I upgrade to this system.

6.3 Motivation

Changes to the online and HLT software are driven by several factors: new physics require-
ments, detector upgrades and technology evolution. The LHC upgrade and the consequent
higher energy, luminosity and increased pile-up will put new requirements on both the DAQ
system in terms of rates, data bandwidth, and storage, as well as on the HLT selection to
increase efficiencies and reduce the background rates in this environment.

For Phase-I, ATLAS will upgrade several detectors and add new ones. The physics mo-
tivation for these upgrades was described earlier in Section 2. This implies support for new
front-end data formats, geometry and conditions, read-out software and the corresponding
trigger algorithms. The Level-1 upgrades bring essential improvements in rejection power to
the Level-1 trigger systems through, for example, the finer granularity of the calorimeter data
and the added coverage and resolution of the New Small Wheel for the muon trigger. This
means that some of the early, fast rejection currently obtained by the HLT can be moved to
Level-1. To maintain sufficient rejection, the HLT will require new approaches: for example
more accurate reconstruction so that tighter cuts can be applied, and more analysis-specific
selections.

The ATLAS DAQ and HLT system relies on commodity computing and network technolo-
gies. The evolution of these technologies up to the end of Run 3 has to be taken into account.
LS2 will see another replacement of the core networking switches with a new generation capa-
ble of higher performance. DAQ and HLT computers will be replaced multiple times during
their normal upgrade cycle as part of the on-going M&O.

While vendors are reluctant to provide a roadmap for this timescale, there are several
obvious trends that will change the way software is written. One is the continued increase
of the number of CPU cores per motherboard. The software has been able to take advantage
of these due to the natural “event parallelism” by running multiple copies of the trigger
applications per machine and treating each core as an individual computer. However, this
strategy will come to an end when the corresponding memory needed is no longer affordable
or memory bandwidth becomes a bottleneck for large applications and data.

There are some indications that the computing industry will move away from the current
CPU model to much higher numbers of small, low power cores with limited memory per core
but powerful vector instructions, and a lack of cache coherency. The standard PC hardware of
the future may be systems built purely from such CPUs, or a mixture of these and the current,
comparatively “large” CPUs.

Another trend is the use of more specialised hardware for specific tasks, the most promi-
nent one being the use of graphical processing units (GPUs) for general programming tasks.
The Intel Xeon Phi co-processor is a less radical departure from common programming mod-
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els, but still requires significant effort to restructure the existing code for optimal performance.
The trend of integrating GPUs and potentially other co-processors onto the CPU die implies
that in the future these systems become more of a commodity than a specialised configuration
for high performance computing only. How to efficiently share these hardware extensions
among multiple clients on a machine, or how to write code that will run transparently on
these extensions and traditional CPUs is an active area of investigation.

The future software must be able to use any of these new technologies efficiently in order
to have the large amount of computing power available for the HLT farm at a realistic cost.

Finally, apart from commodity hardware the ATLAS software also makes use of a large
collection of third party software in the form of libraries and tools. While the majority of these
are open source, it is difficult to justify their use if the corresponding project itself is not active
and evolving over time. Furthermore, languages, programming paradigms, and libraries fall
out of favour over time and see reduced support. Some of the central components of the
DAQ system have been designed almost 15 years ago and use technologies one might not
choose today. However, fundamental changes or replacements to these central components
are extremely invasive. The end of LS1 was considered too soon to succeed with such a
change.

6.4 Baseline System, Assumptions and Options

This subsection describes the assumptions made about hardware and software and the base-
line software design for implementation as part of Phase-I. It will be used for planning
purposes with alternatives retained as options in case they are needed.

During Run 3 it is assumed that the software will run on commodity PCs evolved from
but recognisably similar to those available now. A PC will have many effective cores, many
more than the 12-24 currently typical. These cores may be a mix of real and virtual cores (hy-
perthreading) and specialised cores like GPUs or Xeon Phis. Sufficient memory as well as I/O
and memory bandwidth will be available to exploit these with ATLAS software. Systems will
be chosen taking into account the cost/performance ratio for relevant benchmarks, power and
infrastructure requirements rather than just the ultimate outright performance. The possibility
of a more radical departure from this hardware evolution will be kept under review.

The HLT farm will be a heterogeneous system as a result of the policy of rolling replace-
ment with a lifetime of 5 years. This means that for example in 2019 the system will be using
computers purchased between 2014 and 2019 with the main pre-Run 3 purchase planned for
Q2 2018. Grid systems on which trigger simulation must run will be even more varied, so that
all ATLAS software will have to deal with a variety of hardware.

The purchase of additional co-processors is considered as an option. It may turn out
that the balance of co-processors to CPU cores in the normal PC configuration is not optimal
or that it is advantageous to augment older PCs. It would have to be shown that a higher
throughput can be achieved with more co-processors, within the given effort, financial cost
and infrastructure constraints.

For the HLT software framework, the baseline assumption is that the current framework
will be replaced by a new framework co-developed in common with the ATLAS offline soft-
ware. There is a risk that a common set of requirements for the framework or a common
implementation of them cannot be identified, in which case a separate framework for the trig-
ger will need to be developed; this risk has been mitigated through early engagement with
the project. This new framework will support concurrent execution at multiple levels so it can
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be used to get the best out of the prevailing technology mix in the HLT farm. This will help to
maximise throughput on many-core systems without high memory costs, and broker the use
of co-processor resources to accelerate critical parts of the code.

Many of the algorithmic approaches used in the trigger now will remain useful for Run 3,
although in some cases significant changes to algorithms can be anticipated. For example,
algorithm and data code will be modified to make use of instruction-level parallelism and
data parallelism features of CPUs (for example Advanced Vector Extensions8). More offline
reconstruction code will be adapted for the trigger to achieve the higher rejection needed
while maintaining high efficiency.

The overall dataflow architecture will remain broadly the same as that used in Run 2 and
described in Section 6.2. There are no plans to fundamentally change the online software
architecture. As mentioned in the previous section, reviews early on will identify whether
to replace centrally used components and what the candidate technologies are. Impact on
clients (e.g. detector software) will be kept minimal. Parallelism in DAQ components will be
improved to take advantage of many-core architectures. However, there does not appear to be
an obvious use case for GPUs in the online software.

6.5 Work Breakdown and Effort Estimates

6.5.1 High-Level Trigger selection software tasks

Core software The core software of the HLT includes the framework, configuration, moni-
toring, and unpacking and formatting of trigger data.

The need to replace the current HLT software framework (the HLT steering and Gaudi)
has been motivated in Section 6.3 and the baseline plan to work on this jointly with offline
is stated in Section 6.4. There has been a good experience of this approach with Gaudi. The
effort estimate is based on this and the effort needed to develop the HLT Steering for Run 1.

ATLAS is currently investigating the prototype of the Concurrent Framework Project
(CF4Hep) [6.6], and a group of experts has been set up to identify the common requirements
between HLT and reconstruction for algorithm scheduling. In addition to the desired com-
mon scheduling, there is scope for collaboration on data I/O while some other trigger-specific
framework functionality will still be needed.

The use of instruction-level parallelism at the sub-algorithm level will be very important.
This will be used for the most time-consuming parts of the software where possible, to take
advantage of co-processors, GPUs and under-used CPU cores. Framework services will be
developed to support this across the inhomogeneous hardware portfolio of the HLT farm.
This activity ties in with both the framework and the more general task to “Evaluate and
exploit new technologies”, described below.

The specific tasks of the core software work package are:

• Requirements, design and prototyping, and eventual implementation of a new frame-
work, in collaboration with offline and other experiments;
• Interface between online software and the offline/HLT framework;
• HLT-specific features/extensions of the new framework;
• Offloading work at the sub-algorithm level to the GPU/other co-processor/idle cores;
• Migration of signatures and algorithms to the new framework;

8Intel’s planned AVX-512 instructions will enable the processing of 8 double precision numbers in the same
instruction.
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• Revision of trigger configuration to support changes to the Level-1 hardware and HLT
software;
• Revision of monitoring (especially resource monitoring) to handle parallel, asynchronous

component execution;
• Documentation and training specific to the HLT for the new framework;
• Tools and techniques for parallel software validation and debugging, trigger specific

support and training;
• Validation and monitoring of new software functionality and performance, offline and

online;
• Support for FTK in the HLT steering.

The initial setting of requirements, design and prototyping is already under way in 2013-
14. The majority of the framework development will be done during 2015-16 after which the
emphasis switches to the large task of porting algorithms, validation and monitoring.

Evaluate and exploit new technologies The aim of this activity is to follow the emergence
of new hardware and software technologies and research their potential application in the
ATLAS TDAQ system. To minimise effort, this is carried out in collaboration with ATLAS of-
fline computing and with other LHC experiments, taking advantage of the expertise and early
technology access of CERN Openlab. Input will be provided to each HLT farm PC purchase,
which will happen several times between now and Run 3. Towards the end of the upgrade
programme, work culminates in implementation of any adopted hardware technologies and
the best software practices in key parts of the TDAQ system and software.

The main work packages are:

• Evaluate CPU and co-processor/external accelerator developments as they become avail-
able from manufacturers. A decision on HLT farm hardware will be taken early in 2017
to allow time for purchasing and commissioning.
• Software optimisation: use profiling tools and techniques, expert code inspection and

code redesign to make better use of evolving data and instruction parallelism features
of CPUs, provide demonstrations and tutorials for wider developer community.
• Look at new compilers, languages and libraries to facilitate optimal use of new hardware

and parallel programming techniques.
• In the last two years of the upgrade project, after HLT farm purchasing decisions have

been taken, lead the implementation and testing of best practices for the chosen hard-
ware.

A hardware evaluation project seeking to understand the potential of GPUs is already
under way: studies porting L2 tracking algorithms to run on GPUs [6.7] have shown promising
speed improvements. The evaluation will take into account that FTK also reduces the CPU
time spent on tracking.

Trigger menus and algorithms This is a large scale task due to the number of signatures
and algorithms needed. Each of more than 1200 different configurations has to be tuned for
the required performance.

It is estimated that around half the algorithmic code will be updated. Factors such as the
increased capabilities of Level-1, the availability of new offline reconstruction and selection
techniques which must be reflected in the trigger to maintain high efficiency, and the need to
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increase robustness against high pile-up, will all lead to significant work on the adoption and
adaptation of offline algorithms for the HLT.

Experience has shown that the detector-specific data preparation code (unpacking and
re-formatting of the raw data) is far more critical in the trigger than in offline reconstruc-
tion. This code will need revision due to detector changes, increased pile-up and changes
to corresponding offline code. It requires detector knowledge combined with trigger and
programming expertise to write dedicated fast code for the HLT.

Signature, algorithm and data preparation work peaks in the last 2-3 years of the project
after the new framework is available, decisions on new software and hardware technologies
have been made, and to benefit from the experience of Run 2 data.

FTK will provide a major change of the inner detector tracking information available to
the HLT. The HLT tracking code and strategies are being revised to make the use of this in a
variety of ways. Signatures will be re-configured to make the most of this. This will be done
in 2013-16 since FTK will be commissioned during Run 2.

Trigger simulation Simulation of the FTK is a major challenge as explained in the FTK
TDR [6.8]. With the prospect of the HLT tracking relying on the FTK for input for some part
of Run 2, full simulation of the HLT by definition requires a usable FTK simulation. A serious
effort is expected on this from FTK, HLT and computing experts to achieve a simulation strat-
egy and software that fits well in the ATLAS computing model and does not have prohibitive
resource requirements.

A fast simulation of the trigger based on parametrisations derived from data will become
an essential tool as high pile-up makes full simulation prohibitively expensive for many analy-
ses. However, working in or close to the turn on region of triggers will become more common
as analysers naturally seek to maximise the use of the available data. This will require ro-
bust validation procedures. A flexible approach to trigger simulation, in common with the
Integrated Simulation Framework [6.9] will be explored.

For precision data analysis, a realistic trigger simulation is necessary, but simulating the
complex and changing trigger is very challenging. The software is constantly evolving so
already in Run 2 it will be significantly different from that used for taking data during Run 1.
A proof-of-concept simulation chain has been demonstrated [6.10] that uses an old online
software release and conditions to “simulate” the real trigger for comparison with data of
the same period. It can be run in virtual machines running old operating system versions if
necessary. The solution is built on virtual machine tools developed by CERN-IT [6.11] and
has a lot in common with the approach for long-term data preservation being developed by
the LHC experiments. This idea needs to be developed into a production-quality product and
given long-term support and maintenance.

6.5.2 Data acquisition and control online software tasks

HLT Processing Unit The HLT processing unit (HLTPU) is the application in the online
software that dynamically loads and executes the HLT steering. It interacts with the online
software infrastructure services such as run control, configuration, error logging and translates
between the two software domains, Online and HLT.

The HLTPU will have to take full advantage of the new concurrent HLT framework. This
will further reduce the memory requirements by increasing the resource sharing. It has to be
studied if a multi-threaded framework will find enough parallelism in the proposed work flow
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of running multiple events at the same time. If that is not the case a combination of multi-
process/multi-threaded applications will be necessary, implying a possibly more complex
scheduling strategy on a single node.

Online core software and infrastructure All the core parts of the online software use a com-
mon middleware layer to communicate. APIs hide the underlying implementation based on
an open source implementation of CORBA. This simplifies the development and deployment
of new services tremendously since it takes care of all the low-level tasks and meets all the
performance requirements.

However, CORBA is an old technology from the 1990s. It could be replaced by a more
modern approach such as web services which use the widely supported standard HTTP pro-
tocols, or by a CORBA-like solution but with some useful new features such as asynchronous
message queues. The risks of keeping CORBA are that the technology could become obso-
lete on the timescale of the end of Run 3, and lack support or updates from the open source
community. The impact of change can be minimised if the existing APIs are retained. An
evaluation will be made during 2015 with a decision at the end of that year whether or not to
replace it.

Configuration, control and monitoring The run control implementation and its associated
expert system has been redone during LS1. No major architectural changes are planned for
Phase-I.

The configuration for the whole online system is stored in a custom object-oriented database.
It provides a persistent representation based on XML and a network-based access through
servers based on the common CORBA middleware. Scalability is achieved by a master-slave
model where changes are propagated from the master to the read-only slave servers. More
than 16000 applications are configured during the start of a run. Clients access the data
through an object-oriented interface that reflects the schema of the database. Graphical edi-
tors are available for modifying the database. A relational database (Oracle) back-end is used
only for archiving purposes.

All components of the configuration database are developed and maintained in-house.
Using an existing solution for the database storage and replication could free up the required
manpower for other tasks. The main drawback of most commercial or open source databases
is that they typically provide a relational and not an object-oriented interface. The latter
are a rather negligible part of the market. Changing the current object-based API to the
configuration database would have repercussions for all existing clients.

As for the CORBA infrastructure, an evaluation period is foreseen where possible replace-
ments can be studied. However, any change in this area will take more effort than the former
and the changes will be more disruptive. Therefore these evaluations will start before 2015.

The Information Service (IS) is a central part of the monitoring infrastructure of ATLAS.
It provides an object-oriented data model together with a publish/lookup/subscribe model
to interact with the information. All operation-related data like counters as well as the his-
tograms of all applications are stored in IS. Additional applications on top of IS assemble and
reduce the information to the essentials that are presented to a shifter. The online data quality
framework is based on the information contained within this system.

The original IS design has a few drawbacks that hinder its scalability. For example, objects
are always associated with a specific server process in the system. The definition and location
of IS servers has to be planned manually for best performance, and the applications have to
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know which server to use. Making the number and location of servers transparent to the
clients would make their use of IS easier, as well as provide a way to optimise the servers
in the system based on on-going experience and running conditions. All clients would be
affected by such an API change, so this has not been attempted for LS1. Again the feasibility
and desirability of such a change will be determined during an initial evaluation period in
2015.

Originally many graphical interfaces for the online software were developed from scratch.
A variety of libraries and toolkits are used for this, such as OpenMotif, Tcl/Tk, Qt 3 and 4, Java.
A disadvantage of these desktop-based GUIs is that they cannot be easily used from outside
the ATLAS experiment. Recent developments have made much of the online information
available via web services. This trend is expected to continue, and most custom GUIs will be
replaced with HTML/JavaScript-based interfaces.

Dataflow and event format The replacement of core dataflow switches during LS2 and the
availability of cheaper 10 Gb/s links throughout the system make several simplifications to the
existing architecture possible. It is expected that standard Ethernet technology will remove
any network limitations on the event building rate. This opens the way to further simplifica-
tions of the dataflow and the possibility of more full-scan algorithms subject to the available
computing resources.

The option to implement “deferred triggers” will be considered: during the initial high
instantaneous luminosity phase, events are stored in the online system to be processed at a
later stage when CPU usage has decreased.

The file transfer from the ATLAS TDAQ system to the Tier-0 will undergo a complete
revision since the current solution (rfcp) is being phased out. Such a change will also be
an opportunity to review the existing software and the file metadata handshake mechanism
which is responsible for ensuring that raw files are stored safely before they are deleted in the
TDAQ system.

The raw event file format is a critical component of the DAQ system and all the following
processing steps. It has to be guaranteed that ATLAS can read raw event data from the
beginning of data taking until the end of ATLAS. On the other hand there are constant changes
and new requirements that make full backward compatibility a struggle.

The current raw event file format is a custom binary format developed inside ATLAS. The
possibility of replacing it with a more widely used standard format will be studied. Initial
tests with such a format, HDF5, have shown promise considering the flexibility of a self-
describing format, however, there were also some bottlenecks regarding multi-threaded write
access to such files. This evaluation of such file formats will continue on a low level. Any
changes in this area will have to be synchronised carefully with the rest of ATLAS.

The online software has to be available well in advance of the full HLT for installation,
commissioning and cosmic data taking. All major new features will have to be available
essentially at the beginning of LS2. This implies that their development will overlap with the
on-going maintenance and operation of Run 2.

6.5.3 Effort estimates

Table 17 summarises the estimated effort required by the Phase-I software upgrade outlined
above. Alongside this there will still be the need for significant M&O effort to operate, support
and maintain the Trigger and DAQ system during Run 2.
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Work package 2013 2014 2015 2016 2017 2018 Total
Trigger
Core software 2.1 3.9 6.5 9.3 8.5 4.3 34.6
Evaluate and exploit new technologies 1.6 1.1 2.0 3.0 3.0 1.5 12.2
Menus & algorithms 3.0 3.0 7.5 9.5 13.0 12.0 48.0
Simulation 1.5 1.3 1.3 1.3 1.3 1.3 7.8
Online
HLT Processing Unit 0.0 0.0 1.0 0.5 0.4 0.4 2.3
Core Software, Infrastructure 0.0 1.0 1.0 3.0 4.0 1.0 10.0
Configuration, Control, Monitoring 0.0 1.0 2.5 7.3 6.0 0.3 17.0
Dataflow, Event Format 0.0 0.0 1.2 2.4 3.4 1.2 8.2
Detector Software and Tools 0.0 0.0 0.5 1.0 3.0 1.5 6.0
Evaluate and exploit new technologies 0.0 0.5 1.0 1.0 1.0 0.5 4.0
Totals 8.2 9.8 24.4 38.3 43.6 24.0 150.1

Table 17: Effort estimates in FTE years for the software upgrade

6.5.4 Milestones

• Q4 2015: Decisions on need to renew major online software components and software
technology choices
• Q4 2016: New HLT steering framework available for testing and algorithm migration
• Q2 2017: Decision on PC architecture for new HLT farm nodes, plus any co-processors

or other new technologies to be added
• Q4 2017: Final software release ready for testing
• Q4 2018: Commissioning complete

6.6 Summary

The trigger and online software worked very well during Run 1 and is being developed to
meet the new challenges of Run 2. Significant changes are necessary for Run 3, motivated by
the LHC luminosity increase, detector upgrades, FTK and the Level-1 trigger improvements,
and evolution of software and hardware technology.

A new software framework, jointly developed between the trigger and offline computing,
will have the flexibility to maximise throughput with efficient memory use on the many-
core CPUs and co-processors expected from industry trends. Dataflow software and HLT
algorithms will both be adapted to this new framework. Algorithms and data will be re-
written to exploit the growing instruction- and data-parallelism features of CPUs. Continuous
evaluation of new software and hardware technologies will inform the HLT farm purchasing
decisions and final software optimisation.

In the face of higher pile-up and the movement of L2-like rejection to the upgraded L1,
HLT algorithms will need to maintain high efficiency and rejection through optimised use of
offline-like reconstruction and selection.

Fundamental DAQ components for communication (CORBA), configuration, information,
graphical user interfaces and the event format will all be reviewed in the next two years and a
decision be made about whether or not to replace them during Phase-I. Network technology
advances are expected to yield further opportunities to simplify the dataflow design.
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A work breakdown and fine-grained effort estimate gives totals over 2013-2018 of about
102 FTE years for the trigger and 48 FTE years for the online software, with a profile that
peaks in 2017.
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7 Data Acquisition and High-Level Trigger

7.1 Evolution during LS1

7.1.1 Read-out system

Off-detector read-out The off-detector read-out chain of the ATLAS sub-detectors, see Fig-
ure 1 in the introduction (Section 1), consists of sub-detector specific Read-Out Drivers (RODs),
which output event fragments to the Read-Out System (ROS) via point-to-point optical Read-
Out Links (ROLs) [7.1]. In Run 1 the ROS was implemented with 4U high rack-mountable
server class PCs, each equipped with up to four custom 64-bit PCI cards, the ROBINs [7.2].
Each ROS PC is also equipped with a dual port 1 Gb/s Ethernet Network Interface Card (NIC)
for connection to the TDAQ data collection network. Via these links, each ROS PC receives:
requests for data fragments; delete requests; and forwards requested data. In total there are
155 PCs, most having four ROBIN cards which are each connected up to three ROLs.

Evolution to date During Run 1 the performance requirements made on the ROS have sur-
passed the design specifications. The degree to which the performance requirements have
evolved cannot be captured in a single number. However, a metric by which the ROS perfor-
mance is measured is the maximum fraction of the data received per ROL that can be read
out to the HLT. During Run 1 this fraction has increased from 10% to 21%. A further example
of the performance increase required of the ROS, is that required to support the introduction
at Level-2 of Emiss

T selection based on the energy sums calculated by all the calorimeter RODs
(and included in the event fragment sent to the ROS PCs). The HLT requests these sums for
all 12 ROLs connected to a single ROS PC. The processing performed by a ROS PC for such a
request is equivalent to an event building request, with the additional requirement of decod-
ing the energy sums. In Run 1 the Level-2 Emiss

T rate has been ∼10 kHz and the event building
request rate ∼6 kHz, representing a factor five increase in load for the ROS PC for these types
of requests, referred to as "full readout requests". The increase in performance requirements
were addressed in 2011 as part of the rolling replacement policy. However, due to operational
issues, the rolling replacement was only performed for 78% of the installed systems.

Rolling replacement during LS1 During LS1, ATLAS will install the IBL, introduce the FTK
and increase the read-out capability of the Pixels, SCT and MDTs by increasing the number
of ROLs. These changes require a 25% increase in the number of deployed ROS PCs. At the
same time the available rack space in USA15 will not increase proportionally thus making it
a requirement for the ROS to be more compact. As already described in Section 2.4 the HLT
menu for Run 2 will be significantly different compared to that of Run 1, further increasing the
performance and functional requirements beyond the capabilities of the currently deployed
ROS. To avoid the ROS being the limiting factor in the physics reach of ATLAS, a new ROS
will be deployed in LS1 by bringing forward the next rolling replacement of the ROS.

Target performance of the new ROS The required performance of the new ROS is deter-
mined by the rate at which data is requested by the HLT and in turn depends on the trigger
menu and therefore the Physics program of ATLAS in Run 2 and Run 3. The experiences
of Run 1 demonstrated the need for continued flexibility and therefore headroom in the per-
formance of the ROS to avoid limitations that could cause reduced physics output of the
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experiment. Taking into account the motivations described in Section 2.4 the new main per-
formance requirements on the ROS at a 100 kHz Level-1 accept rate are given in Table 18.
Although the Level-1 trigger accept rate in Run 2 and Run 3 will be 100 kHz, for reasons of

Run Initial design
2–3 1 (2003)

Full read-out rate (kHz) 17 16 3.5
ROI request rate (kHz) 41 24 21
Read-out fraction/ROL (%) 25 21a 10

aExtrapolated to 100 kHz Level-1 rate.

Table 18: The required request rate per ROS PC and the readout fraction per ROL for Run 2 and Run 3.
Also shown are the values observed during Run 1 and the values specified in the original DAQ/HLT
TDR [7.3].

contingency the new ROS is required to operate at a maximum Level-1 accept rate of 120 kHz
for event fragment sizes up to 1.2 kB per ROL. This exceeds by 20% the maximum Level-1
rate at which the Pixel and SCT detectors are able to be read out at a µ of 80. Further, in
Run 2 and Run 3 the event size (see Figure 57) at a µ of 80 is projected to be up to 2.5 MB9,
compared to 1.5 MB in Run 1. Subsequently, the requirement on the throughput of the ROS
has increased not only due to the increased request rate but also due to the increase in the
average event size and the requests for calorimeter energy sums (Level-2 Emiss

T requests) are
replaced by requests for the full data. Based on the main requirements given in Table 18, for
a ROS PC receiving data from 12 ROLs, each running at 200 MB/s and at a 100 kHz Level-1
trigger rate, the target value for the read out fraction per ROL is 50%. This is to be compared
to the requirement of 25%. An associated requirement on the ROBIN is that it should allow
a 100% read-out, if required during Run 2 or Run 3, only by the upgrading of PCs and/or of
firmware. A further requirement is that a 100% read-out fraction should be possible for a re-
duced number of ROLs without requiring an upgrade of the firmware and/or of the ROS PC.
The rest of this section describes the design of the ROS aimed at meeting these requirements
and the results of initial measurements performed on prototype hardware.

The new ROBIN The new ROBIN, referred to as RobinNP, is a PCI Express (PCIe) card sup-
porting 12 ROLs via three QSFP transceivers. It implements an eight lane second Generation
(commonly referred to as Gen2) interface, that has a maximum effective bandwidth of 3 GB/s,
which in principle allows a 100% read-out of all data input on 12 ROLs running at 200 MB/s.
A single Xilinx Virtex-6 series FPGA [7.4] handles data input and buffering in the on-board
memory and receives and processes requests to transfer event data from buffer memory to
the PC memory. The ROS PC must keep track of where data is stored (“indexing”) at a rate
equal to the product of the number of ROLs being supported and the Level-1 trigger accept
rate, i.e. at the maximum of 1440 kHz for a single RobinNP. Preliminary tests have shown that
this performance can be handled by a single core of a current CPU.

The RobinNP functionality will be implemented using the Combined Read-Out Receiver
Card (C-RORC) [7.5] developed by the ALICE collaboration. A prototype of the card is shown
in Figure 55. A block diagram of the main functional elements of the RobinNP and their
interactions with the host PC is shown in Figure 56. The RobinNP firmware consists of two

9This does not take into account possible reductions to be implemented by the detector systems.
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Figure 55: Photo of a prototype of the ALICE C-RORC card. The Virtex-6 FPGA is in the middle of
the board, at the left the cages for three QSFP transceivers can be seen. The connector at the top is a
standard FMC connector, at the right there are two SO-DIMM memory slots, in each a 4 GB module
will be installed.

functional modules, called “ROBgroups”, each of which interfaces six input data channels to
one of two on-board physical memory modules and therefore can be considered as a group of
six ROBs. Each ROBgroup also provides page handling and a DMA path for event fragments
to be transferred to the host memory. As such, each ROBgroup is functionally independent
of the other (with the exception of the PCIe interface). Splitting in this manner provides for
an efficient use of FPGA resources. A commercially available “core” implements some of
the PCIe protocol and provides DMA engines, thus reducing the amount of firmware to be
developed.

The new ROS PCs The server class ROS PCs will be, subject to the outcome of ongoing
prototyping studies, either 2U or 3U high addressing the requirement for a more compact
solution. The baseline foresees a single RobinNP, connected to up to 12 ROLs, in each ROS
PC, but two or even more RobinNPs per ROS PC is an option. As the existing optical fibres
used for the ROLs are equipped with LC connectors and the RODs use SFP transceivers, a
patch panel and fan-in cable will be used to connect four LC pairs to one QSFP transceiver.
Each ROS PC will connect by two 10 Gb/s Ethernet links to the data collection network.

Prototyping studies Initial firmware development is performed on a PCIe eight-lane Gen2
Xilinx Virtex-6 FPGA10 development board [7.6]. In addition to the Virtex-6 FPGA, this board
has two slots for DDR2 SO-DIMMs and the IP core for a DMA controller [7.7]. Optical I/O
for testing S-LINK interface functionality is possible via an FMC mezzanine equipped with
QSFP+ transceivers, an FM-S28 mezzanine [7.8], and optical patch cords.

Test measurements have been performed in which firmware implements a PCIe Gen1
interface and emulates 12 inputs being served by a single ROBgroup. Upon request ROB frag-
ments with programmable payload size are generated and transferred under DMA control,
over PCIe, to the memory of a prototype ROS PC, see Figure 56. Two test programs, running
on separate PCs, are used to emulate HLT nodes, i.e. the generation of data requests and

10Type XC6VLX240T-2FFG1759C
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Figure 56: Block Diagram of the RobinNP firmware functionality, showing one of the two ROBgroups.
Each ROBgroup interfaces to six ROLs and to a single buffer memory (in the form of a 4 GB SO-
DIMM module). Also shown are the interactions with the CPU and host memory of the PC in which
the RobinNP is installed.

delete commands. These PCs are each connected via a 10 Gb/s Ethernet link to the proto-
type ROS PC. For a Level-1 accept rate of 100 kHz and an event fragment size up to 0.8 kB
a read-out fraction of 70% has been measured. The measured value of the read-out fraction
decreases to 45% for an event fragment size of 1.6 kB. These results are determined princi-
pally by the performance of software executed on the prototype ROS PC, which remains to be
optimised. In separate performance tests of the eight lane PCIe Gen1 interface (implemented
in firmware) a bandwidth of more 1.4 GB/s has been measured. This would allow read-out
fractions of 100% and 73% for event fragment sizes of 1 and 1.6 kB respectively. By imple-
menting the PCIe Gen2 interface in the firmware, the bandwidth of the interface can be be
doubled. The measurements therefore indicate that the target read-out fraction per ROL of
50% is achievable.

Planning and major milestones An initial design review was completed in March 2013 and
a combined final design and production readiness review will precede the production which is
currently scheduled to start in March 2014. Pre-series modules will be produced in the fourth
quarter of 2013 and will undergo exhaustive acceptance tests in both ATLAS and ALICE, and
an extended period of long tests in USA15 for ATLAS, prior to the start of full production.
The installation and commissioning will be completed in September 2014.

7.1.2 DAQ networks

Evolution of operational needs While the performance requirements associated to the con-
trol and monitoring functionality of the TDAQ system have not evolved since the beginning
of operations, the performance requirements, i.e. bandwidth, associated with the movement
of the event data has evolved during Run 1, will increase at the start of Run 2 and will fur-
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ther increase as pile-up increases. Figure 57 shows the measured and extrapolated event size
versus pile-up. As can be observed, the event size at a pile-up value of 80 will increase by
50% compared to Run 1, i.e. at a pile-up of 34, and as described in Section 7.1.1, the quantity
of data to be read out of the ROS will in addition increase due to an increase in the rate at
which the HLT will request data (see Table 18). Therefore, the bandwidth out of a ROS PC
will surpass the bandwidth of two 1 Gb/s links implemented in Run 1.

Figure 57: The measured total event size versus µ and its projection to a µ of 90 for different types of
HLT selection

Additional performance requirements arise due to the intent of ATLAS to operate the
HLT at an accept rate of 1 kHz, this is to be compared to the rate of 400 Hz at the end of
Run 1. Combined with the increase in the average event size described earlier, the network
bandwidth from the HLT, through the SFO system, to CERN’s central data recording service,
CASTOR, is required to increase by at least a factor of four to 2.5 GB/s. This is to be compared
to 0.6 GB/s at the end of Run 1.

Finally, the HLT compute farm represents a significant computing resource within ATLAS
and as such its use must be maximised. To this end a new requirement is to make available
the HLT compute farm during long shutdown periods to be exploited as a private ATLAS
grid-site. This translates into not only providing the necessary bandwidth for job submission,
control and monitoring of the grid-site, but also to secure network access so that the traffic
associated to this functionality does not affect the operations of ATLAS at point-1 and more
importantly does not open up a network security hole.

Evolution of network architecture During LS1 the core routers of the DAQ networks will
be refurbished, in line with the rolling replacement policy. The new core routers will reflect
the trend to increased line speeds, i.e. to 10 Gb/s, in port density and will incorporate the
latest enhancements to router functionality, e.g. in the domain of quality of service. Figure 58
shows a schematic diagram of the data collection network architecture after LS1. It consists of
two overlapping class B sub-networks, allowing the usage of quality of service mechanisms
in order to prioritise the different types of traffic as required. The core of each sub-network is
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implemented by a router, labelled DC1 and DC2 in Figure 58, able to support up to 768 10 Gb/s
ports with a data forwarding capacity of 6.4 Tb/s [7.9]. Each ROS PC will connect directly to
the networks via two 10 Gb/s links. This bandwidth provision, 2.5 GB/s, is to be compared to
the ROS target design requirement of 1.2 GB/s (and the requirement as understood today of
0.6 GB/s for a read-out fraction of 25%) thus meeting the need for increased bandwidth out
of the ROS and eliminating the need for the layer of switches that concentrated the 1 Gb/s
links into 10 Gb/s uplinks. Similarly, more performant SFO nodes will be directly connected
to the core routers by 10 Gb/s links. Complementing these routers are concentrator switches
that connect low-bandwidth devices, such as the HLT nodes and legacy SFO nodes, to the
network. The connection between the edge router, used by the SFO nodes to transfer data to
CASTOR, and the computing centre has been extended from 20 to 80 Gb/s.

As described in Section 6.2, the functionality of collecting ROI data and event building
will be merged into a single software process replicated on each HLT processing node. With
this evolution in the dataflow software and the operational experience gained to-date, the
functionality of the back-end network11 in this architecture is now provided by an enhanced
data collection network, thus removing the need for a separate back-end network with its
associated core routers, see Figures 1 and 2.

When operating as a grid-site, job submission, control and monitoring of the HLT farm
is provided via the network. So as to completely isolate the network of the HLT farm each
HLT rack is now connected via an additional dedicated 1 Gb/s link to the edge router. On this
router strict access lists and restricted routing will be used in order to insure the security of
the existing ATLAS networks and of the event output path.

Scalability In addition to the criteria of bandwidth the core routers of the TDAQ networks
have been chosen taking into account their scalability with respect to the number of connec-
tions that can be supported. The known number of ROS PCs post LS1 is 190 (including the
additional ROS PCs required for the FTK, IBL and expanded read-out of the Pixel, SCT and
MDT detectors) and the number of HLT racks that can be deployed is 80. Taking these num-
bers of 10 Gb/s ports and the other nodes that will be required to connect to each core router
(see Figure 58), the total number of 10 Gb/s ports per core router required post LS1 is esti-
mated to be 250. This is to be compared to the 768 10 Gb/s connections that the core routers
can be scaled to support. In particular, for the data collection network, it will be possible to
accommodate up to 80 HLT racks each connected to the data collection core routers via two
10 Gb/s links, by equipping the chassis with high port density blades . The control network
has a similar level of connection scalability.

7.1.3 Output to mass storage

In order to operate at an average rate of 1 kHz physics output to mass storage, at the event size
expected for a value of µ equal to 80 (up to ∼2.5 MB, see Figure 57) the system that provides
the interface between the HLT and mass storage, the SFO (sub-farm output), will have to
be upgraded. At peak luminosity, assuming a physics rate to disk of 2.2 kHz and an event
size of 2.5 MB, this system is required to support a throughput of 5.5 GB/s. This represents a
factor of five increase in the required performance compared to Run 1. At the same time, to

11The back-end network is used to transport complete events from the event builder nodes to the Event Filter
processing computers, and the events accepted by the Event Filter from those computers to the SFOs, for storage
to disk.
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Figure 58: The data collection network after LS1. The core routers are equipped with 10 Gb/s ports only.
Direct 10 Gb/s link connect each ROS PC to each core router (for redundancy). Connectivity for each
HLT node is provided by a rack level switch, that is connected with a 10 Gb/s uplink to one of the routers
and to each node via a 1 Gb/s link. SFOs may have a mixed configuration, with some being directly
connected to the data collection network cores and some being aggregated via concentrator switches.

guarantee 24 hours of storage at Point-1 in the case of downtime of the CERN mass storage
services, at least ∼400 TB of effective storage volume is required. This includes the raw data
volume for continuous operation at 1 kHz average output, the contribution of file transfer and
deletion latencies, measured to be on average six hours during Run 1, and the margin needed
to guarantee the throughput characteristics. The latter reflects the tendency of file-system
throughput performance to decrease with the occupancy.

The functional operation of the SFO system is not expected to change. Streaming, lo-
cal storage and off-line transfer functionalities will be provided in a context where global or
shared file access across the HLT compute farm is not required. Thus each compute element
comprising the SFO system will operate independently and concurrently. Based on this oper-
ational model, a direct-attached storage solution, as implemented to-date, continues to be the
simplest, scalable and most cost effective solution to implementing the SFO system.

On the time scale of Run 3, the underlying storage technology is not expected to change
significantly. Magnetic hard drives will grow in terms of information density but not in
throughput performance. Solid-state drives offer increased throughput, but it is expected that
they will continue to have a significantly higher cost per unit of stored information. Therefore
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we can estimate that ∼350 hard disk drives will be required to provide the expected input and
output throughput. Considering the typical 10%-25% throughput and capacity penalty of the
RAID technologies used to ensure redundancy and safety of the temporary stored data, the
total number of hard drives to be deployed will be larger than 400. The smallest commercially
viable disk drive size compatible with the total volume requirement is 2 TB.

Based on product trends it is estimated that a baseline system composed of 12 storage
servers each with 72 TB of raw storage capacity and multiple 10 Gb/s Ethernet links is required
to obtain the required performance. This estimation assumes that the required throughput for
calibration data is 1% of the average physics output (see Section 2.4.3).

7.2 Upgrades in LS2

7.2.1 Detector read-out

Requirements The current implementation of the read-out architecture does not have intrin-
sic limitations, apart from the throughput of the ROLs, preventing it meeting the increased
read-out performance requirements after the Phase-I upgrades. Prior to LS2, the rolling re-
placement of the ROS in LS1 (see Section 7.1.1) in combination with the installation of addi-
tional ROLs will suffice for the read-out of the detectors. In LS2, the muon New Small Wheels
(NSWs) [7.10] will be installed and the Liquid Argon detector’s Front-End (FE) electronics
upgraded so as to provide finer granularity data to the upgraded Level-1 calorimeter trigger
(see Section 3 and Ref. [7.11]). These upgrades will use GBT links [7.12]. This link technology
provides for the multiplexing of different types of traffic by the means of so-called e-links,
which function as independent data links sharing a single physical connection. These links
will be used for: the connection to the TTC system; communication with the DCS and TDAQ
systems for control, configuration and monitoring; and the transport of event data to the DAQ
system.

The read-out of the systems mentioned will be in operation through to the end of Run 4
and is therefore required to be forward compatible with the proposed Phase-II read-out archi-
tecture, mitigating the need for further upgrade prior to Run 4. The final design and baseline
implementation of the Phase-II read-out will only be specified in the TDAQ Phase-II Techni-
cal Design Report, currently expected in 2016. The emphasis will be on the continued use of
commodity computing hardware and software, thus allowing to leverage technology trends
in this domain and remain open to changes in the requirements. Notably, the Level-1 accept
rate for operations beyond LS3 is currently only specified to be at least 200 kHz due to the
open questions regarding the detector capabilities. The uncertainties in the physics scenarios
are expected to always be present.

Proposed upgrade The proposed read-out architecture is shown in Figure 59 and in more
detail for its Phase-I implementation in Figure 60. Compared to today’s read-out architecture
(also shown in Figure 59), the main architectural change is the introduction of commodity
switching as early as possible in the detector read-out. This replaces the static point-to-point
connections between the detector FE electronic systems and the ROS in today’s read-out im-
plementation.

The new read-out architecture offers several additional advantages:

• the capability to reconfigure the FE to ROS topology in relation to the bandwidth and
computing power required by the actual detector occupancy, as well as with respect to
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the performance demanded of specific ROS PCs by the HLT selection algorithms i.e. the
rate at which event data is requested;
• processing related to detector specific event data handling and associated error detection

and handling could be migrated to COTS processors;
• processing related to control, configuration, DCS and monitoring is migrated away from

custom electronics into COTS processors;
• the capability of embedding the TTC protocol and its possible evolution behind a com-

mon and adaptable interface, which would avoid the need of the upgrade of the detector
FE read out otherwise;
• increased level of commonality between detector chains, which simplifies commission-

ing and long-term operations and maintenance;
• commodity switching allows straightforward communication of DCS and TDAQ control

and monitoring systems with the interfaces to the GBT links.

CommonDetector specific

FE
(on detector)

ROD
(off detector)

ROB

TTC

Common CommonDetector specific

FE
(on/off detector) ROB

Monitoring

Ctrl/Config

Data 
Handling

Point to point connection
Switched conection

FELIX

TTC/BUSY L1 Trigger
processor

Not specified

ROD-like
functionality

Figure 59: Evolution of the global read-out architecture from the present situation to that foreseen to be
implemented for Phase-II

As shown in Figure 59, the introduction of commodity switching as close as possible to the FE
link interfacing is achieved by the functional block labelled Front-End Link Interface eXchange
(FELIX). The latter receives the detector data via FE links and multiplexes this data on to
a network built with commodity switching technology. In the data path towards the FE
electronics it provides for the de-multiplexing of: communication between the DCS system
and the on-detector control and monitoring circuitry; configuration of the FE electronics, e.g.
the setting of thresholds and the enabling or disabling of individual channels. A baseline
implementation of a FELIX node will be based on:
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Figure 60: Deployment of FELIX for Phase-I

• A rack mountable server class PC with at least three PCIe Gen3 slots
• One or two PCIe cards each hosting an FPGA that has high-density optical interfaces

for interfacing to at least 24 GBT links, sufficient resources for the handling of the data
flowing through these links and the necessary PCIe bandwidth
• A PCIe dual NIC implementing a commodity network technology, e.g. 10 or 40 Gb Eth-

ernet or 56 Gb Infiniband.

Suitable PCIe cards hosting a FPGA are commercially available and provide an FPGA Mez-
zanine Card (FMC) connector. For initial studies interfacing to the TTC and BUSY output
could be implemented by an FMC, such as that developed in the context of the CERN GLIB
project [7.13]. In the final implementation it is foreseen that one GBT link per PCIe card will
be used for providing a clock, TTC signals and to set or remove the BUSY. Each link allocated
to the provision of this functionality will be connected to the same type of PCIe card housed
in separate and suitable rack mountable housing with an FMC interfacing to the TTC system
and providing a NIM output for the BUSY signal. Via each of its 24 GBT links each of these
systems will provide a stable clock and TTC signals to up to 24 FELIX nodes.

Table 19 shows the number of GBT links to be deployed for the NSWs and LAr Phase-I
upgrades and the subsequent number of FELIX systems. The deployment and operation of
the architecture described will be possible in Phase-I as the interface between detector specific
electronics and the TDAQ system is encapsulated in the ROS. ROS units connecting to the new
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GBT FELIX

NSW
sTGC detector 384 18

sTGC pad trigger 32 2
MM detector 256 12

LAr
LTDB 496 24
LDPB 156 8

Table 19: Size of FELIX system for 23 GBT link interfaces per FELIX

read out switched network but supporting the Phase-I HLT request protocol can be provided
without particular complexity.

Planning and major milestones The main milestones are:

• 3Q2013 – 4Q2014 design specification
• 2014: prototyping studies
• 4Q2014: Initial design review
• 4Q2015: FDR/PRR and start of production

For testing chambers after production and after installation on the NSWs, prototype FELIX
cards will be used. These may be based on commercially available FPGA development kits
and/or the C-RORC/RobinNP described in Section 7.1.1).

7.3 Evolution of HLT Compute Power

The currently deployed DAQ/HLT architecture has been designed to handle a maximum
Level-1 trigger rate of 100 kHz at a luminosity of 1034 cm−2 s−1, corresponding to a pile-up
(µ) of approximately 27. In Run 1, the LHC reached a peak luminosity of 0.7×1034 cm−2 s−1,
a µ value of 34, and ATLAS has operated at a Level-1 rate of up to ∼70 kHz. During a
typical fill of the LHC machine, the value of µ has varied over the range of 34–12. The
measured processing time over this range is shown in Figure 61. It can be seen that the
maximum, average event processing times are 75 ms and 900 ms for the Level-2 and Event
Filter respectively. The percentage of the average processing time, measured in 2012, in terms
of processing the tracking, calorimetry and muon information is shown in Table 20 for both
the Level-2 and Event Filter. In 2012, approximately 70% of the average event processing time

Tracking Calorimetry Muon Other
Level-2 73 17 7 3
Event Filter 52 24 16 8

Table 20: Percentage of the maximum–average event processing time in terms of the type of processing
at a 〈µ〉 of 35

at the HLT can be attributed to selection algorithms primarily based on track reconstruction.
For Run 2 and Run 3 the FTK will perform the primary track reconstruction for the HLT.
Based on the motivations presented in Section 2.4.3 it is estimated that the FTK will reduce
the contribution of track reconstruction to the average event processing time by 50%. As
documented in Ref. [7.14], the FTK will be fully operational for data taking in 2016.
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(a) (b)

Figure 61: Level-2 (a) and Event Filter (b) processing time measured in 2012 as function of pile-up
using an Intel X5650 processor with the results of a quadratic and linear fit to the Level-2 and Event
Filter respectively. The observed step in Event Filter processing time occurs when more time consuming
selection algorithms are used when 〈µ〉 falls below a defined value.

Compared to the HLT selection algorithms used in Run 1, as described in Section 6, to
achieve a rate reduction factor of 200 at a µ of 80, in addition to tighter selection criteria,
additional selection algorithms as well as more sophisticated offline selection algorithms will
be deployed in the HLT. For example, to increase the calorimeter based rejection in multi-jet
and Emiss

T events a topological, variable-size clustering algorithm will be used, which due to
processing time constraints is currently only deployed in the Event Filter. Results of bench-
marking indicate that the processing time of the topo-cluster algorithm is approximately
200 ms per event. Taking into account improvements in the performance of this algorithm,
and that it is currently estimated to only be executed for 23% of the Level-1 accepted events
(see Section 2.4.3), this additional algorithm will contribute to an increase in the average event
processing time of 10%, subject to evolution in the trigger menus during operations.

Table 20 shows that the third largest contribution to the average event processing time
was the processing of data from the muon detectors. Initial results from ongoing studies
and optimisation of the muon selection algorithms indicate that the merging of the Level-2
selection and Event Filter selection into a single HLT selection will reduce the average event
processing time by 30%.

In addition to the optimisation of the selection algorithms and the deployment of the
FTK, evolution in computing technology is expected to reduce the average event processing
time. The per-core compute performance has increased by approximately two HEP-SPEC06
units [7.15] per year. A similar per core performance improvement is also observed using
trigger selection algorithms executed on simulated and real data.

Taking into account the above considerations a projection of the average HLT event pro-
cessing time versus µ, at a Level-1 accept rate of 100 kHz, is shown in Figure 62. Based on this
projection the required number of computer cores, of the type expected to be available in 2018,
at a 〈µ〉 value of 80 is 30,000. This estimate includes the effect of the expected code speed-up,
an additional contribution of 10% to the average processing time to account for data I/O and
the computing required for online software infrastructure and HLT performance monitoring.
The resource estimates given above are subject to large uncertainties:
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Figure 62: The projected average event processing time in Run 2 as a function of 〈µ〉

• The detailed Trigger menu for Run 3, i.e. beyond 2018, is expected to evolve based on
the data collected by ATLAS in the years 2015–2017.
• The models for the processing time extrapolation are based on the features of currently

known operational data.
• In extrapolating to higher values of µ it has been assumed that the ratio of selection

based on tracking, calorimeter, muon and other remains constant for different values of
µ.

• It is assumed that the FTK performs “full” track reconstruction at the Level-1 rate of
100 kHz.
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8 Resources, Organisation, and Workplan

8.1 Participating Institute Responsibilities

Tables 21 and 22 list the institutes participating in the TDAQ Phase-I upgrade and their areas
of principal interest. For the hardware construction projects – the Level-1 Central Trigger,
Level-1 Calorimeter Trigger, Level-1 Muon Trigger, and the DAQ/HLT Dataflow – a cross in-
dicates that the institute plans to develop and provide hardware, firmware, or software closely
related to the hardware. For the HLT CPU column, a cross indicates that the institute is con-
tributing financially to the purchase of HLT CPUs. The remaining software upgrades within
TDAQ are indicated in the Online & Trig SW column, where a cross indicates a contribution
to development of the online or HLT software. Table 23 gives a more detailed breakdown of
these (non hardware-related) software contributions planned by TDAQ institutes.
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La Plata Argentina x
Rio de Janeiro UF Brazil x
UAN Bogota Colombia x
Copenhagen NBI Denmark x
Saclay France x
Berlin HU Germany x x x
Heidelberg KIP x x
Mainz x x x
Weizmann Israel x x
Genova Italy x
Lecce x
Napoli x
Pavia x
Roma I x x
Roma II x
Hiroshima IT Japan x x x x
KEK x x x
Kobe x x x
Kyoto x x
Nagasaki x
Nagoya x x
Osaka x x
Shinshu x x
Tokyo ICEPP x x x x
Tokyo MU x x
Tokyo Tech x

Table 21: List of participating institutes and areas of interest, countries A-J
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NIKHEF Netherlands x x x
Crakow INP Poland x
Jagiellonian x
Portugal LIP Portugal x
Bucharest Romania x x
Moscow SU Russia x x
Barcelona Spain x
Stockholm Sweden x x x
CERN Switzerland x x x x x
Birmingham United Kingdom x x
Cambridge x x
Edinburgh x
London QMUL x x
London RHBNC x
London UC x
Manchester x
RAL x x x
Sussex x
Warwick x
Argonne USA x x
Arizona x
Brookhaven BNL x x x x
Boston x
Harvard x
Michigan SU x x
Oregon x x
Pennsylvania x x x
SLAC x
Stony Brook x x
UC Irvine x x x
Wisconsin x

Table 22: List of participating institutes and areas of interest, countries N-U
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Berlin HU Germany x x
Genova Italy x
Lecce x
Napoli x
Pavia x
Roma I x x x
Hiroshima IT Japan x x x
KEK x x x
Kobe x x x x x
Nagasaki x
Tokyo ICEPP x
Tokyo Tech x x x
NIKHEF Netherlands x
Portugal LIP Portugal x x x
Bucharest Romania x
Moscow SU Russia
Barcelona Spain x
CERN Switzerland x x x x x x x x x
Edinburgh United Kingdom x x x x
London RHBNC x x x x
London UC x x x x
Manchester x x
RAL x x x x
Sussex x x x
Warwick x x x
Argonne USA x x
Boston x x
Oregon x x
Pennsylvania x x
SLAC x x x x
UC Irvine x x x x x x x
Wisconsin x x x x

Table 23: List of participating institutes and areas of TDAQ Software Contribution
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8.2 Management Organisation

The TDAQ management structure is shown in Figure 63. TDAQ is led by a TDAQ Manage-
ment Team (TDMT) of two members with complementary roles, each member being elected
by the Trigger and DAQ Institute Board (TDIB) according to ATLAS rules and serving a two
year term. The terms of office are arranged in antiphase, the TDMT member in their second
year of office acting as the TDAQ Project Leader. The TDAQ Project Leader is a member
of the Executive Board and directly responsible to the ATLAS Executive Board and Upgrade
Steering Committee for all aspects of the TDAQ upgrade.

Trigger & DAQ Institute Board

FTK Institute Board

Level-1 Calorimeter management

Trigger DAQ Project Leader

Level-1 upgrade
coordinator

Fast Tracker (FTK) 
coordinator

Other representation

Software coordinator

Level-1 Calorimeter

nMCM
CMX

eFEX
jFEX

Topology

Central Trigger

CTP
MUCTPI

Trigger   

ATLAS Upgrade
Steering Committee

ATLAS 
Executive Board

System run
coordinator(s)

DAQ/HLT 
coordination
(inc. FELIX)

Level-1
coordination Level-1 Muon

Tile D-layer

Endcap 

Barrel

NSW trigger
processors

Figure 63: Simplified representation of the current TDAQ Management Structure, highlighting the
upgrade activities

The major construction work in the TDAQ upgrade is related to the Level-1 Trigger, and
falls under the responsibility of the Level-1 Upgrade Coordinator. This person reports to the
ATLAS Upgrade Steering Committee together with the TDAQ Project Leader, and also reports
to the TDMT and the TDAQ Steering Group.

Overall coordination of the work for the TDAQ upgrade is provided by the TDAQ Steering
Group, the structure of which may evolve after the LS1 work is completed. The members, who
are coordinators of the major TDAQ activities, are nominated by the TDMT and approved by
the TDAQ Institute Board. The current members include system run coordinators, L1Calo,
L1Central, L1Muon endcap and barrel, DAQ/HLT, Trigger, TDAQ Software Coordination,
L1Track, FTK, Physics (representative in Upgrade Physics Steering Group), Upgrade Simu-
lation and Upgrade Detector Read-out. Ex-officio members of the TDAQ steering group are
ATLAS management, Upgrade, Trigger activity, Run and the Computing coordinators.

Institutes participating in the upgrade by providing financial resources or staff attend
the TDIB on an equal basis with institutes participating in operation of the running TDAQ
system. The TDIB takes decisions on major technical issues and on sharing of resources
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and responsibilities, following recommendations from the TDAQ Steering Group and TDAQ
Management.

8.3 Construction and Software Effort

The Work Breakdown Structure for the Phase-I TDAQ upgrade is shown in Table 24, which
also gives the construction and software effort required. This is in units of Full-Time-Equivalent
years (i.e. one person working full-time for the whole 6-year period would contribute 6 FTE-
years), including qualified physicist, engineer and technical effort but not including effort
contributions from students.

The total effort of 299.7 FTE-years is contributed by the 51 participating institutes, rep-
resenting an average of 5.8 FTE-years per institute from 2013 to 2018. 129.1 FTE-years (ap-
proximately half the total) is used by the 31 institutes involved in Level-1 trigger activities,
averaging 4.2 FTE-years per institute; 102.6 is used in 22 institutes for Trigger software, aver-
aging 4.7 FTE-years per institute; 47.5 are provided by 17 institutes participating in DAQ/HLT
software, averaging 2.8 FTE-years per institute; and the remaining 20.5 is provided by 5 insti-
tutes participating in Dataflow, averaging 4.1 FTE-years per institute. In each case, a detailed
breakdown of the staff effort is included in the corresponding chapter.

8.4 Schedule and Milestones

This section lists in tables 25, 26, 27, and 28 the major milestones for the principal components
of the TDAQ upgrade. Detailed schedules are given in the respective chapters.

8.5 Cost and Resources

The estimated CORE cost of the upgrade is shown in total and year-by-year in Table 29. These
costs are shown converted to Swiss Francs at average interbank exchange rates for the whole
of July 2013. Details of financial contributions by funding agency will be provided separately
in the TDAQ Phase-I Upgrade Memorandum of Understanding.
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WBS System Effort(FTE Years)
1 Central Trigger
1.1 Central Trigger Processor 6.0
1.2 Level-1 Topology Processor 13.0
1.3 MUCTPI 9.0

28.0
2 Level-1 Calorimeter Trigger
2.1 eFEX system 27.7
2.2 jFEX system 31.0
2.3 optional gFEX see note
2.4 Hub, ROD & Optical plant 4.4
2.5 Tile Input 3.0
2.6 PreProcessor (nMCM) 11.0
2.7 Extended Merger Module (CMX) 3.0

80.1
3 Level-1 Muon Trigger
3.1 Endcap Sector Logic 12.5
3.2 Tile D-layer muon interface 8.0
3.3 NSW Trigger Processor tbs
3.4 Barrel MUCTPI interface 0.5

21.0
4 DAQ/HLT
4.1 Dataflow 20.5
4.2 Online & HLT Software
4.2.1 Trigger
4.2.1.1 Core software 34.6
4.2.1.2 New technologies 12.2
4.2.1.3 Menus & algorithms 48.0
4.2.1.4 Simulation 7.8

102.6
4.2.2 DAQ/HLT
4.2.2.1 HLT processing 2.3
4.2.2.2 Core software 10.0
4.2.2.3 Configuration & control 17.0
4.2.2.4 Dataflow 8.2
4.2.2.5 Detector sofware & tools 6.0
4.2.2.6 New technologies 4.0

47.5
Total 299.7

Note: Effort for the Optional gFEX depends on design details.

Table 24: Work Breakdown Structure for the TDAQ Upgrade, showing effort required for each item.
The table includes both hardware and software effort. See text for further details.
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WBS System Milestone Date
1.1 Central Trigger Processor IDR Q4 2012

Commissioning complete Q4 2014

1.2 Level-1 Topology Processor PDR Q2 2012
PRR Q3 2013
Commissioning complete Q4 2014

1.3 MUCTPI PDR Q1 2016
FDR Q1 2017
Commissioning complete Q2 2018

Table 25: Milestones for the Level-1 Central Trigger

WBS System Milestone Date
2.1 eFEX system PDR Q3 2013

PRR Q2 2016
Commissioning complete Q4 2018

2.2 jFEX system PDR Q3 2013
PRR Q4 2016
Commissioning complete Q4 2018

2.4 Hub, ROD & Optical plant Hub FDR Q1 2017
ROD FDR Q1 2016
EM Fibre inputs complete Q4 2018
Had Fibre Inputs complete Q4 2016

2.5 Tile Input IDR Q3 2013
PDR Q4 2014
PRR Q4 2015
Commissioning complete Q4 2018

2.6 PreProcessor (nMCM) PRR Q4 2012
Commissioning complete Q2 2014

2.7 CMX Module PDR Q2 2011
PRR Q1 2014
Commissioning complete Q4 2014

2.3 optional gFEX Architecture decision Q4 2013

Table 26: Milestones for the Level-1 Calorimeter Trigger
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WBS System Milestone Date
3.1 Endcap Sector Logic PDR Q4 2015

PRR Q4 2016
Commissioning complete Q2 2018

3.2 Tile D-layer Muon Interface PDR Q3 2013
PRR Q2 2014
Commissioning complete Q4 2014

3.3 NSW Trigger Processor PRR Q4 2015
Production complete Q3 2017
Commissioning complete Q2 2018

3.4 Barrel MUCTPI Interface PDR Q4 2014
PRR Q4 2016
Commissioning complete Q2 2018

Table 27: Milestones for the Level-1 Muon Trigger

WBS System Milestone Date
4.1 Dataflow RobinNP production start Q1 2014

RobinNP commissioning complete Q4 2014
FELIX production start Q4 2015

4.2 Online & HLT Software Select components to renew Q4 2015
New HLT steering framework available Q4 2016
Fix PC architecture for HLT farm Q1 2017
Final software release Q4 2017
Commissioning complete Q4 2018

4.3 HLT compute power Selection by tender (see note) Q3 2018
Installation complete Q4 2018

Note: The HLT CPU schedule assumes all processors are needed in early 2019.

Table 28: Milestones for the High-Level Trigger and DAQ
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A Glossary

ATCA Advanced Telecommunications
Computing Architecture (industry
standard)

BC Bunch Crossing
BCID Bunch Crossing Identification
BCM Beam Condition Monitor
BCMuX Beam Crossing Multiplexing
BER Bit Error Rate
BSM (Physics) Beyond the Standard Model
BW Big Wheel (muon endcap detector)
CMM Common Merger Module (L1Calo)
CMX Common Merger Module extended

(L1Calo)
CORBA Common Object Request Broker

Architecture (middleware software
standard)

CP Cluster Processor (L1Calo)
CPM Cluster Processor Module (L1Calo)
CRC Cyclic Redundancy Check
CTP Central Trigger Processor
CTPCORE CTP Core Module
CTPIN CTP Input Module
CTPOUT CTP Output Module
DAQ Data Acquisition
DCS Detector Control System
DDR Double-Data Rate
DPS Digital Processing System (L1Calo,

prepares digital eFEX and jFEX inputs)
EF Event Filter (part of the Run 1 HLT)
eFEX Electromagnetic Feature Extractor

(L1Calo)
EM Electromagnetic
FCAL Forward Calorimeter
FDR Final Design Review
FE (Detector) Front-End
FELIX Front-End LInk eXchange (interfaces

custom front-end GBT links to
commercial networks and the TTC
system)

FEX Feature Extraction
FMC FPGA Mezzanine Card
FPGA Field Programmable Gate Array
FTE Full-Time Equivalent (effort unit)
FTK Fast Tracker
GBT Gigabit Transceiver (Multi-Gb/s data

transmission link for DAQ, TTC and DCS
data)

gFEX Global Feature Extractor module
(L1Calo)

GPU Graphics Processing Unit

HLT High-Level Trigger
HLTPU HLT Processing Unit
IB (Sector Logic to MUCTPI) Interface Board

(L1Muon)
IBL Insertable b-Layer (Pixel detector upgrade

during LS1)
IDR Initial Design Review
IPbus protocol implementing register level

access over Ethernet to modules
IPMB Intelligent Platform Management Bus
IPMC Intelligent Platform Management

Controller
IPMI Intelligent Platform Management

Interface
IS Information Service (TDAQ communication

infrastructure based on CORBA)
JEM Jet/Energy processor Module (L1Calo)
JEP Jet/Energy Processor (L1Calo)
jFEX Jet Feature Extractor (L1Calo
L0A Level-0 Accept (at Phase-II only)
L1A Level-1 Accept (Phase-I or Phase-II)
L1Calo Level-1 Calorimeter Trigger
L1Muon Level-1 Muon Trigger
L1Topo Level-1 Topological processor
L2 Level-2 (part of the Run 1 HLT)
LAr Liquid Argon (calorimeter)
LS1 Long Shutdown 1 of the LHC (currently in

2013/14)
LS2 Long Shutdown 2 of the LHC (anticipated

for 2018)
LS3 Long Shutdown 3 of the LHC (anticipated

for 2022)
LUT Look-Up Table
LVDS Low-Voltage Differential Signalling

(industry standard)
MCM Multi-Chip Module (L1Calo)
MDT Monitored Drift Tubes (muon barrel

detector)
MicroPODTM/MiniPODTM 12-channel

10 Gb/s high-density optical transceivers
(proprietary)

MUCTPI (Level-1) Muon-to-CTP Interface
nMCM New Multi-Chip Module (L1Calo)
NSW New Small Wheel (Phase-I muon

detector upgrade)
PCB Printed Circuit Board
PCI Peripheral Component Interconnect

(industry standard computer bus)
PDR Preliminary Design Review
PIT Pattern-In-Time bus (CTP)
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PPM Pre-Processor Module (L1Calo)
PRR Production Readiness Review
QSFP Quad (4-channel) SFP (industry

standard)
ROB Read-Out Buffer
ROBIN Read-Out Buffer Input card (part of

the ROS)
RobinNP ROBIN "No-Processor" (second

generation ROBIN card)
ROD Read-Out Driver
ROI Region Of Interest
ROIB Region Of Interest Builder
ROL Read-Out Link
ROS Read-Out System
RPC Resistive Plate Chambers (muon barrel

detector)
RTDP Real-Time Data Path
RTM Rear Transition Module (ATCA)
Run 1 Data-taking period ending in Feb 2013
Run 2 Data-taking period starting after LS1

(anticipated for 2015)
Run 3 Data-taking period starting after LS2

(anticipated for 2019)

SD Secure Digital (memory card format)
SFO Sub-Farm Output (HLT data logger)
SFP Small Form-Factor Pluggable Transceiver

(industry standard)
SL Sector Logic (L1Muon)
SM Standard Model
SNR Signal-to-Noise Ratio
SuperCell LAr calorimeter region formed by

combining ET from a number of adjacent
cells in η − φ

TDAQ Trigger and Data Acquisition
TDR Technical Design Report
TGC Thin Gap Chambers (muon endcap

detector)
TMDB Tile-Muon Digitiser Boards
TOB Trigger Object
TTC Trigger, Timing & Control
USA15 Underground electronics cavern near

the ATLAS detector
VBF Vector-Boson Fusion (Higgs production

process)
WBS Work Breakdown Structure
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