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Abstract

Measurements are presented for the measurements of the differential and double dif-
ferential Drell-Yan cross section using an integrated luminosity of 4.5 fb−1 (dimuon)
and 4.8 fb−1 (dielectron) of proton-proton collision data recorded with the CMS de-
tector at the LHC at

√
s = 7 TeV. The cross sections dσ/dM are measured in the mass

range 15 GeV to 1500 GeV for the dimuon, dielectron, and combined channels. Re-
sults are also presented on the measurement of the double-differential cross section
d2σ/dMdY in the dimuon channel. The double-differential cross section measure-
ment is performed over the mass range 20 GeV to 1500 GeV and absolute dimuon
rapidity from 0 to 2.4. The differential cross section measurements are normalized to
the Z-peak region (60− 120 GeV) to achieve better accuracy. The measurements are
compared to the predictions of perturbative QCD calculations at next-to-leading and
next-to-next-to-leading order using various sets of parton distribution functions.
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2 1 Introduction

1 Introduction
Drell-Yan lepton-pair production in hadron-hadron collisions is described in the standard model
by s-channel γ∗/Z exchange. Theoretical calculations of the differential cross section dσ/dM
and the double-differential cross section d2σ/dMdY, where M is the dilepton invariant mass
and Y is the absolute value of the dilepton rapidity, are well established up to the next-to-next-
to-leading order (NNLO) in quantum chromodynamics (QCD) [1–3]. The rapidity distributions
of the gauge bosons are sensitive to the partonic content of the proton, and the very high en-
ergy of the Large Hadron Collider (LHC) allows the parton distribution functions (PDFs) to
be probed in regions of Bjorken x scaling variable and rapidity Y not previously accessible in
hadron colliders. The rapidity Y of the dilepton produced in proton-proton collisions is re-
lated to the momentum fraction x+ (x−) carried by the parton in the forward-going (backward-
going) proton as described by the leading-order formula x± = M√

s e±Y. Therefore, the rapidity
distribution directly reflects the PDFs of the interacting partons. The measurements of the
double-differential cross section d2σ/dMdY in Drell-Yan and W production are particularly
important since they provide tests of perturbative QCD and constrain the PDFs. For exam-
ple, the rapidity distributions of W and Z production constrain the mixture of sea and valence
quarks. Precise experimental measurements also allow comparisons between different PDF
sets and the underlying theoretical models and calculations [4]. In addition, measuring Drell-
Yan lepton-pair production is very important for other LHC physics analyses since it is a major
source of background for various processes, such as tt̄ and diboson measurements, as well as
for searches for new physics beyond the standard model, such as the production of high-mass
dilepton resonances.

This paper presents measurements of the Drell-Yan differential cross section dσ/dM in the
dimuon and dielectron channels in the mass range 15 < M < 1500 GeV and the double-
differential cross section d2σ/dMdY in the dimuon channel for the mass range 20 < M <
1500 GeV. These measurements are performed using an integrated luminosity of 4.5 fb−1 (dimuon)
and 4.8 fb−1 (dielectron) of proton-proton collision data collected using the Compact Muon
Solenoid (CMS) detector at the LHC at

√
s = 7 TeV. The differential cross section measure-

ments are normalized to the Z-peak region (60 – 120 GeV).

This normalization cancels out the uncertainty in the integrated luminosity and reduces the
PDF uncertainty in acceptance, the effect of multiple interactions per bunch crossing (pileup)
in the reconstruction efficiency, and the uncertainty in the efficiency estimation. These mea-
surements in this paper are corrected for the effects of resolution which cause event migration
between bins in mass and rapidity. The observed dilepton mass is also corrected for final state
radiation (FSR) due to the leptons radiating photons and changing the dilepton invariant mass.
This effect is most pronounced below the Z-peak. The differential cross-sections are measured
separately for both lepton flavours in the fiducial region and are extrapolated to the full phase
space. The consistency of the muon and electron channels enables these to be combined and
compared with the POWHEG [5] next-to-leading order (NLO) prediction and NNLO QCD pre-
dictions with FEWZ [6] using the MSTW2008 and CT10 PDFs. The d2σ/dMdY measurement is
compared to the POWHEG next-to-leading order (NLO) prediction calculated with CT10 PDFs
and the NNLO theoretical predictions as computed with FEWZ using the CT10, NNPDF2.1,
MSTW2008, HERAPDF, JR09, ABKM and CT10W PDFs [7–13].
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2 The CMS Detector
The central feature of the CMS detector is a superconducting solenoid providing an axial mag-
netic field of 3.8 T and enclosing an all-silicon inner tracker, a crystal electromagnetic calorime-
ter (ECAL), and a brass-scintillator hadronic calorimeter(HCAL). The tracker is composed of a
pixel detector and a silicon strip tracker, that are used to measure charged-particle trajectories
covering the full azimuthal angle and pseudorapidity interval |η| < 2.5. The pseudorapidity
η is defined as η = − ln[tan(θ/2)], where cos θ = pz/p. A right-handed coordinate system is
used in CMS, with the origin at the nominal collision point, the x axis pointing to the center
of the LHC ring, the y axis pointing up (perpendicular to the LHC plane), and the z axis along
the anticlockwise-beam direction. The azimuthal angle φ is the angle relative to the positive x
axis measured in the x-y plane. Muons are detected in the pseudorapidity range |η| < 2.4, with
four stations of muon chambers. These muon stations are installed outside the solenoid and
sandwiched between steel layers, which serve as both hadron absorbers and as a return yoke
for the magnetic field. They are made using three technologies: drift tubes (DT), cathode strip
chambers (CSC), and resistive plate chambers (RPC). The muons associated with the tracks
measured in the silicon tracker have a transverse momentum (pT) resolution of about 1-6% in
the muon pT range relevant for the analysis presented in this paper. Electrons are detected us-
ing the energy deposition in the ECAL, which consists of nearly 76 000 lead tungstate crystals
that are distributed in a barrel region (|η| < 1.479) and two endcap regions (1.479 < |η| < 3).
The ECAL has an ultimate energy resolution better than 0.5% for unconverted photons with
transverse energies (ET) above 100 GeV. The electron energy resolution is better than 3% for
the range of energies relevant for the measurement reported in this paper. A detailed descrip-
tion of the CMS detector can be found elsewhere [14]. The CMS experiment uses a two-level
trigger system. The L1 trigger, composed of custom hardware processors, selects events of
interest using information from the calorimeters and muon detectors [15]. The High-Level
Trigger (HLT) is software-based and further decreases the event collection rate by using the
full event information, including that from the tracker [16].

3 Data and Monte Carlo Samples
The measurements reported in this paper are based on data recorded in 2011 with the CMS
detector at the LHC at

√
s = 7 TeV, corresponding to an integrated luminosity of 4.5 fb−1

(dimuon) and 4.8 fb−1 (dielectron).

Monte Carlo (MC) samples are used in the analysis for determining efficiencies, acceptances,
backgrounds from processes that result in two leptons, and for the determination of systematic
errors. Data driven methods are also used to determine efficiency correction factors and back-
grounds. MC event samples have been generated using a variety of generators at

√
s = 7 TeV.

All MC samples are processed with the full CMS detector simulation based on GEANT4 [17]
and include trigger simulation and the full chain of CMS event reconstruction.

The Drell-Yan signal samples are generated with the NLO generator POWHEG interfaced with
the PYTHIA V6.4.24 [18] parton-shower generator (referred to as the POWHEG MC). Both tt̄ and
single top samples are produced with the MADGRAPH generator [19] at leading order (LO), and
the tau decays were performed with TAUOLA generator [20]. The tt̄ sample is rescaled to the
NLO cross section of 157 pb. Diboson samples (WW/WZ/ZZ) and QCD background events
are produced with PYTHIA. Inclusive single W and Z samples, both signal and background,
are produced using the POWHEG MC. The proton structure is defined using the CT10 [7] par-
ton distribution functions. All samples are generated using the PYTHIA Z2 tune [21] to model
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the underlying event. Pileup effects are taken into account in MC samples which are gener-
ated with the inclusion of multiple proton-proton interactions (average of 12 interactions per
bunch crossing) that have timing and multiplicity distributions similar to those expected in
data. To match the observed instantaneous luminosity profile of the LHC, the simulated events
are reweighted to yield the same distribution of the mean number of proton-proton interactions
per bunch crossing as observed in data.

The POWHEG MC is based on NLO calculations and a correction is added to take NNLO effects
into account. The NNLO effects alter the cross section as a function of the dilepton kinematic
variables and are important in the low-mass region and in renormalizing the cross section. The
correction is determined from the ratio between the double-differential cross sections (binned
in rapidity and PT) calculated at NNLO with FEWZ [6] and at NLO with the POWHEG MC. This
correction factor is applied on an event-by-event basis. For a given mass range it is defined in
bins of dilepton rapidity Y and dilepton transverse momentum PT:

ω(PT, Y) =
(d2σ/dPTdY)FEWZ

(d2σ/dPTdY)POWHEG
(1)

The POWHEG MC events are then reweighted using the correction factor defined in Eq. 1. The
reweighted signal sample is referred to as NNLO reweighted POWHEG MC and is used for all
the simulation based estimations (acceptance, efficiency, FSR corrections) for both the dimuon
and dielectron analyses. The differences between the NNLO reweighted POWHEG MC and the
FEWZ predictions, caused by unavoidable binning/statistics constraints, are used to extract a
modeling uncertainty.

4 Cross Section Measurements
This analysis measures the Drell-Yan dimuon and dielectron invariant mass spectra, dσ/dM,
for the full phase space in the range 15 GeV to 1500 GeV. The absolute dimuon rapidity range
covered is from 0 to 2.4 for dimuons and 0 to 2.5 for dielectrons. The double-differential cross
section d2σ/dMdY is measured only in the dimuon channel within the detector acceptance in
the range of absolute dimuon rapidity from 0 to 2.4 and dimuon invariant mass from 20 GeV
to 1500 GeV.

Cross sections are calculated using the following formula

σ =
Nu

A · ε · ρ · Lint
(2)

where Nu denotes the background-subtracted yield obtained using a matrix inversion unfold-
ing technique to correct for the effects of the migration of events in mass due to the detector res-
olution . The acceptance A and the efficiency ε are both estimated from MC simulation, while
ρ, the correction factor accounting for the differences in the efficiency between data and simula-
tion is extracted using a data-driven technique applied to both data and simulation. Complete
details of all corrections, background estimations and the effects of the detector resolution and
FSR are contained in later sections of this paper. The cross sections for the measurements de-
scribed are normalized to the Z-peak region (60 < M < 120 GeV) and thus knowledge of the
integrated luminosity Lint is only required for the normalization (Z-peak cross section). The
differential dσ/dM cross section measurements are performed over a mass range from 15 GeV
to 1500 GeV in 40 congruous mass bins.
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To provide results to be used for PDF constraints, the double-differential cross section mea-
surement is performed in dimuon rapidity Y space by choosing binning to minimize migration
among rapidity bins. The mass bins for the measurement of the double-differential cross sec-
tion, d2σ/dMdY, are determined on the basis of optimization of physics backgrounds and also
the number of events. The low-mass region (20 – 60 GeV), where QCD processes contribute
the most and the FSR effects are significant, is divided into three bins. The Z-peak region (60
– 120 GeV) is a single bin, because in this region the Drell-Yan production is dominated by Z
boson exchange, and this binning is convenient for both normalization and comparison with
other measurements. The high-mass region (120 – 1500 GeV) is divided into two regions based
on number of events available. The choice of binning is also chosen so that the systematic un-
certainties are comparable to the statistical uncertainties away from the Z-peak region. This
results in using six invariant mass bins, with bin edges: 20, 30, 45, 60, 120, 200, and 1500 GeV.
For each mass bin, 24 equidistant bins of width 0.1 absolute dimuon rapidity are defined, ex-
cept for the highest mass bin, where only 12 absolute dimuon rapidity bins of width 0.2 are
used.

4.1 Event Selection

The experimental signature of the DY process is two isolated and oppositely charged leptons
originating from the same primary vertex. The analysis presented in this paper is based on the
dilepton data samples selected by a combination of inclusive double-lepton triggers.

4.1.1 Muon selection

A combination of the lowest pT threshold unprescaled dimuon triggers without isolation re-
quirement was used to select the events for the dimuon analysis. For data taken in the earlier
part of 2011, the dimuon analysis is based on triggers that selected events containing at least
two muons, each with a transverse momentum of above 6 GeV. For the subsequent running
periods, the triggers selected events containing two muons inclusively, one with pT > 13 GeV
and the other with pT > 8 GeV. The HLT matches each of the candidate muon tracks to a silicon
tracker track to form an HLT muon.

Within a CSC or DT muon chamber, the hits in the multiple detection layers are fit to a straight
line representing a segment of the muon track. In the offline analysis, tracks reconstructed from
the hits in the silicon tracker are matched to the tracks reconstructed from the muon segments
alone, and then the individual hits in the tracker and the muon detectors are refit to an overall
track. In addition, to increase the acceptance for low momentum muons that may not penetrate
deeply into the muon system, the tracks from the silicon tracker system are extrapolated into
the muon system and the tracks that match at least one muon chamber track segment are taken
to be the muon candidates. In both cases, multiple scattering and the energy loss are taken into
account as the muons traverse through the CMS detector.

To select the best dimuon candidate in each event, quality control criteria are applied to the
tracks. All of the muons are required to pass the standard CMS muon identification and the
quality control criteria, which are based on the number of hits found in the tracker, the response
of the muon chambers, and a set of matching criteria between the muon track parameters deter-
mined by the inner tracker section of the detector and as measured in the muon chambers [22].
Both muons are required to match the HLT trigger objects. Cosmic ray muons, which traverse
the CMS detector close to the interaction point, can appear as back-to-back dimuons; these
are removed by requiring that both muons should have an impact parameter in the transverse
plane of less than 2 mm with respect to the center of the interaction region. Further, the opening
angle between the two muons are required to differ from π by more than 5 mrad. In order to
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reduce the fraction of the muon pairs from various light and heavy-meson decays, a common
vertex for the two muons is required using a fit. The event is rejected if the dimuon vertex
probability is smaller than 2%. More details on muon reconstruction and identification can be
found in Ref. [22].

To suppress the background contributions from muons originating from heavy flavor quark
decays and non-prompt muons from hadron decays, both muons are required to be isolated
from other tracks within a cone of size ∆R = 0.3, with ∆R =

√
(∆η)2 + (∆φ)2. The relative

combined isolation of the muon, based on the CMS particle-flow algorithm [23], is defined as
Icomb
rel = ∑∆R<0.3(ET + pT)/pT(µ), where the sum is over the transverse energy ET (as measured

in the electromagnetic and hadron calorimeters) and the transverse momentum pT (as mea-
sured in the tracker subsystem) of all the reconstructed neutral and charged hadrons within
this cone, excluding the muon track itself. The muons are required to satisfy Icomb

rel < 0.2.

No attempt has been made in this analysis to use the radiated photons detected in the ECAL to
correct the muon energies for possible final state radiation (FSR). See section 4.6 for a discussion
of FSR effects. Each muon is required to be within the acceptance of the muon subsystem (|η| <
2.4). The leading muon in the event is required to have a transverse momentum pT > 14 GeV
and the sub-leading muon pT > 9 GeV to avoid the trigger turn-on regime and to operate
on the plateau region of the trigger efficiency. Events are selected for further analysis if they
contain opposite-charge muon pairs meeting the above requirements. If more than one dimuon
candidate passes these selections, the pair with the highest χ2 probability, associated to the
kinematic fit of the dimuon vertex, is retained.

4.1.2 Electron selection

The events in the dielectron channel are selected if triggered by two electrons with minimum ET
requirements of 17 GeV for one of the electrons and 8 GeV for the other. The selection of events
at the trigger level, based on the isolation and the quality of an electron object, makes it possible
for the thresholds to remain unchanged throughout the full period of 2011 data-taking in spite
of rapidly increasing luminosity. The triggers for signal selection for this analysis are chosen to
be the lowest unprescaled double-electron triggers. They provide the lowest ET dielectrons so
that one can probe the dielectron invariant mass as low as possible.

The dielectron candidates are selected online by requiring two clusters in the ECAL, each with
the transverse energy ET exceeding a threshold value. The offline reconstruction of the elec-
trons starts by building superclusters in the ECAL in order to collect the energy radiated by
bremsstrahlung in the tracker material. A specialized tracking algorithm is used to accommo-
date changes of the curvature due to the bremsstrahlung. The superclusters are then matched
to the electron tracks. The electron candidates are required to have a minimum ET of 10 GeV
after the correction for the ECAL energy-scale. In order to avoid the inhomogeneous response
at the interfaces between the ECAL barrel and endcaps, the electrons are further required to be
detected within the pseudorapidity ranges |η| < 1.44 or 1.57 < |η| < 2.5.

The reconstruction of an electron is based on the CMS particle-flow algorithm [23]. The elec-
trons are identified by means of shower shape variables while the electron isolation criterion is
based on a variable that combines tracker and calorimeter information. For isolation, the trans-
verse momenta of the particles within a cone of ∆R < 0.3 are summed, excluding the electron
candidate itself. The ratio of the summed transverse momenta and the transverse momentum
of the electron candidate (IPF/pT) is required to be less than 0.15 for all the electrons, except for
those with ET < 20 GeV in the endcaps, where the requirement is tightened to be less than 0.10.
The isolation criteria were optimized to maximize the rejection of misidentified electrons from
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QCD multijet production and the non-isolated electrons from the semileptonic decays of the
heavy-quarks. The electron candidates are required to be consistent with a particle originating
from the primary vertex in the event. The electrons originating from photon conversions are
suppressed by requiring that there be no missing tracker hits before the first hit on the recon-
structed track matched to the electron, and also by rejecting a candidate if it forms a pair with a
nearby track that is consistent with a conversion. Additional details on electron reconstruction
and identification can be found in Ref. [24].

Both electrons are selected with the impact parameter requirements |dxy| < 0.02 cm and |dz| <
0.1 cm with respect to the primary vertex. The leading electron candidate in an event is required
to have a transverse momentum of pT > 20 GeV, while the trailing electron candidate must
have pT > 10 GeV. Both electrons are required to match HLT trigger objects and no charge
requirement is imposed on the electron pairs.

4.2 Background Estimation

There are several physical and instrumental backgrounds which contribute to the dilepton pro-
duction. The main backgrounds in the region of high invariant masses (beyond the Z-peak) are
due to tt̄ and diboson production followed by leptonic decays, while the Drell-Yan production
of τ+τ− pairs is the dominant source of background in the region just below the Z-peak. At low
values of dimuon invariant mass, most of the background events are due to QCD events with
multiple jets. The situation is slightly different for electrons in the final state. At low values of
dielectron invariant masses the dominant background events are from τ+τ− and tt̄ processes,
whereas the contribution from QCD is small due to the stricter selection for electrons compared
to muons at the trigger level.

A combination of techniques is used to determine the contributions from various background
processes. Wherever feasible, the background rates are estimated from data, avoiding large
uncertainties related to the simulation of these sources. The remaining contributions taken
from the Monte Carlo (MC) simulation are small (< 1%). The background estimation has been
performed by following the same methods for both dσ/dM and the d2σ/dMdY measurements.

4.2.1 Dimuon Background Estimation

In the dimuon channel, the QCD background is evaluated using a data-driven technique.
This method makes use of the muon isolation and the sign of the charge as two indepen-
dent discriminant variables to identify a signal region and three background regions in the
two-dimensional space defined by the muon charge sign and the isolation. The background
estimation is then based on the ratio between the number of signal and background events in
the above regions [25].

The tt̄ background, which is the dominant process at high-mass values, is estimated from data
using a sample of events with eµ pairs. The estimated number of µ+µ− can be expressed as a
function of observed e±µ∓ events based on MC acceptance and efficiencies. The electron and
muon candidates in the eµ sample are required to satisfy the DY → e+e− and DY → µ+µ−

selection criteria respectively. The electron candidates are required to have ET > 20 GeV,
the muon candidates pT > 15 GeV and both candidates are required to be within a range of
|η| < 2.4. They are further required to pass the offline selection cuts. Whereas the eµ data sam-
ple is relatively clean, there are small backgrounds from inclusive W+jets process. The number
of expected µ+µ− events is calculated bin by bin as a function of invariant mass. Deviations
from the MC simulation are used for assessing the systematic uncertainties. All other back-
grounds are estimated using MC simulation although a data-driven estimation of all non-QCD



8 4 Cross Section Measurements

backgrounds has been performed with the eµ method as a cross check.

The expected shapes and relative dimuon yields from data and MC events in bins of invariant
mass can be seen in Fig. 1. The expected shapes and relative dimuon yields from data and MC
events in bins of dimuon rapidity, per invariant mass slice, can be seen in Fig. 2. As shown
in the figure the QCD multijet process is the dominant background in the low-mass region,
contributing up to about 10% in the dimuon rapidity distribution. In the high-mass regions, tt̄
and single top production processes are dominant and collectively contribute up to about 20%.

4.2.2 Dielectron Background Estimation

In the dielectron channel, the background processes do contain true leptons in most cases. The
primary contributions are due to tt̄ and ττ events. The background can be divided into two
categories: (1) both electrons are genuine, and (2) one or both electrons are due to misidentifi-
cation.

The true electron background is estimated using the data-driven eµ method described above.
The dominant electroweak background from low invariant mass up to the Z-peak is DY →
τ+τ−. Beyond the Z-peak the background contributions from tt̄ and WW productions become
significant, with relatively smaller contributions from the tW process. All of these processes
produce e±µ∓ final state at twice the rate of the e+e− or µ+µ−. Consequently the backgrounds
from these modes can be measured from a relatively clean sample of e±µ∓, after account-
ing for the differences in the acceptance, the efficiency and the rate. The contributions from
DY → ττ, tt̄, tW and the dibosons to the e+e− spectrum are estimated from eµ data after hav-
ing checked that the simulation does describe well the sample of eµ events, both in terms of the
number of events as well as the shape of the invariant mass spectrum.

In addition to the real e+e− events from the electroweak processes there are events in which jets
are falsely identified as electrons. These are either multijet events where two jets pass the elec-
tron selection criteria or W+jets events where the W decays to an electron and a neutrino pair,
and the jet is misidentified as an electron. The probability for a jet to pass the requirements of
the electromagnetic trigger and to be falsely reconstructed as one electron is determined from
a sample of events collected with the trigger requirement for a single electromagnetic cluster
to be present in the event. To ensure that this sample is dominated by jets, the events are
required to have a missing transverse energy ET < 10 GeV, and events with more than one
particle identified as an electron are rejected. The jet misidentification probability is measured
as a function of jet ET and pseudorapidity |η|. The number of e+e− background events is then
determined from a different sample, the sample of events collected with the double electron
trigger in which at least one electron candidate fails the full electron selection of the analy-
sis. The events from this sample are assigned weights based on the expected misidentification
probability for the failing electron candidates, and the sum of the weights yields the prediction
for the background from this source. Since the events in this double electron trigger sample
with at least one electron failing the full selection contain a small fraction of real Drell-Yan
events, the contribution of the latter is subtracted using simulation.

The expected shapes and the relative yields of dielectron events from data and MC in bins
of invariant mass is shown in Fig. 1, same format as the dimuon channel. The true electron
background is the largest in high-mass regions due to tt̄ events, where it reaches up to 15-20%
of the observed yields. The true electron background level is also significant at ∼50 GeV, up to
10%, driven by DY → τ+τ− contribution. On other mass ranges the true electron background
is on average several percent and particularly it is very small (less than 0.5%) under the Z-peak
region. The background associated with falsely identified electrons is relatively small in the
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full mass range.

)  [GeV]µµM(

en
tr

ie
s 

pe
r 

bi
n

1

10

210

310

410

510

610

710

810

  data
      

µµ →*/Z γ  
ττ →*/Z γ  

  EWK
Wt+tW+t  t

  QCD

CMS Preliminary = 7 TeVs at -14.5 fb

)  [GeV]µµM(

da
ta

/M
C

0.5
1

1.5

15 30 60 120 240 600 1500

M(ee)  [GeV]

en
tr

ie
s 

pe
r 

bi
n

1

10

210

310

410

510

610

710

810

  data
      

 ee→*/Z γ  
ττ →*/Z γ  

  EWK
  QCD

Wt+tW+t  t

CMS Preliminary = 7 TeVs at -14.8 fb

M(ee)  [GeV]

da
ta

/M
C

0.5
1

1.5

15 30 60 120 240 600 1500

Figure 1: The observed dimuon (left) and dielectron (right) invariant mass spectra for data and
MC events and the corresponding ratio of observed to expected yields. QCD and tt̄ background
yields in the muon channel and QCD in the electron channel are predicted by data-driven
methods. The NNLO reweighted POWHEG MC signal sample is used. No other corrections are
applied.

4.3 Energy and Momentum Resolution and Scale Corrections

The measurements of energy and momentum of each lepton directly affect the reconstructed
dilepton invariant mass and are, therefore, important in obtaining a correct differential cross
section.

The momentum resolution of muons below 200 GeV comes primarily from the measurements
in the silicon tracker. A residual misalignment remains in the tracker that is not reproduced
fully by the simulation. This misalignment leads to a bias in the reconstructed muon momenta
that is removed using a momentum-scale correction.

The corrections to muon momenta are extracted separately for positive and negative muons us-
ing the average of the 1/pT spectra of muons and dimuon mass from Z decays in bins of muon
charge, the polar angle θ, and the azimuthal angle φ. The same procedure is followed for both
data and MC samples. The correction to 1/pT has two components; An additive component
which removes the bias that originates from tracker misalignment; and a multiplicative com-
ponent that corrects for residual mismodeling of the magnetic field. For a 40 GeV muon, the
additive correction varies from 0.4 % at small η to 9 % at large η. The multiplicative correction
is typically much smaller (about 0.02 %).

The average Z mass is found to be independent of φ. The mass of the Z-peak in the corrected
distribution is different from the expected mass by only 0.10 ± 0.01% for the data and 0.00
± 0.01% for MC. The small remaining shift in data is corrected by an additional overall scale
correction. The detailed method of correction for the muon momentum is described in [26].

The energy and momentum for electrons measured with the CMS detector are derived by the
measurements of the energy deposits left by the electrons in the CMS calorimeter. The energy
of the deposits in the electromagnetic calorimeter is subject to a set of corrections in the stan-
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Figure 2: The observed dimuon rapidity spectra per invariant mass slice for data and Monte
Carlo events. The NNLO reweighted POWHEG MC signal sample is used. The normalization
factors are determined using the number of events in data in the Z-peak region, and they are
applied to all of the mass slices.
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dard CMS electron reconstruction procedure. Further, fine electron energy-scale corrections
are obtained from the analysis of the Z → e+e− peak done according to the procedure de-
scribed in [25]. These energy-scale corrections, which go beyond the standard CMS electron
reconstruction, range from 0% to 2% depending on the pseudorapidity of the electron.

4.3.1 Unfolding

The effects of the detector resolution that result in the migration of events among analysis bins
is corrected through an unfolding procedure [27]. This procedure uses the yield distribution
determined from simulation by mapping it onto the measured one to obtain the true distribu-
tion. The unfolding procedure used for the differential and double-differential cross section
calculations is described below.

The effect of unfolding on the differential cross section is largest in the Z-peak region (up to
30%). For the double-differential cross section measurement, the effect of unfolding is less
pronounced since the invariant mass bin size is significantly wider.

The unfolding of the detector resolution effects is calculated prior to corrections for FSR. The
response matrix Tik, for the unfolding, which gives the fraction of events from bin i of the true
distribution that ends up reconstructed in bin k, is calculated from the MC simulation:

Nobs
i = ∑

k
TikNtrue

k . (3)

In the case of the measurement of dσ/dM, the matrix is nearly diagonal with a few significant
off-diagonal elements located adjacent to the main diagonal. Both the dimuon and dielectron
response matrices are invertible without regularization.

For the double-differential cross section measurement, a dedicated procedure has been devel-
oped in order to take into account the effect of migration in bins of dilepton rapidity. Within
the framework of the unfolding method for the double-differential cross section measurement,
a two-dimensional yield distribution (matrix) in bins of dilepton invariant mass and rapidity
is transformed from a two-dimensional into a one-dimensional distribution by mapping onto
a one-dimensional vector. Once the one-dimensional distribution is obtained, the unfolding
procedure follows closely the standard technique for the differential dσ/dM measurement de-
scribed in [28, 29].

The unfolding response matrix Tik is calculated from the Monte Carlo simulation correspond-
ing to the one-dimensional yield vector in Eq. 3. The structure of the response matrix is quite
different from the corresponding matrix derived using the yields binned in invariant mass
only. The matrix consists primarily of three diagonal-dominated blocks. There are two types
of off-diagonal elements in this response matrix. The elements adjacent to the diagonals origi-
nate from migration between rapidity bins within the same mass slice. Two additional sets of
diagonal dominated blocks originate as a result of migration between adjacent mass slices.

The response matrix is inverted and used to unfold the one-dimensional spectrum:

Nu
k = Ntrue

k = ∑
i
(T−1)kiNobs

i . (4)

Finally, the unfolded distribution is inflated back into the two dimensional invariant mass-
rapidity distribution by performing index transformation.
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A set of tests was performed to validate this unfolding procedure. A closure test confirmed
the validity of the procedure, which was done with the true information available in MC. The
stability and the robustness of the method, with respect to statistical fluctuations in the matrix
elements, was checked with an ensemble of pseudo-experiments.

4.4 Efficiency

The event efficiency ε is defined as the probability for an event within the acceptance to pass
the reconstruction procedure and selection requirements. The event efficiency is obtained from
MC simulation and is corrected by an efficiency scale factor ρdata/MC which takes into account
differences between data and simulation. The determination of the event efficiency is based
on the signal MC samples described in section 3. It is calculated as the ratio of the number of
events that pass full reconstruction and selection to the number of events that are found within
the acceptance at generator level.

The event efficiency is also significantly affected by the amount of pileup in the event. The aver-
age amount of pileup in data depends on the data-taking conditions and continued to increase
throughout the data taking in 2011. To correct for this effect, pileup reweighting is performed.
The pileup affects primarily the electron isolation efficiency (up to 5%) whereas the effect on
the muon isolation efficiency is less than 1%. The same procedures outlined below were used
to extract the data-driven efficiency corrections for both the dσ/dM and the d2σ/dMdY mea-
surements.

4.4.1 Dimuon Efficiency

The scale factor ρdata/MC is determined using Z → µ+µ− events from both data and MC where
one muon, the tag, satisfied the tight selection requirements, and each selection criterion is
applied on the other muon as a probe (tag-and-probe method [25]). To evaluate this scale
factor an event sample with a single muon trigger is used where the trigger muon is the tag.

In the dimuon channel the total event selection efficiency is factorized in the following way:

ε = ε(µ1, sel) · ε(µ2, sel) · ε(dimuon, sel) · ε(event, trig | sel) (5)

• ε(µ, sel) is the single muon efficiency.

• ε(dimuon, sel) is the efficiency that the two muon tracks of the selected dimuon
event must be consistent with coming from a common vertex and satisfy the angular
cut between the two muons.

• ε(event, trig | sel) is the efficiency of triggering an event (Level-1 and HLT). It in-
cludes the efficiency that an identified muon is matched to a trigger object.

The single muon efficiency is factorized into the following three conditional terms:

ε(µ, sel) = ε(track | acc) · ε(reco + id | track) · ε(iso | reco + id) (6)

• ε(track | acc) is the offline track reconstruction efficiency, i.e. the efficiency that a
muon track is accepted (identified) in the tracker.

• ε(reco + id | track) is the muon reconstruction and identification efficiency, i.e. the
efficiency that the reconstructed muon passes all the offline quality cuts.

• ε(iso | reco + id) is the muon isolation efficiency.
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The double muon trigger has asymmetric pT selections for each leg and, therefore, the efficiency
for a muon to trigger the high pT leg (leg 1) is different than the efficiency for a muon to trigger
the low pT leg (leg 2). We define one leg efficiencies where ε(µ, trig1 | sel) is the efficiency of an
offline selected muon to be matched to one leg of the double muon trigger, and ε(µ, trig2 | sel) is
the efficiency of an offline selected muon to be matched to the other leg of the double muon trig-
ger. For a double muon trigger with asymmetric thresholds, ε(µ, trig1 | sel) 6= ε(µ, trig2 | sel).
The efficiency factor ε(µ, trig1 | sel) corresponds to a muon matched to the leg of the double
muon trigger that has the higher pT threshold. The double muon trigger efficiency can then be
factorized with single muon trigger efficiencies in the following way which takes into account
the different efficiencies for two legs:

ε(event, trig | sel) = ε(µ1, trig1 | sel) · ε(µ2, trig2 | sel) + ε(µ1, trig2 | sel) · ε(µ2, trig1 | sel)
− ε(µ1, trig1 | sel) · ε(µ2, trig1 | sel).

(7)

The above efficiencies for muon reconstruction, identification, isolation and trigger efficiencies
are obtained from identical analyses of Z → µ+µ− data and MC samples where one muon
satisfied the tight selection requirements and the required selection was probed on the other
muon. For these measurements the combinatorial background of tag-probe pairs not coming
from the Z were subtracted using a simultaneous maximum likelihood fit to the invariant mass
spectra for passing and failing probes with identical signal shape and background shapes.

Finally, the efficiency scale factor ρdata/MC was determined and event efficiencies as a function
of mass, rapidity and pT were calculated. The scale factor is 1.02− 1.03 rising to 1.10 at high
rapidity.

4.4.2 Dielectron Efficiency

The factorization of the event efficiency for the electron channel and for the dielectron channel
analysis is similar to that of the dimuon analysis. The total event selection efficiency is given
by:

ε = ε(e1, sel) · ε(e2, sel) · ε(event, trig | sel) (8)

where the two ε(e, sel) terms are the single electron efficiencies for the two electrons in the
candidate and ε(event, trig | sel) is the efficiency of triggering on the event. There is no term
ε(dielectron, sel) analogous to the one in Eq. 5 because there is no requirement in the selection
for dielectron candidates that depends on parameters of both electrons at the same time except
for the requirement to originate from the common vertex. This factor, however, is absorbed
into the single electron efficiency by requiring for each of the electrons a small enough impact
parameter with respect to the primary vertex of the event.

The single electron efficiency is factorized as

ε(e, sel) = ε(reco | SC) · ε(id + iso | reco) (9)

• the efficiency to detect a supercluster (SC) is known to be very close to 100%.

• ε(reco | SC) is the offline electron reconstruction efficiency, i.e. the probability that,
given a SC, an electron can be reconstructed and found to be a ‘good’ electron with
the offline selection.
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• ε(id + iso | reco) – the efficiency to pass the selection criteria specific to this mea-
surement, including identification, isolation, and conversion rejection, given that
the electron candidate has already passed the previous stage of the offline selection.

The efficiency for an event to pass the trigger is computed in the following way:

ε(event, trig | sel) = ε(e1, (trig1.OR.trig2) | sel) · ε(e2, (trig1.OR.trig2) | sel) (10)

where ε(ei, (trig1.OR.trig2) | sel) is the efficiency for each electron to match either one of the
two trigger legs. This factorization is more simple than that of muons given by Eq. 7 because
for the dielectron trigger it has been measured that ε(e, trig1 | sel) ≈ ε(e, trig2 | sel), in which
case Eq. 7 simplifies to Eq. 10.

For the electron channel, the efficiencies for electron reconstruction, selection, and the trig-
ger efficiencies are obtained from Z → e+e− data samples following the same tag-and-probe
method discussed above for the muons.

4.5 Acceptance

The geometrical and kinematic acceptance A is defined as the fraction of events within the
detector fiducial volume. The detector fiducial volume is defined by the nominal pT and η
requirements for an analysis using the simulated leptons after the FSR simulation. It is deter-
mined from simulation using the NNLO reweighted POWHEG MC.

The correction to pre-FSR quantities (generator level Z/γ∗ mass) is important since the theo-
retical calculations may not include FSR. The conversion depends on the exact FSR model in
MC and this is addressed in the next sections.

The signal event selection efficiency ε per mass bin is the fraction of events inside the accep-
tance that pass the full selection. Note that this definition uses the same generator level post-
FSR quantities in both the numerator and denominator (as in the acceptance definition). The
following equation holds:

A · ε ≡ NA

NGEN ·
Nε

NA =
Nε

NGEN (11)

where NGEN is the full number of generated signal events in a given invariant mass bin, NA

are the events inside the geometrical and kinematic acceptance and Nε is the number of events
passing the analysis selection. The efficiency is estimated using the NNLO reweighted POWHEG
MC and data-driven corrections are applied as described in section 4.4.

The acceptance calculation depends on higher order QCD corrections and the choice of PDFs.
The use of an NNLO signal MC is essential, especially in the low-mass region where the NLO
to NNLO corrections are sizable.

The acceptance calculation for the d2σ/dMdY double-differential cross section measurement is
highly model dependent. Therefore, the double-differential cross section is measured within
the detector acceptance, and only the efficiency correction is applied.

Fig. 3 shows the acceptance, the event efficiency and A× ε as functions of the dilepton invariant
mass.
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Figure 3: The Drell-Yan acceptance, efficiency and their product per invariant mass bin in the
dimuon channel (left) and the dielectron channel (right).

4.6 Final State QED Radiation Effects

Leptons can radiate predominantly collinear photons in a process referred to as FSR. This FSR
effect changes the observed invariant mass, which is computed from the 4-momenta of the
two leptons. When FSR photons with sizable energy are emitted, the observed mass can be
substantially lower than the propagator in the hard interaction. The effect is most pronounced
just below the Z-peak, where the ‘radiative’ events in the Z-peak are shifted lower in mass and
become a significant contribution to that mass region.

The correction for FSR effects is performed separately from the correction for detector resolu-
tion effects. The FSR correction procedure is performed in three steps:

1. A bin-by-bin correction for the events in which pre-FSR leptons fail the acceptance cuts
while post-FSR leptons pass. At the analysis level we deal only with post-FSR events and
this correction, based on MC results, scales back the sample to contain only events that
pass acceptance cuts in both pre- and post-FSR. The correction is applied before the next
step, FSR unfolding, and is somewhat similar in meaning to a background correction.

2. An unfolding procedure is used for the events in which both pre-FSR and post-FSR lep-
tons pass the acceptance cuts, for which we can construct a response matrix similar to
Eq. 4. The resulting invariant mass and rapidity at the pre-FSR or post-FSR level may or
may not be in the range of interest, and if not, the event is properly taken care of by the
underflow and overflow bins.

3. A bin-by-bin correction is used for the events in which pre-FSR leptons pass the accep-
tance cuts, but post-FSR leptons fail those cuts. These events do not enter the response
matrix, but they need to be taken into account. This correction is applied after the FSR
unfolding, and is similar to an efficiency correction.

The correction for the events from step 1 is quite small, reaching its maximum of 1% right below
the Z-peak.

The unfolding procedure for the events from step 2 follows the unfolding procedure for the
resolution. The response matrix is derived from the NNLO reweighted POWHEG MC sample,
using pre-FSR and post-FSR yields.
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Finally, the bin-by-bin correction for the events from step 3 is significant at low-mass reaching
a maximum of 20% in the lowest mass bin and decreasing to negligible levels in the Z-peak
region.

The same method is applied to the double differential measurement. The structure of the re-
sponse matrix is quite different from the corresponding matrix derived using the yields binned
in invariant mass only. The matrix consists of a set of diagonal-dominated blocks which origi-
nate from migration between mass slices in the pre- and post-FSR distributions.

4.7 Systematic Uncertainties

Systematic uncertainties have been evaluated for each analysis step in the differential and the
double-differential cross section calculations. The methods to evaluate the uncertainties are
described in [28].

4.7.1 Dimuon Systematic Uncertainties

In the muon channel, the dominant systematic uncertainty comes from the efficiency correc-
tion containing two factors: the event efficiency ε measured from signal MC, and the efficiency
scale factor ρdata/MC that reflects systematic deviations between data and simulation. The un-
certainty on ε, related to the size of the signal MC sample, is negligibly small, while the uncer-
tainty on ρdata/MC is significant (up to 2%). As discussed in Section 4.4, single muon efficiencies
of several types are measured with the tag-and-probe procedure and are combined into event
level efficiency scale factors. The tag-and-probe procedure yields the efficiency of each kind
with a certain statistical error. A variety of possible systematic biases in the tag-and-probe
procedure have been investigated, such as dependence on binning in single muon pT and η,
dependence on the assumed shape of signal and background in the fit model, and others. Ap-
propriate systematic errors on the single electron efficiency scale factors have been assigned.
The effect of the combined statistical and systematic uncertainties of the event level scale factors
ρdata/MC on the final result constitutes the final systematic error from this source. This error is
evaluated by recomputing the final result multiple times using an ensemble of the single muon
efficiency maps where the entries are randomized within ±1 · σ of the combined statistical and
systematic errors on the map bins.

The methods to evaluate the background systematic uncertainty are different for MC-based and
data-driven approaches. The data-driven method is used to estimate the QCD, tt̄, and single
top quark backgrounds whereas all the other backgrounds are evaluated from simulation. With
the data-driven technique, we assign the systematic uncertainty based on two sources: the Pois-
sonian statistical uncertainty of predicted backgrounds (which is treated as systematic), and the
deviation of the data-driven prediction from the arithmetic mean of the data-driven prediction
and corresponding MC expectation. The resulting uncertainty is a combination of these two
sources in quadrature. In the case of a MC-based estimation, the systematic uncertainty in the
background estimation consists of two components: Poissonian statistical uncertainty from the
MC sample (which is treated as systematic), and systematic uncertainty due to the knowledge
of the theoretical cross section. These two components are combined in quadrature.

In the muon momentum-scale correction, the efficiency estimation, the background subtrac-
tion, the detector resolution effect, the modeling of the Z boson pT spectrum, and the mod-
eling of the FSR of the photon are considered as sources of systematic uncertainty. To assign
the systematic error of the muon momentum-scale correction in the measurement, the muon
momentum-scale correction is shifted by one sigma of the total error of the muon momentum-
scale correction and the deviation of the differential cross section from the central value is as-
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signed as the systematic error. This uncertainty is used to estimate the systematic uncertainty
of the detector resolution by the unfolding method.

The systematic uncertainty due to the model dependent FSR simulation in the dimuon channel
is estimated using two reweighting techniques on the signal MC events. One is the electroweak
radiative correction [30]. This correction is applied to the electromagnetic coupling constant
and the difference in total event counts between reweighted and original events is assigned as
a systematic uncertainty. The second uses photons reconstructed near a muon. In this case, the
additional scale factors are determined by comparing data and MC using three distributions:
the number of photons, photon energy, and ∆R(µ, γ). These factors are consequently applied
to the signal MC events. The effect from the photons is non-negligible in the low-mass region
(M < 45 GeV) where a large contribution from fake photons creates an additional systematic
uncertainty.

We assign a systematic uncertainty in the unfolding of detector resolution effects from two
sources; (1) 1.5% error from the momentum-scale correction, which is determined as a differ-
ence between the central value of the unfolded distribution and the shifted value of the un-
folded distribution; and (2) 0.5% error in the momentum-scale correction estimation method.
We assign a systematic error due to unfolding, which also consists of two sources; (1) 1% error
due to the systematic difference in data and MC distributions (which must be taken into ac-
count, as the response matrix is determined fully from MC), and (2) up to 1% uncertainty in the
unfolding method. To estimate the uncertainty due to the systematic difference in data and MC
distributions, a bias in unfolding is simulated by using the migration matrix from MC in bins
of the true mass and measured mass, generating ensembles of pseudo-experiments of true and
measured data while holding the response matrix fixed. Each ensemble is obtained by smear-
ing the initial observed yield vector with a random Gaussian distribution (taking the width of
the Gaussian equal to 1% of the yield value in a given bin and this provides sufficient variation
within the detector resolution). These ensembles of pseudo-experiments are unfolded and the
pull of each ensemble is taken. The mean of the pulls over the set of ensembles is calculated,
and the corresponding systematic uncertainty is assigned as:

δNobs|syst

Nu
= µpulls ·

δNobs|stat

Nu
(12)

The systematic effect of the unfolding is small (less than 1%) except in the highest-populated
bins.

The acceptance-efficiency uncertainty is considered because it dominates at low mass. It con-
tains an error related to the statistics of the MC sample that limits our knowledge of the A× ε
which we treat as systematic. The corresponding error is a Clopper-Pearson interval for the
ratios of Poisson means. The acceptance calculation is highly model dependent. There is an
uncertainty due to imperfect knowledge of the PDFs, describing the soft part of the collision,
and the modeling of the hard interaction process (namely, the effects of higher order QCD cor-
rections). These contributions are largest at low-mass regions (10%) and decrease to less than
1% for masses above the Z-peak. The effects of higher order EWK corrections in comparison
to the FSR corrections are small. They increase for invariant masses in the TeV region, but are
insignificant compared to our experimental precision for the whole mass range under study.

The PDF uncertainties for the differential and double-differential cross section measurements
are calculated using the LHAGLUE interface to the PDFs library LHAPDF [31, 32], by applying
a reweighting technique with asymmetric errors as described in [33]. The PDF uncertainty
in the acceptance, i.e. the modeling uncertainty, is not considered as a part of the resulting
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uncertainty in the measurement, but is rather used to facilitate comparison with theoretical
models.

4.7.2 Dielectron Systematic Uncertainties

In the electron channel, the leading systematic uncertainty is associated with the energy scale
corrections of individual electrons. The corrections affect both the placement of a given candi-
date in a particular invariant mass bin and the likelihood of surviving the kinematic selection.
The energy scale correction itself is calibrated to 1-2% precision. Several sources of system-
atic uncertainties due to the energy scale correction are considered: (1) the corrective factors
are determined with certain precision; (2) the residual differences in simulated and measured
distributions; (3) the choice of line shape modeling; and (4) the choice of η binning. The associ-
ated error in the signal yield is calculated by varying the energy scale correction value within
its error amount and remeasuring the yield. Electron energy scale uncertainty takes its largest
values for the bins near the central Z-peak bin because of sizable event migration. This un-
certainty for the electron channel is of the order of 20 times larger than the momentum scale
uncertainty for muons, for which the associated systematic uncertainties in the cross section
are rather small.

Another significant uncertainty for electrons results from the uncertainty in the efficiency scale
factors. The systematic uncertainty in the scale factors as well as the resulting error on the
normalized cross section are found with the same procedure as for the muon channel.

The dielectron background uncertainties are evaluated by comparing the background yields
calculated as described in Section 4.2 with predictions from simulation. These uncertainties
become dominant at the higher invariant masses above the Z-peak. The uncertainty associated
with the unfolding procedure in the electron channel comes primarily from the uncertainty in
unfolding the matrix elements due to imperfect simulation of detector resolution. This simu-
lation uncertainty for electrons is significantly larger than for muons, leading to a larger sys-
tematic uncertainty in the normalized cross section. The uncertainties due to FSR effects are
estimated with a method similar to that for the muon channel discussed above with similar
values. Because of significantly higher systematic uncertainty from other sources for all mass
bins for the electron channel than for the muon channel, the FSR related contribution to the
electron channel systematic uncertainty is neglected. The PDF uncertainties affecting the ac-
ceptance have been computed the same way as described for the muon channel.

The systematic effects due to FSR simulation uncertainty for the electron channel primarily af-
fect the detector resolution unfolding procedure. The impact of these effects is higher for the
electron channel in comparison to that for the muon channel because of the FSR photon recov-
ery in the CMS electron reconstruction procedure as well as because of the overall stronger FSR
effects for the electron channel. Differently from the described procedure for the muon chan-
nel, a more conservative approach is adopted here: the final results of the measurement are
recomputed using the detector resolution unfolding matrix prepared with varying the fraction
of events with significant FSR (>1 GeV) in simulation by ±5%, and taking the spread as the
systematic error. This systematic error is absorbed into the total detector resolution unfolding
systematics. The effect of the FSR simulation on other analysis steps for the electron channel is
negligible in comparison to other systematic effects associated with those steps.

If an uncertainty on the centre-of-mass energy of 100 GeV is assumed this would result in an
additional uncertainty in the differential cross section of 0.5% in the low-mass region, 1.4% in
the Z-peak region and 2% in the high-mass region on the average.
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5 Results and Discussion
This section provides a summary of the results for the dσ/dM cross section measurements
in the dielectron and dimuon channels and the d2σ/dMdY cross section measurement in the
dimuon channel.

5.1 dσ/dM differential cross section measurement

In order to reduce systematic uncertainties, the Drell-Yan dσ/dM differential cross section is
normalized to the cross section in the Z-peak region (60 < M < 120 GeV). The result of the
measurement is calculated as the ratio:

Ri
pre FSR =

Ni
u

Aiεiρi /
Nnorm

u
Anormεnormρnorm (13)

where Ni
u is the number of events after the background subtraction and unfolding procedure

for the detector resolution and FSR correction, the acceptances Ai, the efficiencies εi, and the
corrections estimated from data ρi, in a given invariant mass bin i are defined earlier in the text.
For both lepton channels the cross sections in the Z-peak measured in this analysis are in a very
good agreement with the previous CMS measurement [25]. The results are normalized to the
invariant mass bin widths, ∆Mi, defining shape ri = Ri/∆Mi.

The results of the Drell-Yan cross section measurement are presented in Fig. 4 for both the
muon and the electron channels. The muon and electron cross sections in the Z-peak are in
good agreement with NNLO theory predictions (e.g. the NNLO prediction is 970± 30 pb [25]).

The theoretical predictions include leptonic decays of Z bosons with full spin correlations as
well as the γ∗− Z interference effects. The effects of lepton-pair production in γγ initiated pro-
cesses, where both initial state protons radiate a photon, are calculated with FEWZ 3.1.b2 [35].
They are important for the high-mass region particularly and are included as additional sys-
tematic uncertainties to our theory prediction, which take into account the difference between
NLO and LO on the EWK correction. The effect rises to approximately 10% in the highest
mass bins. The uncertainties in the theoretical predictions due to the imprecise knowledge
of the PDFs are calculated with the LHAGLUE interface to the PDF library LHAPDF, using
a reweighting technique with asymmetric uncertainties. Since this is a shape measurement,
and the normalization of the spectrum is defined by the number of events in the Z-region, the
uncertainty is calculated for the ratio of yields between each mass bin and the Z-peak.

As seen, the result of the measurement is in good agreement with the NNLO theoretical pre-
dictions (CT10) as computed with FEWZ 2.1.1. The error band in Fig. 4 for the theory calcu-
lation includes the statistical error from the FEWZ calculation and 68% CL PDF uncertainty
combined in quadrature (blue band). The effect of the higher order EWK correction computed
with FEWZ 3.1.b2, as described above is included as an additional systematic uncertainty (green
band). Differences between NLO and NNLO values in theory expectations are significant in
the low-mass region, as reported in [28]. Therefore, this measurement is sensitive to NNLO
effects. However, this measurement does not provide sufficient sensitivity to distinguish be-
tween different PDFs. Instead, the double-differential cross section measurement is necessary
to provide sufficient sensitivity for the PDF constraints.

The measurements in the two channels are combined using the procedure defined in Ref. [36],
which provides a full covariance matrix for the uncertainties. Given the cross section mea-
surements in the dimuon and dielectron channels, and their symmetric and positive definite
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Figure 4: The Drell-Yan dimuon and dielectron invariant mass spectra, normalized to the Z-
peak region, r = (1/σZ dσ/dM), as measured and as predicted by FEWZ+CT10 NNLO cal-
culations, for the full phase space. The vertical error bar for the measurement indicates the
experimental (statistical and systematic) uncertainties summed in quadrature with the theory
uncertainty resulting from the model-dependent kinematic distributions inside each bin. The
blue error band for the theory calculation includes the statistical error from the FEWZ calcula-
tion and 68% confidence limit (CL) PDF uncertainty combined in quadrature. The uncertainty
of EWK correction including γγ initiated processes effect is added in the green error band. The
data point abscissas are according to Ref. [34].

covariance matrices, the estimates of the true cross section values are found as unbiased linear
combinations of the input measurements having a minimum variance.

The uncertainties are considered to be uncorrelated between the two analyses. Exceptions are
the modeling uncertainty which is 100% correlated between channels and the uncertainty in the
acceptance which is driven mainly by the PDFs. The acceptance is almost identical between
the two channels and differences in uncertainties between them are negligible. Thus when
combining the measurements we add the uncertainty in the acceptance (in quadrature) to the
total one after the combination is done. The acceptance uncertainty is considered diagonal
so there is no attempt to include correlations on analysis bins from the PDFs since they are
constrained by the measurement.

Fig. 5 shows the Drell-Yan cross section measurement in dimuon and dielectron channels com-
bined normalized to the Z-peak region with the FSR effect taken into account.

5.2 d2σ/dMdY double-differential cross section measurement

The result of the double-differential cross section measurement is presented as the following
ratio

Rij
pre FSR, DET =

Nij
u

εijρij /
Nnorm

u
εnormρnorm . (14)

The quantities Nij
u , εij, ρij are defined in a given bin (i, j), with i corresponding to the binning
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Figure 5: Combined Drell-Yan differential cross section measurement in dimuon and dielectron
channels normalized to the Z-peak region with the FSR effect taken into account. Including the
correlations between the two channels, the normalized χ2 calculated with total uncertainties
on the combined results is 1.1 between data and theory expectation.

in invariant mass, and j corresponding to the binning in absolute rapidity. The Nnorm
u , εnorm,

and ρnorm refer to the Z-peak region within |Y| < 2.4. The normalization factors between
data and theory predictions are in good agreement within the error. The results are normalized
to the dimuon absolute rapidity bin widths, ∆Y j, defining shape rij = Rij/(∆Y j). The full
phase space correction does not help to increase the sensitivity of PDF constraints. Therefore
this measurement is performed within the detector acceptance in order to reduce the model
dependence. We use the NNLO reweighted POWHEG sample in this measurement, which
is discussed in section 3. This sample is used to derive the selection efficiency and produce
response matrices for detector resolution and FSR corrections.

Fig. 6 shows the results for the double-differential cross section. The results are compared to
NLO FEWZ+CT10 PDF and NNLO FEWZ+CT10 PDF theoretical calculations. The results of the
measurement are in better agreement with NNLO CT10 predictions than with NLO CT10.The
CT10 PDF set is a general-purpose NLO PDF set with 52 eigenvectors and uses a variable strong
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coupling αs(MZ) in the range 0.116− 0.120 and 0.112− 0.127. The CT10 (NNLO) is also a gen-
eral purpose PDF set. It includes a part of the data sample for DØ Run-2 W charge asymmetry
[37] that is not included in the CT10 NLO fit. The W charge asymmetry data primarily modifies
the slope of the ratio d(x, Q2)/u(x, Q2) at large x. The CT10 (NNLO) PDF set uses a variable
strong coupling αs(MZ) in the range of 0.116− 0.120 and 0.110− 0.130. We have chosen CT10
(NLO) and CT10 (NNLO) to compare with our measurement in Fig. 6 because we have used
the CT10 (NLO) for the POWHEG MC signal sample. The error bands in the theory expec-
tations include the statistical error and the PDF error from the FEWZ calculations summed in
quadrature (shade). The statistical error (solid color) is relatively smaller than the PDF error
and the latter is the dominant uncertainty in the FEWZ calculations. In general, the PDF error
assignment is different for each PDF set. For instance, CT10 (NLO) and CT10 (NNLO) PDF
errors correspond to a 90% CL, however, to get a consistent comparison with other PDF sets,
the errors were scaled to the 68% CL errors.

In the low-mass region and the Z-peak region, we observe good agreement between data and
theory. The NNLO effects are more significant in the low-mass region. The corrections for
the γγ initiated processes calculated with FEWZ 3.1.b2 are negligible in the double-differential
cross section measurement because the effects are approxmiately constant for the rapidity de-
pendence and they are canceled out by the normalization to the Z-peak cross section.

In order to assess the sensitivity of the double-differential cross section measurement to the PDF
uncertainties, we perform a comparison with the theory expectations calculated with various
PDF sets. Fig. 7 shows the comparison with currently available NNLO PDFs, most of which are
from the pre-LHC era: CT10, CT10W, NNPDF2.1, HERAPDF, MSTW2008, JR09 and ABKM.

The PDFs of the pre-LHC era were significantly constrained by deep inelastic scattering (DIS),
inclusive jet, ν-nucleon, Drell-Yan and W charge asymmetry data from H1-ZEUS [38], SLAC [39],
FNAL E665, E772, E866 [40, 41] and later CDF and DØ [37] experiments. The DIS experimen-
tal data provided important constraints on the quark and antiquark distributions, as well as
the gluon distributions at medium and small x. Drell-Yan data from the fixed target experi-
ments helped improve the understanding of the antiquark contributions. On the other hand,
the collider vector boson production data helps in constraining the u/d ratio at high x and the
valence quark distributions. The collider inclusive jet data covered a wide range in x and Q2

and was particularly important in constraining the high x gluon distribution. The experiments
mentioned above covered a broad range of dilepton invariant mass and Bjorken x: M ≤ 20
GeV and x > 0.01.

As seen in Fig. 7, the predictions of various existing PDF sets are rather different, especially in
the low-mass region, high-mass and high-rapidity regions. Given the uncertainties, the mea-
surement presented provides sufficient sensitivity to different PDFs and can be used for a new
generation of PDFs. The error bands in the theory expectations in the figure indicate the statis-
tical error from the FEWZ calculation.

At low-mass (20 − 45 GeV), we observe that the values of the double-differential cross sec-
tion calculated with NNPDF2.1 are higher than other PDFs. The NNPDF2.1 calculation shows
good agreement with the measurement result in the 20− 30 GeV region, but it deviates from
the measurement in the 30− 45 GeV region by about 10%. In the peak region, all predictions
are relatively close to each other and agree well with the measurements. At high-mass the
JR09 PDF calculation predicts significantly larger values compared to other PDF sets. The sta-
tistical errors of the measurements are of the order of the theoretical predictions spread for
M > 200 GeV.
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Figure 6: The Drell-Yan rapidity spectrum, plotted for different mass regions within the detec-
tor acceptance, normalized to the Z-peak region, r = (1/σlld2σ/d|Y|), as measured and as pre-
dicted by NLO FEWZ+CT10 PDF and NNLO FEWZ+CT10 PDF calculations. The error bands in
the theory predictions combine the statistical calculation error and the PDF error (shade). The
solid color indicates statistical calculation error only.
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Figure 7: Comparison with theory expectations using various PDF sets. The error bands in the
theory predictions indicate the statistical calculation error only. Bottom plot shows the ratio of
data to theory expectation. The error bar is the quadrature sum of experimental uncertainty in
the data and statistical calculation error on theory expectation.
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These double-differential Drell-Yan measurements will impose constraints on the quark and
anti-quark PDFs in a wide range of x, and in particular, will allow the replacement of old fixed
target DY data with modern collider data in global PDF analysis.

6 Summary
This paper presents measurements of the Drell-Yan differential cross section dσ/dM in the
dimuon and dielectron channels for the mass range 15 < M < 1500 GeV and the double-
differential cross section d2σ/dMdY in the dimuon channel for the mass range 20 < M <
1500 GeV.

The differential cross section measurements are normalized to the Z-peak region (60 – 120 GeV),
which cancels out the uncertainty in the integrated luminosity and reduces the PDF uncertainty
in acceptance, the pileup effect in the reconstruction efficiency and the uncertainty in the effi-
ciency estimation. The measurements are corrected for the effects of resolution which cause
event migration between bins in mass and rapidity. The observed dilepton mass is also cor-
rected for FSR due to the leptons radiating photons and changing the dilepton invariant mass.
This effect is most pronounced below the Z-peak. The dσ/dM differential cross-section results
are given separately for both lepton flavours in the fiducial region and are extrapolated to the
full phase space. The consistency of the electron and muon results enables these to be com-
bined for a precise comparison with the NNLO QCD predictions with FEWZ [6] using CT10
PDF. There is excellent agreement with the NNLO theoretical predictions.

The d2σ/dMdY measurement is compared to the NLO prediction calculated with FEWZ using
CT10 PDF and the NNLO theoretical predictions as computed with FEWZ using the CT10,
NNPDF2.1, MSTW2008, HERAPDF, JR09, ABKM and CT10W PDFs [13]. These precise results
will provide valuable input to update the PDF sets and extend our knowledge of perturbative
QCD and the partonic contents of the proton.
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