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The discovery of a dilute magnetic semiconductor (DMS) in which ferro-
magnetism is carrier-mediated and persists above room temperature is a
critical step towards the development of semiconductor-based spintronics.
Among the many types of DMS materials which have been investigated, the
current research interest can be narrowed down to two main classes of mate-
rials: (1) narrow-gap III-V semiconductors, mostly GaAs and InAs, doped
with Mn; (2) wide-gap oxides and nitrides doped with 3d transition metals,
mostly Mn- and Co-doped ZnO and Mn-doped GaN. With a number of in-
teresting functionalities deriving from the carrier-mediated ferromagnetism
and demonstrated in various proof-of-concept devices, Mn-doped GaAs has
become, among DMS materials, one of the best candidates for technological
application. However, despite major developments over the last 15 years,
the maximum Curie temperature (185 K) remains well below room tem-
perature. On the other hand, wide-gap DMS materials appear to exhibit
ferromagnetic behavior at and above room temperature, but there is no
consensus regarding the origin (intrinsic or not) of such ferromagnetism.
The major challenges facing the DMS field can thus be summarized as: (i)
in narrow-gap DMS, to increase the Curie temperature above the current
record values; (ii) in wide-gap DMS, to understand the origin of the of-
ten observed high-temperature ferromagnetism and identify the conditions
under which it can be reproduced.

In Mn-doped GaAs, the narrow-gap DMS with the highest Curie tem-
perature reported so far (TC = 185 K), a further increase in TC depends
on a better understanding and control over the balance between substitu-
tional and interstitial Mn impurities. Here, we studied the lattice location
of Mn in GaAs, and to what extent thermal annealing can be used as a
means to remove the detrimental interstitial fraction. We determined that
the interstitial Mn fraction occupies tetrahedral interstitial sites with As
nearest neighbors, where it is stable up to 400◦C, with an activation en-
ergy for diffusion of 1.7–2.3 eV. Substitutional Mn (in Ga sites) becomes
mobile at higher temperatures (∼700◦C) with an activation energy of ∼3
eV. Being difficult to reconcile with the general belief that interstitial Mn
is the donor defect that out-diffuses at ∼200◦C, these findings motivate a
careful reassessment of the structural effects of low temperature annealing.
First, placing the diffusion of interstitial Mn well above 200◦C reopens the
problem of identifying the donor defect that diffuses at low temperatures.
Second, and more importantly, it suggests new strategies and prospects
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for achieving pure substitutional doping and higher Curie temperatures in
Mn-doped GaAs.

In transition-metal doped ZnO and GaN, the emerging picture of defect-
related ferromagnetism indicates that high-temperature magnetic order
may be associated with structural disorder, i.e. lattice defects. Here, we
searched for room-temperature ferromagnetism in ZnO and GaN implanted
with 3d transition-metals (Cr, Mn, Fe, Co) for a varying degree of lattice
disorder, by varying the implantation and thermal annealing conditions.
However, none of the prepared wide-gap DMS systems showed measurable
room-temperature ferromagnetism. Among these systems, we focused on
selected impurity-host combinations, performing detailed studies of their
structural and magnetic properties, in terms of the lattice location and the
magnetic interactions between transition-metal impurities, as well as their
interplay with other lattice defects. We determined that, in addition to
the majority substituting for the host cations (Zn in ZnO and Ga in GaN),
significant fractions of the Mn and Co impurities (∼ 20 – 30%) occupy
substitutional anion sites (O in ZnO and N in GaN), which are virtually
unaffected by thermal annealing up to 900◦C. Although anion site fractions
have never been identified before in ZnO and only for Mn in GaN, a number
of arguments can be put forward which suggest that anion-site Co and Mn
defects may indeed have low formation energies, particularly under a high
concentration of anion vacancies (or equivalently, under O or N deficient
conditions). Regarding the magnetism of the wide-gap DMS, we focused
on two representative impurity-host combinations: Cr-implanted GaN and
Fe-implanted ZnO. With Cr-implanted GaN, we aimed at studying the
magnetic interactions between Cr moments, by varying the Cr atomic con-
centrations from the very dilute regime to well above the percolation thresh-
old. With Fe-implanted ZnO, we aimed at a comprehensive description of
the material’s structure in terms of phase pureness and lattice location of
the Fe impurities, as well as a detailed modeling of the paramagnetism ob-
served with a varying density of lattice defects created by ion implantation.
For both systems, we have shown that the magnetic interactions between
the transition-metal moments are antiferromagnetic. Our findings support
the view of a growing fraction of the DMS community that in general the
transition-metal impurities in wide-gap semiconductors do not order ferro-
magnetically at high temperatures. The often observed high-temperature
ferromagnetism can, alternatively, be attributed to non-intrinsic sources,
such as a non-uniform distribution of the magnetic impurities, magnetic
contamination or setup-related artifacts.
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De ontdekking van verdunde magnetische halfgeleiders (DMS), waarin fer-
romagnetisme door ladingsdragers gemedieerd wordt en aanwezig blijft
boven kamertemperatuur, is een cruciale stap voor de ontwikkeling van
halfgeleider-gebaseerde spintronica. Terwijl reeds heel wat DMS-materialen
bestudeerd werden, kan het huidige wetenschappelijk onderzoek gere-
duceerd worden tot twee belangrijke klassen van materialen: (1) III-V
halfgeleiders met een kleine energiekloof, zoals GaAs en InAs, gedopeerd
met Mn; (2) oxides en nitrides met een grote energiekloof, gedopeerd
met 3d-transitiemetalen, met als voornaamste voorbeelden Mn- en Co-
gedopeerd ZnO en Mn-gedopeerd GaN. Omwille van zijn interessante eigen-
schappen die voortvloeien uit het ladingsdrager-gemedieerde ferromag-
netisme, is Mn-gedopeerd GaAs uitgegroeid tot één van de beste kandi-
daten om gebruikt te worden voor technologische toepassingen. Echter,
ondanks belangrijke ontwikkelingen tijdens de afgelopen 15 jaar, blijft de
maximale Curie-temperatuur (185 K) ruim onder kamertemperatuur. An-
derzijds lijken de DMS-materialen met grote energiekloof ferromagnetisch
gedrag te vertonen bij en zelfs boven kamertemperatuur, zonder dat de
oorsprong (al dan niet intrinsiek) van dergelijk ferromagnetisme begrepen
wordt. De belangrijkste uitdagingen voor het DMS-onderzoeksgebied kun-
nen dus als volgt samengevat worden: (i) de Curie-temperatuur verhogen
boven de huidige maximale waarden voor DMS-materialen met kleine ener-
giekloof; (ii) het begrijpen van de aard van het ferromagnetisch gedrag bij
hoge temperatuur, en het bepalen van de voorwaarden waarbij dit gedrag
kan worden gereproduceerd.

Bij Mn-gedopeerd GaAs, de kleine-energiekloof-DMS met de totnog-
toe hoogste gerapporteerde Curie-temperatuur (TC = 185 K), hangt een
verdere verhoging van de TC af van een beter begrip van de ingenomen
roosterplaats (substitutioneel versus interstitieel) van de onzuiverheden.
In dit werk werd de roosterplaats van Mn in GaAs bestudeerd, en meer
bepaald in welke mate thermische uitgloeiing kan worden gebruikt om de
interstitiële fractie te reduceren. We hebben vastgesteld dat de interstitiële
Mn-onzuiverheden een tetrahedrale interstitiële positie innemen, omringd
door As dichtste buren, en dat deze roosterplaats thermisch stabiel is tot
400◦C, met een activatie-energie voor diffusie van 1.7-2.3 eV. Substitu-
tioneel Mn (op de Ga roosterplaats) wordt pas mobiel bij hogere tempe-
raturen (∼700◦C), hetgeen resulteert in een activatie-energie van ∼3 eV.
Aangezien deze bevindingen niet overeenkomen met de algemene overtui-
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ging dat interstitieel Mn het donordefect is dat uitdiffundeert bij 200◦C,
is het noodzakelijk om de structurele eigenschappen van dit materiaal na
uitgloeiing bij lage temperatuur beter te begrijpen. In de eerste plaats is er
de waargenomen thermische stabiliteit van interstitieel Mn tot ver boven
200◦C, waardoor de identificatie van het donordefect dat diffundeert bij
lage uitgloeitemperatuur herzien moet worden. Nog belangrijker is dat er
door deze resultaten nieuwe strategieën en perspectieven ontstaan voor het
realiseren van pure substitutionele dopering en hogere Curie-temperaturen
bij Mn-gedopeerd GaAs.

Het waargenomen ferromagnetisch gedrag bij hoge temperaturen in ZnO
en GaN, gedopeerd met transitiemetalen, is volgens velen te wijten aan
roosterdefecten. In deze studie werd er gezocht naar ferromagnetisme bij
kamertemperatuur in ZnO en GaN gëımplanteerd met 3d transitiemeta-
len (Cr, Mn, Fe, Co). Echter, bij geen enkele van de onderzochte DMS-
materialen met brede energiekloof werd er ferromagnetisch gedrag geob-
serveerd bij kamertemperatuur. In dit onderzoek, dat werd uitgevoerd
bij welgekozen combinaties van onzuiverheden en DMS-materiaal, werden
de magnetische en structurele eigenschappen in detail in kaart gebracht,
meer bepaald door de roosterplaats te bestuderen, evenals de magnetische
interactie tussen de transitiemetalen en de invloed van de roosterschade
op deze magnetische eigenschappen. We hebben waargenomen dat, ter-
wijl de meerderheid van de onzuiverheden de kationroosterplaats innemen
(Zn in ZnO en Ga in GaN), er zich ook een significante hoeveelheid (∼20-
30%) Mn- en Co-onzuiverheden op de substitutionele anionpositie (O in
ZnO en N in GaN) bevinden, hetgeen thermisch stabiel is tot 900◦C.
Alhoewel tot dusver nog geen onzuiverheden op de anionpositie werden
waargenomen in ZnO en enkel voor Mn onzuiverheden in GaN, zijn er
argumenten die aantonen dat Co en Mn op anionposities een lagere vor-
mingsenergie kunnen hebben. Wat betreft het magnetisch gedrag van de
DMS-materialen met grote energiekloof, werd de focus gelegd op twee repre-
sentatieve onzuiverheid-gastrooster combinaties: Cr-gëımplanteerd GaN en
Fe-gëımplanteerd ZnO. Voor beide systemen werd er aangetoond dat de
magnetische interacties tussen de momenten van de transitiemetalen anti-
ferromagnetisch zijn. Onze bevindingen ondersteunen de mening van een
groeiend deel van de DMS-gemeenschap dat, in het algemeen, de tran-
sitiemetalen in halfgeleiders met grote energiekloof niet ferromagnetisch
oplijnen bij hoge temperatuur. Het vaak waargenomen ferromagnetisme
bij hoge temperaturen kan worden toegeschreven aan niet-intrinsieke bron-
nen.
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field.
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Introduction

“One shouldn’t work on semiconductors, that is a filthy mess;
who knows whether any semiconductors exist?”

Wolfgang Pauli [1]

Despite Pauli’s advice more than 70 years ago, today our lives revolve
around a technology which is based on semiconductors: electronics. Iron-
ically, I probably would have never even known of Pauli’s pessimism if it
wasn’t for those same semiconductors functioning with perfection in my
computer and the network of servers that brought the information to it.
From computers and cell phones to medical and engineering equipment,
electronics have shaped the modern society. In fact, with the exception of
smell and taste, the senses of the average inhabitant of a developed country
are likely more experienced with the digital than they are with the rest of
the (some would call it the “real”) world.

Why magnetic semiconductors? Transistors, packed by millions in
integrated circuits (or chips), are the building block of virtually every elec-
tronic device. Processing speed and integration density of silicon chips have
been increasing following “Moore’s law”, which postulates that transistor
density on integrated circuits doubles about every eighteen months. How-
ever, as this packing endures, the materials which are currently used are
reaching their functional limits.

“Moore’s Law is dead. It can’t continue forever. (...) We have
another 10 to 20 years before we reach a fundamental limit.”

Gordon E. Moore [2]

In other words, conventional electronics based on the electron charge
and its transport, the same basic principle of the first transistor made more
than fifty years ago, is reaching a dead end.

1
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A solution: spintronics. Either by upgrading electronics with the ad-
ditional degree of freedom of the electron spin or by using the spin alone,
spintronics promises a new generation of devices with the advantages of
non-volatility and higher processing speed, integration densities and power
efficiency [3]. The concept emerged from the discovery of giant magnetore-
sistance (GMR) by Albert Fert and Peter Grünberg [4, 5], which earned
them the Nobel Prize in Physics in 2007. Spin-valves based on the GMR
effect quickly made their way to our daily lives in the form of read heads
of hard disks, revolutionizing data storage technology. However, in this
first form of spintronics (known as magnetoelectronics), data are stored
in metal-based magnetic devices, and processed in semiconductor-based
electronic devices. Exchanging data between the two costs both time and
energy, which could be saved if storage and processing could be integrated
in a single device. This essentially translates to evolving from metal-based
to semiconductor-based spintronics. Doing so requires a material which
displays electrically tunable ferromagnetism at temperatures well above
room temperature and which can be incorporated into complex integrated
circuits [3, 6]. However, even though ferromagnetic and semiconducting
behaviors do coexist in some materials, such as europium chalcogenides
and chromium spinels, their ordering temperatures (Curie temperatures)
are well below room temperature (< 100 K), limiting their use in practical
applications.

An alternative: dilute magnetic semiconductors. In a similar ap-
proach to electrical doping (which makes insulating or nearly insulating
materials conducting by substituting host atoms by donor or acceptor impu-
rities), magnetic ions can be incorporated in nonmagnetic semiconductors
to make them ferromagnetic. Such materials are known as dilute magnetic
semiconductors (DMS). The history of DMS is a long (almost 30 years)
and exciting one. Generation after generation of DMS materials, with an
always increasing Curie temperature, have captured the attention of the
semiconductor and the magnetism communities. With many promising
but also puzzling developments, and hundreds of publications every year,
the DMS field is considered by some “the most controversial research topic
in materials science and condensed-matter physics today” [8]. Among the
many types of DMS materials which are currently investigated, the re-
search interest can be narrowed down to two main classes of materials: (1)
narrow-gap III-V semiconductors, mostly GaAs and InAs, doped with Mn;
(2) wide-gap oxides (mostly ZnO) and nitrides (mostly GaN) doped with
3d transition metals.

In narrow-gap semiconductors such as GaAs and InAs, Mn impurities
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behave as both electrical and magnetic dopants. Substituting for Ga, the
Mn ions act as acceptors, and the itinerant holes which they introduce
mediate the ferromagnetic coupling between the localized Mn magnetic
moments. This carrier-mediated ferromagnetism has offered the oppor-
tunity to study new spin-related phenomena in semiconductors, such as
spin-polarized light emission [9] and electrical and optical control over the
magnetization [10, 11]. In addition, InAs and GaAs are well-established
semiconductors with wide application in the electronics and optoelectron-
ics industries. With such a strong technological background and a number
of interesting functionalities deriving from the carrier-mediated ferromag-
netism and demonstrated in various proof-of-concept devices [12], this class
of materials became the most promising candidate for the technological
implementation of DMS materials. However, despite major development
over the last 15 years, maximum Curie temperatures remain below room-
temperature (185 K in GaAs [13,14] and 90 K in InAs [15]).

For the wide-gap oxides and nitrides, the situation is far more unclear.
Although the large majority of the reports claim the existence of ferromag-
netic order at and above room temperature, there is no consensus regarding
the origin of such ferromagnetism [8, 16]. The persistent irreproducibil-
ity between and within laboratories, and the fact that the ferromagnetic
behavior appears to be unstable over time, earned it the label of “phan-
tom” or “fickle” ferromagnetism [16]. Since the very first reports of high-
temperature ferromagnetism, the magnetism community has been divided
between optimists and skeptics. The optimists believe that irrefutable evi-
dence of intrinsic ferromagnetism will eventually emerge, once a wide-gap
DMS “fruitfly” is discovered - a system which is easy to prepare and repro-
duce [16]. Others, more skeptical, are convinced that the observed high-
temperature ferromagnetism is a consequence of either experimental arti-
facts or a non-random distribution of the magnetic ions [8]. In this work,
we address the challenges facing these two classes of DMS materials. In
Mn-doped GaAs, the narrow-gap DMS with the highest Curie temperature
(TC) reported so far, further increase in TC depends on a better under-
standing and control of the balance between substitutional and interstitial
Mn impurities. Here, we study the lattice location of Mn in GaAs, and
to what extent thermal annealing can be used as a means to remove the
detrimental interstitial fraction. In transition-metal doped ZnO and GaN
the challenges are twofold: to find the wide-gap DMS “fruitfly” and to un-
derstand the origin of the often observed (but “fickle”) high-temperature
ferromagnetism. Here, we search for room-temperature ferromagnetism in
ZnO and GaN doped with transition-metals (Cr, Mn, Fe, Co), using ion
implantation as doping technique. In line with the emerging picture of
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defect-related ferromagnetism [16], the goal is to search for intrinsic ferro-
magnetism under a varying degree of beam-induced disorder, by surveying
a wide range of impurity-host combinations and implantation and thermal
annealing conditions. In addition, we focus on representative DMS systems
aiming at a detailed description of their structural and magnetic proper-
ties, i.e. in terms of the lattice location and the magnetic interactions
between transition-metal impurities, as well as their interplay with other
lattice defects.

Chapter 1 introduces the field of dilute magnetic semiconductors.
Following a short overview of the field, motivating the choice to study
(narrow-gap) Mn-doped GaAs and (wide-gap) transition-metal doped ZnO
and GaN, the current understanding of the structural and magnetic prop-
erties of these materials are reviewed. Chapter 2 then explains the overall
objectives and outline of this work, addressing the field’s major challenges
summarized at the end of chapter 1. Chapter 3 describes the experimen-
tal techniques which were used. Sample preparation consisted of doping
single-crystals and epitaxial thin films by ion implantation. Sample char-
acterization was based on electron emission channeling to study the lattice
location of the implanted impurities, Rutherford backscattering and chan-
neling spectrometry (RBS/C) to study the damage formation and recovery,
and superconducting quantum interference device (SQUID) magnetometry
for magnetic characterization. The results are presented in chapter 4 (fol-
lowing the same structure as the research objectives in chapter 2), based
on the articles which have been published and the manuscripts that have
been prepared for publication. Finally, the last chapter concludes the thesis
by summarizing the main results and discussing their implications on the
current goals and future of the field.
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Chapter 1

Dilute magnetic
semiconductors

This chapter introduces the field of dilute magnetic semiconductors. It
starts by giving a short motivation and definition of the field (section 1.1),
followed by an overview of the history of DMS research which motivates the
choice to study Mn-doped GaAs and transition-metal doped ZnO and GaN
in this work (section 1.2). Sections 1.3 and 1.4 then focus in these materi-
als, describing the current understanding of their structural and magnetic
properties relevant in the DMS context. The chapter ends by summariz-
ing the major challenges and open questions in the DMS field related to
Mn-doped GaAs and transition-metal doped ZnO and GaN.

1.1 Motivation and definition

Spin electronics or spintronics can be defined as the technology which simul-
taneously exploits the two fundamental properties of the electron: charge
and spin. With its operation based on the manipulation, transport, and
detection of spin-polarized carriers, spintronics is expected to improve upon
traditional electronic and photonic devices in terms of reduced power con-
sumption, faster device operation, and new forms of information compu-
tation [1]. Possible spintronic devices include, for example, spin-polarized
LEDs, spin-field effect transistors (FETs), and spin-based qubits for quan-
tum computation. Multifunctionality is also expected to improve overall
device performance, for example by integrating magnetic (spin-related) and
electronic (charge-related) operations on the same chip. Since the electron

7
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spin is fundamentally a “binary” quantity (spin-up or spin-down), spin-
tronic materials may also be used in fast rewritable memory which is non-
volatile.

Spintronics is already present in current technology, playing an impor-
tant role in metal-based magnetic-storage devices. This initial form of
spintronics, known as magnetoelectronics, emerged with the discovery of
the giant magnetoresistance (GMR) effect in spin-valve structures in 1988.
Used in the read-heads of computer hard-disks (HDD), it allowed for a
significant decrease in bit size and consequently an increase in integration
density, revolutionizing data storage technology. The GMR-based spin-
valves (multilayers of ferromagnetic-nonferromagnetic metals) were soon
replaced in the read-heads of HDDs by magnetic tunnel junctions (MTJs),
based on the tunnel magnetoresistance (TMR). The principle of operation
of MTJs and spin-valves is very similar, the main difference being that the
metallic nonferromagnetic spacer of the spin-valve structure is replaced by
a thin insulator layer in an MTJ.

However, while revolutionizing data storage technology, this first gener-
ation of spintronic (magnetoelectronic) devices has also created a bottleneck
in the way current devices handle information: data is stored inmetal-based
magnetic devices, while data processing is carried out in semiconductor-
based electronic devices. Integrating both functionalities in one system
would necessarily increase the speed, energy efficiency and packing densities
of electronic devices. However, the semiconductors currently used in inte-
grated circuits, transistors and lasers, such as silicon (Si), gallium arsenide
(GaAs) and gallium nitride (GaN) are not magnetic. On the other hand,
ferromagnetic materials used in digital storage devices, such as iron (Fe),
cobalt (Co), nickel (Ni) and their alloys are not semiconductors. In addi-
tion, the crystal structures of magnetic materials are usually quite different
from that of the semiconductors used in electronics, making it difficult to
combine the two in functional heterostructures [1]. Also, the conductiv-
ity mismatch between metals and semiconductors limits the efficiency of
spin-injection [2]. The alternative is then to use materials which combine
ferromagnetic and semiconducting behavior [3].

Ferromagnetism and semiconducting behavior indeed coexist in some
materials. Semiconducting behavior in ferromagnetic materials was first ob-
served in europium chalcogenides (EuO) and chromium spinels (CdCr2S4,
CdCr2Se4). These can be considered true ferromagnetic semiconductors in
the sense that they contain magnetic elements in their chemical formula
and the ferromagnetic order is established in the magnetic (periodic) sub-
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ferromagnetic
semiconductor

dilute
magnetic

semiconductor

impurity
segregation

Figure 1.1: Representation of three types of distribution of
magnetic atoms in a semiconductor matrix: periodic in the
sublattice of the material; random substitution as an impu-
rity in a dilute magnetic semiconductor; segregated (i.e. non-
uniformly distributed) impurities.

lattice [Fig. 1.1 (a)]. In these ferromagnetic semiconductors, which were
extensively studied from late 1960s to early 1970s, exchange interactions be-
tween the electrons in the semiconductor bands and the localized magnetic
moments are manifested in various interesting properties, such as the red-
shift of the bandgap upon the onset of ferromagnetic order. However, the
interest in these materials was limited to academic research. Their crystal
structures are incompatible with conventional semiconductors, like Si and
GaAs, making their integration with current electronics difficult. In addi-
tion, the synthesis of these materials is rather cumbersome and difficult to
reproduce. Most importantly, low Curie temperatures (TC < 100 K) make
them of little use in practical applications, which require that the ferro-
magnetic behavior is retained up to typical device operation temperatures
(room temperature and above).

Fortunately, this is not the end of the story. In a similar approach to
electrical doping, which makes insulating (or nearly insulating) materials
conducting by incorporating donor and acceptor impurities, one may intro-
duce magnetic atoms into nonmagnetic semiconductors to make them fer-
romagnetic. In these materials, known as diluted magnetic semiconductors,
magnetic impurities randomly substitute a few percent of the atoms in the
host matrix of the nonmagnetic semiconductor [Fig. 1.1 (b)]. A magnetic
impurity is, in this context, an atom or ion of an element which is not only
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different from the host’s constituents, but which also carries a nonvanishing
magnetic moment. These magnetic moments may originate, for example,
in unfilled 3d or 4f shells of transition metals or rare earths, respectively.
The usefulness of a DMS material system depends on two conditions: (1) by
some long-range mechanism, the localized magnetic moments must order
ferromagnetically and the ferromagnetic state must be attained up to typi-
cal junction operation temperatures (room temperature and above); (2) the
charge carriers in the semiconductor must be spin-polarized, in order to al-
low, for example, the control of magnetization by an electric field or the use
of these semiconductors as efficient spin-injectors. Condition (2) indirectly
poses a third condition on the distribution and structure of the magnetic
impurities in the host semiconductor. Efficient spin-polarization of the car-
riers requires that these must be involved in the order mechanism, which
is the case for carrier-mediated ferromagnetism. This excludes materials
where the ferromagnetic order and the semiconductor bands involved in
the conduction are independent of each other, which is the case, for exam-
ple, for materials composed of small ferromagnetic precipitates embedded
in a semiconductor matrix [Fig. 1.1 (c)]. Even though such a material may
show both semiconducting and ferromagnetic behavior, and even some de-
gree of correlation may exist between the two, an efficient spin-polarization
of the carriers is extremely unlikely. This distinction between randomly
substituted DMS materials (commonly referred to as intrinsic DMS) from
those where the ferromagnetism originates from secondary phases embed-
ded in the semiconductor matrix, is of fundamental importance. When
synthesizing DMS materials, it may happen that the impurities are not
randomly incorporated, but instead segregate into impurity-rich regions or
even in secondary phases. These non-DMS regions or phases may them-
selves be ferromagnetic, and this ferromagnetism is commonly referred to
as non-intrinsic.

1.2 History of dilute magnetic semiconductors

The first generation of DMS materials emerged in the early 1980s, consist-
ing of Mn-doped II-VI alloys of the form A1−xMnxB, e.g. Cd1−xMnxTe,
Hg1−xMnxTe. These compounds were attractive for various reasons. For
example, their lattice and band parameters can easily be tuned by varying
the alloy composition [4], making them suitable for heterostructure devices.
In addition, the very efficient Mn-related electroluminescence makes them
attractive for optoelectronic applications. The exchange interactions be-
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Figure 1.2: Number of publications per year, obtained from
“Web of Science” using the keywords “magnetic” and “semi-
conductors” in the search field Topic. The white region corre-
sponds to the period before the emergence of dilute magnetic
semiconductors (DMS). The gray regions indicate the three
generations of DMS materials described in the text.

tween localized Mn moments and the sp-band electrons have a dramatic
effect on the optical and electrical properties of the material, such as gi-
ant Faraday rotation and bound magnetic polaron formation [4]. However,
dominated by antiferromagnetic superexchange, the magnetic order in these
materials is either antiferromagnetic or spin-glass [5]. Ferromagnetism in
this type of materials, driven by hole-mediated exchange, was only reported
more recently, in Cd1−xMnxTe [6] and Zn1−xMnxTe [7]. Their low Curie
temperatures (TC ∼ 2 K) and the fact that II-VI based DMSs are difficult
to dope both n- and p-type (bipolar doping) make them of limited use in
practical applications [8].

The first boom in the field (c.f. Fig. 1.2) coincides with the emergence
of the second generation of DMS materials, in the early 1990s. Overcoming
the low solubility of transition metal impurities in III-V semiconductors by
developing nonequilibrium epitaxial growth using low-temperature molec-
ular beam epitaxy (LT-MBE), Ohno et al. discovered ferromagnetism up
to 35 K in Mn-doped InAs (In1−xMnxAs) [9]. Eventually, the success of
LT-MBE growth of In1−xMnxAs led to the development of Mn-doped GaAs
(Ga1−xMnxAs), with even higher Curie temperatures [10]. InAs and GaAs
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Figure 1.3: Number of publications per year, obtained from
“Web of Science” using the keywords “magnetic” and “semi-
conductors” each the host semiconductors (“ZnO”, “GaN”,
“TiO2”, “GaAs”, “InAs”) in the search field Topic.

are well-established III-V semiconductors, with wide application in the elec-
tronics and optoelectronics industries, which makes them particularly at-
tractive for applications. Because Mn acts as an acceptor when substituting
for the group III elements, high Mn concentrations (up to x ≈ 0.10) result
in a high concentration of free holes, which, as described in section 1.3,
mediate the ferromagnetic interaction between the localized Mn moments.
This carrier-mediated ferromagnetism in In1−xMnxAs and Ga1−xMnxAs
offered the opportunity to study new spin-based phenomena in semicon-
ductor devices, such as spin-polarized light emission [11] and electrical and
optical control of the magnetization [12, 13]. Ga1−xMnxAs became one of
the best candidates for the technological implementation of DMS materials
thanks to a number of factors: strong technological background of GaAs;
the higher Curie temperature in Ga1−xMnxAs (185 K) [14,15] compared to
In1−xMnxAs (90 K) [16]; various interesting functionalities deriving from
its carrier-mediated ferromagnetism and demonstrated in various proof-of-
concept devices [17]. However, despite major development over the last 15
years, further increase in Curie temperature faces difficult technical chal-
lenges [14,18].

The major boom in the field began around the year 2000 (Fig. 1.2).
While narrow-gap materials such as Mn-doped GaAs and InAs continued
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being intensively studied throughout the 1990s until today, a third genera-
tion of DMS materials emerged in the last ten years (c.f. Fig. 1.3). This new
class of DMS materials consisted mainly of wide-gap oxides (e.g. ZnO and
TiO2) and nitrides (e.g. GaN) doped with 3d transition metals, mostly Mn,
Fe and Co. The main characteristic that distinguishes this generation of
DMS materials from the previous is the bandgap of the semiconductor host:
InAs and GaAs are narrow-gap whereas ZnO and GaN are wide-gap semi-
conductors. Following the first report of high temperature ferromagnetism
in Co-doped TiO2 by Matsumoto et al. [19] and the prediction by Dietl
et al. [20] that highly p-type Mn-doped ZnO and GaN could attain a TC

above room temperature, ferromagnetism at and above room temperature
was reported in a rapidly growing number of wide-gap DMS materials (cf.
for example the reviews [21–24]). Although virtually any of the attempted
impurity-host DMS combinations was sooner or later reported to display
room temperature ferromagnetism, materials like Co- and Mn-doped ZnO
and Mn- and Fe-doped GaN received particular attention. This “natural
selection” can be attributed to various factors, the most important of which
probably being the early predictions of room temperature ferromagnetism
in ZnO and GaN, by Dietl et al. [20] in p-type materials and by Sato et
al. [25, 26] even in the absence of additional carrier doping. In addition,
ZnO and GaN based DMS materials are particularly attractive due to their
compatibility with existing semiconductor heterostructure technology. Re-
search in the ensuing years followed two main directions, i.e., the search
(i) for new DMS materials displaying signatures of high-temperature ferro-
magnetic order (e.g. Gd-doped GaN [27], C-doped ZnO [28], and undoped
HfO2 [29]) and (ii) for the origin and control of the ferromagnetism in
the most intensively studied materials. However, as the understanding of
the magnetism in these materials increased, issues of irreproducibility and
instability became increasingly evident. As the origin of the observed ferro-
magnetism became increasingly debated, a number of non-intrinsic sources
of ferromagnetism were identified and became well documented: magnetic
contamination [30–32], measurement artifacts [31,32], and formation of fer-
romagnetic precipitates (e.g. [33–35]). On the other hand, several compre-
hensive studies on carefully characterized materials with respect to phase
purity found only paramagnetism (e.g. [36,37]), antiferromagnetic interac-
tions (e.g. [38–41]), or at best, ferromagnetic order with very low TC (e.g.
TC < 10 K in Mn-doped GaN [42]).

The current status of DMS research can be divided between narrow-
and wide-gap materials. Narrow-gap DMS materials such as In1−xMnxAs
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and Ga1−xMnxAs are widely accepted to exhibit intrinsic carrier-mediated
ferromagnetism, but their Curie temperatures remain well below room tem-
perature. Wide-gap DMS materials appear to exhibit ferromagnetic behav-
ior at and above room temperature, but there is no consensus regarding
the origin and the usefulness of such ferromagnetism. It follows that the
major challenges facing the field can be summarized as: (1) in narrow-gap
DMS, to increase the Curie temperature above the current record values
(185 K in Ga1−xMnxAs); (2) in wide-gap DMS, to understand the origin
of the often observed high-temperature ferromagnetism and identify the
conditions under which it can be easily reproduced.

1.3 Structure and magnetism of Mn-doped GaAs

High quality, high TC , epitaxial Ga1−xMnxAs (zinblende structure) is typi-
cally grown using nonequilibrium low-temperature molecular beam epitaxy
(LT-MBE). Thanks to developments in LT-MBE growth, the amount of
Mn that can be incorporated in high quality Ga1−xMnxAs has been in-
creased throughout the years up to x ≈ 0.12 [10, 18]. This section reviews
the current understanding of the structure and magnetism of Ga1−xMnxAs,
focusing on the aspects of interest for further increase in TC .

1.3.1 Ferromagnetic order in Ga1−xMnxAs

It has been demonstrated by photoemission [43] and optical studies [44]
that Mn impurities in Ga sites provide both localized magnetic moments
and itinerant holes, which are mutually coupled by a p-d exchange inter-
action. A model of exchange interaction between band carriers and local-
ized moments was first proposed by Zener [45]. Dietl et al. proposed in
2000 a model of p-d Zener exchange in dilute magnetic semiconductors,
in which the localized Mn 3d5 moments are ferromagnetically coupled via
the 2p holes [20]. This long-range hole-mediated ferromagnetic interaction
is counteracted by short-range antiferromagnetic superexchange, and TC

is determined by the competition between the two. This approach was
shown to adequately describe the magnitudes of TC and the strain-induced
magnetic anisotropy [20].

1.3.2 Compensation by interstitial Mn

In agreement with the p-d Zener model, it has been experimentally estab-
lished that the TC of Ga1−xMnxAs increases with increasing Mn concen-
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tration and hole concentration p [18]. More precisely, TC increases with
effective Mn concentration, which takes into account the balance between
the fractions of Mn substituting for Ga (MnGa) and on interstitial sites
(MnI). While MnGa provides both the localized magnetic moment and the
itinerant hole that mediates the magnetic coupling, MnI has a two-fold
compensating effect: magnetic, as MnI -MnGa pairs couple antiferromag-
netically, and electrical, since double donor MnI compensates MnGa ac-
ceptors [18]. This implies that the effective Mn concentration is not the
nominal Mn concentration x but roughly xeff = (x − xI − xpair) where xI
is the concentration of interstitial Mn and xpair corresponds to the fraction
of those which form antiferromagneticaly coupled pairs with substitutional
Mn (thus rendering them magnetically inactive). This also implies that
the concentration of holes p is not equal to the nominal concentration x of
Mn. Assuming that the double-donor level of MnI is ionized and that no
other compensating defects are present, i.e. that each MnI donor compen-
sates two MnGa acceptors, the hole concentration is then p = x− 2xI . As
a consequence of this self-compensation, p and TC do not monotonously
follow the increase in nominal Mn concentration x, particularly in the high
x regime (x > 0.05) [18].

The highest TC and p values achieved in Ga1−xMnxAs are obtained
after annealing around ∼200◦C [46]. However, a significant fraction of the
initially introduced Mn atoms still remains inactive [18, 46], i.e. xFM < x
and p < x after annealing, where xFM is the concentration of Mn atoms con-
tributing to the ferromagnetic component of the magnetization. Based on
transport measurements, this partial activation by annealing was demon-
strated to result from the out-diffusion of a compensating defect with low
thermal stability, with an activation energy (Ea) of 0.7 eV [47]. Based
on ab initio calculations yielding a similar activation energy for MnI [47],
it became generally accepted that the low temperature diffuser was in-
deed interstitial Mn. This established the belief that pure substitutional
Mn doping can be achieved by low-temperature (∼200◦C) thermal anneal-
ing. Since then, attempts to increase TC above room temperature have
focused on increasing the Mn concentration that can be incorporated in
Ga1−xMnxAs. However, film growth development beyond x ≈ 0.10 and of
TC = 185 K faces difficult technical challenges [14,18].

In contrast to the relatively well established scenario of low thermal
stability, there are reports in the literature which indicate that interstitial
Mn is not removed by low temperature annealing. Although ion channeling
measurements qualitatively detected a decrease of the MnI fraction after
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annealing at 282 ◦C [48], they show that at least a significant fraction
actually persisted, i.e, almost 100 ◦C above the temperature at which MnI
would become mobile if it was the low temperature diffuser. Moreover,
using secondary ion-mass spectrometry (SIMS), the out-diffusion of Mn in
Ga1−xMnxAs was found to be almost negligible below 400◦C [49], with
a diffusion coefficient at 200◦C that is at least four orders of magnitude
smaller than the one derived for the out-diffusion of the donor defect in [47].

Knowing whether interstitial Mn in Ga1−xMnxAs out-diffuses or not
upon low temperature (∼200◦C) annealing is of extreme importance for
the development of Ga1−xMnxAs. If the interstitial Mn fraction actually
remains in the matrix after annealing, it may still be possible to convert it
to substitutional (thus achieving full activation of the nominal Mn concen-
tration x) via an alternative post-processing method. Since it is believed
that a TC of 300 K can be achieved with x ≈ 0.10 of purely substitu-
tional Mn [18], such post-growth processing would allow for the realization
of room temperature ferromagnetism in Ga1−xMnxAs without further film
growth development.

1.3.3 Lattice site of interstitial Mn

Understanding the thermal stability and diffusion behavior of interstitial
Mn starts with identifying which lattice site it occupies in GaAs. There are
several interstitial sites in the zincblende structure of GaAs: tetrahedral
(T), bond centered (BC), anti-bonding (AB) among others (c.f. Article
III). Experimental techniques commonly used to identify lattice sites of
impurities in crystalline solids are either based on channeling of charged
particles (ions or electrons) or on probing the atomic environment of the
impurity atom, e.g. in X-ray absorption fine structure (XAFS) techniques.

The literature on lattice location of Mn in GaAs is contradictory. The
first reports are on pure Ga-substitutional incorporation (by XAFS [50])
and mixed Ga-substitutional (majority) and T interstitial (minority) occu-
pancy (by ion channeling [48] and XAFS [51]). There are two inequivalent
T sites in zincblende GaAs: one coordinated by four As neighbors (TAs),
the other by Ga neighbors (TGa) (c.f. Article III). More recently, XAFS
experiments confirmed the mixed occupancy and identified the TGa inter-
stitial site [52, 53]. However, on the theoretical side, ab initio calculations
yielded an energy 0.35 eV lower for Mn in TAs sites compared to TGa [47],
which is consistent with the expectation of having the Mn cations (substi-
tutional and interstitial) coordinated by four As anions. This inconsistency
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among XAFS experiments, and of these with theory, is very likely a con-
sequence of the limitations of the technique in distinguishing the chemical
nature of the neighbors with a small difference in atomic number, which is
the case for Ga and As. Establishing the lattice location of Mn in GaAs
will require the use of a technique which can unambiguously distinguish
the two T sites.

1.3.4 Mn aggregation and MnAs phase segregation

As mentioned above, annealing Ga1−xMnxAs at ∼200◦C generally increases
TC . However, comparing the TC after thermal annealing at temperatures
between 160◦C and 220◦C, it was found that TC actually decreases with
increasing annealing temperature [14]. Increasing even more the anneal-
ing temperature (> 280◦C) eventually leads to an actual decrease of TC .
This indicates the existence of a second process, with an activation en-
ergy slightly above that of the out-diffusion of the compensating defect. It
has been suggested that this second process is related to Mn aggregation
(or segregation). It is however unclear what type of aggregation it is, i.e.
whether it is only chemical or also structural. Ion-channeling experiments
have shown that part of the substitutional Mn converts to a random frac-
tion at 282◦C, most likely due to cluster formation [48]. This indicates
that phase segregation starts already at relatively low temperatures. On
the other hand, transmission electron microscopy (TEM) experiments [54]
have shown that upon thermal annealing at 500◦C, only Mn-rich zincblende
(Mn,Ga)As clusters (∼ 3 nm) are formed which are coherent with the GaAs
matrix (i.e. only chemical segregation occurs). Increasing the annealing
temperature up to 600◦C leads to the formation of larger (10-20 nm) MnAs
secondary phases.

1.4 Structure and magnetism of transition-metal
doped ZnO and GaN

This section reviews the current understanding of wide-gap DMS materials
focusing on the most intensively studied wide-gap hosts, ZnO and GaN,
doped with the most common magnetic impurities, the 3d transition metals
Mn, Fe and Co.
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Figure 1.4: Schematic representation of the structural phase
diagram of a DMS material.

1.4.1 Structural phase diagram

Both ZnO and GaN crystallize in the wurtzite (hexagonal) structure, where
the cations (Zn and Ga) are tetrahedrally coordinated by the anions (O
and N) and vice versa. Although less commonly, GaN can also be “forced”
into the metastable zincblende (cubic) structure, when epitaxially grown
on zincblende substrates such as GaAs or 3C-SiC.

ZnO and GaN can be doped with transition metal impurities either
during growth or by ion implantation after growth. The resulting material
has general formula C1−xMxA, where C is the cation (Zn in ZnO and Ga
in GaN), M is the transition-metal with concentration x and A is the anion
(O in ZnO and N in GaN). Typical transition metal concentrations are
between 0.01 (1%) and 0.1 (10%). Common methods for epitaxial thin film
growth include, for example, pulsed laser deposition (PLD), sputtering and
chemical vapor deposition (CVD) for ZnO and molecular beam epitaxy
(MBE) and metalorganic vapor phase epitaxy (MOVPE) for GaN.

A generic structural phase diagram of transition-metal doped ZnO or
GaN is represented in Fig. 1.4. The gray area corresponds to the phase-
pure region, where the transition metal impurities substitute one of the
host’s constituents, maintaining the crystal structure of the host. For ex-
ample, for ZnO doped with an atomic concentration x of Co impurities
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substituting Zn atoms, the phase-pure region would correspond to wurtzite
Zn1−xCoxO. The impurities may be randomly distributed i.e. x is uniform
across the material [region (1)] or, for sufficiently high concentrations or
precessing temperatures, aggregate in impurity-rich regions where the local
concentration of Co impurities is higher than x [region (2)]. For sufficiently
high processing temperatures or concentration (white region), the transi-
tion metal impurities may segregate into small precipitates of a secondary
phase. Depending on various factors,1 different secondary phases may form
[regions (3) and (4)].

1.4.1.1 Impurity lattice sites in the phase-pure region

In the phase-pure region of the phase diagram, impurities may substitute
atoms of the host or occupy interstitial sites. The lattice sites occupied by
the transition metal impurities then determine the magnetic behavior of
the material at two levels. First, by determining the impurity’s electronic
structure and crystal field, the occupied lattice site defines the localized
magnetic moment and its single-ion magnetism (c.f. section 1.4.2.3). Sec-
ond and more importantly in the context of ferromagnetic DMS, by deter-
mining also the impurity’s position in the host band structure, it determines
its electrical character and the type and strength of the magnetic interac-
tions between localized magnetic moments, i.e. the collective magnetism
(c.f. section 1.4.2.1).

The current understanding of the lattice location of transition-metal
doped GaN and ZnO is quite different from that of Mn-doped GaAs, where
Mn is known to occupy both Ga-substitutional and T interstitial sites.
It is generally accepted that 3d transition metals, including Mn, Fe and
Co, occupy only cation substitutional sites, as expected from the chemical
similarities between the impurities and the host cations. This has been
confirmed experimentally, mostly based on X-ray absorption fine structure
(XAFS) experiments but also on ion channeling experiments, and appears
to be independent of the doping method, i.e. either during growth (e.g.
[55–67]) or by ion implantation (e.g. [68–71]).

Although this cation substitution by transition metals in wide-gap semi-
conductors is relatively well established, some observations do not com-
pletely conform to it. In ZnO, X-ray absorption near-edge structure spec-
troscopy (XANES) [57, 72] and X-ray photoelectron spectroscopy (XPS)

1Including not only processing temperature and impurity concentration but also others
such as the preparation method.
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[73] experiments have shown that Mn impurities can be incorporated in
ZnO with charge states of up to 4+. However, Zn-substitutional Mn is ex-
pected to have a 2+ charge state with the 2+/3+ and 3+/4+ donor levels
below the valence band maximum (thus not ionized) [74]. Similarly, X-ray
absorption near-edge structure spectroscopy (XANES) experiments have
shown that the average charge state of Mn in wurtzite GaN is not exactly
3+, which is the expected neutral state of Mn impurities in Ga sites, but
3.3+. These results can be seen to indicate that minority fractions may
occupy non-cation-substitutional sites, with higher charges states. In fact,
in zincblende GaN, the evidence that Mn impurities occupy non-cation-
substitutional sites is even more convincing. It has been reported based on
X-ray absorption near-edge structure XANES that, in Ga1−xMnxN with
x = 0.025, a small fraction of the Mn impurities are located in interstitial
sites, forming dimers with Ga-substitutional impurities [66]. In another
study, X-ray absorption fine structure (EXAFS) experiments detected a
remarkably high fraction of 75% of the Mn impurities in anion (N) substi-
tutional sites [75].

Clarifying the lattice location of the transition metal impurities in ZnO
and GaN is of fundamental importance for the DMS field. Not only does
the magnetic behavior of the impurities directly depend on the lattice sites
they occupy, transition metal impurities in lattice sites other than cation-
substitutional may behave as self-compensating defects. In the case of Mn-
doped GaN, for example, interstitial or N-substitutional Mn is expected to
act as donor and therefore compensate (deep) acceptor Ga-substitutional
Mn, changing its charge state from Mn3+Ga to Mn2+Ga. Because the type
of magnetic interactions between Ga-substitutional Mn moments is deter-
mined by the Mn charge state, i.e. ferromagnetic for Mn3+Ga (although with
a very low TC) and antiferromagnetic for Mn2+Ga (c.f. section 1.4.2.3), a non-
Ga-substitutional fraction, even if minority, may have a dramatic effect on
the magnetic order of Mn-doped GaN.

1.4.1.2 Transition-metal aggregation and phase segregation

Increasing the processing temperature (of growth, implantation or anneal-
ing) increases the mobility of the transition metal impurities, and conse-
quently the probability of segregation. This segregation may be only chem-
ical, i.e. the crystal structure is maintained and only the local impurity
concentration varies across the material, alternating between impurity-rich
and impurity-poor regions [region (2) in Fig. 1.4]. This has been observed,
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for example in Co-doped ZnO [56] and Mn-doped GaN [76]. In DMS liter-
ature, this type of chemical segregation is generally referred to as spinodal
decomposition, regardless of the aggregation mechanism. For sufficiently
high concentration and temperature, phase segregation may occur, i.e. the
impurities precipitate in nanocomposites with a well defined interface with
the host structure [regions (3) and (4) in Fig. 1.4]. Phase segregation has
been observed, for example, in ZnO doped with Mn [69,77], Fe [34,78–80]
and Co [33, 81], as well as GaN doped with Mn [75], Fe [35] and Co [82].
The segregated phases observed in ZnO and GaN doped with Mn, Fe and
Co, are either elemental metal clusters, e.g. α-Fe (bcc) or hcp Co, or pre-
cipitates of a binary (e.g. Mn2O3) or ternary (e.g. ZnFe2O4) compounds
involving the host constituents. A particularly interesting example of phase
segregation is Fe-implanted ZnO, in which the Fe impurities may segregate
both in metal clusters and compound precipitates, depending on the an-
nealing conditions. Zhou et al. [34,78–80] have shown that sufficiently high
processing temperatures and Fe concentrations lead to the formation of
α-Fe clusters [what would be region (3) in Fig. 1.4]. At even higher tem-
peratures and for sufficiently long annealing times, these α-Fe clusters are
oxidized and then converted to precipitates of the spinel ferrite ZnFe2O4

which are crystallographically oriented with respect to the ZnO host [what
would be region (4) in Fig. 1.4].

Impurity segregation is of fundamental importance in the context of
DMS materials. In fact, when impurity segregation occurs, the material is
no longer considered a dilute magnetic semiconductor (c.f. section 1.1).

1.4.2 Magnetism

Probably the most important parameter for magnetic order in dilute mag-
netic systems is the range of the magnetic interactions: short-range inter-
actions only produce order at high concentrations of magnetic impurities
(high x); long-range interactions produce magnetic order for more diluted
systems (lower x) but require a mediation mechanism.

Short-range interactions Since (at least) the majority of the transition-
metal impurities occupy cation-substitutional sites (section 1.4.1.1),
the interactions with the shortest range are those between nearest-
cation-neighbors via a superexchange bond, i.e. via the anion (O or
N) 2p states. Magnetic order occurs above the percolation threshold
(xp = 0.20 for wurtzite ZnO or GaN [83]), where nearest-cation-
neighbor paths link the transition-metal cations throughout the crys-
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tal. However, most reports of room temperature ferromagnetism in
transition-metal doped ZnO and GaN fall well below the percola-
tion threshold (x < 0.10 < xp = 0.20). In this concentration range,
most of the transition-metal cations are either isolated or in small
complexes, i.e. dimers, trimers etc. For example, the concentra-
tion of isolated ions and dimers in wurtzite ZnO or GaN is given by
xisolated = x(1− x)12 and xdimers = 12x2(1− x)18, respectively [84].

Long-range interactions According to the established theories of mag-
netism, long-range interactions are mediated by itinerant carriers,
i.e. conduction electrons in RKKY exchange in metals, and valence-
band holes in p-d Zener exchange in narrow-gap DMS systems (sec-
tion 1.3.1). Indeed, one of the major contributions to the boom in
the wide-gap DMS field was the prediction of ferromagnetism above
room temperature in Mn-doped ZnO and GaN, based on p-d Zener
exchange [20]. However, this prediction was based on the condition
of high concentration of valence-band holes (p � 3.5 × 1020 cm−3).
This condition has not been met so far because of the difficulties in
producing highly p-type ZnO and GaN.

1.4.2.1 High temperature ferromagnetism

Ferromagnetism at room temperature was first reported in 2001 in TiO2

doped with 7% Co and, after that, in virtually any of the attempted combi-
nations of wide-gap semiconductor hosts and 3d transition metals (cf. e.g.
the reviews [21–24]). These results are remarkably surprising for several
reasons. The magnetic order is ferromagnetic, whereas superexchange in
transition-metal oxides and nitrides is typically antiferromagnetic. In any
case, magnetic order appears far below xp, which implies that the magnetic
interactions are long-range. However, most of the reports are in insulator
materials, i.e. in the absence of free carriers to mediate such long-range
interactions. Moreover, the ferromagnetic order persists above room tem-
perature, i.e. well above any other type of dilute magnetic materials at this
level of dilution.

This unexpected high-temperature ferromagnetism in wide-gap DMS
was initially regarded with skepticism and the belief that it was associated
with segregated magnetic phases or measurement artifacts. The main crit-
icism was based on the general irreproducibility that characterized these
reports, with different groups claiming existence and absence of ferromag-
netism in virtually the same materials. It did not take long, however, for
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this skepticism to be silenced by hundreds of reports claiming the obser-
vation of intrinsic ferromagnetism. Together with the enormous volume of
experimental research, the theory of dilute magnetic semiconductors also
evolved at different fronts. Following the prediction of room-temperature
ferromagnetism in highly p-type Mn-doped ZnO and GaN based on the
p-d Zener model, a long series of ab initio calculations found a ferromag-
netic ground state for dilute transition-metal spins, even in the absence of
band carriers (c.f. [85] for a recent review). However, given the difficulties of
density functional theory (DFT) in reproducing even basic material param-
eters of wide-gap materials, such as the bandgap itself, these predictions in
the context of magnetism (considerably more complex) were regarded with
caution. In the following years a number of models emerged, which were
fundamentally different from that of p-d Zener exchange. Aiming at de-
scribing the observed room temperature ferromagnetism while at the same
time accounting for the difficulties in achieving experimental reproducibil-
ity, these models share one common characteristic: the presence of lattice
defects other than the magnetic impurities, e.g. vacancies, self-interstitials
and grain boundaries. Because the type and concentration of such defects
strongly depend on the growth methods and conditions and are in general
difficult to monitor and control, defect-related order mechanisms could in
principle explain the difficulties in reproducing the ferromagnetic proper-
ties. These models can be divided in four types:

Bound magnetic polaron (BMP) model (Coey et. al [86]), where the
localized magnetic moments of the transition-metal impurities inter-
act with electrons associated with defects which form an impurity
band. Since these defect electrons occupy large orbits, each defect
can interact with several dopant moments and form a magnetic po-
laron. Ferromagnetism results from the percolation of such polarons.
The concept of magnetic polarons was originally proposed in the
context of magnetic semiconductors by Kasuya et al. [87] such as
Eu-Chalcogenides, and later extended to the context of dilute mag-
netic semiconductors such as Cd1−xMnxSe and Cd1−xMnxTe (Dietl
et al. [88] and Golnik et al. [89]). However, the exchange energy
density necessary to produce high-temperature ferromagnetism in a
wide-gap DMS via a BMP mechanism (at a few % of transition-metal
doping) corresponds to a magnetic exchange much stronger than that
observed in the strongest known ferromagnetic materials [90].

A variant of the BMP model (Panguluri et. al [91]) in which no mag-
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netic impurities are required; the localized moments arise from elec-
trons associated with defects and are coupled via an impurity or con-
duction band.

Spin-split impurity band (SIB) model (Edwards and Katsnelson [92]),
which is based on a local density of states associated with defects
where the density of states at the Fermi level is sufficient to satisfy
the Stoner criterion.

Charge-transfer ferromagnetism (CTF) model (Coey et. al [93,94])
is also a Stoner-like mechanism. It requires two distinct types of de-
fects, one that creates a narrow impurity band and another to play
the role of charge reservoir. If both types of defects are present, elec-
trons can be transfered to or from the reservoir until the filling level
of the impurity band satisfies the spontaneous spin-split criterion. In
dilute magnetic semiconductors, the impurity band can originate, for
example, at grain boundaries, while mixed-valence impurities may
behave as charge reservoirs.

With the development of these models, some experimental evidence has
emerged which, although indirectly, supports the picture of defect-related
ferromagnetism: by varying the defect concentration, it is in some cases
possible to turn the ferromagnetic behavior “on” and “off” [95–98].

1.4.2.2 Non-intrinsic ferromagnetism

With a persistent irreproducibility regarding the conditions under which
ferromagnetic order could be observed, the initial skepticism regained strength
in the mid 2000s. In fact, some of the most active groups in reporting room
temperature ferromagnetism in the first half of the decade, later became
some of the most convincing in demonstrating its absence in carefully char-
acterized materials. It is fair to say that no direct evidence has been found
that wide-gap DMS materials are intrinsically ferromagnetic at room tem-
perature: no magnetoresistance has been observed at room temperature;
there are no clear signs of an anomalous Hall effect either; and none of these
reports of ferromagnetism lead to the demonstration of a device structure
working at room temperature. On the other hand, a number of sources of
non-intrinsic ferromagnetism were identified and became well documented,
namely various experimental artifacts and different forms of non-uniformity
of the magnetic impurity distribution.
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Experimental artifacts. The large majority of the reports of high tem-
perature ferromagnetism in DMS materials is based on the observation of a
magnetic hysteresis. However, the magnitude of these hystereses typically
falls within the range where experimental artifacts may also contribute to
ferromagnetic-like signals. In this context, experimental artifacts can be
distinguished between (1) setup-related artifacts leading to the misidenti-
fication of the magnetic state of a sample [31, 32] and (2) magnetic con-
tamination, i.e. magnetic material which is accidentally incorporated in
the sample bulk or deposited on its surface and, therefore, is not accounted
for in its nominal composition [30–32]. These experimental artifacts are
investigated and described in detail in Article I (section 3.4).

Non-uniform impurity distribution. Transition-metal aggregation and
segregation (c.f. section 1.4.1.2) may also result in non-intrinsic ferromagnetic-
like behavior. If the segregated secondary phase is ferromagnetic or ferri-
magnetic, the system composed of these nanoprecipitates embedded in the
semiconductor host will show superparamagnetic behavior, which may be
perceived as ferromagnetism. Superparamagnetic secondary phases have
been observed for most 3d transition-metals in ZnO and GaN, in partic-
ular Mn [69, 75, 77], Fe [34, 35, 78–80] and Co [33, 81, 82]. The case of
simple impurity aggregation without phase segregation (as in spinodal de-
composition) is somewhat less obvious. By locally decreasing the distance
between nearest (localized) moments, impurity aggregation may enhance
the magnetic interactions within these impurity-rich regions and thus pro-
duce magnetic order at very low nominal concentrations. This has been
suggested to be the origin of the ferromagnetism observed, for example,
in Co-doped ZnO [56] and Mn-doped GaN [76]. Although the 3d tran-
sition metals in oxides and nitrides tend to couple antiferromagnetically
by superexchange, there may be uncompensated spins in particular anti-
ferromagnetic spin-arrangements which can add up to a nonvanishing net
moment. Note that a poor crystalline quality may facilitate aggregation
and phase segregation: transition-metal impurities may decorate or diffuse
along extended defects such as dislocations or grain boundaries. This could
explain the inverse correlation between crystalline quality and the appear-
ance of high-temperature ferromagnetism in wide-gap DMS materials.
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ion host S D [meV] g‖ g⊥ Ref.

Fe3+ ZnO 5/2 -0.0074 2.0062 2.0062 [100]

Mn2+ ZnO 5/2 -0.0027 2.0016 2.0016 [101]

Fe3+ GaN 5/2 -0.0093 1.990 1.997 [102]

Mn3+ GaN 2 0.27 1.91 1.98 [103]

Co2+ ZnO 3/2 0.341 2.2384 2.2768 [104]

Co2+ ZnO 3/2 0.342 2.238 2.2755 [105]

Table 1.1: Experimentally determined parameters of the
effective spin Hamiltonian (1.1) for Mn, Fe and Co ions in
ZnO and GaN.

1.4.2.3 Paramagnetism, antiferromagnetic interactions and low-
temperature ferromagnetism

In the last few years, some of the most influential groups in the DMS field
have focused on studying the phase-pure region of the phase diagram of the
most popular wide-gap DMS materials, namely Co- and Mn-doped ZnO
and Mn-doped GaN. However, none of these carefully characterized ma-
terials have shown high-temperature ferromagnetism. Instead, only para-
magnetism [36, 37, 99], nearest-cation-neighbor antiferromagnetic interac-
tions [38–41, 99]), or at best, ferromagnetic order with very low TC (e.g.
TC < 10 K in Mn-doped GaN [42]) were observed.

Paramagnetism. In the low concentration regime, isolated transition-
metal impurities are paramagnetic. Since ZnO and GaN are wurtzite ma-
terials, transition-metal impurities in substitutional sites are subject to a
trigonal crystal field. Combined with spin-orbit interaction, this anisotropic
crystal field induces a strong magnetic anisotropy, which can be described
by a zero-field splitting of the fundamental state and by an anisotropic
effective g-factor in an effective spin Hamiltonian Hs of the form

Hs = μBg‖HzSz + μBg⊥(HxSx +HySy) +DS2
z , (1.1)

where S is the spin quantum number and D describes the zero-field split-
ting and g‖ and g⊥ are the effective g-factors for directions of magnetic
field parallel and perpendicular to the wurtzite c-axis, respectively. This
effective spin Hamiltonian contains only the terms of more importance in



1.4 Structure and magnetism of transition-metal doped ZnO and GaN 27

the description of the magnetization. More detailed spin Hamiltonians link
the phenomenological parameters of (1.1) with the properties of the crystal
and magnetic ions, which may include, for example, hyperfine interactions
and Jahn Teller effects. Some published values of the parameters of the ef-
fective spin-Hamiltonian (1.1) are given in Table 1.1 for Mn, Fe and Co ions
in ZnO and GaN. Magnetic ions with S = 5/2 (Mn2+ and Fe3+) have two
orders of magnitude smaller zero-field splitting than other spin configura-
tions with S = 3/2 and S = 2. The g-factors for S = 5/2 spin configuration
are also nearly independent of the direction of magnetic field, and the val-
ues of g‖ and g⊥ are close to 2. The magnetization of these S = 5/2 ions
remains almost isotropic even in the strongly anisotropic wurtzite structure
and can be described by a Brillouin function. For ions with S = 2 (Mn3+,
Fe2+ and Co3+) and S = 3/2 (Co2+), the zero field splitting is of the order
of 0.3 meV, which, as shown in section 4.5.2.2 induces a strong magnetic
anisotropy which requires a somewhat more complex description.

Nearest-cation-neighbor antiferromagnetic interactions For suf-
ficiently high concentrations, the transition-metal paramagnetic moments
are perturbed by nearest-cation-neighbor antiferromagnetic interactions (e.g.
in Co-doped ZnO [39–41], Mn-doped ZnO [99] and Mn-doped GaN [38]),
which can be inferred from the magnetization data as a decrease in effective
moment per transition-metal atom. This is consistent with the antiferro-
magnetic nature of the corresponding oxides (MnO and CoO) and nitrides
(MnN), with Néel temperatures of 116 K, 291 K [106] and 650 K [107]
respectively, and demonstrates that the magnetic interactions between the
localized 3d moments in nearest-cation-neighbor sites are dominated by
indirect superexchange via the anion (O or N) 2p states.

The case of Mn-doped GaN is particularly interesting. The type of mag-
netic interactions between Ga-substitutional Mn moments changes between
ferromagnetic and antiferromagnetic depending on the Mn charge state.
Under stringent growth conditions minimizing the formation of compensat-
ing defects, Mn impurities are incorporated as Mn3+ (3d4) moments which
couple ferromagnetically (TC < 10 K) [42]. More commonly, such stringent
growth conditions are not satisfied and compensating defects are formed,
e.g. N vacancies (donors). The Mn impurities are then incorporated as
compensated Mn2+ (3d5) moments and only nearest-cation-neighbor anti-
ferromagnetic interactions are observed [38].
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1.5 Current goals and challenges

Based on sections 1.3 and 1.4, the major challenges/goals currently facing
the DMS field can be divided between narrow-gap and wide-gap DMS and
summarized as follows.

In narrow-gap DMS:

I - To increase the Curie temperature above the current record value
of 185 K in Mn-doped GaAs. This may be achieved by increasing
spin (Mn) and hole densities, which is directly related to the balance
between the Mn fractions in substitutional and interstitial sites.

In wide-gap DMS:

II - To find intrinsic ferromagnetism above room temperature in
a wide-gap DMS which gathers the consensus of the magnetism com-
munity, i.e. in which phase segregation and experimental artifacts
can be undeniably ruled out. Among the numerous combinations of
materials and preparation methods this prototypical DMS could be
searched for, the emerging picture of defect-related ferromagnetism
points towards disordered systems.

III - To establish the understanding of the magnetism in the phase-
pure region of the DMS phase diagram. This involves a detailed in-
vestigation of the lattice sites occupied by the transition-metal impu-
rities, of how uniformly they are distributed across the host material,
and of the type and strength of the magnetic interactions in repre-
sentative impurity-host combinations.
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Chapter 2

Objectives and outline

This work addresses the current goals and challenges facing the DMS field
which were described in sections 1.3 and 1.4 and summarized in section
1.5. The objectives of this work (and corresponding research approach and
output) can be divided between narrow-gap (A) and wide-gap (B1, B2, B3)
DMS.

(A) To determine the lattice location of Mn in GaAs. The goal is
to identify the interstitial Mn site and determine its thermal stability for
a varying concentration of potentially trapping defects, using the emission
channeling technique (described in section 3.3). The results and their impli-
cations on the prospects for increasing the Curie temperature of Mn-doped
GaAs are presented in section 4.1 (Articles II and III).

(B1) To determine the lattice location of Mn and Co in ZnO and
GaN. The goal is to clarify if minority fractions of the 3d transition-metal
impurities occupy non-cation-substitutional sites. The results and their
implications on the current understanding of transition-metal incorporation
in ZnO and GaN are presented in section 4.2 (Article IV, V, VI).

(B2) To search for high-temperature intrinsic ferromagnetism in
Mn-, Fe- and Co-implanted ZnO and GaN. In line with the emerging pic-
ture of defect-related ferromagnetism, the goal is to search for intrinsic
ferromagnetism for a varying degree of lattice disorder (defect type and
concentration), by covering a wide range of implantation and thermal an-
nealing conditions (c.f. section 3.1), and focusing on the low concentration
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regime in order to minimize secondary-phase segregation. Damage forma-
tion and annealing are studied using Rutherford backscattering and chan-
neling spectrometry (RBS/C) (described in section 3.2). Superconducting
quantum interference device (SQUID) magnetometry is used for magnetic
characterization, following strict procedures in order to avoid experimental
artifacts (presented in section 3.4, Article I). The results and implications
on the prospects for finding a ferromagnetic wide-gap DMS are presented
in section 4.3 (Article VII).

(B3) To comprehensively describe the magnetism of wide-gap DMS
materials. By combining the techniques and approaches in (A1), (B1) and
(B2), the aim is to advance the understanding of representative but poorly
understood impurity-host combinations, selected based on the results of
(B2) and the available literature. The results are presented in section 4.4
(Articles VIII and IX).



Chapter 3

Experimental techniques

This chapter describes the experimental techniques used in this work. Sam-
ple preparation consisted of doping single-crystals and epitaxial thin films
by ion implantation (section 3.1). Sample characterization was carried out
using Rutherford backscattering and channeling spectrometry (RBS/C) to
study the damage formation and recovery (section 3.2), electron emission
channeling to study the lattice location of the implanted impurities (sec-
tion 3.3) and superconducting quantum interference device (SQUID) mag-
netometry for magnetic characterization (section 3.4).

3.1 Doping technique: ion implantation

Ion implantation follows a simple principle: atoms or molecules are ionized
in an ion source, accelerated by the electrostatic field generated by a high-
voltage electrode (tens to hundreds of kV), mass-separated by an analyzing
magnet, and electromagnetically steered into the target material.

In the context of dilute magnetic semiconductors, ion implantation of-
fers several advantages compared to incorporating the magnetic dopants
during growth:

Phase pureness. Because the magnetic dopants can be (randomly) incor-
porated at low temperature (at least in radiation resistant materials
like ZnO and GaN), i.e. below their mobility thresholds, ion im-
plantation may be superior in terms of dopant uniformity and phase
pureness, basic conditions to produce an intrinsic DMS. Dopant ag-
gregation during thermal annealing can be controlled by optimizing
the thermal budget versus the diffusion coefficients of the implants.
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Formation of lattice defects. In addition to doping, ion bombardment
produces a variety of lattice defects, the type and amount of which
can to some extent be controlled either by tuning the implantation
parameters or by post-implantation thermal treatment. Although a
major disadvantage when the aim is to electrically and optically dope,
lattice defects are considered essential for the ferromagnetism of DMS
materials (c.f. section 1.4.2.1).

High reproducibility. A major concern in the DMS field, reproducibility
is assured with ion implantation, as it follows a relatively simple prin-
ciple and because the basic implantation parameters can be precisely
monitored and controlled: beam energy, current, and angle (with
respect to the sample normal), implanted fluence (total number of
atoms per areal unit) and sample temperature.

Versatility. It is compatible with any host material and virtually any
dopant element, for a wide range of concentrations. This is partic-
ularly useful in a field where it is yet unclear which are the best
impurity-host combinations.

Technological applicability. Because ion implantation is a standard
technique in semiconductor processing industry, ion-implanted DMS
materials are particularly close to technological implementation.

3.1.1 Ion stopping

As a “fast” ion1 penetrates a solid material, it is “slowed down” and even-
tually stopped by a series of collisions with the target’s nuclei and electrons.
These mechanisms determine the dopant distribution in the sample. In the
context of ion-implantation, the interaction between incident particle and
target material is captured in the concepts of stopping power and energy
loss, which are basically equivalent: the average (kinetic) energy loss of an
incident particle per unit path length i.e

S(E) = −dE

dx
, (3.1)

where E is the kinetic energy of the incident particle and x is the path
length.2 The term stopping power is used as a property of the material,
whereas energy loss is used to describe the incident particle.

1with a kinetic energy in the keV range and above
2The minus sign makes S positive
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Figure 3.1: Selected outputs of a TRIM [1] simulation for a
60 keV 59Co implantation in ZnO at an angle of 7◦, scaled to
a fluence of 1× 1015 at. cm−2: (a) Co depth profile in atomic
percent (relative to a ZnO molecule) and Gaussian curve with
the mean depth (Rp) and standard deviation (σ) simulated
using TRIM; (b) recoiled Zn atoms (by collision with incident
Co ions or other Zn recoils) estimated using TRIM’s detailed
calculation with full damage cascades with the default thresh-
old displacement energy (TDE) values of 25 eV and 28 eV for
Zn and O atoms, respectively, and the default lattice binding
energy (LBE) values of 3 eV for both O and Zn (the Co depth
profile is shown for comparison, multiplied by a factor of 500).

3.1.2 Depth profiles

As a representative example, Fig. 3.1 (a) shows the depth profile simulated
using TRIM [1] for a 60 keV 59Co implantation in ZnO at an angle of 7◦

(scaled for a fluence of 1 × 1015 at. cm−2). Implantation depth profiles
can be approximated by a Gaussian distribution, with a mean depth and
a standard deviation, quoted in the program as projected ion range (Rp in
Fig. 3.1) and straggle (σ in Fig. 3.1), respectively). Ion range and straggle
increase approximately linearly with increasing implantation energy. Note
that implanted ions are not only slowed down in the target but also de-
flected from their initial incident direction, with results in a lateral ion
distribution; for the case of Fig. 3.1 the lateral straggle is of about 20 nm.
However, because the beam is typically swept over the whole sample area,
with typical lateral dimensions of the order of a centimeter, the lateral ion
distribution can be considered uniform, i.e. lateral straggle can be ignored.
Dopant concentration in implanted systems is typically quoted as the peak
concentration xp (the maximum concentration, approximately at a depth
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equal to the ion range), which can be estimated based on simulations like
that of Fig. 3.1 (a) and the implanted fluence (obtained from integrating
the beam current during implantation).

These simulations generally reproduce quite accurately the experimen-
tally determined depth profiles. There are however exceptions. For exam-
ple, if the implanted species are mobile at the implantation temperature,
the depth distribution will be affected by atomic diffusion. Also, for suf-
ficiently high implantation fluences, sputtering (ejection of target atoms
due to the ion bombardment) becomes non-negligible. As the sputtering
gradually decreases the sample thickness, the depth distribution widens
deeper into the sample. With increasing fluence, a steady-state is eventu-
ally reached, where the implanted ions are introduced at the same rate as
they are removed by sputtering.

3.1.3 Collision cascades and primary defects

A key parameter in ion implanted systems is beam-induced damage, i.e.
lattice defects created during implantation. When a target atom receives
significant recoil energies when struck by the incident ion, it is removed
from its lattice position and may in addition displace other target atoms,
producing a cascade of collisions in the material. These collision cascades
are the main cause of damage production during ion implantation in met-
als and semiconductors. The simplest defects created in collision cascades,
also known as primary defects, are the target atoms which are recoiled
from their lattice sites and the corresponding vacancies (the empty lattice
sites left behind). In order to incorporate primary defect formation in the
TRIM simulations, one must input a value for the threshold displacement
energy (TDE), i.e. the minimum kinetic energy transferred to a target atom
from an incident ion necessary to permanently remove it from its lattice
site, thus generating a stable defect. Typical values are about 15 eV for
semiconductors and 25 eV for metals. Another important parameter is the
lattice binding energy LBE, i.e. the energy that each recoiling target atom
loses when it leaves its lattice site and recoils in the target. Typically it is
about 1 - 3 eV, but values are not known for most compounds. This energy
is assumed to be converted into phonons. Figure 3.1 (b) shows the concen-
tration of recoiled Zn (target) atoms, as simulated by TRIM.3 Note that

3For this simulation, we have used the default values in TRIM for Zn and O: TDE
values of 25 eV and 28 eV for Zn and O atoms, respectively, and LBE of 3 eV for both
O and Zn. The correct values for ZnO are most likely different. Their determination is
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for each recoiled Zn atom, a Zn vacancy is created. The vacancy profile is
not shown in Fig. 3.1 (b), as it is nearly the same as that of the Zn recoils.
The only noticeable difference is a small (few Å) shift of the recoiled-atom
profile deeper into the sample (the predominant recoil direction). Note
that what we discussed about Zn recoils and vacancies also applies to the
O counterparts as well. Although not exactly quantitative, as the abso-
lute concentration of recoils can vary by an order of magnitude by varying
TDE and LBE values within reasonable ranges, such simulations provide
a qualitative insight into the basic phenomenon of collision cascades. Two
observations are worthy to note: (1) the Co concentration peak is located
significantly deeper in the sample (at Rp) compared to the damage peak
(at the so-called Rp/2 region); (2) the atomic percent of Zn recoils is ex-
tremely high (> 400% with respect to the Zn atoms in the target) even for
a relatively low fluence (1 × 1015 at. cm−2 which corresponds to xp = 0.7
at.%), meaning that each incident Co ion displaces about 1000 atoms and
that in the Rp/2 region each Zn atom is an average displaced more than
once.

3.1.4 Beam-induced damage: beyond primary defects

Although instrumental for the understanding of defect formation mecha-
nisms, the concepts of recoiled atoms and vacancies alone do not fully cap-
ture the complexity of defect formation. Mobile point defects diffuse across
the crystal. Diffusing self-interstitials, for example, may diffuse towards the
crystal surface and adsorb from it or may simply fill a vacancy. In either
case, because the defect “disappears”, it is said to be annealed. Interstitials
may also aggregate, forming small complexes or larger precipitates. Also
vacancies can aggregate, forming small complexes (di-, trivacancies and so
on) or larger complexes, knows as voids.

There are many different mechanisms by which defects may be either
annealed of converted into defects with a different structure and dimen-
sionality. In general, both can occur during ion implantation. The process
by which primary defects, such as vacancies and self-interstitials created
upon ion bombardment, recombine during or shortly after the evolution of
a displacement cascade is known as dynamic annealing. Considering for
example the case simulated above, it is clear that not all the recoiled atoms
become interstitials, as this would correspond to about 400% of the Zn

however highly non-trivial and different values can be found in the literature. We show
these simulations as a mere illustration of the basic mechanisms of collision cascades.
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atoms in the implantated region. In fact, in Article VII it is shown that, for
similar implantation conditions, the crystallinity is barely affected, which
reflects the very efficient dynamic annealing in ZnO. The type and amount
of defects which remain in the crystal after implantation depend on vari-
ous factors: target material, implanted ion, ion fluence and energy, beam
direction with respect to the the crystal axis, mass of the implanted ions,
target temperature, etc. Typically, in the low fluence limit, isolated point
defects such as vacancies and interstitials are created. As the fluence in-
creases, defect complexes, extended defects or even amorphous pockets may
form. In the limiting case, beam-induced damage leads to amorphization of
the implanted layer, if the collision cascades from different impinging ions
overlap significantly.

3.1.5 Thermal annealing

The principle of thermal annealing is rather simple: a material is heated
up to a certain temperature in order to change its structural characteris-
tics and consequently its electrical, magnetic or mechanical properties. As
such, the concept of thermal annealing covers a wide range of material pro-
cessing methods and procedures, with different aims and applications. In
the context of implanted semiconductors, thermal annealing can be used
as a means to

Activate dopants by incorporating them in lattice sites where they dis-
play the desired properties or by promoting the recombination or
out-diffusion of compensating (point) defects such as vacancies, self-
interstitials or other impurities.

Overall improvement of structural and electrical properties by re-
moval of point or extended defects which may, for example, behave
as scattering or recombination centers, induce stress, etc.

Recrystallize amorphous layers after heavy-ion and/or high-fluence im-
plantation.

Thermal annealing can be performed under different conditions. Basic
parameters which can be varied are for example the temperature, duration
and atmosphere (vacuum or a gas mixture at a specified pressure). In some
cases, capping with proximity or deposited layers is necessary in order to
protect the surface from decomposition.
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3.2 Defect characterization: Rutherford backscat-
tering and channeling spectrometry (RBS/C)

Rutherford backscattering spectrometry (RBS) is most commonly used to
characterize thin films (up to a few μm thick) in terms of thickness and
elemental composition. Because it is depth-sensitive, it allows in many
cases to determine the depth profile of different constituents. In this work,
the technique was used to characterize the implanted layers in terms of
beam-induced damage. This is done by exploiting the ion channeling effect,
in which case the technique is known as Rutherford backscattering and
channeling spectrometry (RBS/C). Next we briefly introduce some basic
principles of RBS and ion channeling, in particular how the latter can
be used in RBS/C to provide information about defects in single-crystals.
More details on the theoretical and technical aspects of RBS and RBS/C
can be found, for example, in [2–4].

3.2.1 Energy loss and ion backscattering

In a typical RBS experiment, energetic light ions impinge on the target
and lose energy as they interact with the particles composing the material.
As mentioned in section 3.1.1, the energy loss dE/dx, where E is the ki-
netic energy of the incident particle and x is the path length, is a sum of
two contributions: electronic and nuclear energy loss. For light ions with
relatively high energies (100 keV – MeV), the electronic energy loss domi-
nates, while the nuclear energy loss becomes increasingly important as the
impinging ion is slowed down (loses energy) in the material. Nuclear loss
corresponds to the Coulomb interaction (collision) between an impinging
ion and a lattice atom core, both with an effective positive charge. When
the mass of the incoming ions is lower than the mass of the lattice atoms,
these collisions can result in backscattering of the incoming ions. The ratio
between the impinging ion energy before (E0) and after (E1) the collision
is called the kinematic factor K and is given by

K =
E1

E0
=

[
(M2

2 −M2
1 sin

2 θ)1/2 +M1 cos θ

M1 +M2

]2

, (3.2)

where M1 and M2 are the masses of the impinging ion and of the target
atom, respectively, and θ is the scattering angle, i.e. the angle between the
incident beam and the backscattering beam. The energy of the backscat-
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tered ions then depends on two parameters

1. The depth at which the collision took place, which can be deduced
from the energy loss dE/dx.

2. The mass of the target atom involved in the collision, which can be
deduced from the kinematic factor (3.2).

Two other quantities of interest to interpret an RBS spectrum are the
scattering cross section σ(θ) and the depth resolution. The scattering cross
section is related to the number of ions scattered into a solid angle dΩ per
incident ion, and can be approximated by

σ(θ) =

(
Z1Z2e

2

4E

)2
1

sin4 θ/2
, (3.3)

where Z1 and Z2 are the atomic numbers of the incident ion and the target
atom, respectively. Because of its Z2 dependence, σ(θ) must be taken into
account when determining from an RBS spectrum the relative concentra-
tions of different elements in a layer. Because of its squared dependence in
Z2, the sensitivity of RBS increases considerably from light to heavy target
elements. The depth resolution δt can be approximated by

δt =
δE1

K(dE/dx)in +
(dE/dx)out

|cos θ|
, (3.4)

where δE1 is the energy resolution and (dE/dx)in and (dE/dx)out refer to
the energy loss on the way in and out of the target.

Typical RBS experiments make use of a beam of 4He+ ions at an en-
ergy of 1–2 MeV, and silicon surface barrier detectors for measuring the
backscattered ions. For MeV 4He+ ions, an energy resolution δE1 of 15
keV can be obtained with conventional electronic systems. The detector
position (the backscattering angle θ) according to the specific aim of the
experiment, as a trade-off between mass and depth resolutions. Scattering
angles close to 180◦ (i.e. with the detector close to the incoming beam),
maximize the mass resolution. Depth resolution is maximized in glancing
geometry, i.e. with the detector at a small exit angle relative to the sample
plane.
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Figure 3.2: Representation of a cubic lattice seen from three
different directions: (a) parallel to a crystallographic axis; (b)
parallel to a crystal plane; (c) random orientation.

3.2.2 Ion channeling

Channeling is the mechanism by which atomic rows and planes steer en-
ergetic charged particles along major crystal axis and planes. Figure 3.2
shows a schematic representation of a lattice, seen from three particular di-
rections: a crystal axis, a crystal plane (off any major axis) and a “random”
direction. Because the motion of energetic charged particles in a solid is
mainly determined by their Coulomb interaction with the (screened) nu-
clear charges in the lattice, one can expect that particle propagation is very
different among these three types of directions.

Lindhard [5] showed that positively charged particles moving along di-
rections aligned with a crystal axis, can be steered by multiple small-angle
collisions with the crystal atoms. The channeling of a positively charged
particle in a single-crystal can be summarized in three principles [6]. First,
the particle must propagate through an open channel between the rows of
atoms - transparency. Second, the screened Coulomb potential (repulsive)
of the rows of nuclei steers the particle towards the middle of the chan-
nel - steering. Finally, the principle of stability requires that the particle
does not approach the rows of atoms too closely, otherwise, instead of a
gentle steering via the interaction with the row of atoms, the particle expe-
riences wide-angle deflections in head-on collisions with individual atoms.
Such large non-correlated deflections constitute the so called blocking ef-
fect. These effects are shown schematically in Fig. 3.3. The gentle steering
of the impinging ions can be interrupted when these reach regions of the
crystal where the periodicity has been broken. The simplest case is that
of interstitial atoms in the middle of otherwise “open channels”, which
increase the probability of large-angle collisions and therefore the backscat-
tering yield. Other point defects, such as substitutional atoms which have
relaxed away from their ideal positions due to neighboring vacancies, may
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shadow cone

~100 Å~5 Å

Figure 3.3: Representation of the ion-channeling effect
(from [4]). Impinging positively charged ions aligned with a
crystallographic axis of the target (singlecrystalline) material
are steered by the rows and planes of atoms.

also increase the probability of large-angle collisions. Also extended defects,
such as amorphous precipitates or secondary phases which are incoherent
with the host structure, increase the backscattering yield by disrupting the
translational symmetry of the crystal, i.e. by “obstructing” the crystal’s
channels.

3.2.3 RBS/C

As an example of how RBS/C can be used to study beam induced damage,
Fig. 3.4 shows RBS/C spectra of a ZnO single-crystal, measured with 1.57
MeV 4He+ ions, with the detector in backscattering geometry (θ = 160◦).
The spectrum with higher backscattering yield was measured with the 4He+

beam impinging at a random orientation, i.e. not aligned with any major
crystallographic axis, and is conventionally referred to as the random spec-
trum. Because the kinematic factor [eq. (3.2)] of O is smaller than that of
Zn, The O signal appears at lower backscattering energies, superimposed to
that of Zn. Because the cross section [eq. (3.3)] of O is much smaller than
that of Zn (σ(Zn)/σ(O) = [Z(Zn)/Z(O)]2 ≈ 14), the O signal is barely
visible in the spectrum, despite the equal concentrations of Zn and O. The
two spectra with lower backscattering yield were measured with the 4He+

beam aligned with the [0001] axis, for a ZnO singlecrystal before and af-
ter implantation. Conventionally referred to as as channeled spectra, they
can, as described above, provide information about the the crystallinity of
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Figure 3.4: RBS/C spectra of a ZnO singlecrystal, measured
with 1.57 MeV 4He+ ions, with the detector in backscattering
geometry (θ = 168◦): random and channeled spectra prior to
implantation and channeled spectrum after Fe-implantation to
a fluence of 5× 1015 at. cm−2 at 60 keV.

the target material. The “measure” of crystallinity is known as minimum
yield (χmin) and is defined as the ratio of the backscattering yield of the
channeled to the random spectrum, integrated over a given energy win-
dow. Typically two different χmin can be defined: (1) the surface χmin is
calculated by integrating the backscattering yield over an energy window
in the near surface region, i.e. for the surface peak which is visible in the
channeled spectrum of the unimplanted sample in Fig. 3.4 around 1.25
MeV; (2) the bulk χmin for an energy window immediately below. In the
case of ZnO, because the O signal is much smaller and superimposed on
the Zn signal, one can only determine the minimum yield for the Zn sub-
lattice. For the unimplanted sample, the surface and bulk χmin are 4–5%
and 2–3%, respectively, which is typical for highly crystalline materials.
The surface peak (and the fact that the surface χmin is higher than the
bulk χmin) is always present, even in perfect crystals. It results from the
fact that, eventhough the beam is perfectly aligned with the crystal axis, a
fraction of the ions reach the crystal surface very close to the atom rows,
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Figure 3.5: RBS/C spectra of a ZnO singlecrystal, mea-
sured with 1.57 MeV 4He+ ions, with the detector in glancing
geometry (θ = 105◦, i.e a 15◦ exit angle relative to the sam-
ple surface): channeled spectra before and after implantation
Fe-implantation to a fluence of 5× 1015 at. cm−2 at 60 keV.

and therefore experience large-angle colisions with the first atomic mono-
layer. After implantation (with 60 keV Fe+ ions to a fluence of 5× 1015 at.
cm−2), theres an increase in backscatering yield in the surface peak region
as well as deeper into the sample, i.e. in the implanted region, which is
reflected by the increased surface and bulk χmin to 55% and 50% respec-
tively. However the two damage regions are poorly resolved in the spectra
measured in backscattering geometry (θ = 168◦). Placing the detector at a
glancing angle increases the depth resolution [eq. (3.4)]. Figure 3.5 shows
the channeled spectra of the same sample, again before and after implan-
tation, measured with the detector at a backscattering angle of 105◦ (15◦

exit angle relative to the sample surface). The increased depth resolution
allows for the two damage regions to be resolved: (1) the bulk region (i.e.
the region of maximum concentration of implanted ions), where the energy
loss is maximum as the implanted ions are slowed down to the point that
nuclear stopping dominates over electron stopping and the target atoms are
thus more efficiently displaced; (2) the near surface region, which acts as
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a sink for mobile defects created by the ion bombardment (thus increasing
the intensity of the surface peak).
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3.3 Impurity lattice location: electron emission
channeling

The electron emission channeling technique has been developed for the
study of the lattice site location of impurities in single-crystals and offers
a number of advantages when compared to other techniques. Because it
relies on the direct comparison between experimental and calculated (2-
dimensional) patterns, it provides unambiguous and quantitative lattice
location superior to more conventional implementations of ion-channeling
techniques such as Rutherford backscattering spectrometry (RBS), particle-
induced X-ray emission (PIXE) and nuclear reaction analysis (NRA). In ad-
dition, Rutherford backscattering and channeling spectrometry (RBS/C),
by far the most popular among those, relies on elastic recoil which consider-
ably limits the study of impurity elements lighter than major constituents
of the material. This is particularly the case for the systems studied in this
work (Mn, Fe and Co impurities in ZnO, GaN and GaAs). Another advan-
tage of electron emission channeling, is its high sensitivity, down to 1012

at. cm−2, which makes it particularly suited to study very dilute systems,
unlike conventional ion-beam methods. For example, RBS/C requires typ-
ical impurity fluences above 1014 − 1015 at. cm−2, i.e. roughly three orders
of magnitude higher than emission channeling. The situation is similar for
synchrotron radiation techniques such as X-ray absorption fine structure
(EXAFS) spectroscopy or X-ray linear dichroism (XLD). Probably one of
the strongest features of the emission channeling technique is its applicabil-
ity to those cases where significant fractions of the impurities occupy more
than one lattice site. Although in principle such minority versus majority
occupancies can also be quantified using XAFS, unambiguous identifica-
tion of minority sites is extremely challenging, because the technique relies
on complex multiparameter fitting of the spectra using calculated model
structures. Other techniques, e.g. electron paramagnetic resonance (EPR)
and Mössbauer and perturbed angular correlation (PAC) spectroscopies,
are also very sensitive and can in some cases distinguish very well different
lattice sites. However, lattice location can only be indirectly inferred from
the spectra.

3.3.1 Principles

The channeling of energetic charged particles is introduced in the previ-
ous section in the context of ion channeling in Rutherford backscattering
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and channeling spectrometry (RBS/C). The general principles described for
the channeling of heavy, positive ions apply to the channeling of electrons,
which are lighter and negatively charged. Changing the sign of the propa-
gating particle’s charge is equivalent to changing the sign of the Coulomb
potential: a potential “valley” for a positively charged particle is a potential
“hill” for a negatively charged one, and vice versa. The same is to say that
negatively charged particles “see” as channels the rows of nuclear charges
instead of the space in between. However, although providing an intuitive
insight in the elementary phenomena, the classical approach of Lindhard
introduced in the previous section does not describe quantitatively electron
emission channeling, in which quantum effects must be taken in account.
Details on the theoretical aspects of emission channeling can be found, for
example, in [7].

Several techniques can be applied in channeling mode (or geometry)
to provide information on the lattice location of impurities: Rutherford
backscattering spectrometry (RBS), particle-induced X-ray emission (PIXE)
and nuclear reaction analysis (NRA). These more conventional techniques
rely on the use of an external ion beam and how its interaction with the
impurity atoms depends on the beam direction with respect to the lattice.
The principle of emission channeling is slightly different, in the sense that
the channeled particles are emitted from within the crystal by a radioactive
isotope of the impurity element under study. The emission channeling tech-
nique can be applied using either α or electron (β− or conversion electrons)
emitters. In the later case, the technique is known as electron emission
channeling, for which the requirement of stability (c.f. previous section)
determines that the channeling and blocking effects depend on the initial
position and direction of the emitted particle with respect to the lattice,
which in turn depends on the lattice site occupied by the radioactive im-
purity. Figure 3.6 illustrates how such electron channeling and blocking
enable the distinction between, for example, substitutional versus intersti-
tial impurities.

An electron emission channeling experiment can be summarized in four
steps:

1. Radioactive electron (β− or conversion electrons) emitting isotopes
are implanted in a single crystal or epitaxial thin film, occupying
certain lattice site(s).

2. A fraction of the emitted electrons are channeled along the crystal
axes and planes and leave the sample surface describing anisotropic
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substitutional
impurity

interstitial
impurity

electron
yield

Figure 3.6: Schematic representation of channeling and
blocking effects for substitutional versus interstitial electron
emitter impurity. The trajectories of channeled (bound state)
and blocked (free state) electrons are represented by solid
lines and dashed lines, respectively. The electron yield pro-
files as a function of emission angle towards the crystal axis
(1-dimensional angular scans) are represented on the right for
substitutional versus interstitial emitters.

emission patterns which are characteristic of the emission site and the
channeling axis.

3. These anisotropic emission patterns are recorded using a position-
sensitive detector around selected crystallographic axes.

4. The lattice site(s) of the impurities is determined by fitting these
2-dimensional experimental patterns with theoretical ones.

Ion implantation (step 1) is described in section 3.1. The remainder of
this section is devoted to a short description of the experimental aspects of
the electron emission channeling technique (steps 2 to 4). More details on
the experimental aspects of emission channeling can be found, for example,
in [7–10].

3.3.2 Experimental details

3.3.2.1 Experimental setup

Emission channeling experiments can be performed either on-line or off-
line. In on-line experiments, the emission channeling measurements are
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vacuum
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Figure 3.7: (Top) Picture of an off-line electron emis-
sion channeling setup with its three basic components: high-
vacuum chamber, goniometer and position-sensitive electron
detector. (Bottom) Schematics of the detector’s sensitive area
and sample holder and of the degrees of freedom of the go-
niometer: vertical position (z) and polar (θ) and azimuthal
(ϕ) rotation.
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performed in-situ, i.e. in the same chamber as the radioactive implanta-
tions. This is necessary for experiments involving relatively short-lived iso-
topes, i.e. with half-lives of a few hours and below. In off-line experiments,
the sample is transferred to an emission channeling setup after implanta-
tion with the (long-lived) probe isotope. The concept of such a setup is
rather simple and relies on the ability to detect, as a function of angle,
electrons emitted from the sample in the vicinity of a crystallographic axis.
The three basic components are a high-vacuum chamber, a goniometer to
rotate the sample holder, and a position-sensitive electron detector (Fig.
3.7).

High vacuum chamber. Inside a vacuum chamber (< 10−5 mbar), the
sample is mounted vertically, facing the detector, oriented in such
a way that electrons emitted from the sample in the vicinity of a
selected crystallographic axis reach the position-sensitive detector.
The geometry of the chamber is such that it allows for the emission
yield to be recorded as a function of angle in the form of 2-dimensional
(2D) patterns.

Goniometer A two-axes goniometer allows the sample to be moved along
the vertical direction (z in Fig. 3.7) and around two rotation axes
(ϕ and θ in Fig. 3.7) with a typical angular precision of about 0.05◦-
0.1◦. Note that, because 2D position-sensitive detectors are used, the
accuracy of the goniometer does not affect the angular resolution of
the measurements. The sample holder is equipped with a tungsten
wire resistive heating device, which allows for the measurements to
be performed at elevated temperatures and/or after in-situ vacuum
annealing up to 900◦C.

Position-sensitive detector The principle of operation of these detec-
tors is based on integrating an array of separate detector cells (pads
or pixels) on a single Si chip and individually contacting them on the
surface by a pattern of conducting and insulating layers. The square-
shaped sensitive area is 28.6×28.6mm2 and consists of 22×22 pixels
(thus each of 1.3 × 1.3mm2). The multiplexed readout of all pads is
triggered if the signal on the detector back plane, which is common to
all pads, exceeds an externally set lower threshold. This readout pro-
cedure limits the count rate of the device to a maximum of about 250
events/s, which is sufficient for typical experiments with long-lived
isotopes (half-life of several hours and above). This is the case for the
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experiments performed in this work using the 59Fe (t1/2 = 44.5 d)
isotope. During the last few years, major technical developments al-
lowed for the implementation of self-triggering readout chips for the
Si pad detectors, enabling measurements during and/or immediately
after implantation with count rates of up to several kHz. Installed
on-line, such a system is able to measure shorter-lived isotopes, as
is the case for the experiments performed in this work using 56Mn
(t1/2 = 2.56 h) and 61Co (t1/2 = 1.65 h) as probe impurities.

3.3.2.2 Angular resolution

The experimental angular resolution is a key parameter in the quantitative
analysis of emission channeling patterns. For a position-sensitive detection
system, it depends on the distance between sample and detector, the po-
sition resolution of the detector, which may vary with energy and nature
of the incoming particles, and on the size and shape of the projected beam
spot. Assuming that both the position resolution of the detector and the
projected beam spot distribution can be approximated as two-dimensional
isotropic Gaussian distributions with standard deviations σd and σb, re-
spectively, the total angular resolution is given by

σang ≈ arctan

⎛
⎝
√

σ2
d + σ2

b

d

⎞
⎠ ≈

√
σ2
d + σ2

b

d
(3.5)

where d is the distance between sample and detector. In most experiments,
d is set to ≈ 30 cm in order to cover an angular range of 5◦-6◦, the relevant
range in typical emission channeling patterns. When the channeling effects
are very sharp, e.g. for high energy β− decays, and a higher angular resolu-
tion is thus required, d can be set to ≈ 60 cm, which increases the angular
resolution by roughly a factor of 2. Since, in either case, the resolution is
limited by the size of the pixels (∼ 1, 3 mm), it makes little difference to
use a beam spot which is much smaller. As a trade-off between position
resolution and beam transmission, a 1 mm beam spot is typically used,
which requires beam collimation during implantation. Assuming that the
standard deviations associated with the beam spot (σb) and the pixels (σd)
are about half of their sizes, the angular resolution σang is approximately
0.16◦ for d = 30 cm and 0.08◦ for d = 60 cm.
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3.3.3 Data analysis procedures

Quantitative lattice location of the radioactive probes is obtained by fitting
the theoretical patterns to experimental ones. In the following, we discuss
the relevant input parameters for the calculations and describe the fitting
procedure.

3.3.3.1 Manybeam calculations

Theoretical emission patterns are calculated using the manybeam program
developed by Hofsäss and Lindner [7–9] and modified by Wahl [11]. The
manybeam program calculates the angle-dependent emission channeling
yields for any emitter lattice position along any crystallographic direction
(typically for an angular range of 0◦ to 3◦ from the axes in steps of 0.05◦).

The starting point for a manybeam calculation is the crystallographic
structure of the host material. The 3-dimensional structure can be deter-
mined experimentally using X-ray diffraction and is well established for
the materials used in this work. The manybeam formalism uses the 2-
dimensional projections with respect to the channeling axes, which can be
obtained from the 3-dimensional structures published in the literature. An-
other important input parameter is the vibration amplitude of the crystal
atoms. The one-dimensional root mean square (rms) vibration amplitude
u1 can be determined experimentally from the Debye-Waller factors in X-
ray absorption or diffraction experiments. Published values are used as
input for the manybeam calculations.

The vibration amplitude of the impurity atoms can be predicted using
the mass-defect approximation. The relation between the one-dimensional
rms vibration amplitude u1 and the Debye temperature ΘD is given by [12]

u21 =
3�T
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whereM is the mass of the element in question, kB the Boltzmann constant,
ΘD the Debye temperature and ϕ(x) the Debye function defined as

ϕ(x) =
1

x

∫ x

0

t dt

et − 1
(3.7)

Within the Debye model, the rms vibration amplitude of a mass defect, in
this case the substitutional impurity atom which is assumed to be bound
to its neighbors with the same elastic constants as the lattice ions, can be
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estimated from the effective Debye temperature of the emitter Θimp
D as:

Θimp
D = ΘD

√
M

M ′ (3.8)

where ΘD and M denote the Debye temperature and the mass of the host
atom that is substituted by the foreign atom, while M ′ is the mass of the
impurity [13]. The rms vibration amplitude u1 of the impurity atom can
thus be estimated using eq. (3.6) if one replaces the massM by the impurity
mass M ′ and uses the effective Debye temperature Θimp

D . Such estimates
for the impurity vibration are only reference values. The actual displace-
ment amplitudes are obtained from fitting the experimental patterns with
theoretical ones calculated for a set of different rms displacement values.
Large deviations (tenths of Å) from these reference values can be associ-
ated with static displacement of the impurity due to lattice relaxation in
its vicinity. Such lattice relaxation may be caused by the impurity itself
(a foreign atom that disturbs the crystal periodicity) or by the interac-
tion between the impurities and neighboring native defects (vacancies and
interstitials), i.e. impurity-defect complex formation. In principle, such
impurity displacements are better described by a static displacement from
the high-symmetry site. However, such relaxation effects may displace the
impurities in various directions and by various distances, depending on the
specific local structure of each impurity. The measured emission pattern
can thus be a superposition of a distribution of sites in the vicinity of a
high-symmetry site. In such cases, the occupied site may be relatively well
described by the high-symmetry site with an rms displacement larger than
the thermal vibration amplitude.

The output of the manybeam calculations, for a given material, chan-
neling axis and impurity isotope, is a two-dimensional emission pattern for
each impurity lattice site and rms displacement u1. These patterns are
smoothed using a Gaussian with σ � 0.1◦ to account for the contribution
of the 1 mm beam spot to the experimental angular resolution (see sec-
tion 3.3.2.2). Higher values of σ may be used in order to account for, e.g.,
crystal mosaicity and extended damage due to high fluence implantation.
The size and shape of the detector pads is taken into account by averaging
over the simulated yield falling within the angular range (0, 26◦ × 0, 26◦) of
one pixel, resulting in the final theoretical emission pattern χtheo(θ, φ). As
an example, Fig. 3.8 shows the simulated emission patterns for 61Co, β−

emitter, in different sites of the GaN wurtzite structure, around different
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Figure 3.8: Simulated channeling patterns for 61Co, β−

emitter, on substitutional Ga sites (SGa), substitutional N sites
(SN), and the interstitial T and O sites in the GaN wurtzite
structure, around the [0001], [1̄102], [1̄101] and [2̄113] crystal-
lographic directions. Note that the [0001] patterns for the SGa,
SN and T sites are identical because they are located within
the same atomic rows for that direction.

crystallographic directions.

3.3.3.2 Fitting procedures

The FDD program was developed by Wahl [14] to perform the quantita-
tive analysis of the experimental 2D patterns χexp(θ, φ) by fitting a linear
combination of the calculated yields χtheo(θ, φ). The fitting routines allow
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up to n occupied sites according to

χexp(θ, φ) = S

[
frand +

n∑
i=1

fiχ
theo
i (θ, φ)

]
(3.9)

where S is a scaling factor and fi denotes the fraction of emitter atoms
occupying the ith site. The random fraction frand accounts for emitter
atoms which do not contribute significantly to the anisotropy of the pattern.
These can be either located on sites with very low crystal symmetry or
in heavily damaged (or even amorphous) surroundings or have a random
occupation of several minority lattice sites. Because the sum of all the
fractions must amount to 1, frand is given by

frand = 1−
n∑

i=1

fi. (3.10)

Using non-linear least squares fitting routines, FDD determines the best
fit values of S, fi, x0, y0 and φ0 simultaneously. Parameters x0 and y0 are
the coordinates of the channeling axis on the detector plane (i.e. the “cen-
ter” of the pattern) and φ0 is an azimuthal rotation angle of the pattern
with respect to the channeling axis. S, x0, y0 and φ0 are always allowed
to vary in order to provide correct normalization of the experimental spec-
tra and to achieve optimum translational and azimuthal orientation with
respect to the detector. Typically only up to three different sites are consid-
ered in the fit, as the fitting routine loses sensitivity with increasing number
of sites, i.e. with increasing number of fi degrees of freedom.

3.3.3.3 Scattered electron background correction

In an emission channeling experiment, two types of electrons reach the
detector: direct and scattered electrons. Those with initial direction in
the vicinity of the detection axis are direct electrons. The number of direct
electrons is roughly given by the ratio between the solid angle Ω spanned by
the detector relative to the beam spot and the full 4π solid angle into which
all the electrons are (almost) isotropically emitted, i.e. Ω/4π of the total
number of decays. However, the number of detected electrons is always
larger than this estimate. The additional scattered electrons are not emit-
ted towards the detector initially, but still reach it after being scattered.
The scattering event may occur inside the sample, when an electron is scat-
tered by the host atoms, or outside the sample, by setup parts (including
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backscattering from sample holder). These scattered electrons constitute
an additional isotropic background in the experimental emission yields,
which is not taken into account in the theoretical framework of channeling
that is implemented in the manybeam program. The problem is different
for conversion electrons and β− particles:

Conversion electron decay. For a pure conversion electron decay, it is
possible to deduce the total scattering background from the experi-
mental energy spectrum. While, for direct electrons, the energy spec-
trum consists of a set of narrow peaks at well defined energies, the
scattered electrons form tails at lower energies due to the energy lost
in the scatter process. It is thus possible to correct for this scattering
background by estimating (integrating the counts in the tails) and
subtracting it from the experimental yields.

Beta decay Because such a simple estimate is not possible for β− decays,
with continuous energy spectra, De Vries [15] developed the computer
program Pad based on the Geant4 toolkit (a set of libraries and tools
to simulate the interaction of energetic particles with matter) [16,17].
Using the Monte-Carlo method, Pad simulates the propagation of
electrons emitted from the sample and, among the ones that reach
the detector, distinguishes the direct from the scattered ones. This
requires detailed input information: the sample’s geometry and com-
position, the β− decay energy spectrum (isotope-specific) and the
exact geometry of the setup, i.e. the position, shape and composition
of the setup parts. From the Pad simulations it is possible to estimate
the background correction factor f as

f =
total electrons

total electrons − scattered electrons
=

total electrons

direct electrons
. (3.11)

This f factor can be used to correct the experimental patterns be-
fore the fitting or, equivalently, as a rescaling factor of the fractions
determined from it.
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3.4 Magnetic characterization: superconducting
quantum interference device (SQUID) mag-

netometry

In DMS materials, the already small magnetic moment of a small amount
of (presumably) magnetic material (< 1 μm film or implanted layer) is
further decreased by the low concentration of magnetic dipoles (such as the
localized 3d moments of the transition metal impurities) and their small
magnetic moment (in many cases, only a fraction of a Bohr magneton).
The magnetic moment of a typical DMS sample is usually between 10−7

and 10−4 emu (10−10 and 10−7 Am2), thus requiring the high sensitivity
of SQUID magnetometry.

A SQUID magnetometer measures the magnetic moment of a sample
by moving it through superconducting detection coils. The detection coils
are connected to the SQUID device through superconducting wires, allow-
ing the current from the detection coils to inductively couple to a SQUID
sensor (based on a Josephson junction). As the sample moves through the
detection coils, the magnetic moment of the sample induces an electric cur-
rent in the detection coils. The detection coils, the connecting wires and
the SQUID input coil form a closed superconducting loop. Any change in
the magnetic flux in the detection coils produces a change in the persistent
current in the detection circuit, proportional to the change in magnetic flux.
Since the SQUID works as a highly linear current-to-voltage converter, the
variations in the current in the detection coils produce corresponding varia-
tions in the SQUID output voltage which are proportional to the magnetic
moment of the sample.

In a fully calibrated system, measurements of the voltage variation as
the sample is moved through the detection coils provide a highly accurate
measurement of the magnetic moment of the sample (with a resolution
down to 10−8 emu). However, magnetic contamination and measurement
artifacts must be carefully taken into account in the < 10−4 emu range.
In order for SQUID magnetometry to be used as a reliable tool for the
detection of ferromagnetism in DMS materials, it is necessary to develop
methods and procedures which ensure that the magnetic signal originating
from contamination and other artifacts can be reproducibly kept below a
well defined value. This is described next, in Article I.





Article I

Practical limits for detection of ferromagnetism using
highly sensitive magnetometry techniques

L. M. C. Pereira,1, 2, 3 J. P. Araújo,2 M. J. Van
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Abstract

Over the last ten years, signatures of high temperature ferromagnetism have
been found in thin films and nanoparticles of various materials which are non-
ferromagnetic in bulk, from semiconductors to superconductors. These studies
often involve state-of-the-art magnetometers working close to the limits of their
sensitivity, where magnetic contaminations and measurement artefacts become
non-negligible. Because such spurious effects may be involved, the reliability of
magnetometry techniques for the detection of ferromagnetism in these new mag-
netic nanomaterials has been questioned. In this paper, we present a detailed
study on magnetic contamination arising from sample processing and handling,
describing how it may occur and how it can be avoided or otherwise removed. We
demonstrate that, when proper procedures are followed, extrinsic magnetic signals
can be reproducibly kept below 5× 10−7 emu (5× 10−10 Am2). We also give an
overview of the expected levels of contamination when such optimum conditions
can not be guaranteed and analyze the characteristics of the resulting magnetic be-
haviour, discussing which features may or may not be used as criteria to distinguish
it from intrinsic ferromagnetism. Although the measurements were performed us-
ing superconducting quantum interference device (SQUID) magnetometers, most
of what we describe can also be applied when using alternating-gradient force
(AGFM) and vibrating-sample (VSM) magnetometers.

Journal of Physics D: Applied Physics 44, 215001 (2011)
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I. INTRODUCTION

Nano-objects with a magnetic signal comparable to that of the dia-
magnetic substrates on which they are deposited pose new challenges to
state-of-the-art magnetometry and its users. With unrivaled sensitivity, su-
perconducting quantum interference device (SQUID) magnetometers have
long been proved suitable for the study of nano-versions of well understood
materials, e.g., thin films or nanoparticles of magnetic materials and super-
conductors. However, when studying new materials exhibiting magnetic
behaviour close to the limits of SQUID sensitivity, small magnetic contam-
inations and measurement artefacts must be carefully taken into account.
This can be the case when studying, for example, dilute magnetic semicon-
ductors (DMS), undoped oxides and superconductors, claimed to exhibit
room temperature ferromagnetism (RT-FM) in thin-film or nanoparticle
form. For many of these materials, RT-FM has been reported indepen-
dently by various groups, the large majority based on SQUID magnetome-
try. However, an increasing number of reports suggest or even demonstrate
that the observed ferromagnetism may originate from extrinsic sources,
such as magnetic contamination1,2 or measurement artefacts.3

Typically in these material systems, the already small signal of a small
amount of (presumably) magnetic material is further decreased by the low
concentration of magnetic dipoles and their small magnetic moment. To
illustrate, let us consider a 5 × 5 mm2 sample consisting of 10 monolay-
ers of a material with a surface density of 1 × 1015 atoms per cm2 per
monolayer from which 1% are dopant atoms or other magnetic point de-
fects with a magnetic moment of 1 µB . Such a sample, be it a continu-
ous thin-film or nanostructures deposited on a diamagnetic substrate, has
a total saturation moment of about 2 × 10−7 emu (200 nemu) on a dia-
magnetic background. This can be thought of as the nanomagnet regime,
where a nanoscale magnet (nm size) carries a nano-moment (nemu mo-
ment). However, this is also the regime where magnetic contamination and
measurement artefacts become non-negligible. While some authors con-
tinue reporting on the ferromagnetic properties of these new nanomagnets
solely based on SQUID measurements, the general opinion is moving to-
wards the notion that finding a signature of ferromagnetism by means of
SQUID magnetometry, i.e. a magnetic hysteresis, is only necessary but not
sufficient to claim its existence.3

Indeed, magnetometry by itself is insufficient to fully establish the mag-
netic nature of a given material, as it measures the total magnetic moment
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without any microscopic information. However, it provides in many cases
information that other techniques hardly can assess. X-ray magnetic circu-
lar dichroism (XMCD) and polarized neutron reflectometry (PNR) suffer
from limited detection power in dilute systems, in addition to the fact that
they are only available at synchrotron and neutron facilities, respectively.
Mössbauer and perturbed angular correlation (PAC) spectroscopies and
other techniques based on hyperfine interactions are only applicable to a
limited number of elements of the periodic table. Magneto-transport mea-
surements may indirectly provide information about the magnetic charac-
ter of a material system but require the input of models which do not exist
when the underlying magnetic mechanisms are unknown. In other words,
SQUID magnetometry is to a large extent irreplaceable. However, in order
to reproducibly establish its reliability limits when measuring very small
magnetic moments, the sources of extrinsic magnetism should be investi-
gated and either strategies to minimize them or criteria to identify them
should to be outlined.

In this context, extrinsic magnetism can be distinguished between (i)
setup-related artefacts leading to the misidentification of the magnetic state
of a sample and (ii) magnetic contamination, i.e. magnetic material which
is accidentally incorporated in the sample bulk or deposited on its surface
and, therefore, is not accounted for in its nominal composition. A number
of artefacts and limitations associated with SQUID magnetometers (i) have
been identified in previous studies (e.g. Refs. 3–7) as leading to various
effects such as a small dependence of the measured magnetic moment on
the sample size or shape or signal discontinuities due to automatic scale
adjustment. All of these must be taken into account, in particular when
high precision is desired. However, with one notable exception, none of
these artefacts is capable of emulating ferromagnetism where it does not
exist. The exception, recently identified and described in Ref. 3, consists
of residual ferromagnetic-like hysteresis attributed to a small magnetic flux
trapped in the superconducting coil. Also recently, various sources of mag-
netic contamination (ii) were identified.2 The main conclusion from these
studies is that artefacts inherent to SQUID magnetometers (i) can result
in hysteresis with up to 4× 10−7 emu of saturation moment, whereas those
associated with magnetic contamination (ii) due to sample handling or
mounting can be as high as 1×10−4 emu. Residual magnetic hysteresis and
other artefacts constitute a technical limitation of the setup, and thereby
set the lowest achievable limit for detection of ferromagnetism. If SQUID
magnetometers are to be used as reliable tools to characterize nanomag-
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nets, methods and procedures should be developed which ensure that the
magnetic signal originating from contamination can be reproducibly kept
below a well defined value, ideally of the same order or smaller than that
from artefacts (10−7 emu), in order to make full use of the setup sensitivity.

In this paper, we present a detailed study on magnetic contamination
(10−7 to 10−4 emu) arising from sample processing and handling. Purely
diamagnetic substrates were used in order to isolate the magnetic contribu-
tion from the contaminant material. To ensure a statistically representative
sample, we measured more than 50 pieces of commonly used substrates,
Al2O3, Si, ZnO, MgO and SrTiO3, of various thicknesses and suppliers,
subject to various handling, processing and sample-mounting conditions.
We investigated how contamination may occur and how it can be avoided
or otherwise removed. We also analyzed the characteristics of the con-
taminant magnetism, discussing which features may or may not be used
as criteria to distinguish it from intrinsic ferromagnetism. Although all
the measurements were performed using superconducting quantum interfer-
ence device (SQUID) magnetometers, most of what we describe can be ap-
plied when using alternating-gradient force (AGFM) and vibrating-sample
(VSM) magnetometers.

II. EXPERIMENTAL DETAILS

The measurements were performed with the commonly used MPMS
magnetometers from Quantum Design.8 The majority was performed with
an MPMS-XL (5 T) using the RSO option which provides higher sensi-
tivity compared to the standard dc-transport mode. For comparison and
completeness, some measurements were performed with a MPMS-5 (5.5
T), both in RSO and dc-transport modes. The samples consisted of ap-
proximately 5× 5 mm2 pieces of the commonly used substrates Al2O3, Si,
ZnO, MgO and SrTiO3, of various thicknesses (t = 0.1−2 mm) and suppli-
ers (Crystal GmbH, CrysTec GmbH, MaTecK GmbH and SPC Goodwill
Co. Ltd.). Given the large amount of samples, the measurements were
simplified whenever possible. In most cases, the parameter to be deter-
mined was simply the saturation moment of the ferromagnetic component
at 300 K, for which the M-H data were measured only for decreasing field
(half-loops) and with a small number of field steps. Unless mentioned oth-
erwise, all measurements were performed with the sample plane parallel to
the applied field.
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III. RESULTS AND DISCUSSION

A. How contamination can occur

1. Sample mounting

It is known that the sample mounting itself can contribute to a FM-like
background, even if the sample is not contaminated.2 As recommended by
Quantum Design, clear plastic drinking straws are typically used as sample
holders in SQUID magnetometers. Commercial cotton or Kapton R© tape
are commonly used to hold the sample inside the straw. Both Kapton R©

and cotton are diamagnetic materials. It is however known that the use of
these materials can contribute to a FM-like background with a saturation
moment of up to the order of 10−5 emu.2 An alternative is to hold the
sample simply by clamping it with the straw itself, avoiding the presence
of additional material in the probed region. In principle, the deformations
induced in the straw are minimal, behave linearly in field and are virtu-
ally temperature independent. However, special care must be taken when
applying this method, as straw deformations have been reported to intro-
duce a ferromagnetic-like background with a saturation magnetization of
up to 1× 10−6 emu.2 Furthermore, this freestanding method imposes some
constraints on sample size and shape in order to ensure that the sample
remains in place. A convenient alternative is to hold the sample with a
polyester or cotton thread across the straw, tied around the sample, and
held tight and straight by fixing it to the ends of the straw. This contributes
with only a small amount of diamagnetic material around the sample, as
the contribution from the remaining material cancels out due to its axial
symmetry. If the material composing the thread is diamagnetic and free
from ferromagnetic contaminations it does not contribute to any FM-like
background within SQUID sensitivity. Colored thread should be avoided as
some of the commonly used pigments are magnetic. In any case, the mate-
rials that are used for sample mounting must always be tested, as they may
be contaminated during production or handling in the laboratory. Figure
1 shows the 300 K M-H data (magnetic moment as a function of field) of
such a thread-mounting scheme, without any sample, to isolate the contri-
bution from the thread. The raw data (a) show an almost perfectly linear
behaviour corresponding to a very small diamagnetic susceptibility. Sub-
tracting this diamagnetic (linear) component results in a residual signal (b)
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FIG. 1: Example of M-H data at 300 K for typical thread-mounting, without
any sample in order to isolate the background due to the thread (emu = 10−3

Am2): (a) raw data measured between 2 T and -2 T; (b) after subtraction of the
diamagnetic component determined by a linear fit to the raw data. The error bars
correspond to the standard deviation of 5 consecutive measurements.

with absolute value below 1×10−7 emu, of the order of the system precision.
Our tests revealed background levels consistently below 1× 10−7 emu. Un-
less mentioned otherwise, all the data that are shown in the following have
been measured using this sample-mounting scheme.

2. Cleaving and handling

The simplest and most obvious source of contamination is the contact
with Fe-containing tools or setup parts. These can be the sample holder or
clamps used during growth or post-growth treatments, tweezers and other
tools used to manipulate a sample, or even non-Fe based tools or parts
which have previously contacted magnetic materials. Among these, the
most common source of contamination is probably the sample cleaving,
even when a diamond stencil is used, since it is almost impossible to ensure
that the rod, to which the diamond (or SiC piece) is attached, does not
touch the sample. If the rod is composed of a ferromagnetic material,
e.g., stainless-steel (SS), small magnetic particles can be deposited upon
contact, depending on the hardness of the sample material and the pressure
involved in the transfer process. Stronger contamination can occur, for
example, when a sample is cleaved using a SS blade, a common alternative
for substrates thicker than 0.5 mm. In this case, a much larger pressure
is applied, as the blade is hammered onto the sample or substrate. The
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FIG. 2: (a) 300 K M-H half-loops of ZnO (0.33 mm) samples which have been
cleaved using a diamond-on-Cu stencil and a diamond-on-SS stencil and a SrTiO3

(1 mm) sample cleaved with a SS blade. (b) 300 K M-H half-loops of pieces
from two different MgO (0.1 mm) substrates, cleaved by simply pressing the very
thin substrate while still inside the enclosing paper, as received from the supplier
(emu = 10−3 Am2).

effect of cleaving on the magnetic response is illustrated in Fig. 2 (a)
which shows the 300 K M-H half-loops of ZnO samples which have been
cleaved using a Cu stencil (diamond on a Cu rod) or a SS stencil (diamond
on a SS rod) and a thick SrTiO3 sample (t = 1 mm) cleaved with a SS
blade. The diamagnetic background was estimated by a linear fit between
1 T and 2 T and subtracted from the data. Cleaving ZnO with a Cu
stencil did not introduce a measurable contamination. However, cleaving
it with a SS stencil resulted in a FM-like signal with a saturation moment
of 1.5 × 10−6 emu. Cleaving SrTiO3 with a SS blade resulted in an even
stronger contamination (1.4×10−5 emu). Similar effects can be induced by
contact with parts made of Ni- and Co-containing alloys, typically used in
oxide-deposition setups.

Magnetic contamination can also occur when inks or silver paint are used
for markings or for electrical contacts, respectively. These can contribute
with a few µemu to a FM-like background2 and should therefore be avoided
prior to any magnetic characterization.

3. As-obtained substrates

Surprisingly, some substrates may already be contaminated as received
from the supplier. Figure 2 (b) shows the 300 K M-H half-loops of pieces
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FIG. 3: Saturation moment at 300 K of the same ZnO sample measured in four
consecutive stages (emu = 10−3 Am2): as-cleaved using a diamond-on-Cu stencil,
pressed with a pair of SS tweezers, annealed at 900 ◦C in air for 10 min, annealed
in vacuum under the same conditions but with a small SS speck on top and, finally,
annealed in air once again.

from two different MgO (0.1 mm) substrates. The pieces were cleaved by
simply pressing the very thin substrate while still inside the enclosing paper,
as received from the supplier, thereby avoiding any contact with a possibly
contaminating cutting tool. The saturation moment varies considerably
among substrates between 10−6 and 10−5 emu. By measuring different
pieces from the same substrate, we observed that the magnitude of the
signal scales with the sample mass within 1%, irrespective of belonging
to the border or to the interior of the substrate. This indicates that the
contaminant material was uniformly distributed on the substrate surface,
most likely during the polishing process. However rare, this shows the
importance of a careful pre-characterization of the substrates.

4. High temperature processing / annealing

In general, heating up a sample in contact with metallic parts results
in material transfer, even if the contact is point-like. In fact, material can
even be evaporated from heated metallic parts and deposited on the sam-
ple without direct contact. This applies to high temperature film-growth as
well as post-growth annealing. The particular physical and chemical reac-
tions that take place depend on the materials involved and the temperature,
atmosphere and duration of the process. Figure 3 shows the saturation mo-
ment measured at 300 K of the same ZnO sample in four consecutive stages
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of contamination and annealing. The non-magnetic ZnO sample becomes
FM after being pressed with SS tweezers. The same occurs after annealing
in vacuum at 900 ◦C for 10 min in contact with a small SS speck (few mg
scraped from SS tweezers) placed on the sample surface before annealing
and removed afterwards. For both types of contamination, annealing in air
renders the sample again non-magnetic, most likely due to either oxidation
or desorption of the contaminant material. We observed, although rarely,
that annealing in vacuum can also reduce the contaminant magnetization,
most likely due to desorption. These effects must be considered very care-
fully when studying, for example, the effect of annealing atmosphere on the
magnetic properties of dilute magnetic semiconductors. Such reversibility
phenomena can appear to provide evidence for the role of defects, intro-
duced and removed by annealing in different atmospheres, in stabilizing the
ferromagnetic state.

In order to minimize contamination, sample-holders made of non-
metallic materials such as machinable ceramics should be used at all the
steps of sample processing. However, this may be insufficient. Repeated use
of the equipment can result in deposition of magnetic material in initially
non-magnetic parts. For example, we have observed that, if the annealing
setup is not properly cleaned and baked out, magnetic material with up to
5× 10−6 emu of saturation moment can be deposited on a sample during
annealing even when it is performed in vacuum and using a ceramic sample
holder.

5. Accidental (re)contamination in metal-free conditions

We have observed that even avoiding the contaminating conditions de-
scribed above, some samples may accidentally become (re)contaminated.
This is likely to originate from Fe-containing dust particles or other air-
borne magnetic debris easily found in laboratories where magnetic materi-
als are synthesized or characterized. Such contaminant material can deposit
on a sample directly or by transfer from otherwise non-magnetic tools or
parts. Although the contribution from each of these random events is typ-
ically of the order of 10−6 emu, they can accumulate, depending on how
many processing steps and how much exposure time precedes the magnetic
characterization.
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6. Summary

Figure 4 (a) summarizes the different levels of contamination discussed
above. In general, the oxides appear to suffer from higher contamination
levels compared to Si, which reflects that metal particles are more easily
abraded by harder materials. Whenever Fe-containing tools were used, the
level of contamination reached an order of magnitude of 10−5 emu. On
the other hand, they can be consistently kept below 1 × 10−6 emu using
only tools made of non-magnetic materials such as plastic, carbon fiber or
copper. We note, however, that this corresponds to single-event contam-
ination. For real samples, if the magnetic characterization is performed
after several processing steps, the effects may accumulate. Moreover, the
summary in Fig. 4 (a) does not include the effect of high temperature
processing, which by itself can contribute with signals of the order of 10−6

emu.

B. How the contaminant material can be removed

So far we demonstrated that the magnetic signal originating from con-
taminant material can be consistently kept below 1×10−6 emu when proper
procedures are followed. Nonetheless, real samples may suffer from multiple
contamination events and accumulate larger magnetic signals, and in some
cases, potentially contaminating conditions simply can not be avoided, e.g.,
when the substrates are already contaminated as received. In such cases, a
suitable cleaning procedure is required for the removal of the contaminant
material. Although acid cleaning procedures are standard for Si process-
ing, most of the materials under consideration in this work (oxides) can be
degraded by acids. Alternatively, we observed that cleaning the samples in
consecutive ultrasound baths of acetone, 2-propanol and ultrapure water,
for 5 min each, reduces the contamination considerably. In most cases,
repeating this cycle for a number of times reduces it even further. We ob-
served that the magnetic signal originating from the contaminant material
reaches a minimum and saturates typically after three cycles. This is illus-
trated in Fig. 5 (a) where the saturation moment at 300 K is shown for
various representative examples after consecutive cleaning cycles: a ZnO
sample cleaved with a diamond-on-SS stencil, an MgO (0.1 mm) sample
contaminated as received and an MgO (2 mm) sample cleaved with a SS
blade. Figure 5 (b) shows the 300 K M-H half-loops of the MgO (0.1 mm)
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FIG. 5: Representative examples of the effect of the cleaning procedure: (a) satu-
ration moment (300 K) after each cleaning cycle of an MgO (2 mm) sample cleaved
using a SS blade, an MgO (0.1 mm) sample contaminated as received by the sup-
plier and a ZnO (0.33 mm) sample cleaved using a diamond-on-SS stencil; (b)
300 K M-H half-loops of the MgO (0.1 mm) sample (emu = 10−3 Am2). Each
cycle consists of three consecutive ultrasound baths in acetone, 2-propanol and
ultrapure water, 5 min each.

sample after each cleaning cycle.
Typically, the cleaning is very efficient when the pressure involved in

the process of material transfer is small, as when scratching the back of
a substrate with a diamond stencil. However, when the pressure is large
enough, e.g., when cleaving a sample by hammering it with a SS blade, or
when the contaminated sample has been subject to high temperatures, the
contaminating material may not be completely removed. In these cases,
as shown in Fig. 6 (a), the strong adhesion with the sample prevents the
complete removal of the contaminant material even when new chemicals
(to prevent saturation) and higher temperatures (to increase the cleaning
efficiency) are used. Moreover, our experience indicates that many short
cycles are more efficient than a few long ones, e.g., three 5 min cycles instead
of one of 15 min.

As described above, some of the studied samples were accidentally con-
taminated even in controlled conditions. Figure 6 (b) shows two of these
cases. The increase in saturation moment indicates that these samples were
contaminated between the end of the corresponding cleaning cycle and the
start of the measurement, despite the efforts to avoid contaminating con-
ditions. Interestingly, the nature of the contamination seems to differ from
one case to the other. In only one of them, the contaminant material can
be removed completely by cleaning.
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FIG. 6: Saturation moment after each cleaning cycle for two non-typical cases
(emu = 10−3 Am2): (a) attempts to eliminate persistent contamination on an
MgO (2 mm) substrate (cleaved with a SS blade) using new chemicals (◦) and
carrying out the baths at 50 ◦C (�); (b) MgO and ZnO samples accidentally
recontaminated between cleaning cycles (↗). Note that the error bars are included
(although too small to be visible), taking into account the experimental error and
reproducibility limits (of the order of 10−7 emu).

Figure 4 (b) gives an overview of the persistent-contamination levels that
are achievable with the described cleaning procedure. For the samples that
had been in contact with Fe-containing materials, these are of the order
of 10−6 emu. Remarkably, contamination levels below 5× 10−7 emu can
be consistently achieved after cleaning if the samples have not contacted
Fe-containing materials.

The applicability of such cleaning procedures is a trade-off between the
required sensitivity for a given experiment and possible undesired effects of
the cleaning. The ultrasound bath may damage the sample if it consists, for
example, of nanostructures deposited on a substrate with poor adhesion.
Also, H diffusion into the sample may be promoted or accelerated by the
immersion in water, acetone or 2-propanol, and modify the sample’s elec-
trical and magnetic properties. By means of hydrogen forward scattering
spectrometry (HFS), we investigated the hydrogenation effects of a 3-cycle
cleaning sequence on the different materials used in this study (data not
shown). We found that the cleaning procedure does not introduce measur-
able amounts of H within the HFS sensitivity (< 1%). We note, however,
that this is the case for the high-quality single-crystalline materials that
we have studied. In real samples, such as thin films and nanostructures
deposited onto these substrates, with possibly lower crystalline quality and
therefore lower diffusion barriers, hydrogenation may occur.
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FIG. 7: M-H and M-T data of a SrTiO3 sample cleaved with a SS blade and a
ZnO sample pressed with SS tweezers: (a) 300 K M-H full loops (2 T → -2 T
→ 2T); (b) field-cooled (FC) and zero-field-cooled (ZFC) measurements, with a
field of 10 mT (100 Oe) as described in the text (emu = 10−3 Am2). Unlike the
M-H data (a), the M-T data (b) have not been corrected from the diamagnetic
component.

C. How to distinguish contaminant from intrinsic ferromagnetism

We have shown that a measurable magnetic contamination will most
likely occur if proper procedures are not followed. In general, cleaning
procedures can be applied, but in some cases they are unable to completely
remove the contaminant material. In other cases, cleaning may not even
be an option if it affects the intrinsic properties of the samples. Next, we
analyze the magnetic behaviour of the contaminant material, discussing
which features may or may not be used as criteria to distinguish it from
intrinsic ferromagnetism in these cases where it can not be excluded that
measurable contamination has occurred.

1. General M-H and M-T behaviour

Figure 7 shows the typical M-H and M-T behaviour of two contam-
inated samples with saturation moment in the 10−6 to 10−5 emu range.
In general, both for weakly and strongly contaminated samples, the M-H
curves show a coercivity of 10 – 100 mT (100 – 1000 Oe) and a remanence
of 10% – 20% of the saturation moment. The field-cooled (FC) and zero-
field-cooled (ZFC) measurements9 of the sample with higher saturation
magnetization (SrTiO3) show some degree of irreversibility which disapears
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FIG. 8: Comparison between M-H data for positive decreasing field at various
temperatures: (a) Al2O3 sample before (at 300 K) and after (at 5, 20, 100 and
300 K) being contaminated by SS tweezers; (b) 300 K M-H data of the contami-
nated Al2O3 sample compared to the 20 K, 100 K and 300 K M-H data of a small
speck of the SS tweezers tip that caused the contamination (emu = 10−3 Am2).

well below the Curie temperature (TC > 300K). This is consistent with
a scenario of superparamagnetic (SPM) behaviour of the metallic particles
abraded from the SS blade. The ZnO sample does not show FC-ZFC irre-
versibility, which could be interpreted as a sign of a fundamentally different
type of magnetic behaviour from that of the SrTiO3 sample. We note, how-
ever, that the saturation moment of the ZnO sample is much smaller to start
with [Fig. 7 (a)], i.e., the SPM component and consequently the expected
FC-ZFC splitting are much smaller. Assuming the same linear correspon-
dence between the saturation moment and the FC-ZFC splitting for both
samples, the maximum FC-ZFC splitting expected for the ZnO sample is
of about 5 × 10−8 emu, smaller than the experimental noise. Therefore,
even though the ZnO sample shows measurable coercivity and remanence
up to 300 K, FC-ZFC irreversibility is not observed because the possible
splitting can not be resolved. We also note that the M-T data in Fig. 7 (b)
have not been corrected from the diamagnetic component, which results in
a shift of the data towards negative µ. This explains why the ZnO moment
is negative and the SrTiO3 ZFC curve crosses zero around 50 K. Because
the diamagnetic susceptibility is larger for ZnO compared to SrTiO3, this
also explains the large off-set between the data for the two materials.

Figure 8 (a) shows the M-H data at different temperatures of an Al2O3

sample that has been intentionally contaminated using SS tweezers. Aside
from a small increase in saturation moment with decreasing temperature
(3% between 300 K and 5 K), characteristic of ferromagnetic materials with
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a Curie temperature well above 300 K, the measured µ(H) is virtually tem-
perature independent. For conventional SPM behaviour, µ(H) is given by
a Brillouin function (Langevin in the continuous limit) which is a function
of H/T . Therefore, for SPM behaviour, the saturation field at 300 K is
expected to be about 60 times that at 5 K. This is clearly not the case;
the observed saturation behaviour is the same. This indicates that the
contaminant-particle size is above the single-domain regime, i.e., the Bril-
louin/Langevin behavior of single-domain (macro-spin) SPM particles does
not hold. In Fig. 8 (b), the 300 K M-H data of the contaminated Al2O3

sample are compared to the 20, 100 and 300 K M-H data of a small speck
of the SS tweezers tip that caused the contamination. The same temper-
ature independence is observed. However, the saturation behaviour differs
considerably between bulk and abraded material. This indicates that not
only the nature of the contaminant material but also the size and shape of
the abraded particles determines its magnetic properties.

In summary, the magnetic behaviour of the contaminant material ranges
from SPM-like to weak ferromagnetism. It is generally characterized by a
small coercivity and remanence, saturation fields of the order of 1 T and
FC-ZFC splitting which may however be too small to be resolved. In some
cases, most likely when the Curie temperature of the contaminant material
is far beyond the measured range and the contaminant-particle size is above
the single-domain regime, the ferromagnetic component of theM-H loops is
virtually temperature independent. Unfortunately, rather than distinctive,
these characteristics are in fact typical of the new magnetic nanomaterials
mentioned in the introduction.

2. In-plane vs. out-of-plane anisotropy

Diamagnetism is an isotropic property. Superparamagnetic or ferro-
magnetic contaminant particles may display some degree of single-particle
anisotropy but since they are randomly placed in a sample, their net magne-
tization should also be isotropic. Therefore, a diamagnetic substrate, even
if contaminated with FM material, is not expected to show anisotropic
magnetization with respect to the field direction. As such, anisotropy ef-
fects could in principle be used as a distinctive feature of intrinsic ferromag-
netism. However, as we discuss next, the finite sample size or a non-uniform
distribution of the contaminant material can lead to an apparent anisotropy
when comparing measurements performed with the field parallel (in-plane)
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(a)                  (b)                              (c)
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FIG. 9: Diagram illustrating possible sources of radial and axial anisotropy arte-
facts for in-plane [(a) and (b)] and out-of-plane (c) measurements, as described in
the text. The cylinders represent measuring straws and the samples are depicted
in gray. Radial effects can be created by the contaminant material (depicted as
black squares on the samples edges) at a distance rc from the sample center and
r from the measuring axis (vertical). Axial effects can be created, for example,
when contaminated cotton is used to hold the sample (depicted above and below
the samples), resulting in apparently different sample sizes (lip and lop).

and normal (out-of plane) to the sample surface.
Similar to other extraction techniques, SQUID magnetometers rely on

the response of pickup coils to changes in the magnetic flux as the sample is
scanned through the coils. The response depends not only on the magnitude
of the sample magnetic moment, i.e., of the ensemble of point dipoles, but
also on their orientation and position with respect to the pickup coils. For
non-spherical samples this automatically results in an apparent in-plane vs.
out-of-plane anisotropy, even in the ideal case for which the diamagnetic
and ferromagnetic components are uniformly distributed in the sample vol-
ume. For typical sample geometries, approximately 5 × 5 × 1 mm3, the
measured magnetization is apparently larger by 3-4% in out-of-plane mea-
surements, as demonstrated theoretically and experimentally in Ref. 7 and
3, respectively. This affects both diamagnetic and ferromagnetic compo-
nents, and thus emulates a small magnetic anisotropy. Stronger anisotropy
effects are created by non-ideal conditions, such as spatial asymmetries or
non-uniformities of the ferromagnetic volume. Due to the cylindrical sym-
metry of the axial second-order gradiometers commonly used in SQUID
magnetometers, these anisotropy artefacts can be divided into radial and
axial effects.
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FIG. 10: (a) Response curves (V (z)) for scans of two samples with equal magnetic
moment µ and different geometries, simulated (◦ and •) using the finite elements
calculation described in the text and best fits (line) of equation (1) using an al-
gorithm similar to that used by the MPMS MultiVu application to deduce the
measured moment µexp: a point-like dipole (•) and a line-like sample with length
l = 2 cm along the gradiometer axis (◦). (b) Fitted µexp as a function of sample
length l.

a. Radial effects are observed when the radial distribution of the fer-
romagnetic volume is significantly different for different measurement ge-
ometries. To illustrate, let us consider a square diamagnetic sample, cen-
tered within the pickup coils, with a point-like contamination in one of
its edges at a distance rB from the sample center (Fig. 9). By rotating
the sample around its center, one can vary the radial distance r, of the
ferromagnetic contamination relative to the longitudinal axis of the coils,
between 0 and rc [Fig. 9 (a) and (c)]. Since the magnetic flux across the
coils increases with r (cf. Ref. 2), so does the measured moment. As such,
in-plane measurements may yield a smaller magnetization if the sample is
oriented so that r = 0 [Fig. 9 (a)], whereas for out-of-plane measurements,
r = rc always [Fig. 9 (c)]. These radial effects have been discussed in Ref.
2, where a ferromagnetic component up to 40% larger when measuring out-
of-plane has been reported. We note, however, that we have not observed
a radial anisotropy larger than 10%. We also note that radial effects may
as well result in purely in-plane anisotropy, since in-plane rotation around
the sample center can also vary r between 0 and rc [Fig. 9 (a) and (b)].

b. Axial effects are controlled by the longitudinal elongation of the
magnetic volume. The response of a point dipole with magnetic moment
µ, at point z on the measurement axis and aligned with it, is given by

V (z) = µS{2(r2c + z2)−3/2 − [r2c +(z+Λ)2]−3/2 − [r2c +(z−Λ)2]−3/2}, (1)
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FIG. 11: M-H half-loops of two small cotton pieces inside a measuring straw
with no gap (•) and with a 5 mm gap (◦) between them: (a) raw data; (b)
data corrected from the diamagnetic component estimated between 1 and 2 T
(emu = 10−3 Am2).

where rc is the coil radius (0.97 cm), Λ is the distance between an out-
ermost coil and the central coils of the gradiometer (1.519 cm) and S is the
calibration factor. Finite size samples with length l along the z-axis can
be approximated as an ensemble of point dipoles along the sample length
l, neglecting the radial dimension. The V (z) scans can thus be simulated
using a simple finite elements calculation and fitted to equation (1) us-
ing an algorithm similar to that used by the MPMS MultiVu application
to deduce the measured moment µexp. This is shown in Fig. 10 (a) for
two limiting cases with equal moment µ: a point-like dipole and a line-
like sample with l = 2 cm. Figure 10 (b) shows how µexp decreases with
increasing sample length l. Within normal sample sizes (≤ 0.5 mm) the
effect is negligible (≤ 4%). However if the ferromagnetic signal is external
to the sample, the effects may become significant. As mentioned above, in
order to fix the position and orientation of a sample inside the measuring
straw, it is common to use two small pieces of commercial cotton, which
is typically contaminated with small ferromagnetic particles. If the sample
is fixed between two pieces of cotton (Fig. 9), the distance between the
two pieces is very small (of the order of the sample thickess) for out-of-
plane measurements, whereas for in-plane measurements, it is increased to
about the sample length. In terms of apparent sample length, this corre-
sponds to an increase from lop to lip (Fig. 9). Figure 11 shows the M-H
half-loops of two small cotton pieces inside a measuring straw, emulating
the two measurement geometries: touching (in-plane) and separated by 5
mm (out-of-plane). The anisotropy is close to 100% and affects equally the
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diamagnetic and ferromagnetic components.

3. N-shaped V (z) and kinks in µ(H)

None of what we described so far can be used as a distinctive feature
of contaminant magnetism. The search for such a fingerprint must there-
fore be extended to what is experimentally characteristic of measuring a
contaminated sample, other than the magnetic behaviour itself. Indeed,
one such feature has been identified, which results from an axial asymme-
try of the ferromagnetic volume with respect to the center of moment of
the uniformly magnetized diamagnetic (DM) sample. These artefacts have
been studied in detail in Ref. 7 and are also discussed in the context of FM
contaminations in Ref. 3. To illustrate, let us consider a typical square dia-
magnetic sample with a FM point-like contamination in one of the edges.
Let us also assume that for a given field H0 within the measured range,
the magnetization is zero, i.e., the FM and DM components have the same
magnitude but opposite signal, thus canceling each other. If the sample is
mounted such that the contaminated edge is at the top or the bottom, the
FM and DM centers of moment are displaced from each other by about half
of the sample length. Therefore, close to H0, instead of a V (z) shape as
in Fig. 10, one measures a superposition of two dipoles with opposite sign
and separated by a few millimeters in the z direction. This produces an
N-like shape, with a relative (absolute) maximum and a absolute (relative)
minimum of comparable magnitude in the vicinity of H0. This is always
visible in the measured V (z) data but can also affect the M-H (or similarly
the M-T) curves as follows. Both iterative and linear fitting routines cal-
culate the magnetic moment by mathematically fitting equation (1) to the
measured response curve. The linear routine assumes a perfectly centered
sample and therefore uses equation (1). For the iterative routine, z is sub-
stituted by (z − z0) in equation (1), where the additional free parameter
z0 accounts for possible sample miscentering along the z-axis. When the
latter is used, since it always assumes a V (z) curve with one absolute ex-
tremum (Fig. 10), the best fit will be obtained for z0 equal to the position
of the largest of the two extrema. Close to H0, this results in a large fitted
offset with opposite signs below and above H0 and a discontinuity of the
measured magnetic moment. We note, however, that these symptoms can
only be interpreted as an indication of an asymmetric distribution of the
FM material with respect to the DM substrate which, in many cases but
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not necessarily, corresponds to the presence of contaminant material. Also,
the absence of such effects can not be interpreted as evidence of absence
of contamination. The distribution of the contaminant material projected
onto the measurement axis may simply be symmetric enough to escape
detection.

IV. CONCLUSIONS

In summary, we have established the practical limits of SQUID magne-
tometry for the detection of ferromagnetism in nanomaterials deposited on
diamagnetic substrates with comparable magnetic signal. We have shown
that, when proper procedures are followed, extrinsic magnetic signals can
be reproducibly kept below 5× 10−7 emu (5× 10−10 Am2). Although we
have described such procedures, the reliability limits should be established
independently for the sample processing and handling conditions specific to
each experiment, by means of adequate and statistically relevant tests. We
suggest that magnetic behaviour should only be reported reasonably above
those limits, as we were unable to identify characteristics of the contami-
nant magnetism which could be generally used as criteria to distinguish it
from intrinsic ferromagnetism.

Acknowledgments

This work was supported by FCT Portugal (SFRH/BD/35761/2007,
PTDC/FIS/098943/2008, PTDC/CTM-NAN/115125/2009), FWO Flan-
ders, KULeuven projects GOA/2009/006 and INPAC EF/05/005 and the
IUAP P6/42 program.

1 D. W. Abraham, M. M. Frank, and S. Guha, Appl. Phys. Lett. 87, 252502
(2005).

2 M. A. Garcia, E. Fernandez Pinel, J. de la Venta, A. Quesada, V. Bouzas, J. F.
Fernandez, J. J. Romero, M. S. Martin Gonzalez, and J. L. Costa-Kramer, J.
Appl. Phys. 105, 013925 (2009).

3 A. Ney, T. Kammermeier, V. Ney, K. Ollefs, and S. Ye, J. Magn. Magn. Mater.
320, 3341 (2008).

4 D. P. Osterman and S. J. Williamson, Rev. Sci. Instrum. 54, 1380 (1983).
5 A. Zieba, Rev. Sci. Instrum. 64, 3357 (1993).



92
Art. I: Practical limits for detection of ferromagnetism using highly

sensitive magnetometry techniques

6 L. L. Miller, Rev. Sci. Instrum. 67, 3201 (1996).
7 P. Stamenov and J. M. D. Coey, Rev. Sci. Instrum. 77, 015106 (2006).
8 Quantum Design, Inc., 11578 Sorrento Valley Road, San Diego, CA, USA.
9 The following procedure was adopted for the field-cooled (FC) and zero-field-

cooled (ZFC) measurements. The samples were demagnetized at 300 K and
cooled without an applied magnetic field. After stabilizing the temperature at
5 K, a field of 10 mT (100 Oe) was applied. The magnetic moment was then
measured as a function of increasing temperature from 5 K to 300 K - the zero-
field-cooled (ZFC) measurement. The sample was then cooled in the same mag-
netic field and, after stabilizing at 5 K, the magnetic moment was measured
again as a function of increasing temperature from 5 K to 300 K - the field-
cooled (FC) measurement.



Bibliography

[1] J. F. Ziegler, J. P. Biersack, and U. Littmark, The stopping and range
of ions in solids. Pergamon Press, New York, 1985.

[2] W. K. Chu, M. A. Nicolet, and J. W. Mayer, Backscattering Spectrom-
etry. Academic Press, New York, 1978, 1978.

[3] J. W. Mayer and E. Rimini, Ion beam handbook for material analysis.
Academic Press, New York, 1977.

[4] L. C. Feldman and J. W. Mayer, Fundamentals of surface and thin
film analysis. North-Holland, Amsterdam, 1986.

[5] J. Lindhard, “Influence of crystal lattice on motion of energetic charged
particles by Jens Lindhard,” Matematisk-fysiske meddelelser udgivet af
det Kongelige Danske videnskabernes selskab, vol. 34, p. 14, 1965.

[6] D. V. Morgan, Channeling. John Wiley & Sons, 1973.
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Chapter 4

Results

In this chapter the results are presented based on the articles that have
been published and the manuscripts that have been prepared for publica-
tion. The sections follow the same structure as the research objectives in
chapter 2: objective (A) corresponds to section 4.1 (Lattice location of Mn
in GaAs), objective (B1) to section 4.2 (Lattice location Mn and Co in ZnO
and GaN), objective (B2) to section 4.3 (Searching for room-temperature
ferromagnetism in Mn-, Fe- and Co-implanted ZnO and GaN), and objec-
tive (B3) to section 4.4 (Paramagnetism and antiferromagnetic interactions
in Cr-implanted GaN and Fe-implanted ZnO). At the end of this chapter,
section 4.5 consists of a more global discussion, bringing together the results
on lattice location of transition-metals in narrow-gap GaAs and wide-gap
GaN and ZnO, and on the magnetism of dilute magnetic semiconductors.

4.1 Lattice location of Mn in GaAs

This section is composed of articles II and III, on the lattice location of
Mn in GaAs using the emission channeling technique (described in section
3.3). The main goal is to identify the interstitial Mn site and determine
its thermal stability. Article I presents the results on p+-GaAs, which in
principle most resembles highly Mn-doped GaAs (i.e. typical Ga1−xMnxAs
DMS samples, grown by low temperature MBE). Article III extends these
experiments to semi-insulating and n+-GaAs, in order to investigate the
effect of varying the concentration of potentially trapping defects. Article
III also gives an overview of the results in the two articles, and discusses
their implications on the prospects for increasing the Curie temperature of
Ga1−xMnxAs.
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Article II

Direct identification of interstitial Mn in heavily p-type
doped GaAs and evidence of its high thermal stability
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Abstract

We report on the lattice location of Mn in heavily p-type doped GaAs by means
of β− emission channeling from the decay of 56Mn. The majority of the Mn
atoms substitute for Ga and up to 31% occupy the tetrahedral interstitial site
with As nearest neighbors. Contrary to the general belief, we find that inter-
stitial Mn is immobile up to 400◦C, with an activation energy for diffusion of
1.7–2.3 eV. Such high thermal stability of interstitial Mn has significant implica-
tions on the strategies and prospects for achieving room temperature ferromag-
netism in Ga1−xMnxAs.

Applied Physics Letters 98, 201905 (2011)
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Intensively studied for over a decade, Ga1−xMnxAs stands as one of the
most well understood dilute magnetic semiconductors (DMS).1 This sound
understanding of Ga1−xMnxAs from both a fundamental and applied point
of view, supported by an increase of the Curie temperature (TC) over the
years and by the prominent position of GaAs in semiconductor industry,
holds the promise of an eventual crossing of the room temperature barrier
and direct technological implementation.

It has been theoretically and experimentally established that the TC of
Ga1−xMnxAs increases with increasing Mn concentration x and hole con-
centration p.2 Thermal annealing near the growth temperature (∼200◦C)
increases p and consequently TC , but a significant fraction of Mn atoms
remains electrically inactive.2,3 This partial activation by (∼200◦C) an-
nealing was attributed to the out-diffusion of a compensating defect with
low thermal stability,3 with an activation energy of 0.7 eV,4 which has been
identified as interstitial Mn.4,5

By studying the lattice location of Mn in heavily p-type doped GaAs, by
means of β− emission channeling, we find evidence of high thermal stability
of interstitial Mn.

Emission channeling6 makes use of charged particles emitted by a ra-
dioactive isotope. The screened Coulomb potential of atomic rows and
planes determines the anisotropic scattering of the initially isotropically
emitted decay particles. Since these channeling and blocking effects
strongly depend on the initial position of the emitted particles, they result
in emission patterns that are characteristic of the lattice site(s) occupied
by the probe atoms.

A fluence of 2×1013 cm−2 of radioactive 56Mn (t1/2 = 2.56 h) was im-
planted at the ISOLDE facility at CERN into heavily p-type doped single-
crystalline GaAs:Zn (0.6–2×10−3 Ωcm, p = 1.4–6×1019 cm−3) with an en-
ergy of 50 keV, under a tilt angle of 17◦ to minimize ion channeling. Using
MARLOWE,7 the Mn peak concentration is estimated to be 4.6×1018 cm−3

at a projected range Rp of 313 Å with a 168 Å straggling. The low Mn con-
centration allows us to study of the annealing behavior of interstitial Mn
(MnI) free from phase segregation, which otherwise hinders the quantifi-
cation of the MnI fraction at high annealing temperatures.5 On the other
hand, the high Zn doping renders the material heavily p-type, similar to
typical Ga1−xMnxAs (DMS) samples. Angular-dependent emission yields
of the β− particles emitted during the decay to stable 56Fe were mea-
sured at room temperature, along four crystallographic directions, 〈100〉,
〈111〉, 〈110〉 and 〈211〉, in the as-implanted state and after in situ cap-
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less annealing under vacuum (< 10−5 mbar) in steps of 100◦C (10 min)
up to 600◦C. These patterns were recorded using a position- and energy-
sensitive detection system similar to that described in Ref. 8. Given the
short half-life of 56Mn, this system was installed on-line and upgraded with
self-triggering readout chips for the Si pad detectors, enabling measure-
ments during and/or immediately after implantation with count rates of
up to several kHz. Quantitative lattice location is provided by fitting the
experimental data with theoretical patterns calculated using the many-
beam formalism for probes occupying different sites with varying root mean
square displacement. Calculation and fitting procedures are described in
Ref. 6 and Ref. 8, respectively. Details on how the technique discriminates
among the possible sites in the GaAs (zincblende) structure are described
in Ref. 9.

As a representative example, Fig. 1 compares the normalized exper-
imental β− emission yields along the four directions [(a)-(d)] measured
after 300◦C annealing with the best fits of theoretical patterns [(e)-(h)].
These fits correspond to a mixed occupancy of 71% in the substitutional
Ga site (SGa) and 29% in the tetrahedral interstitial site with As nearest
neighbors (TAs). Simple visual inspection (Fig. 2) shows how the features
of the 〈211〉 experimental patterns [(c)-(e)] are reproduced by a superposi-
tion of the SGa and TAs simulations [(a) and (b)]. It is also clear that this
SGa + TAs superposition converts into a nearly pure SGa pattern with in-
creasing annealing temperature. Including SAs, TGa, bond centered (BC),
anti-bonding (AB) or hexagonal (H) sites, as well as intermediate positions
between pairs of these high-symmetry sites, yields only insignificant fit im-
provements. Possible fractions on these sites are estimated to be below
5%. The overall results are summarized in Fig. 3. Within the experimen-
tal error, the total SGa + TAs fraction is 100% for all the annealing steps,
confirming negligible occupancy of other sites. Along 〈111〉 and 〈100〉, SGa

and TAs are on the same sublattice and therefore the relative fractions on
these sites are derived from the fits to the 〈110〉 and 〈211〉 patterns. About
70% of the implanted Mn substitutes for Ga, while the remaining 30% oc-
cupies TAs sites where it is stable up to 400◦C, reducing significantly at
500◦C and vanishing at 600◦C.

Estimating the activation energy (Ea) associated with MnI diffusion re-
quires in principle a detailed knowledge of the concentration profiles of MnI
and the trapping centers throughout the annealing sequence. However, one
can obtain simple estimates for the maximum and minimum Ea values
from the following considerations. The total SGa + TAs fraction remains
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FIG. 1: (a)-(d) Normalized experimental β− emission channeling patterns in the
vicinity of the 〈111〉, 〈100〉, 〈110〉 and 〈211〉 directions following annealing at
300◦C. (e)-(h) Corresponding best fits yielding 71% and 29% of the Mn atoms on
SGa and TAs sites respectively.

constant up to the last annealing stage, indicating that MnI converts into
MnGa by combining with Ga vacancies (VGa) produced during implanta-
tion. Within an Arrhenius model for the thermally activated migration,
the fraction f(T,Δt) of Mn remaining on TGa sites after an annealing step
of duration Δt at a temperature T is given by

f(T,Δt) = f0 exp[−ν0Δt/N exp(−Ea/kBT )], (1)

where f0 is the fraction before the annealing step, ν0 is the attempt fre-
quency, which we take as 1012 s−1, i.e. of the order of the lattice vibrations,
N is the average number of jumps before a MnI atom combines with a Ga
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FIG. 2: Comparison between the SGa (a) and TAs (b) simulations and the exper-
imental patterns after 100◦C (c), 400◦C (d) and 600◦C (e) annealing, along the
〈211〉 direction.

FIG. 3: Fractions of 56Mn on SGa and TAs sites derived from the fits to the
experimental patterns: (�) total SGa + TAs fraction derived from the 〈111〉, 〈100〉,
〈110〉 and 〈211〉 best fits; relative fractions on SGa (•) and TAs (�) averaged from
the 〈110〉 and 〈211〉 best fits; (line) Eq. (1) for N = 2000 and Ea = 1.8 eV.

vacancy and kB is the Boltzmann constant.10 Conservative estimates for
the minimum and maximum migration energies can be deduced from the
two limiting cases for the value of N corresponding to two opposite sce-
narios before the mobilization of MnI : (1) every MnI (in TAs) has trapped
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one mobile VGa in a neighboring Ga-tetrahedron; (2) MnI and VGa are
randomly and independently distributed. The interaction between MnI
and other 56Mn or 56Fe atoms can probably be neglected since, not only is
the average minimum distance between probes very large (∼ 120 Å), the
concentration of Ga vacancies is expected to be significantly higher than
that of Mn or Fe atoms, i.e., the MnI -VGa interaction dominates.

Case (1) requires a minimum N of one jump of the Mn atom from TAs

into the Ga vacancy. Case (2) is rather more complex and an accurate
solution requires assumptions to be made about the annealing dynamics of
VGa. Nonetheless, one can estimate a maximum value of N from the fol-
lowing. The root-mean-square (rms) distance traveled by a MnI atom after
N jumps in a 3-dimensional random walk is given by Rrms =

√
N× l, where

l is the distance between two TAs sites (4.0 Å). The maximum number of
jumps is thus related to the maximum distance traveled by a MnI atom
before combining with a Ga vacancy, for which a limit can be estimated
from our data as follows. Long-range diffusion has a strong effect on the
emission patterns due to the exponential dependence of β− dechanneling
on the emitter (56Mn) depth. Diffusion of MnI to the surface, i.e. over
a distance of Rp, would lead to an apparent increase of fitted fractions.
Conversely, diffusion of a similar magnitude into the bulk would damp this
fraction, resulting in the opposite effect. Since the total SGa + TAs fraction
remained constant throughout the annealing sequence, one can take Rp as
the maximum distance traveled by the MnI atoms in the direction per-
pendicular to the surface. Statistically, only one third of the jumps result
in displacements in that direction. The maximum Rrms is hence 3 × Rp,
corresponding to a maximum N ≈ 20000. Finally, with N between 1 and
20000, Eq. (1) yields an activation energy of 1.7–2.3 eV.

Our results indicate that MnI is not the compensating defect that be-
comes mobile at∼200◦C (Ea = 0.7 eV) as generally accepted. Interestingly,
they do not necessarily disagree with previous element-specific studies on
the thermal stability of MnI . We note, for example, that although ion chan-
neling measurements qualitatively detected a decrease of the MnI fraction
after annealing at 282◦C,5 they show that at least a significant fraction
actually persisted, i.e, almost 100◦C above the temperature at which MnI
would become mobile if it was the low temperature diffuser. Moreover, in
a recent radio-tracer study on the diffusion of Mn in GaAs,11 the activa-
tion energies for the Mn migration were also found to be very high: ∼3
eV and higher for the fast and slow components, respectively. However,
radio-tracer techniques do not provide direct information on the lattice
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sites occupied by the diffusing species. In fact, the fast component in Ref.
11 (with Ea ≈ 3 eV) more likely corresponds to Frank-Turnbull diffusion of
the substitutional Mn fraction via interstitial sites, since Ea is well above
the maximum estimated here for the direct interstitial diffusion of the in-
terstitial Mn fraction (2.3 eV).

We should point out that the Mn peak concentration in our experi-
ment was 4.6×1018 cm−3 (0.021 %), considerably lower than that of typi-
cal Ga1−xMnxAs DMS materials (few %). While this successfully avoided
phase segregation at high annealing temperatures, thus allowing us to study
the onset of mobility of interstitial Mn, one must discuss the generalization
of our results to Ga1−xMnxAs. According to ab initio calculations, the
effect of higher Mn concentrations is to increase the activation energy (Ea)
for MnI diffusion due to the decrease in average MnI–MnGa minimum dis-
tance and the resulting increase in Coulomb attraction between oppositely
charged MnI (double-donor) and MnGa (acceptor) defects.4,12 Therefore, if
higher Mn concentrations are to have an effect on Ea, it should be that of
increasing it even further above the 0.7 eV determined for the low temper-
ature diffuser.

Finally, showing that interstitial Mn is immobile in GaAs well above
200◦C has significant implications as it motivates a reevaluation of the
structural effects of low temperature annealing in Ga1−xMnxAs. This, in
turn, may potentially lead to new strategies for achieving pure substitu-
tional doping and higher Curie temperatures.

In summary, we have experimentally established the lattice location of
Mn in heavily p-type doped GaAs. We confirmed that the majority of the
implanted Mn atoms substitute for Ga and located a significant fraction in
the tetrahedral interstitial site with As nearest neighbors. Contrary to the
general belief that interstitial Mn is mobile at 200◦C, we gave evidence of
its high thermal stability, up to 400◦C, with an effective activation energy
for diffusion of 1.7–2.3 eV.

Acknowledgments

This work was supported by the Portuguese Foundation for Sci-
ence and Technology (CERN/FP/109272/2009, CERN/FP/116320/2010,
SFRH/BD/35761/2007), the Research Foundation - Flanders, the EU-
RONS project (RII3-CT-2004-506065), the SPIRIT (Support of Public
and Industrial Research using Ion Beam Technology) project (contract no.
227012), KULeuven projects GOA/2009/006 and INPAC EF/05/005 and



106
Art. II: Direct identification of interstitial Mn in heavily p-type doped

GaAs and evidence of its high thermal stability

the IUAP P6/42 program.

1 S. Lee, J. H. Chung, X. Liu, J. K. Furdyna, and B. J. Kirby, Materials Today
12, 14 (2009).

2 T. Jungwirth, K. Y. Wang, J. Masek, K. W. Edmonds, J. Konig, J. Sinova,
M. Polini, N. A. Goncharuk, A. H. MacDonald, M. Sawicki, et al., Phys. Rev.
B 72, 165204 (2005).

3 T. Hayashi, Y. Hashimoto, S. Katsumoto, and Y. Iye, Appl. Phys. Lett. 78,
1691 (2001).

4 K. W. Edmonds, P. Boguslawski, K. Y. Wang, R. P. Campion, S. N. Novikov,
N. R. S. Farley, B. L. Gallagher, C. T. Foxon, M. Sawicki, T. Dietl, et al., Phys.
Rev. Lett. 92, 037201 (2004).

5 K. M. Yu, W. Walukiewicz, T. Wojtowicz, I. Kuryliszyn, X. Liu, Y. Sasaki,
and J. K. Furdyna, Phys. Rev. B 65, 201303 (2002).

6 H. Hofsass and G. Lindner, Phys. Rep. 201, 121 (1991).
7 M. T. Robinson, Phys. Rev. B 40, 10717 (1989).
8 U. Wahl, J. G. Correia, S. Cardoso, J. G. Marques, A. Vantomme, G. Lan-

gouche, and ISOLDE Collaboration, Nucl. Instrum. Methods Phys. Res. B
136, 744 (1998).

9 U. Wahl, A. Vantomme, G. Langouche, and ISOLDE collaboration, Nucl. In-
strum. Methods Phys. Res. B 148, 492 (1999).

10 U. Wahl, J. G. Correia, E. Rita, J. P. Araujo, J. C. Soares, and ISOLDE
Collaboaration, Nucl. Instrum. Methods Phys. Res. B 253, 167 (2006).

11 O. Koskelo, J. Raisanen, F. Tuomisto, J. Sadowski, and ISOLDE Collaboration,
Sem. Sci. Tech. 24, 045011 (2009).

12 V. I. Baykov, P. A. Korzhavyi, and B. Johansson, Phys. Rev. Lett. 101, 177204
(2008).



Article III

Stability and diffusion of interstitital and substitutional Mn
in GaAs of different doping types

L. M. C. Pereira,1, 2, 3 U. Wahl,3, 4 S. Decoster,1 J. G. Correia,3, 4

L. M. Amorim,1 M. R. da Silva,4 J. P. Araújo,2 and A. Vantomme1
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Abstract

We report on the lattice location of Mn impurities (< 0.05%) in undoped (semi-
insulating) and heavily n-type doped GaAs, by means of β− emission channeling.
In addition to the majority substituting for Ga, we locate up to 30% of the Mn im-
purites on tetrahedral interstitial sites with As nearest neighbors. In line with the
recently reported high thermal stability of interstitial Mn in heavily p-type doped
GaAs [L. M. C. Pereira et al., Appl. Phys. Lett. 98, 201905 (2011)], the interstitial
fraction is found to be stable up to 400◦C, with an activation energy for diffusion
of 1.7–2.3 eV. Since varying the concentration of potentially trapping defects has
no measurable effect on the activation energy for diffusion of the interstitial im-
purities, we conclude that the observed high thermal stability is characteristic of
isolated interstitial Mn. Being difficult to reconcile with the general belief that
interstitial Mn is the donor defect that out-diffuses at ∼200◦C, these findings mo-
tivate a careful reassessment of the structural effects of low temperature annealing
of Ga1−xMnxAs.

In preparation for Physical Review B
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I. INTRODUCTION

One of the most well-understood dilute magnetic semiconductors
(DMS), Ga1−xMnxAs has become an exceptional material in which to study
the physics of carrier-mediated ferromagnetism in semiconductors1–3 and
for the development of proof-of-concept semiconductor-based spintronic
devices.4 Based on this sound understanding of Ga1−xMnxAs, both funda-
mental and applied, the increase in Curie temperature (TC) of the current
record value of 190 K to above room temperature remains a major goal in
the DMS field.5

It has been theoretically and experimentally established that the TC of
Ga1−xMnxAs increases with increasing Mn concentration and hole concen-
tration p.6 More precisely, TC increases with effective Mn concentration,
which takes into account the balance between the fractions of Mn substi-
tuting for Ga (MnGa) and on interstitial sites (MnI). While MnGa provides
both the localized magnetic moment and the itinerant hole that mediates
the magnetic coupling, MnI has a two-fold compensating effect: magnetic,
as MnI -MnGa pairs couple antiferromagnetically, and electrical, since dou-
ble donor MnI compensates MnGa acceptors. As a consequence of this
self-compensation, while the amount of Mn that can be incorporated in
high quality Ga1−xMnxAs has been remarkably increased throughout the
years up to x ≈ 0.10, p and TC persistently fail to follow.6,7 Thermal anneal-
ing near the growth temperature (∼200◦C) increases p and consequently
TC , but a significant fraction of the initially introduced Mn atoms remains
inactive.6,8 This partial activation by annealing (∼200◦C) was attributed to
the out-diffusion of a compensating defect with low thermal stability,8 with
an activation energy (Ea) of 0.7 eV,9 which was suggested to be interstitial
Mn.9,10 This established the belief that pure substitutional Mn doping can
be achieved by low-temperature (∼200◦C) thermal annealing. Since then,
attempts to increase TC above room temperature have focused on increasing
the Mn concentration that can be incorporated in Ga1−xMnxAs. However,
film growth development beyond x ≈ 0.10 and (and thus of TC ≈ 190 K)
faces significant technical challenges.6,11

Recently, we reported on the lattice location of Mn in heavily p-type
doped GaAs.12 We identified the lattice site occupied by interstitial Mn
as the tetrahedral interstitial site with As nearest neighbors (TAs) and,
more importantly, gave evidence of its high thermal stability, up to 400◦C,
with an effective activation energy (Ea) for diffusion of 1.7–2.3 eV. Being
difficult to reconcile with the general belief that MnI is the donor defect that
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out-diffuses at ∼200◦C with Ea = 0.7 eV, these results raise two important
questions:

1. What is the origin of such a high activation energy? Is it a char-
acteristic of interstitial Mn in TAs sites or is it due to trapping
by oppositely charged acceptor defects (i.e. substitutional Mn in
Ga1−xMnxAs or Zn acceptors in our previous study in heavily p-type
doped GaAs)? While the migration barrier for an isolated MnI atom
was estimated by ab initio calculations to be only 0.8 eV,9 pairing
with MnGa acceptors was estimated to add up to 0.8 eV of binding
energy,13 which could explain the high effective activation energy for
diffusion.

2. What are the implications of such a high thermal stability of intersti-
tial Mn on the strategies and prospects to achieve higher Curie tem-
peratures in Ga1−xMnxAs? If interstitial Mn is immobile in GaAs
up to 400◦C (Ref. 12), while Mn clustering is known to set in already
at 282◦C in Ga1−xMnxAs (Ref. 10), can pure substitutional doping
be achieved in Ga1−xMnxAs by thermal annealing?

We address these questions here by studying, as a function of annealing
temperature, the lattice location of Mn in both semi-insulating (SI) and
highly n-type doped (n+) GaAs using β− emission channeling. Comparing
these to our previous results on highly p-type doped (p+) GaAs,12 we in-
vestigate if the higher thermal stability of interstitial Mn can be ascribed to
trapping by electrical defects (question 1). Comparing the thermal stabili-
ties of Mn in interstitial and substitutional sites in GaAs to the temperature
regime where Mn aggregation and phase segregation is known to occur in
Ga1−xMnxAs, we discuss if, above its mobility threshold, interstitial Mn
atoms are more likely to out-diffuse or aggregate with other Mn atoms
(question 2).

II. EXPERIMENT

A. Emission channeling

The emission channeling (EC) technique has been developed to deter-
mine the lattice location of impurities in single crystals, making use of the
charged particles emitted by a radioactive isotope of the impurity element
under study.14 The screened Coulomb potential of atomic rows and planes
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determines the anisotropic scattering of the particles emitted isotropically
during decay. Along low-index crystal directions of single crystals, this
anisotropic scattering results in well defined channeling or blocking effects.
Because these effects strongly depend on the initial position of the emitted
particles, they lead to emission patterns which are characteristic of the lat-
tice site(s) occupied by the probe atoms. Angular-dependent emission pat-
terns are recorded along various crystallographic axes using a position- and
energy-sensitive detection system similar to that described in Ref. 15. The
theoretical emission patterns for probes occupying possible lattice sites are
calculated using the manybeam formalism for electron channeling in single
crystals.14 Quantitative lattice location is provided by fitting the experi-
mental patterns with theoretical ones using the two-dimensional fit proce-
dure outlined in Ref. 15. Corrections for secondary electrons that reach the
detector were implemented by subtracting an isotropic background from
every pattern. This secondary electron contribution is estimated based
on Geant416,17 simulations of electron scattering, taking into account the
elemental composition and geometry of the sample, sample holder and vac-
uum chamber. Several reviews on emission channeling can be found in the
literature.14,18–20

The technique offers a number of advantages compared to other lat-
tice location techniques. Because EC makes use of 2-dimensional emission
patterns (measured using position sensitive detectors) which are directly
compared to numerical simulations, it provides unambiguous and quanti-
tative lattice location superior to conventional ion-channeling techniques.
In addition, it is extremely sensitive in the sense that it only requires a
small number of impurities, down to 1010 atoms, which makes it particu-
larly suited to study very dilute systems, unlike conventional ion-channeling
and synchrotron based techniques such as X-ray absorption fine structure
(XAFS), which require a number of impurities several orders of magnitude
above. Probably one of the strongest features of the EC technique is its
applicability to those cases where significant fractions of the impurities oc-
cupy more than one lattice site. This multi-site lattice location capability
of EC has allowed us, for example, to establish the amphoteric (both Ga-
and N-substitutional) nature of As in GaN21 and to identify, in addition
to the majority fractions in cation sites, significant fractions of Co and Mn
impurities in the anion (O) site in ZnO22 and of Mn impurities in the an-
ion (N) site of GaN.23 Although in principle such minority versus majority
occupancies can also be quantified using XAFS, unambiguous identifica-
tion of minority sites is extremely challenging, because the technique relies
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on complex multiparameter fitting of the spectra using calculated model
structures. For the case of Mn impurities in GaAs in particular, these limi-
tations of XAFS and conventional ion-channeling techniques in identifying
minority sites have resulted in either (i) an incomplete identification of the
Mn interstitial site or (ii) a proposed identification that conflicts with the
theoretical prediction: (i) Based on ion channeling10 and XAFS24 exper-
iments, the Mn impurities were found to occupy Ga substitutional sites
(majority) and tetrahedral interstitial (T) sites (minority), however with-
out being able to identify which of the two possible T sites, i.e. with Ga
(TGa) or As (TAs) nearest neighbors; (ii) Based on XAFS experiments the
interstitial site was identified as the TGa, which is in disagreement with ab
initio calculations estimating an energy 0.35 eV lower for Mn in TAs sites
compared to TGa.

9 This inconsistency among XAFS reports and disagree-
ment with our previous emission channeling results12 can be explained by
the limitations of XAFS in distinguishing the chemical nature of neighbors
with similar atomic numbers, as is the case of Ga and As. With emis-
sion channeling, the distinction between TGa and TAs sites is achieved as
follows. Since the nuclear charges of Ga and As are quite similar the sym-
metric channeling patterns for the 〈100〉 Ga and As rows are quite similar
as well (cf. Fig. 2) and are not well-suited to distinguish between SGa and
SAs or between TGa and TAs sites. However, in addition to the difference in
nuclear charges there is a much more pronounced sublattice-sensitive effect
which results from the fact that the channeling patterns of 〈110〉 and 〈211〉
directions are not mirror-symmetric since the underlying ZnS structure it-
self lacks the corresponding symmetry.

Examples for possible lattice sites of high symmetry in the GaAs
zincblende structure are shown in Fig. 1. In addition to the substitutional
Ga (SGa) and As (SAs) sites and the tetrahedral interstitial sites with Ga
(TGa) and As (TAs) nearest neighbors, the following interstitial sites are
shown: interstitial sites along the 〈111〉 direction, i.e. the bond center
(BC), antibonding Ga (ABGa), antibonding As (ABAs) and the hexagonal
site (H); interstitial sites along the 〈100〉 direction, in either the Ga or the
As rows, i.e. the split interstitials (SPGa and SPAs), the “C” sites with
C2v symmetry (CGa and CAs) and the “Y” sites (YGa and YAs). Figure 2
shows the theoretical emission patterns along the 〈100〉, 〈111〉, 〈110〉 and
〈211〉 axes for 100% of 56Mn atoms on substitutional sites (SGa and SAs)
and tetrahedral interstitial sites (TGa and TAs). Since SGa, SAs, TGa and
TAs sites are located on the same row along the 〈111〉 axis (Fig. 1), they
are all equivalent in the lattice projection onto the plane perpendicular
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FIG. 1: The {110} planes in the GaAs zincblende lattice, showing the following
sites: the substitutional Ga (SGa) and As (SAs) sites; the tetrahedral interstitial
sites with Ga (TGa) and As (TAs) nearest neighbors; interstitial sites along the
〈111〉 direction, i.e. the bond center (BC), antibonding Ga (ABGa), antibonding
As (ABAs) and the hexagonal site (H); interstitial sites along the 〈100〉 direction,
in either the Ga or the As rows, i.e. the split interstitials (SPGa and SPAs), the “C”
sites with C2v symmetry (CGa and CAs) and the “Y” sites (YGa and YAs). Along
the 〈100〉, 〈111〉, 〈110〉 and 〈211〉 directions, the rows of Ga and As atoms are
indicated (lines), as well as the rows of the TGa and TAs sites (dashed lines). Note
that, along the 〈111〉 direction, the substitutional (SGa and SAs) and tetrahedral
interstitial (TGa and TAs) sites are all located on the same row; along the 〈100〉
direction, SGa is on the same row as TAs, and SAs is on the same row as TGa.

to the 〈111〉 direction and, consequently, the corresponding 〈111〉 emission
patterns are undistinguishable (Fig. 2, second row). Similarly, along the
〈100〉 direction, because SGa is on the same row as TAs, and SAs is on the
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FIG. 2: Simulated emission channeling patterns for 100% of emitter atoms (56Mn)
on substitutional Ga (SGa) and As (SAs) sites, and tetrahedral interstitial sites
with Ga (TGa) and As (TAs) nearest neighbors, along the 〈100〉, 〈111〉, 〈110〉 and
〈211〉 directions.

same row as TGa, the corresponding 〈100〉 emission patterns are undistin-
guishable of sites. In order to unambiguously distinguish these sites it is
thus necessary to measure also along the 〈110〉 and 〈211〉 directions, which
separate the corresponding rows (see the dashed lines in Fig. 1). This
results in emission patterns with clearly distinct anisotropies (Fig. 2, third
and fourth rows) and thus allows for the unambiguous indentification of the
occupied lattice sites. In particular, due to the mirror-asymmetry of the
〈110〉 and 〈211〉 directions, the two T sites are unambiguoulsy distinguished
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(patterns inside the gray square in Fig. 2).

B. Experimental details

Radioactive 56Mn (t1/2 = 2.56 h) was implanted at the on-line isotope
separator facility ISOLDE at CERN, which provides mass-separated beams
of radioactive Mn isotopes produced by means of 1.4-GeV proton-induced
nuclear fission from uranium carbide UC2 targets and chemically selective
laser ion sources.26 The samples consisted of 〈100〉 GaAs single crystals, un-
doped semi-insulating (s.i.) and heavily n-type doped (n+). Material prop-
erties and implantation details are summarized in Table I, where we also
include our previous experiments on heavily p-type doped (p+) GaAs.12 All
implantations were performed at room temperature under a tilt angle of
17◦. Angular-dependent emission yields of the β− particles emitted during
decay to stable 56Fe were measured at room temperature, along four crys-
tallographic directions, 〈100〉, 〈111〉, 〈110〉 and 〈211〉, in the as-implanted
state and after in situ capless annealing under vacuum (< 10−5 mbar) for
10 min in steps of 100◦C up to 700◦C. These patterns were recorded using
a position- and energy-sensitive detection system similar to that described
in Ref. 15. Given the relatively short half-life of 56Mn, this system was
installed on-line and upgraded with self-triggering readout chips for the
Si pad detectors, enabling measurements during and/or immediately after
implantation with count rates of up to several kHz.

Theoretical patterns were calculated for probes occupying substitutional
Ga (SGa) and As (SAs) sites with varying root-mean-square (rms) displace-
ments, the high symmetry interstitial sites described above and interstitial
sites resulting from displacements along the 〈100〉 and 〈111〉 directions. The
GaAs crystallographic parameters and room temperature atomic displace-
ments used in the manybeam simulations can be found in Ref. 27.

III. RESULTS AND DISCUSSION

Next we present and discuss the results in two parts. First we determine
the lattice sites occupied by Mn in GaAs, in particular with respect to TAs

versus TGa interstitial sites, and compare it to the results of previous studies
using XAFS and ion-channeling techniques. We then analyze the changes
observed upon annealing in terms of thermal stability and diffusion.
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A. Lattice location: substitutional and T interstitial sites

For both n+ and semi-insulating GaAs, for all four measured directions,
the calculated SGa patterns gave by far the best agreement, showing that
the majority of the probe atoms occupy Ga sites, as expected. The fitting
routine was then allowed to include, in addition to SGa, a second lattice
site, for which all the simulated sites were tested. The SGa + TAs dou-
ble occupancy gives the best fit compared to all other combinations and
considerably improves the SGa single-site fit (up to 30% improvement in
reduced χ2). As an example for the good match between experiment and
simulated patterns, Fig. 3 compares the normalized experimental β− emis-
sion yields along the four directions [(a)-(d)] of the semi-insulating (s.i.)
sample measured following 100◦C annealing with the best fits of theoreti-
cal patterns [(e)-(h)]. These fits correspond to a mixed occupancy of 70%
on substitutional Ga sites (SGa) and 30% in tetrahedral interstitial sites
with As nearest neighbors (TAs). Introducing a third site yields only in-
significant fit improvements (of the order of 1% improvement in reduced
χ2). Possible fractions on other sites are estimated to be below 5%, which
is considered the technique’s sensitivity limit for detecting small fractions
in minority sites. In particular for TAs versus TGa sites, the fitted TGa

fraction is always below 5% (with an improvement in reduced χ2 of the
order of 1%) when the routine is allowed to include SGa, TAs and TGa sites
simultaneously. This identification of the TAs site over TGa is consistent
with our previous results on p+ GaAs12 and ab initio calculations yield-
ing an energy 0.35 eV lower for Mn in TAs sites compared to TGa.

9 It is
indeed natural that, due to the Coulomb interaction, positively charged
Mn2+I defects have a lower energy when coordinated by negatively charged
As anions rather than by positively charged Ga cations. It is thus quite
surprising that in previous XAFS experiments the identification of SGa +
TGa occupancy was proposed,28,29 which most likely results from the lim-
itations of XAFS when it comes to distinguishing the chemical nature of
neighbors with similar atomic numbers, as is the case of Ga and As. With
emission channeling, the distinction between TGa and TAs sites is a direct
structural effect related to the mirror-asymmetry of the 〈110〉 and 〈211〉
directions of the GaAs lattice, as described above and illustrated in Fig. 1.

We must note, however, that the TAs site may be energetically favorable
over TGa only for isolated MnI defects. For very high Mn concentrations
(few %), the probablility of formation of substitutional-interstitial (MnGa–
MnI) pairs or even larger complexes is not negligible. In such complexes,
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FIG. 3: (a)-(d) Normalized experimental β− emission channeling patterns (s.i.
GaAs) in the vicinity of the 〈100〉, 〈111〉, 〈110〉 and 〈211〉 directions following
annealing at 100◦C. (e)-(h) Corresponding best fits yielding 70% and 30% of the
Mn atoms on SGa and TAs sites respectively.

the Coulomb attraction between oppositely charged MnGa acceptors and
MnI donors may counteract the repulsion between positively charged MnI
and Ga cations: since the distance between neighboring SGa and TGa sites
(2.45 Å) is smaller than that between neighboring SGa and TAs sites (2.83
Å), the decrease in Coulomb energy by decreasing the MnGa–MnI distance
may counterbalence the increase in Coulomb energy by changing the MnI
coordination to Ga cations. Indeed, ab initio calculations have predicted
that the energy of a MnI atom in one of the four TGa sites neighboring a
MnGa defect is the same as in one of the six TAs.

9 Moreover, it was also
predicted that the energy barrier between the two sites is small enough
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FIG. 4: Fractions of 56Mn in SGa (�) and TAs (◦) sites in n+, semi-insulating and
p+ GaAs, derived from the fits to the experimental patterns. The data for p+

GaAs are from Ref. 12. The gray line is given by the model of vacancy-limited
diffusion of interstitial and substitutional Mn, described in the text.

to allow for MnI atoms to swap between the two types of sites even at
room temperature.9 Therefore, one can not exclude that, for very high
concentrations of Mn and when MnGa–MnI pairs do form, part of the
interstitial fraction occupies TGa sites.

B. Thermal stability and diffusion

The Ga-substitutional and TAs interstitial fractions are shown in Fig.
4, as a function of annealing temperature, for both n+ and semi-insulating
GaAs. The results of our previous experiments on p+ GaAs are also
included.12 The behavior is strikingly similar for all three doping types
and can be divided in three regimes:

T ≤ 300◦C: About 70% of the implanted Mn substitutes for Ga while the
remaining 30% occupies TAs sites. Within the experimental error,
the total SGa + TAs fraction is 100%, which confirms that fractions
on other sites are indeed negligible. The kink at 100◦C, although
within experimental error, is quite reproducible in the three experi-
ments, which indicates that it is not mere scattering of experimental
data. An increase in interstitial Mn at the expense of the substitu-
tional fraction can in principle be explained as follows. If the Ga



Art. III: Stability and diffusion of interstitital and substitutional Mn in
GaAs of different doping types 119

interstitials created during implantation become mobile at temper-
atures ≤ 100◦C, during the annealing at 100◦C they can migrate
and either recombine with Ga vacancies or replace substitutional Mn
atoms via a kick-out mechanism (MnGa +GaI → MnI+GaGa). The
latter mechanism can thus explain the increase of the interstitial
fraction at the expense of substitutional Mn. Note that, due to the
Coulomb attraction between (most likely) oppositely charged Ga in-
terstitials (donors) and substitutional Mn (acceptors), this kick-out
mechanism may be quite efficient even in the very dilute regime of
our samples.

400◦C ≤ T ≤ 600◦C: The substitutional fraction increases at the expense
of the interstitial fraction. At 600◦C the interstitial fraction has al-
most completely converted into substitutional. The fact that the to-
tal SGa + TAs fraction remains constant indicates that MnI converts
into MnGa by combining with Ga vacancies (VGa) created during
implantation. We will discuss this mechanism below in terms of the
thermal stability and diffusion of MnI .

T > 600◦C: While the interstitial fraction remains negligible, the substi-
tutional fraction decreases from nearly 100% at 600◦C to nearly 50%
at 700◦C, in both the n+ and semi-insulating samples (not measured
for p+ GaAs12). We will discuss this below in terms of long-range
diffusion of substitutional Mn.

1. Interstitial Mn

The most obvious observation is that the thermal stability of interstitial
Mn is independent of the electrical doping of the material. Interpreting this
independence on the doping type requires a closer look at the concentrations
of the potential trapping acceptor and donor defects. The order of mag-
nitude of the dopant (Zn and Te) concentrations can be estimated from
the quoted carrier concentration (before implantation) assuming a 100%
activation. After implantation, the MnGa(MnI) fraction contributes with
the corresponding acceptor(donor) concentration. Note that, although deep
centers introduced during implantation are likely to shift the Fermi level to-
wards the middle of the bandgap, thus reducing the number of free carriers,
the concentration of charged donors (TeAs and MnI) and acceptors (ZnGa

and MnGa) is in principle unaffected, because shallow donors/acceptors re-
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main positively/negatively charged when the Fermi level moves deeper into
the bandgap. The concentration of potential trapping defects, i.e. charged
donors (TeAs and MnI) and acceptors (ZnGa and MnGa) are compiled in
Table II, as well as the corresponding mean donor-donor and acceptor-
acceptor distances. Since varying the concentration of potential trapping
defects by an order of magnitude (and thus the mean distance between
them and the MnI defects by almost a factor of 3) produced no measur-
able change in the thermal stability of MnI , these can be ignored in the
following modeling of the MnI migration.

As mentioned above, the fact that the total SGa + TAs fraction remains
constant indicates that MnI converts into MnGa by combining with Ga
vacancies (VGa) created during implantation. However, estimating the mi-
gration barrier of MnI , i.e. the activation energy (Ea) for free interstitial
diffusion, requires that the concentration profiles of both MnI and VGa (be-
fore each of the annealing steps) are known. Nevertheless, using the model
which we applied to the p+ case,12 one can still obtain simple estimates
for the maximum and minimum Ea values as follows. Within an Arrhe-
nius model for the thermally activated migration, the fraction f(T,Δt) of
Mn remaining on TAs sites after an annealing step of duration Δt at a
temperature T is given by

f(T,Δt) = f0 exp[−ν0Δt/N exp(−Ea/kBT )], (1)

where f0 is the fraction before the annealing step, ν0 is the attempt fre-
quency, which we take as 1012 s−1, i.e. of the order of the lattice vibrations,
N is the average number of jumps before a MnI atom combines with a Ga
vacancy and kB is the Boltzmann constant.30 Conservative estimates for
the minimum and maximum migration energies can be deduced from the
two limiting cases for the value of N corresponding to two opposite sce-
narios before the mobilization of MnI : (1) every MnI (in TAs) has trapped
one mobile VGa in a neighboring Ga-tetrahedron; (2) MnI and VGa are
randomly and independently distributed. Case (1) requires a minimum N
of one jump of the Mn atom from TAs into the Ga vacancy. Case (2) is
more complex and an accurate solution requires assumptions to be made
about the annealing dynamics of VGa. Nonetheless, one can estimate a
maximum value of N from the following reasoning. The root-mean-square
(rms) distance traveled by a MnI atom after N jumps in a 3-dimensional
random walk is given by Rrms =

√
N × l, where l is the distance between

two TAs sites (4.0 Å). The maximum number of jumps is thus related to
the maximum distance traveled by a MnI atom before combining with a
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Ga vacancy, for which a limit can be estimated from our data as follows.
Long-range diffusion has a strong effect on the emission patterns due to the
exponential dependence of β− dechanneling on the emitter (56Mn) depth.
Diffusion of MnI to the surface, i.e. over a distance of Rp, would lead to
an apparent increase of fitted fractions. Conversely, diffusion of a similar
magnitude into the bulk would damp this fraction, resulting in the opposite
effect. Since the total SGa + TAs fraction remained constant throughout
the annealing sequence, one can take Rp as the maximum distance traveled
by the MnI atoms in the direction perpendicular to the surface. Statisti-
cally, only one third of the jumps result in displacements in that direction.
The maximum Rrms is hence 3×Rp, corresponding to a maximum N of the
order of 20000. With N between 1 and 20000, Eq. (1) yields an activation
energy of 1.7–2.3 eV, just as in p+ GaAs.12

The main conclusion from the analysis above is that the high activa-
tion energy for MnI diffusion in GaAs (1.7–2.3 eV), determined here and
in Ref. 12, can not be ascribed to acceptor trapping, since varying the
acceptor concentration by an order of magnitude had no measurable effect.
Such high activation energy for diffusion should thus be a characteristic of
isolated interstitial Mn (answering question 1 in the Introduction). This
does not mean that trapping of MnI impurities by acceptor defects does not
happen in general. In the low concentration regime studied here, it is very
likely that trapping does not occur simply because MnI defects combine
with Ga vacancies before being trapped by substitutional acceptors. In-
deed, MARLOWE31 simulations of the distribution of the implanted 56Mn
impurities and of the Ga vacancies created upon implantation yield a mean
distance between a Mn impurity and the nearest Ga vacancy of the order
of 2 Å, i.e. much smaller than the distance between Mn impurities and the
nearest substitutional acceptors. Even though in practice the mean MnI–
VGa distance is larger than 2 Å due to vacancy annealing, these estimates
are a good indicator that, indeed, MnI impurities combine with Ga vacan-
cies before being trapped by substitutional acceptors, thus explaining the
equal diffusion behavior for the different doping types. On the other hand,
for higher Mn concentrations (or more precisely: higher MnGa acceptor
concentrations) trapping is very likely to occur. We discuss this in more
detail below, together with the general implications of this high thermal
stability on the strategies to increase TC in ferromagnetic Ga1−xMnxAs.
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2. Substitutional Mn

The decrease in the substitutional Mn fraction from nearly 100% at
600◦C to nearly 50% at 700◦C indicates Mn diffusion, either to (i) the
sample bulk or to (ii) the surface. Electrons emitted from deeper within
the sample (i) are subject to stronger dechanneling, which results in a de-
creased fitted fraction. Electrons emitted from the first few atomic layers
at the surface (ii) do not experience channeling effects and thus contribute
with an isotropic (“random”) pattern, which would also lead to a decreased
fitted fraction. In principle, Mn clustering into a phase that is incoherent
with the GaAs structure could also explain the decreased substitutional
fraction. Clustering, however, is extremely unlikely in our samples, given
the very small Mn concentrations (< 0.05%). Also material degradation
(due to loss of As during annealing in vacuum) could in principle result
in enhanced dechanneling and thus a decreased fitted fraction. We have
tested this hipothesis by performing 73As:GaAs emission channeling exper-
iments under the same annealing conditions: the 73As substitutional frac-
tion, nearly 100% at 600◦C did not decrease upon annealing up to 750◦C,
which shows that the decrease in substitutional Mn fraction can not be
ascribed to sample degradation.

Diffusion of substitutional Mn in GaAs can be modeled by a Frank-
Turnbull mechanism: a Mn atom “jumps” from the substitutional site
and diffuses through interstitial sites until being trapped by a Ga vacancy
(VGa), thus becoming substitutional (MnGa) again. The next “diffusion
step” occurs when the atom leaves the vacancy again and finds another
one. Considering the VGa concentration fixed, such a process follows an
Arrhenius behavior. The corresponding activation energy is given by the
binding energy of the Mn impurity to VGa plus the migration energy of
interstitial Mn diffusion. The MnGa fraction measured after an annealing
step of duration Δt at a temperature T is thus given by Eq. 1, where
N is in this case the number of steps until the 56Mn emitter is either too
deep to contribute with a measurable channeling effect, or at the surface.
Assuming that the concentration of Ga vacancies that survived annealing
up to 700◦C is residual, only one diffusion step is required, i.e. N = 1. As
such, Eq. 1 yields Ea = 2.9 eV (c.f. Fig. 4), which is in agreement with
a recent radio-tracer study on the diffusion of Mn in GaAs,32 yielding and
activation energy of ∼3 eV.
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3. Comparison to higher Mn concentrations

When discussing the implications of our results on the strategies for
increasing TC in Ga1−xMnxAs (question 2 in the Introduction), one must
take into account how the mobility of both interstitial and substitutional
Mn may be affected by increasing the Mn concentration from < 0.05% (this
work) up to a few % in ferromagnetic Ga1−xMnxAs.

Interstitial Mn. Increasing the Mn concentration up to a few % reduces
the mean distance between isolated MnI atoms and their closest
MnGa neighbors down to the order of the lattice constant. The acti-
vation energy for diffusion of a MnI donor can respond to one such
nearby MnGa acceptor in two stages, i.e. before and after the MnI–
MnGa nearest-neighbor pair is formed. Before the pair is formed, the
positively MnI donor is subject to an attractive Coulomb interac-
tion with the negatively charged MnGa acceptor, which in principle
decreases the energy barrier for migration towards MnGa. Once the
pair is formed, the same attractive Coulomb potential increases the
activation energy for diffusion by the pair binding energy. Such bind-
ing energies can be as high as 0.8 eV, depending on the structure of
the MnI–MnGa complex, as calculated in Ref. 13. According to the
calculations in Ref. 9, the presence of other nearby MnGa acceptors
reduces somewhat the binding energy (as the Coulomb attraction
they exert on the MnI donor counteracts that within the pair), but
the activation energy for diffusion still remains higher that that of
isolated MnI , which we determined here to be 1.7–2.3 eV.

Substitutional Mn. In principle, strain and alloying effects resulting
from an increasing Mn concentration decrease the activation energy
for diffusion of substitutional Mn, i.e. favor the diffusion towards
aggregation and eventual segregation into secondary phases. Indeed,
it has been observed in Ga1−xMnxAs (∼8% Mn) that part of the
substitutional Mn fraction converts to random clusters already at
282◦C,10 i.e well below the 600 – 700 ◦C interval (determined here)
in which susbtitutional Mn becomes mobile in the very dilute regime.
Similarly, Mn clustering in Ga1−xMnxAs (∼12% Mn) has been sug-
gested to account for the decrease in TC with increasing annealing
temperatures between 160◦C and 220◦C.11

In short, we have determined here that isolated MnI in GaAs has a
high migration energy (1.7–2.3 eV) and it has been predicted11,13 that
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MnI–MnGa complex formation, which is favored in high Mn concentra-
tion Ga1−xMnxAs, increases its activation energy for diffusion even further.
This implies that the annealing temperatures required to induce the out-
diffusion of interstitial Mn in Ga1−xMnxAs are within the range which is
known to induce Mn segregation. This is however in disagreement with
the established belief that thermal annealing of Ga1−xMnxAs at ∼200◦C
removes interstitial Mn by inducing its out-diffusion (with an activation
energy of 0.7 eV).

Other hints can be found in the literature which indicate that interstitial
Mn is not removed by low temperature (∼200◦C) annealing. Although
ion channeling measurements qualitatively detected a decrease of the MnI
fraction after annealing at 282 ◦C,10 they show that at least a significant
fraction actually persisted, i.e, almost 100 ◦C above the temperature at
which MnI would become mobile if it was the low temperature diffuser.
Moreover, using secondary ion-mass spectrometry (SIMS), the out-diffusion
of Mn in Ga1−xMnxAs was indeed found to be almost negligible below
400◦C,33 with a diffusion coefficient at 200◦C that is at least four orders of
magnitude smaller than the one derived for the out-diffusion of the donor
defect in Ref. 9.

A scenario that would conform to all the observations summarized above
is that the defect which out-diffuses at ∼200◦C is not interstitial Mn but
another compensating defect. In this scenario, MnI becomes mobile at
slightly higher temperatures and, instead of out-diffusing as generally ac-
cepted, it is captured by substitutional Mn, forming complexes which may
in fact play the role of seeds for nucleation and segregation of MnAs phases,
which takes place at even higher temperatures.34 In order to complete this
scenario, one must identify a defect, other than interstitial Mn, that (i) is
created in sufficient abundance during Ga1−xMnxAs growth, (ii) compen-
sates substitutional Mn acceptors both electrically and magnetically and
(iii) is removed by low temperature (∼200◦C) annealing. A detailed dis-
cussion is out of the scope of this paper, but for the sake of completeness,
we will briefly describe how a defect consisting of non-substitutional (ex-
cess) As forming complexes with substitutional Mn fulfills all these three
conditions. Low temperature molecular beam epitaxy (LT-MBE) growth of
GaAs (∼200◦C), as is required for Ga1−xMnxAs with high Mn content, pro-
duces excess As in the % range35 [condition (i)]. Excess non-substitutional
As atoms, known to act as deep donors,36,37 were found to form paramag-
netic complexes with MnGa in Ga1−xMnxAs,

38 thus compensating MnGa

both electrically and magnetically [condition (ii)]. Non-substitutional As
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in GaAs is known to be removed by thermal annealing in the 200 – 220 ◦C
range,39 and indeed in Ref. 38, the dissociation of these complexes during
260◦C annealing was correlated with the increase in hole concentration and
TC [condition (iii)].

IV. CONCLUSIONS

We have experimentally determined the lattice location of Mn impurities
(< 0.05%) in undoped (semi-insulating) and heavily n-type doped GaAs,
as a function of annealing temperature up to ∼700◦C. In addition to the
majority substituting for Ga, a significant fraction occupies tetrahedral
interstitial sites with As nearest neighbors. Similar to our recent results on
heavily p-type doped GaAs, the interstitial fraction is stable up to 400◦C,
with an activation energy for diffusion of 1.7–2.3 eV. Substitutional Mn
becomes mobile at higher temperatures (∼700◦C) with an activation energy
of ∼3 eV.

Since varying the doping type of GaAs, and thus the concentration of po-
tential trapping defects, has no measurable effect on the activation energy
for diffusion of the interstitial fraction (as long as the recombination with
nearby Ga vacancies is concerned), we conclude that the observed high ther-
mal stability is characteristic of isolated interstitial Mn. In Ga1−xMnxAs
materials with high Mn concentrations, although the electric fields induced
by neighboring substitutional Mn acceptors may reduce the migration bar-
rier of interstitial Mn donors, this would in principle favor complex forma-
tion. This, in turn, has previously been predicted to increase the activation
energy for out-diffusion of interstitial Mn compared to when the defect is
isolated.

Being difficult to reconcile with the general belief that interstitial Mn
is the donor defect that out-diffuses at ∼200◦C, these findings motivate a
careful reassessment of the structural effects of low temperature annealing
of Ga1−xMnxAs. A thermal stability of interstitial Mn above 200◦C has
major implications on the prospects for increasing TC in Ga1−xMnxAs.
If interstitial Mn remains in the matrix after low temperature annealing,
full activation of the nominal Mn concentration may still be achieved by
alternative post-growth processing methods. Since it is believed that a TC

of 300 K can be achieved with x ≈ 0.10 of purely substitutional Mn, such
post-growth processing may potentially allow for the realization of room
temperature ferromagnetism in Ga1−xMnxAs without further film growth
development, as it is currently possible to grow high quality films with
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x > 0.10 – of which a fraction is however incorporated interstitially.
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4.2 Lattice location of Mn and Co in ZnO and
GaN

This section is composed of articles IV, V and VI, on the lattice location
of Mn and Co in ZnO and GaN using the emission channeling technique
(described in section 3.3). Article IV presents the results for Mn and Co
in ZnO; article V for Mn and Article VI for Co in GaN. Article VI gives
an overview of the results in all three articles (for Mn and Co in ZnO and
GaN) and of previous emission channeling studies on the lattice location of
Fe (between Mn and Co in the periodic system) in ZnO and GaN. Article VI
also discusses the implications of these results on the current understanding
of transition-metal incorporation in wide-gap oxides and nitrides.
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Abstract

The physical properties of an impurity atom in a semiconductor are primarily
determined by the lattice site it occupies. In general, this occupancy can be
correctly predicted based on chemical intuition, but not always. We report on one
such exception in the dilute magnetic semiconductors (DMS) Co- and Mn-doped
ZnO, experimentally determining the lattice location of Co and Mn using β−

emission channeling from the decay of radioactive 61Co and 56Mn implanted at the
ISOLDE facility at CERN. Surprisingly, in addition to the majority substituting
for Zn, we find up to 18% (27%) of the Co (Mn) atoms in O sites, which is virtually
unaffected by thermal annealing up to 900◦C. We discuss how this anion site
configuration, which had never been considered before for any transition metal in
any metal oxide material, may in fact have a low formation energy. This suggests a
change in paradigm regarding transition metal incorporation in ZnO and possibly
other oxides and wide-gap semiconductors.

Physical Review B 84, 125204 (2011)
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I. INTRODUCTION

Among the many combinations of host materials and transition metal
dopants investigated in the past two decades, Co- and Mn-doped ZnO are
currently two of the most intensively studied dilute magnetic semiconduc-
tors (DMS). However, despite major developments in both synthesis and
characterization methods, the magnetism of wide-gap semiconductors re-
mains one of the most controversial topics in condensed matter physics.1

Key to the understanding of DMS materials, is the local structure of the
transition metal (TM) atoms in the host semiconductor matrix. The occu-
pied lattice site determines the electronic structure of the impurity atom,
and consequently its electrical and magnetic character. Intrinsic point de-
fects, e.g. vacancies and self-interstitials, may form complexes with an
impurity atom and change its charge state and magnetic moment or even
mediate magnetic interactions. Another crucial parameter in DMS materi-
als, the impurity spatial distribution (dilution versus aggregation), depends
on the diffusivity of the impurity atoms, which in turn is controlled by the
thermal stability of their local structure configuration(s). Stemming from a
growing awareness of this complex influence on the magnetic properties, the
lattice location of 3d transition metals in ZnO has been extensively stud-
ied in the last few years mostly based on X-ray absorption fine structure
(XAFS) techniques, e.g. Refs. 2–4 for Co and Refs. 5–7 for Mn, incorpo-
rated either during growth2–6,8 or by ion implantation.7,9 When secondary
phase segregation is avoided, all 3d TMs, including Co and Mn, were al-
ways found to substitute Zn, independently of the growth method,10 as ex-
pected from the chemical similarities between the impurities and the host
elements. The Zn substitution by Co2+ impurities has also been inferred
from electron paramagnetic resonance (EPR) experiments (e.g. Refs. 11,12
and references therein) and confirmed by X-ray linear dichroism (XLD)
measurements.13 However, some observations do not completely conform
to the scenario where all impurities occupy Zn substitutional sites in ZnO.
X-ray absorption near-edge structure spectroscopy (XANES)4,14 and X-
ray photoelectron spectroscopy (XPS)15 experiments have shown that Mn
impurities can be incorporated in ZnO with charge states of up to 4+. Be-
cause Zn-substitutional Mn is expected to have a 2+ charge state with the
2+/3+ and 3+/4+ donor levels below the valence band maximum (thus
not ionized),16 these reports indicate that minority fractions may in fact
occupy other lattice sites.

Here we report on the lattice location of ion-implanted Co and Mn in
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ZnO, in the as-implanted state and after thermal annealing up to 900◦C,
using the emission channeling (EC) technique.

II. EXPERIMENT

Emission channeling17 makes use of the charged particles emitted by a
radioactive isotope. The screened Coulomb potential of atomic rows and
planes determines the anisotropic scattering of the particles emitted isotrop-
ically during decay. Since these channeling and blocking effects strongly
depend on the initial position of the emitted particles, they result in emis-
sion patterns that are characteristic of the lattice site(s) occupied by the
probe atoms. The EC technique is ideal to study the lattice location of
transition metals in semiconductors, as we have shown, for example, for
Fe,18 Cu19 and Ag20 in ZnO. It is particularly suited for those cases where
significant fractions of the transition metal atoms occupy more than one
lattice site (e.g. Ref. 21). For Mn impurities specifically, this multi-site
lattice location capability has recently allowed us to locate a fraction of
implanted Mn on the bond-centered (BC) site in Ge22 and to unambigu-
ously identify the interstitial Mn site in GaAs and quantitatively study its
thermal stability.23

Commercially available ZnO wurtzite [0001] single-crystals (CrysTec
GmbH), hydrothermally grown and Zn-face polished, were implanted at
room temperature at the on-line isotope separator facility ISOLDE at
CERN. As a Mn probe, we implanted radioactive 56Mn (t1/2 = 2.56 h)
and measured the β− particles emitted during the decay to stable 56Fe.
For Co, we implanted the precursor isotope 61Mn with the decay chain
61Mn (0.71 s) → 61Fe (6 min) → 61Co (1.6 h) → 61Ni (stable). In order to
ensure that the contributions of 61Mn and 61Fe β− particles to the channel-
ing patterns were negligible, the measurements started only after a waiting
period of approximately 30-60 min. The β− decay of 61Fe transfers a recoil
energy of about 103 eV to its 61Co daughter. This is well above the thresh-
old displacement energy of ZnO (57 eV)24 and is therefore sufficiently high
to re-implant the 61Co atoms, ensuring that they do not inherit the 61Fe lat-
tice site. The 61Mn (56Mn) implantations were performed under a tilt angle
of 17◦ with respect to the surface normal in order to minimize ion chan-
neling, with an energy of 60 keV (50 keV) and a fluence of 2×1013 cm−2,
resulting in a peak concentration of 6×1018 cm−3 (7×1018 cm−3) at a pro-
jected range Rp of 278 Å (246 Å) with a 125 Å (115 Å) straggling, esti-
mated using the MARLOWE code.25 The low concentration regime used
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in this study (below 1×1019 cm−3) allows us to investigate the lattice loca-
tion of Co and Mn free from phase segregation, which typically occurs for
concentrations of the order of 1021 cm−3 (i.e. three orders of magnitude
higher) and above.26

Angular-dependent emission yields of the β− particles emitted during
decay were measured at room temperature, along four crystallographic di-
rections, [0001], [1102], [1101] and [2113], in the as-implanted state and
after in situ capless annealing in vacuum (< 10−5 mbar) at temperatures
up to 900◦C. These patterns were recorded using a position- and energy-
sensitive detection system similar to that described in Ref. 27. Given the
relatively short half-life of 56Mn and 61Co, this system was installed on-line
and upgraded with self-triggering readout chips for the Si pad detectors,
enabling measurements during and/or immediately after implantation with
count rates of up to several kHz.

III. RESULTS AND DISCUSSION

Quantitative lattice location is provided by fitting the experimental pat-
terns with theoretical ones using the two-dimensional fit procedure outlined
in Ref. 27. The theoretical patterns were calculated using the many-beam
formalism17 for probes occupying various sites in the ZnO (wurtzite) struc-
ture described in Ref. 28: substitutional Zn (SZn) and O (SO) sites with
varying root-mean-square (rms) displacements, the main interstitial sites,
i.e. tetrahedral (T), octahedral (O), hexagonal (H), bond-centered (BC)
and anti-bonding (AB), as well as interstitial sites resulting from displace-
ments along the c or the basal directions. For all four measured directions
in both 61Co:ZnO and 56Mn:ZnO, the calculated SZn patterns gave by far
the best agreement, showing that the majority of the probe atoms occupy
SZn sites, as expected. The fitting routine was then allowed to include, in
addition to SZn, an additional lattice site, for which all the simulated sites
were tested. The SZn + SO double occupancy gives the best fit compared
to all other combinations and considerably improves the SZn single-site fit.
This is illustrated in Fig. 1, which shows the reduced χ2 of the fit as we
move the non-SZn site along the c-axis between two neighboring SZn sites.
Data are shown only for the off-surface directions [1102], [1101] and [2113],
since the [0001] patterns are not sensitive to displacements of the probe
atoms along the c-axis. Consistently for all three directions, the best fits
are clearly centered on the SO site. In fact, the relative improvement in
χ2 is correlated with the spatial separation of Zn and O rows along the
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FIG. 1: Left - Reduced χ2 of the fits to the 61Co:ZnO (a) and 56Mn:ZnO (b) data
(800◦C annealing step), in the vicinity of the [1102], [1101] and [2113] directions.
Each data point corresponds to the best fit obtained using two given sites, with
the corresponding two fractions as free parameters. The site pairs are composed
of SZn plus each of the simulated sites along the c-axis: the SO and the T sites,
the BC and AB sites along the c-axis and a number of intermediate positions.
The reduced χ2 (y-axis) of these two-sites fits have been normalized to that of the
one-site (SZn) fit. The x-axis corresponds to the position (along the c-axis) of the
non-SZn site used in each fit. Right - Projection of the ZnO lattice on the plane
perpendicular to each direction, showing that the separation between Zn and O
sublattices is maximized for [2113].

channeling axis (Fig. 1), being most pronounced for the [2113] direction.
A similar behavior is observed for displacements along the basal directions,
with the best fit consistently centered on the SO site. As an example for the
good match between experiment and simulated patterns, Fig. 2 compares
the β− emission yields of 61Co:ZnO along the four measured directions with
the best fits of theoretical patterns, obtained for 82% of the 61Co atoms
on SZn (CoZn) and 18% on SO sites (CoO). Introducing a third site yields
only insignificant fit improvements. Possible fractions on other sites are
estimated to be below 5%.

In Fig. 3 we have compiled the Co and Mn fractions on SZn and SO
sites as a function of annealing temperature. Within experimental error,
both the CoO and MnO fractions remain constant around 16% and 24%,
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FIG. 2: (a)-(d) Normalized experimental 61Co β− emission channeling patterns in
the vicinity of the [0001], [1102], [1101] and [2113] directions following annealing
at 800◦C. (e)-(h) Corresponding best fits with 82% and 18% of the 61Co atoms
on SZn and SO sites, respectively.

respectively, up to the highest temperature annealing step. The best fits
are obtained for rms displacements of CoZn and MnZn from ideal SZn sites
between 0.06 Å and 0.09 Å. Although the fitting is less sensitive to rms
displacements of the CoO and MnO minority fractions, it indicates that
these may be isotropically scattered by up to 0.25 Å around the ideal O
sites. Based on the thermal vibration amplitudes of u1(Zn) = 0.08 Å and
u1(O) = 0.08−0.09 Å for Zn and O, respectively,29 we conclude that, while
CoZn and MnZn atoms are incorporated in ideal Zn sites, some degree of
lattice relaxation may take place in the vicinity of CoO and MnO atoms.

It is interesting to compare this behavior to that of Fe, which is posi-
tioned between Co and Mn in the periodic system. In our previous EC
experiments on 59Fe:ZnO, the maximum fraction of Fe on substitutional
O sites compatible with the experimental data is less than 5%, which is
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FIG. 3: Fractions of 56Mn and 61Co atoms on SZn and SO sites following each
annealing step. The dashed lines correspond to the mean fractions, averaged from
the values for the different annealing steps.

considered below the sensitivity limit of the technique.18 The average β−

energies for 61Co and 56Mn are 460 keV and 831 keV respectively, and are
thus significantly larger than the one for 59Fe, which is 118 keV. Since a
higher β− energy results in narrower channeling effects, the experimental
patterns from 61Co and 56Mn are less resolved than those previously mea-
sured for 59Fe. In order to exclude that this would influence the analysis, we
carried out a 56Mn:ZnO EC experiment with increased angular resolution.
To do so, we doubled the distance between the sample and the detector
(from 30 cm to 60 cm), thus improving the angular resolution by approxi-
mately a factor of two. The analysis of this high-resolution data confirms
the SO occupancy and, in fact the experimental patterns even allow for its
visual identification. This is illustrated in Fig. 4, which compares calcu-
lated patterns for 56Mn probes on SZn and SO to experimental patterns
from which the SZn component has been subtracted. The SZn-subtracted
patterns are remarkably similar to SO and very different from SZn patterns,
which unambiguously confirms the SO occupancy.

Finding significant fractions of Co and Mn atoms on O sites is remark-
ably surprising. Not only has it never been observed, it has never even been
considered since the Zn substitution was regarded as obvious and taken for
granted. Moreover, experimentally identifying a minority site in cases of
double occupancy is extremely challenging. These two factors (being unex-
pected and difficult to detect) could explain why such anion site minority
fractions may have passed undetected in previous studies on the lattice
location of Mn and Co in ZnO, incorporated either during growth (e.g.
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FIG. 4: Comparison of the experimental and calculated patterns of the high res-
olution, as-implanted 56Mn:ZnO experiment: calculated [1102], [1101] and [2113]
patterns for 100% of 56Mn probes on SZn [(a), (e), (i)] and SO sites [(b), (f),
(j)]; normalized experimental patterns [(c), (g), (k)]. Patterns [(d), (h), (l)] result
from subtracting the fitted SZn component from the experimental patterns. For
all three directions, this allows for the visual identification of the SO occupancy,
i.e. patterns (d), (h) and (l) reproduce the distinctive features of the SO patterns
(b), (f) and (j), respectively.
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Refs. 2–6,8) or by ion implantation (e.g. Refs. 7,9).
Generally, in compound semiconductors, the lattice sites of impurities

are determined by chemical similarities and matching of size and electroneg-
ativity with the host atoms. Not only are Co and Mn 3d metals like Zn, they
are very similar to Zn and very different from O in terms of electronegativ-
ity and ionic radii, which in principle makes it energetically unfavorable for
Co and Mn impurities to be incorporated on O sites. The non-equilibrium
nature of ion implantation may have an influence, but it does not explain
why, under the same conditions, the SO occupancy is observed for Mn and
Co and not for Fe. The case that has been studied theoretically which
most resembles MnO and CoO defects is the Zn antisite (ZnO). Depending
on the growth conditions (Zn- or O-rich) and Fermi level, either 2+, 3+ or
4+ charge states of ZnO can be stable, with the 4+/3+ and 3+/2+ transi-
tion levels deep in the bandgap.30–33 These calculations predicted that the
formation energy of Zn4+O can in fact be very small, even negative, under
metal-rich conditions and for a Fermi level close to the valence band max-
imum. Therefore, if the 4+/3+ and 3+/2+ transition levels of CoO and
MnO are shallower than those of ZnO, it is conceivable that the formation
energies of CoO and MnO may indeed be small enough to allow for sizable
concentrations, even with the Fermi level close to the conduction band min-
imum, which is typically the case for ZnO (intrinsically n-type). On the
other hand, the 4+/3+ and 3+/2+ levels of FeO may be located deeper in
the bandgap and therefore not be ionized when the Fermi level is close to
the conduction band minimum. Based on the ZnO case, this would result
in a higher formation energy of FeO compared to CoO and MnO, and thus
decrease its concentration below the detection limit.

An important consequence of the discussion in the previous paragraph
is that O-substitution can thus explain the observed 4+ charge state of
minority fractions of Mn impurities in ZnO thin films.4,14,15 Moreover, the
fact that for those studies the impurities were not incorporated by ion
implantation but during growth, indicates that minority anion substitution
may be a general phenomenon in transition metal doped ZnO. In principle,
the concentration of transition metal impurities in anion sites depends on
(1) the energy cost of incorporating an atom of a given impurity element
in an O site and (2) the available energy, i.e. the characteristic energy
scale of the impinging impurity atoms. The energy cost (1) depends on
(i) the “chemistry” of the impurity-host combination, which for the ZnO
host case appears to favor Co and Mn over Fe, based on our results and the
discussion of the previous paragraph, and (ii) the tendency of the growth or
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doping process to form O vacancies which can be filled by transition metal
impurities (for doping during growth this is favored in O-poor conditions; in
ion implanted systems O vacancies are created by the ion bombardement).
The available energy (2) depends primarily on the growth or doping method
and conditions, increasing with the characteristic order of magnetiude of
impinging atom energies: 0.1 eV for molecular beam epitaxy (MBE), 1 eV
for sputtering deposition, 10 eV for pulsed laser deposition (PLD) and 1
keV for ion implantation.

Because the magnetic and electric behavior of Co and Mn impurities
depend primarily on the lattice site(s) they occupy, our results have direct
implications on the field of dilute magnetic semiconductors. For example,
anion site Mn and Co are likely to behave as multiple-donor defects in ZnO
and thus contribute to preventing the realization of p-type conduction (by
acceptor co-doping) in TM-doped ZnO, which is considered crucial to es-
tablish ferromagnetic order via p-d Zener exchange.34 A similar case is the
well known double-donor Mn interstitial in (Ga,Mn)As which compensates
for acceptor substitutional Mn both electrically and magnetically, thus de-
creasing the Curie temperature.35 Also in Mn-doped GaN, the presence of
donor defects controls the charge state of cation (Ga) substitutional Mn,
hence the type of magnetic interactions: ferromagnetic for Mn3+,36 anti-
ferromagnetic for Mn2+.37

IV. CONCLUSIONS

In summary, we have experimentally established the lattice location of
implanted Co and Mn in ZnO in the low concentration regime (< 1018

cm−3). Surprisingly, in addition to the majority on substitutional Zn sites,
we find up to 18% (27%) of the Co (Mn) atoms on substitutional O sites,
which is virtually unaffected by thermal annealing up to 900◦C. Because
this minority anion site substitution has never even been considered, it
challenges our current understanding of transition metal incorporation in
ZnO and wide-gap semiconductors in general. In particular, these results
motivate a theoretical assessment of the formation energies of these defects,
as well as an experimental reassessment of the lattice location of Mn and Co
in wide-gap semiconductors, its dependence on preparation techniques and
growth conditions, and its influence on the magnetic properties of wide-gap
DMS materials.
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Abstract

We report on the lattice location of Mn in wurtzite GaN using β− emission
channeling. In addition to the majority substituting for Ga, we locate up to 20%
of the Mn atoms in N sites. We suggest that the incorporation of Mn in N sites is
favored under sufficiently high concentrations of N vacancies, and stabilized by a
highly charged state of the Mn cations. Since N substitution by Mn impurities in
wurtzite GaN had never been observed experimentally or even considered theoret-
ically before, it challenges the current paradigm of transition-metal incorporation
in widegap dilute magnetic semiconductors.
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Dilute magnetic semiconductors (DMS) continue to challenge our under-
standing of how transition-metal impurities behave in widegap nitrides and
oxides, both in terms of magnetism and structure.1 With ferromagnetism
being reported well above the ordering temperatures of any other type of
dilute magnetic materials, widegap DMSs still divide the magnetics com-
munity between those who report it and those who report its absence (see
e.g. Ref. 1–5 for recent discussions). On the structure side, only in the last
few years has a more consistent picture of the structural phase-diagram of
some widegap DMSs started to emerge, with phenomena such as spinodal
decomposition and other types of chemical and structural phase-segregation
being carefully documented (see e.g. Ref. 1 and references therein). It is
however at the very genesis of both the magnetic and structural properties
of widegap DMS that some of the most puzzling reports can be found: the
lattice sites occupied by the transition-metal impurities. By determining
the impurity’s electronic structure and the energy barriers which it must
overcome in order to diffuse, the impurity’s lattice site directly controls its
magnetism and aggregation behavior. Although it is generally accepted
that 3d transition metals such as Mn and Co substitute the cation in wide-
gap nitrides and oxides (e.g. Ga in GaN and Zn in ZnO), some reports
suggest that this is not a general rule (see Ref. 6 for a recent discussion on
ZnO).

One of the most well understood widegap DMS, Mn-doped GaN is also
one of those that best illustrate the open questions regarding (i) the mag-
netism, (ii) phase pureness and (iii) the lattice location of the magnetic
impurities. Despite the many reports of ferromagnetism at and above room
temperature (i), recent studies on carefully characterized materials found
only paramagnetism,2 antiferromagnetic interactions,7 or at best, ferromag-
netic order with very low Curie temperature (TC < 10 K).8 Mn-doped GaN
is also an interesting system in which to study “subtle” forms of impurity
segregation (ii), using for example synchrotron radiation,9 which can eas-
ily pass undetected using more conventional characterization techniques.
Regarding the lattice location of the Mn impurities (iii), although the ma-
jority of the reports are consistent with cation (Ga) substitution (e.g. Refs.
2,3,10,11 based on X-ray absorption fine structure (XAFS), Refs. 12,13 on
ion-channeling, and Ref. 14 on electron-channeling), some observations do
not completely conform to it. This is particularly the case for zincblende
GaN, for which there are strong indications that Mn impurities may occupy
non-Ga-substitutional sites. Based on XANES experiments, it has been re-
ported that small fractions of the Mn impurities are located in interstitial
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sites.15 In Ref. 16, extended X-ray absorption fine structure (EXAFS) ex-
periments detected a remarkably high fraction of 75% of the Mn impurities
in anion (N) substitutional sites. However, the unambiguous identification
of a minority site in cases of double occupancy poses a number of chal-
lenges to XAFS techniques such as XANES and EXAFS. In addition, it is
unknown if the non-Ga substitution observed in the zincblende GaN may
also occour in the wurtzite structure, which is by far more commonly used
in the context of GaN-based applications and DMS.

Here we report on the lattice location of Mn impurities in epitaxial thin
films of wurtzite GaN, using the emission channeling technique. The aim
is to determine if and which non-Ga-substitutional sites may be occupied
by Mn impurities in the wurtzite lattice, using a technique which has been
specifically developed for lattice location of impurities in single-crystalline
materials. Measurements were carried out in the as-implanted state and
after thermal annealing up to 900 ◦C in order to investigate the thermal
stability of the Mn impurities in the respective lattice sites. We focus on
the low concentration regime (below 1× 1019 cm−3, i.e. < 0.03%) in order
to minimize possible effects of Mn segregation.

Emission channeling17 makes use of the charged particles emitted by a
decaying radioactive isotope. The screened Coulomb potential of atomic
rows and planes determines the anisotropic scattering of the particles emit-
ted isotropically during decay. Because these channeling and blocking ef-
fects strongly depend on the initial position of the emitted particles, they
result in emission patterns which are characteristic of the lattice site(s)
occupied by the probe atoms. We have previously used the emission chan-
neling technique to determine the lattice location of other impurities in
GaN (e.g. Fe18, As19 and several rare earths20). The technique is par-
ticularly suited for those cases where significant fractions of the impurity
atoms occupy more than one lattice site. For Mn impurities in particular,
this multi-site lattice location capability has recently allowed us to locate
a fraction of implanted Mn on the bond-centered (BC) interstitial site in
Ge,21 in anion-substitutional sites (Oxygen sites) in ZnO,6 as well as to
unambiguously identify the interstitial Mn site in GaAs and quantitatively
study its thermal stability.22

Epitaxial thin films of wurtzite [0001] GaN grown on sapphire were
implanted at room temperature with a fluence of 2×1013 cm−2 of radioac-
tive 56Mn (t1/2 = 2.56 h), at the on-line isotope separator facility ISOLDE
at CERN. The implantations were performed under a tilt angle of 17◦ to
minimize ion channeling, using an energy of 50 keV, resulting in a peak
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FIG. 1: Reduced χ2 of the fits to the experimental emission yields in the vicinity
of the [1̄102], [1̄101] and [2̄113] directions (following 600◦C annealing). Each data
point corresponds to the best fit obtained using two given sites, with the corre-
sponding two fractions as free parameters. The site pairs are composed of SGa plus
each of the simulated sites along the c-axis (depicted above the plot): the SN and
the T sites, the BC and AB sites along the c-axis and a number of intermediate
positions. The x-axis corresponds to the position (along the c-axis) of the non-SGa

site used in each fit. The reduced χ2 (y-axis) of these two-sites fits are normalized
to that of the one-site (SGa) fit. The non-equivalent rows of Ga and N atoms,
projected on the plane perpendicular to each of the axes, are also shown (right).
Note that the separation between Ga and N rows is maximized along the [2̄113]
axis.

concentration of 7×1018 cm−3 at a projected range Rp of 247 Å with a
114 Å straggling, as estimated using the MARLOWE code.23 Angular-
dependent emission yields of the β− particles emitted during decay to stable
56Fe were measured at room temperature, along four crystallographic di-
rections, [0001], [1̄102], [1̄101] and [2̄113], in the as-implanted state and
after in situ capless annealing in vacuum (< 10−5 mbar) at 300◦C, 600◦C,
700◦C, 800◦C and 900◦C. The patterns were recorded using a position-
and energy-sensitive detection system similar to that described in Ref. 24.
Given the short half-life of 56Mn, this system was installed on-line and up-
graded with self-triggering readout chips for the Si pad detectors, enabling
measurements during and/or immediately after implantation with count
rates of up to several kHz.

Quantitative lattice location is provided by fitting the experimental pat-



Art. V: Evidence of N substitution by Mn in wurtzite GaN 149

FIG. 2: (a)-(d) Normalized experimental 56Mn β− emission channeling patterns
in the vicinity of the [0001], [1̄102], [1̄101] and [2̄113] directions following annealing
at 600 ◦C. (e)-(h) Corresponding best fits with 81% and 19% of the 56Mn atoms
on SGa and SN sites, respectively.

terns with theoretical ones using the two-dimensional fit procedure outlined
in Ref. 24. The theoretical patterns were calculated using the many-
beam formalism17 for probes occupying various sites in the wurtzite GaN
structure:25 substitutional Ga (SGa) and N (SN) sites with varying root-
mean-square displacements, the main interstitial sites, i.e., tetrahedral (T),
octahedral (O), hexagonal (H), bond-centered (BC) and anti-bonding (AB),
as well as interstitial sites resulting from displacements along the c or the
basal directions. For all four measured directions, the calculated SGa pat-
terns gave by far the best agreement, showing that the majority of the
probe atoms occupy SGa sites, as expected. The fitting routine was then
allowed to include, in addition to SGa, an additional lattice site, for which
all simulated sites were considered. Consistently for all measured direc-
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FIG. 3: Fractions of 56Mn impurities on SGa and SN sites following each annealing
step.

tions, the SGa + SN double occupancy gives the best fit compared to all
other combinations and considerably improves the SGa single-site fit. This
is illustrated in Fig. 1, which shows the reduced χ2 of the fit as we move
the non-SGa site along the c-axis between two neighboring SGa sites. Con-
sistently for all three directions, the best fits are centered in the SN site.
The sensitivity of the fit (in terms of magnitude and “width” of the im-
provement in χ2) is correlated with the spatial separation between Ga and
N rows along the channeling axis (Fig. 1), being most pronounced for the
[2̄113] direction. As an example of the good match between experiment
and simulated patterns, Fig. 2 compares the normalized experimental β−

emission yields of 56Mn:GaN, following annealing at 600 ◦C, along the four
measured directions [(a)-(d)] with the best fits of theoretical patterns [(e)-
(h)]. The best fit is obtained for 81% of the 56Mn atoms on SGa (MnGa)
and 19% on SN sites (MnN). Introducing a third site yields only insignif-
icant fit improvements. Possible fractions in other sites are estimated to
be below 5%. Figure 3 shows the fractions of 56Mn probes in SGa and SN
sites as a function of annealing temperature. Within experimental error,
the MnN fraction remains constant around 20%, up to highest annealing
temperature of 900◦C.

Chemically, 3d transition metals such as Mn are much more similar to
Ga (a post-transition metal) than they are to N (a non-metal). In particu-
lar, the electronegativity and ionic radii of Mn are much closer to those of
Ga compared to N, which in principle makes it energetically unfavorable for
Mn impurities to be incorporated in N sites. Because anion substitution
by 3d transition metals in GaN is so unexpected, theoretical considera-
tions of the phenomena are very scarce, specially for wurtzite GaN. For
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zincblende GaN, the calculated total energies for Mn in Ga and N sites
indicate, as expected, that Ga substitution is more favorable.26 However,
the calculations in Ref. 26 do not consider charged MnN defects. The
defect that most resembles MnN, for which different charge states have
been considered, is the Ga antisite (GaN). It has been shown that varying
the charge state from neutral to 4+ considerably decreases the formation
energy of GaN in wurtzite GaN (from ∼ 8 eV to ∼ 1 eV, under Ga-rich/N-
poor conditions).27 Such highly charged states are only stable for a Fermi
level sufficiently close to the valence band, i.e. in the presence of acceptors
states to which the GaN electrons can be transfered. In Mn-doped GaN,
that role can be played by the deep acceptor levels of MnGa defects (the
Ga-substitutional fraction). On the other hand, the requirement of N-poor
growth is in agreement with Ref. 16. There, N-substitution by Mn (in
zincblende GaN) was only observed in thin films grown under N-poor con-
ditions. In other words, increasing the concentration of N vacancies (which
can be “filled” by Mn impurities), decreases the formation energy of MnN
defects, increasing its concentration. In the present study, the required N
vacancies were in principle created upon 56Mn+ ion bombardment. Note,
nonetheless, that the incorporation of Mn impurities in N sites cannot be
considered a direct effect of ion implantation, since it was not observed for
Fe under very similar experimental conditions.18 Fe is a 3d transition metal
as well, with an atomic mass which is similar to that of Mn and thus sim-
ilar incorporation kinetics. A more detailed description of the conditions
under which N substitution by Mn impurities occurs in wurtzite GaN will
require the assessment of the formation energies of such defects, as well
as an experimental reassessment of the lattice location of Mn in GaN for
different preparation methods and growth conditions, carefully taking into
consideration the possibility of anion substitution.

Together with our recent report on O-substitutional Mn and Co in ZnO,6

these results suggest that anion substitution by 3d transition-metals may
be a general phenomenon in widegap nitrides and oxides. However, be-
cause it is both highly unexpected and difficult to detect with conventional
techniques, anion substitution by transition metals may have so far passed
undetected in these materials. Although there is in principle no reason
to consider anion substitution as a potential route towards room temper-
ature ferromagnetism, a comprehensive description of the phenomenon is
fundamental for the understanding of widegap DMS materials. For exam-
ple, it has been predicted that electron delocalization increases the range of
the magnetic interactions between anion-substitutional compared to cation-
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substitutional Mn impurities in zincblende GaN, potentially leading to spin-
glass behavior in anion-substituted Ga(Mn,N).26 Indeed, magnetometry
measurements in Ref. 16 indicate that while cation-substituted (Ga,Mn)N
is not ferromagnetic down to 5 K, anion-substituted Ga(Mn,N) displays
some degree of magnetic irreversibility at low temperatures (5 K). In a
slightly different context, because anion-substitutional transition-metals
are likely to behave as donors (see previous paragraph), they may also
play an important role in terms of electrical (self-)compensation. For ex-
ample, such defects may contribute to preventing the realization of p-type
conduction (e.g. in Mg co-doped GaN), which is considered crucial to es-
tablish ferromagnetic order via p-d Zener exchange in Mn-doped GaN and
ZnO.28 In Mn-doped GaN, in particular, it is relatively well established
that the type of magnetic interactions between Ga-substitutional Mn mo-
ments is determined by the Mn charge state, which in turn depends on
the concentration of compensating donor defects.3 Under stringent growth
conditions that minimize the concentration of compensating donors such
as N vacancies and H impurities (donors), Mn impurities are incorporated
as Mn3+. In such cases, ferromagnetic interactions3 and low temperature
order (TC < 10 K)8 can be observed. More commonly, such stringent
growth conditions are not satisfied and Mn impurities are incorporated as
compensated Mn2+, for which only nearest-cation-neighbor antiferromag-
netic interactions are observed.3,7 Being a potential donor defect, MnN may
also compensate Mn3+Ga impurities, i.e. turning ferromagnetically interact-
ing Mn3+Ga into antiferromagnetically interacting Mn2+Ga. Such electric and
magnetic self-compensation by N-substitutional Mn in GaN is very similar
to that of interstitial Mn in GaAs, also a donor which compensates acceptor
and ferromagnetically interacting Ga-substitutional Mn.29

In summary, we have experimentally demonstrated that, in addition to
the majority substituting for the cation (Ga), minority fractions (up to
20%) of ion-implanted Mn impurities occupy anion (N) sites in wurtzite
GaN. Both Ga- and N-substitutional fractions are virtually unafected by
thermal annealing up to 900◦C. Together with recent reports on anion
substitution by Mn and Co in ZnO, these results challenge the current
paradigm of transition-metal incorporation in widegap nitrides and oxides,
with profound implications on our understanding of magnetic interactions
and self-compensation effects in widegap DMS.
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Abstract

The magnetism of dilute magnetic semiconductors (DMS) is determined by the
lattice sites occupied by the magnetic dopant atoms. While the majority site can in
principle be predicted based on chemical similarities with the host elements and is
usually simple to confirm experimentally, minority sites are far more complicated
to predict, detect and identify. Here we report on the lattice location of Co in
GaN using β− emission channeling from the decay of implanted 61Co. In addition
to the majority in cation (Ga) sites, we find up to 17% of the Co impurities in
anion (N) sites, which is unaffected by thermal annealing up to 900◦C. Although
contrary to the general belief that transition metal impurities substitute only the
cation in semiconductors like GaN and ZnO, these results are in line with recent
reports of anion substitution by Mn in GaN (Article V, unpublished) and by Mn
and Co in ZnO [L. M. C. Pereira et al., Phys. Rev. B 84, 125204 (2011)]. We give
an overview of the recent emission channeling studies on the lattice location of
the main magnetic dopants Mn, Fe and Co in GaN and ZnO and propose a basic
mechanism controlling the majority-cation versus minority-anion substitutional
incorporation of transition metal impurities in wide-gap nitrides and oxides.
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I. INTRODUCTION

Despite major developments in growth, doping and characterization
methods, the magnetism of wide-gap dilute magnetic semiconductors
(DMS) remains one of the most controversial topics in condensed mat-
ter physics,1 mostly as a consequence of the many contradictory reports
on supposedly very similar materials. While a significant part of it can be
explained on the basis of extrinsic magnetism,2–4 this irreproducibility is
also generally accepted to be a consequence of the strong dependence of
the DMS magnetism on the local structure around the magnetic dopants,
which is not trivial to control. So far, however, this dependency has only
been discussed in terms of dopant uniformity (dilution versus clustering)1

and possible interactions between the dopant atoms and intrinsic defects
(e.g. point defects5 and extended defects6). Regarding the actual lattice
sites occupied by the transition metal impurities, which is in fact what pri-
marily determines their magnetic character, cation substitution has always
been taken for granted based on the chemical similarities between the host
cations and the transition metal dopants.

The lattice site(s) occupied by the magnetic impurities determine the
magnetic behavior of DMS materials at two levels. First, by determining
the impurity’s electronic structure and crystal field, the occupied lattice
site defines the localized magnetic moment and its single-ion magnetism.
Second and more importantly, by determining also the impurity’s position
in the host band structure, it controls its electrical character and the type
and strength of the magnetic interactions between localized magnetic mo-
ments, i.e. the collective magnetism. The canonical and relatively well
understood example is the narrow-gap Mn-doped GaAs (Ga1−xMnxAs).
Here, Mn can occupy both Ga-substitutional and As-tetrahedral intersti-
tial sites.7 Substitutional Mn provides both the localized magnetic moment
and the itinerant hole that mediates the magnetic coupling via p-d Zener
exchange.8 On the other hand, interstitial Mn has a two-fold compensating
effect: magnetic, as substitutional-interstitial Mn pairs couple antiferro-
magnetically, thus decreasing the effective magnetic dopant concentration
xeff , and electrical, since interstitial Mn is a double donor which com-
pensates substitutional Mn acceptors, thus decreasing the hole concentra-
tion p.9 Because a significant fraction of the Mn impurities is incorporated
in interstitial sites during Ga1−xMnxAs growth,9 the Curie temperature
of the material, which increases with xeff and p, is determined by the
balance between interstitial and substitutional Mn fractions.9 The current
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understanding of Mn-, Fe- and Co-doped GaN and ZnO, representative
of the wide-gap DMS family, is quite different. It is generally accepted
that 3d transition metals, including Mn, Fe and Co, occupy only cation-
substitutional sites, i.e. substitute Ga in GaN and Zn in ZnO, as expected
from the chemical similarities between the impurities and the host elements.
This has been confirmed experimentally, mostly based on X-ray absorption
fine structure (XAFS) but also on ion channeling experiments, and ap-
pears to be independent of the doping method, i.e. either during growth
(e.g. Refs. 10–19) or by ion implantation (e.g. Refs. 20–23). A representa-
tive example among the many wide-gap DMS compounds is the intensively
studied Mn-doped GaN (Ga1−xMnxN). In samples where secondary phase
segregation has been avoided, both XAFS14–17 and ion channeling19,23 ex-
periments confirmed the expected cation (Ga) substitution by Mn impu-
rities. The type of magnetic interactions between Ga-substitutional Mn
moments is determined by the Mn charge state, which in turn depends on
the concentration of compensating donor defects.14 Under stringent growth
conditions that minimize the concentration of compensating donors such as
N vacancies and H impurities (donors), Mn impurities are incorporated as
Mn3+. In such cases, ferromagnetic interactions14 and low temperature or-
der (TC < 10 K)24 can be observed. More commonly, such stringent growth
conditions are not satisfied and Mn impurities are incorporated as com-
pensated Mn2+, for which only nearest-cation-neighbor antiferromagnetic
interactions are observed,14,25 similar to, e.g., Cr3+ in GaN.26 Although
this cation-substitution by transition metals in wide-gap semiconductors is
quite well established, some observations do not completely conform to it.
Taking the Mn-doped GaN example again, there are strong indications that
Mn impurities may occupy non-Ga-substitutional sites. Based on XANES
experiments, it has been reported that small fractions of the Mn impuri-
ties are located in interstitial sites in zincblende GaN.27 Also in zincblende
GaN, extended X-ray absorption fine structure (EXAFS) experiments de-
tected a remarkably high fraction of 75% of the Mn impurities in anion (N)
substitutional sites.28 However, the unambiguous identification of a minor-
ity site in cases of double occupancy poses a number of challenges to XAFS
techniques such as XANES and EXAFS. Very recently, we have reported
on the lattice location of Mn in wurtzite GaN using the emission chan-
neling (EC) technique.29 In addition to the majority substituting for Ga
(cation), we found significant fractions (20%) of Mn impurities in N (an-
ion) sites. Similarly, we have also reported minority anion (O) substitution
by Co (18%) and Mn (27%) impurities in wurtzite ZnO.30 On the other
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hand, experiments on the lattice location of Fe (under similar conditions to
those on Mn and Co) in both GaN31 and ZnO32 did not reveal anion-site
fractions above the sensitivity of the technique (5%). Altogether, these re-
ports challenge the generally accepted scenario where 3d transition metals
occupy only cation-substitutional sites in wide-gap nitrides and oxides.

Here we investigate the lattice location of implanted Co in GaN us-
ing the emission channeling (EC) technique. The aim is to determine to
what extent the differences observed between Mn,30 Fe32 and Co30 in ZnO,
and Mn29 and Fe31 in GaN, are impurity- and host-dependent. In a sec-
ond part of this paper, we compare the results for these six impurity-host
combinations and propose a basic principle controlling the majority-cation
versus minority-anion substitutional incorporation of transition metals in
wide-gap nitrides and oxides.

II. EXPERIMENT

A. Emission channeling

The emission channeling (EC) technique was developed to determine the
lattice location of impurities in single crystals, making use of the charged
particles emitted by a radioactive isotope of the impurity element under
study.33 The screened Coulomb potential of atomic rows and planes de-
termines the anisotropic scattering of the particles emitted isotropically
during the radioactive decay. Along low-index crystal directions of single
crystals, this anisotropic scattering results in well defined channeling or
blocking effects. Because these effects strongly depend on the initial po-
sition of the emitted particles, they result in emission patterns which are
characteristic of the lattice site(s) occupied by the probe atoms. Angular-
dependent emission patterns are recorded along various crystallographic
axes using a position- and energy-sensitive detection system similar to that
described in Ref. 34. The theoretical emission patterns for probes occu-
pying possible lattice sites are calculated using the manybeam formalism
for electron channeling in single crystals.33 Quantitative lattice location
is provided by fitting the experimental patterns with theoretical ones us-
ing the two-dimensional fit procedure outlined in Ref. 34. Corrections for
secondary electrons that reach the detector were implemented by subtract-
ing an isotropic background from every pattern. This secondary electron
contribution is estimated based on Geant435,36 simulations of electron scat-
tering, taking into account the elemental composition and geometry of the
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FIG. 1: The (112̄0) (a) and (111̄0) (b) planes of the GaN wurtzite lattice, showing
the substitutional Ga (SGa) and N (SN) sites as well as the following interstitial
sites: bond center BC, antibonding Ga (AG) and antibonding N (AN), octahedral
(O), tetrahedral (T) and hexagonal (HZ and HO). “-c” denotes sites along the
c-axis and “-o” along the basal directions, i.e. off the c-axis. Note that in (a) the
O sites are very close to the HG and HN sites so the corresponding circles overlap.
Along the [1̄102], [1̄101] and [2̄113] directions, the rows of Ga and N atoms are
indicated. Note that along the [0001] direction the Ga and N rows coincide.

sample, sample holder and vacuum chamber. Several reviews on emission
channeling can be found in the literature.33,37–39

Examples for possible lattice sites of higher symmetry in the GaN
wurtzite structure are shown in Fig. 1. In addition to substitutional Ga
(cation) and N (anion) sites, the following interstitial sites are shown: bond-
centered sites along the c-axis and the basal directions, abbreviated BC-c
and BC-o, antibonding sites AG-c, AN-c, AG-o, and AN-o, the hexagonal
sites HG and HN.40 T and O sites, which have been considered previously
as possible sites for native Ga and N interstitials40 are also shown. Figure
2 shows the theoretical emission patterns along the [0001], [1̄102], [1̄101]
and [2̄113] axes for 100% of 61Co atoms on substitutional Ga sites SGa,
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FIG. 2: Simulated channeling patterns for 100% of emitter atoms (61Co) on sub-
stitutional Ga sites SGa, substitutional N sites SN, and the interstitial T and O
sites.

substitutional N sites SN, and the interstitial T and O sites. Because Ga
and N substitutional sites (SGa and SN) and the interstitial sites along the
c-axis (e.g. BC-c and T) are all equivalent in the lattice projection onto
the plane perpendicular to the [0001] direction, the corresponding [0001]
emission patterns are undistinguishable (Fig. 2, first row). The same holds
for the interstitial sites along the main interstitial axis parallel to the c-axis
(e.g. O, HG, HN). In order to unambiguously distinguish the lattice sites in
wurtzite crystals it is thus necessary to measure also along other directions,
such as the [1̄102], [1̄101] and [2̄113] axis. As shown in Fig. 2 these direc-
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tions separate the different lattice sites. In particular, all three directions
separate the two rows of Ga atoms from the two rows of N. This results in
emission patterns with distinct anisotropies (Fig. 2, second to forth row)
and thus allows for the unambiguous identification of the occupied lattice
sites. Moreover, comparing the fit results for as many as four different di-
rections allows us to verify the consistency of the analysis in terms of site
identification and occupancy quantification.

The EC technique has been extensively applied to the lattice location
of impurities in the wurtzite materials GaN and ZnO, from transition met-
als (Mn,29,30 Fe,31,32 Co,30 Cu,41 Ag42), to rare earths (Pr,43 Nd,44 Pm,44

Eu,44 Er44), to group II (Ca, Sr)45 and group V (As,46,47 Sb48) dopants.
It offers a number of specific advantages compared to other lattice loca-
tion techniques. Since EC makes use of 2-dimensional emission patterns
(measured using position sensitive detectors) which are directly compared
to simulations, it provides unambiguous and quantitative lattice location
superior to conventional ion-channeling techniques, where usually only 1-
dimensional angular scans can be measured. In addition, it is extremely
sensitive in the sense that it requires only a small number of impurities,
down to 1010 atoms, which makes it particularly suited to study very di-
lute systems, unlike synchrotron based techniques such as extended X-ray
absorption fine structure (EXAFS) spectroscopy or X-ray linear dichroism
(XLD). Probably one of the strongest features of the EC technique is its
applicability to those cases where significant fractions of the impurities oc-
cupy more than one lattice site. This multi-site lattice location capability
of EC has allowed us, for example, to establish the amphoteric nature of
As in GaN (substituting both Ga and N)47 and, as discussed in depth in
this paper, to identify, in addition to the majority fractions in cation sites,
significant fractions (approximately 20% – 30%) of Co and Mn impurities
in the anion (O) site in ZnO30 and of Mn impurities in the anion (N) site
of GaN.29 Although in principle such minority versus majority occupancies
can also be quantified using EXAFS, unambiguous identification of minor-
ity sites is extremely challenging, because the technique relies on complex
multiparameter fitting of the spectra using calculated model structures.

B. 61Co:GaN experimental details

The samples consisted of epitaxial thin films of wurtzite [0001] GaN
grown on sapphire. In order to dope the samples with 61Co we im-
planted the precursor isotope 61Mn with the decay chain 61Mn (0.71 s)
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→ 61Fe (6 min) → 61Co (1.6 h) → 61Ni (stable). The implantations were
carried out at the on-line isotope separator facility ISOLDE at CERN,
which provides mass-separated beams of radioactive Mn isotopes produced
by means of 1.4-GeV proton-induced nuclear fission from uranium carbide
UC2 targets and chemically selective laser ion sources.49 In order to ensure
that the contributions of 61Mn and 61Fe β− particles to the channeling pat-
terns were negligible, the measurements started only after a waiting period
of approximately 30-60 min. The β− decay of 61Fe transfers a recoil energy
of about 103 eV to its 61Co daughter. This ensures that the 61Co atoms
are re-implanted, i.e. that they do not inherit the 61Fe lattice site. The
implantations were performed at room temperature, under a tilt angle of
17◦ with respect to the surface normal in order to minimize ion channel-
ing, with an energy of 50 keV and a fluence of 2×1013 cm−2, resulting in a
peak concentration of 7×1018 cm−3 at a projected range Rp of 236 Å with
a 109 Å straggling, estimated using the MARLOWE code.50 The low con-
centration regime (below 1×1019 cm−3, i.e. < 0.03%) allows us to study
the lattice location of Co free from phase segregation.

Angular-dependent emission yields of the β− particles emitted during
decay were measured at room temperature, along four crystallographic di-
rections, [0001], [1̄102], [1̄101] and [2̄113], in the as-implanted state and after
in situ capless annealing in vacuum (< 10−5 mbar) at 600◦C and 900◦C.
These patterns were recorded using a position- and energy-sensitive detec-
tion system similar to that described in Ref. 34. Given the relatively short
half-life of 61Co, this system was installed on-line and upgraded with self-
triggering readout chips for the Si pad detectors, enabling measurements
during and/or immediately after implantation with count rates of up to
several kHz.

Theoretical patterns were calculated for probes occupying substitutional
Ga (SZn) and N (SO) sites with varying root-mean-square (rms) displace-
ments, the main interstitial sites described above and interstitial sites re-
sulting from displacements along the c or the basal directions. The GaN
crystallographic parameters and room temperature atomic displacements
used in the manybeam simulations can be found in Ref. 51.

III. RESULTS

Considering only one lattice site, the calculated SGa patterns gave by
far the best agreement for all four measured directions, showing that the
majority of the probe atoms occupy SGa sites, as expected. The fitting
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FIG. 3: (a)-(d) Normalized experimental 61Co β− emission channeling patterns in
the vicinity of the [0001], [1̄102], [1̄101] and [2̄113] directions following annealing
at 600◦C. (e)-(h) Corresponding best fits with 85% and 15% of the 61Co atoms
on SGa and SN sites, respectively.

routine was then allowed to include, in addition to SGa, an additional lattice
site, for which all the simulated sites were considered. Consistently for
all measured directions, the SGa + SN double occupancy gives the best
fit compared to all other combinations and considerably improves the SGa

single-site fit, with up to 10% lower reduced χ2. As an example for the good
match between experiment and simulated patterns, Fig. 3 compares the
β− emission yields of 61Co:GaN (following annealing at 600◦C) along the
four measured directions with the best fits of theoretical patterns, obtained
for 85% of the 61Co atoms on SGa (CoGa) and 15% on SN sites (CoN).
Introducing a third site yields only insignificant fit improvements. Possible
fractions on other sites are estimated to be below 5%.

In Fig. 4 (a) we compile the Co fractions on SGa and SN sites as a
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FIG. 4: Fractions of 61Co and 56Mn atoms in SGa and SN sites in GaN (a) and
in SZn and SO sites in ZnO (b) following the various annealing steps. The lines
correspond to the mean fractions, averaged from the values for the different an-
nealing steps. The data for 56Mn:GaN are from Ref. 30 and for 61Co:ZnO and
56Mn:GaN are from Ref. 29.

function of annealing temperature, and compare to our previous results
for Mn impurities.29 Within experimental error, the CoN fraction remains
constant around 15% up to the highest temperature annealing step, similar
to what was observed for Mn.29

IV. DISCUSSION

A. Overview of experimental results on Mn/Fe/Co in GaN/ZnO

Although very intriguing, this anion (N) substitution of Co in GaN
is consistent with our recent reports on minority anion substitution by
Mn in GaN29 and by Co and Mn in ZnO30, also using the emission chan-
neling technique. However, no such anion substitutional fractions have
been detected in the large majority of the studies based on XAFS and ion-
channeling on the lattice location of Co and Mn impurities incorporated
either during growth (e.g. Refs. 10–19) or by ion implantation (e.g. Refs.
20–23). The only report on anion substitution detected by XAFS is for Mn-
doped zincblende GaN grown by molecular beam epitaxy (MBE) in N-poor
conditions.28 We note, however, that XAFS (EXAFS, more precisely) was
able to identify anion substitution in Ref. 28 because the corresponding
fraction was remarkably high (75%). This raises an important question of
how small can the anion-substitutional fraction be and still be detected by
XAFS. Since identifying a minority site in cases of double occupancy is in
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general extremely challenging for XAFS techniques, one can argue that
anion-subsitutional fractions (significant but still below detection limit)
may have simply escaped detection in other studies on the lattice loca-
tion of Mn and Co impurities in wurtzite GaN and ZnO. Other techniques,
e.g. electron paramagnetic resonance (EPR) and Mössbauer and perturbed
angular correlation (PAC) spectroscopies, are also very sensitive and can in
some cases distinguish very well the components corresponding to different
lattice sites. However, lattice location can only be indirectly inferred from
the spectra.

There is still another type of techniques which may provide useful (al-
though indirect) information on anion versus cation substitution. If the
charge state of anion substitutional impurities is different from that of
cation substitutional, techniques such as X-ray photoelectron spectroscopy
(XPS) and X-ray absorption near-edge structure spectroscopy (XANES)
should be able to detect them, and indeed one can find indications in the lit-
erature that they have. X-ray absorption near-edge structure spectroscopy
(XANES)12,52 and X-ray photoelectron spectroscopy (XPS)53 experiments
have shown that Mn impurities can be incorporated in ZnO with charge
states of up to 4+. Because Zn-substitutional Mn is expected to have a
2+ charge state with the 2+/3+ and 3+/4+ donor levels below the valence
band maximum (thus not ionized),54 these reports indicate that minority
fractions may in fact occupy a different lattice site with a 4+ charge state.
As we suggested in Ref. 30 and in more detail below, this is indeed the ex-
pected charge state for Mn impurities in O sites. Similarly, it has also been
reported that the average charge state of Mn in high crystalline quality
Ga1−xMnxN is not exactly 3+ but 3.3+.18 Although this was interpreted
as resulting from electron transfer from Ga-substitutional Mn impurities
to the N neighbors, it may as well indicate the contribution from a minor-
ity anion fraction in a 4+ charge state. (MnGa is usually in the 2+ (Ref.
25) or 3+ (Ref. 24) charge state; the 3+/4+ donor level is very deep in
the bandgap, hence Mn4+Ga charge state is only observed in p-type (Mg co-
doped) GaN.55) It is important to note that for all the studies discussed in
this paragraph, the impurities were incorporated during growth, not by ion
implantation, which is a strong indication that minority anion substitution
may be a relatively general phenomenon.

Altogether, these results challenge our understanding of cation versus
anion substitution of 3d transition metals in GaN and ZnO and possi-
bly other wide-gap semiconductors. Before discussing possible mechanisms
responsible for these effects and how they depend on the growth/doping
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methods and conditions, let us briefly summarize the EC results on the
lattice location of the 3d transition metals Mn (Z = 25), Fe (Z = 26) and
Co (Z = 27) in GaN and ZnO. Figure 4 compiles the anion versus cation
fractions of 56Mn and 61Co impurities in GaN (a) and ZnO (b) from the
as-implanted state to up to 900◦C annealing. For Fe, which is positioned
between Co and Mn in the periodic system, our EC experiments did not de-
tect anion fractions above 5% (the sensitivity limit of EC) in either GaN31

or ZnO.32 These EC results can be summarized in three main observations:

1. Unlike Fe, significant fractions of Mn and Co impurities (15%–30%)
occupy anion sites in GaN and ZnO.

2. For all four cases, Mn and Co impurities have a high thermal stability
in both cation and anion sites (measured up to 800◦C for Mn in ZnO
and 900◦C for the other three).

B. Proposed physical mechanism

Generally, in compound semiconductors, the lattice sites of impurities
are determined by chemical similarities and matching of size and electroneg-
ativity with the host atoms. Because Co and Mn are quite similar to Ga and
Zn and very different from N and O in terms of electronegativity and ionic
radii, it is in principle energetically unfavorable for Co and Mn impurities
to be incorporated in anion sites.

Since anion substitution by 3d transition metals in GaN and ZnO is so
unexpected, theoretical considerations of the phenomena are very scarce.
For zincblende GaN, the calculated total energies for Mn in Ga and N sites
indicate, as expected, that Ga substitution is more favorable.60 However,
the calculations in Ref. 60 do not consider charged MnN defects. The
defects that most resemble anion-substitutional transition-metals, for which
different charge states have been considered, are the cation antisites (ZnO
in ZnO57,61–63 and GaN in GaN56). Depending on the growth conditions
(metal rich or poor) and Fermi level, charge states of up to 4+ can be
stable [Fig. 5 (a)], with the 3+/4+ and 2+/3+ transition levels deep in
the bandgap [Fig. 5 (a) and (b)]. All these calculations predicted that the
formation energy of the antisites can in fact be small, even negative for ZnO,
under metal-rich conditions and for a Fermi level close to the valence band
maximum (VBM). Extrapolating these results on the post-transition metals
Zn and Ga to the transition-metals Mn, Fe and Co is not straightforward.
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There is one important difference: whereas the 3d shells of Zn and Ga
are closed, for the transition metals they are open. Nevertheless, in the
4+ charge state (the most stable for ZnO

57,61–63 and GaN
56), all of these

(Mn, Fe and Co as well as Zn and Ga,) have open 3d shells. One can thus
expect that the behavior of these elements in anion sites is qualitatively
similar, except for a chemical (3d occupancy) dependence of the position
of the 0/1+/2+/3+/4+ levels. Assuming that this is the case, one can then
suggest the following two conditions for anion-substitution by Mn, Fe and
Co in GaN and ZnO:

N- or O-poor conditions or, equivalently, sufficiently high concentra-
tion of N or O vacancies. This is in agreement with Ref. 28, where
N-substitution by Mn (in zincblende GaN) was only observed in thin
films grown under N-poor conditions. In other words, increasing the
concentration of N vacancies (which can be “filled” by Mn impu-
rities), decreases the formation energy of MnN, increasing its con-
centration. In the present study, as well as in Refs. 29 and 30,
the required N and O vacancies were in principle created upon ion
bombardment by the radioactive probes (56Mn+ and 61Mn+). Note,
nonetheless, that the incorporation of Mn impurities in N sites can-
not be considered a direct effect of ion implantation, since it was not
observed for Fe under very similar experimental conditions, neither
in GaN31 nor ZnO.32 Fe has an atomic mass which is similar to those
of Mn and Co and thus similar incorporation kinetics.

Fermi level sufficiently close to the VBM , i.e. in the presence of ac-
ceptor states to which the electrons from the anion-substitutional
cations (the transition-metal impurities) can be transfered. Usually,
the Fermi level of undoped GaN and ZnO is well above the VBM
due to the presence of donor defects (e.g. native anion vacancies),
i.e. this condition is not satisfied. On the other hand, in transition-
metal doped GaN and ZnO, the acceptors states which are required
to stabilize the anion-substitutional fraction may in principle be pro-
vided by the cation-substitutional fraction (with the deep acceptor
levels 2+/3+ in GaN and 1+/2+ in ZnO). This requires that the
anion-substitutional donor levels are above (in energy) the cation-
substitutional acceptor levels. However, these acceptor levels are
typically very deep, even closer to the conduction band minimum
(CBM) than they are to the VBM [e.g. Fig. 5 (c) for values cal-
culated for GaN58], which means that for this Fermi level condition
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to be satisfied (in the general case, i.e. without additional acceptor
doping), the anion-substitutional donor levels of the transition-metal
impurities must be closer to the CBM (i.e. shallower) than those of
the antisites [Fig. 5 (b)]. Although the transition levels have never
been calculated for anion-substitutional Mn, Fe or Co impurities in
GaN or ZnO, some arguments can be drawn from which one can infer
their positions in the bandgap, i.e. (i) if the levels are indeed closer
to the CBM than are those of the antisites and (ii) how they differ
from Mn to Fe to Co. The trend among Mn, Fe and Co in anion
sites (ii) can in principle be inferred from the transition levels for
the cation-substitutional case [e.g. Fig. 5 (c) for GaN58]. Interest-
ingly, they follow quite well the trend in ionization energies of the
free ions (Fig 5 (d)). The 2+/3+ level is shallower for Fe compared
to Mn and Co, relative to the CBM (to which the electron can be
transfered) the same way the 3rd ionization energy of Fe (from Fe2+

to Fe3+) is smaller than those of Mn and Co. Conversely, the 3+/4+

level is deeper for Fe compared to Mn and Co the same way the
4th ionization energy of Fe (from Fe3+ to Fe4+) is larger than those
of Mn and Co. This correspondence is not at all surprising, since
the chemical trends of deep impurity levels are largely determined
by the electronic structure of the free atoms/ions, due to the strong
electronic localization.64 From this relation between transition levels
and ionization energies, one can also infer how the 3+/4+ levels of
anion site Mn, Fe and Co compare to the levels 3+/4+ of the Zn and
Ga antisites (ii): since the 4th ionization energy increases from Ga to
Zn to the three 3d transition metals [indicated by the arrow in Fig.
5 (d)], one can expect that the 3+/4+ levels of 3d transition metals
in anion sites are indeed shallower than those of the antisites.

This simple scheme agrees with our experimental observation (1) quite
well. If the Fermi level lies above the 4+/3+ level of anion site Fe, and
below those of Co and Mn, only Co and Mn will be ionized in the 4+
charge state for which the formation energies can be small enough to allow
for sizable concentrations of these defects to be created [observation (1)].
Extrapolating this principle to the other elements in the 3d series, one
can expect that anion site fractions are likely to increase (decrease) with
decreasing (increasing) atomic number Z, as the 3+/4+ levels move closer to
(further from) the CBM.58 The available experimental data is in agreement
with this expectation: on the higher Z side of the 3d series, our previous
emission channeling experiments on the lattice location of Cu (Z = 29) in
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ZnO did not detect anion (O) substitutional fractions. Emission channeling
experiments on the lattice location of Ni in GaN and ZnO are currently
underway which will complete the higher Z side of the 3d series. Suitable
isotopes for emission channeling experiments on the lattice location of the
lighter 3d transition metals (Sc, Ti, V and Cr) are currently unavailable.

Regarding the high thermal stability of Mn and Co impurities on anion
sites, up to 900◦C [observation (2)], it suggests that for the relevant DMS
concentration range (few %) it may not be possible to remove anion site de-
fects by post-growth thermal annealing without at the same time inducing
phase segregation, which normally occurs at such high temperatures.

Finally, even though there seems to exist a physical mechanism capable
of creating sizable anion-site fractions under near-equilibrium growth con-
ditions, as well as some experimental observations supporting it, a definite
generalization of these effects will require further theoretical and experi-
mental investigation. This includes, in particular, the assessment of the
formation energies of anion-substitutional transition-metal defects, as well
as an experimental reassessment of the lattice location of Mn and Co in
GaN and ZnO for different preparation methods and growth conditions,
carefully taking into consideration the possibility of anion substitution.

V. CONCLUSIONS

We have experimentally established the lattice location of implanted
Co in wurtzite GaN in the low concentration regime (below 1×1019 cm−3,
i.e. < 0.03%). In addition to the majority on substitutional Ga sites, we
find up to 17% of the Co atoms on substitutional N sites, which is virtually
unaffected by thermal annealing up to 900◦C. Combining these results with
those of previous emission channeling experiments on the lattice location
of Mn, Fe and Co in wurtzite GaN and ZnO, the following conclusions can
be drawn:

1. Unlike Fe, minority fractions of implanted Mn and Co impurities
(15% – 30%) occupy anion sites in GaN and ZnO.

2. In the low concentration regime (< 0.03%), Mn and Co impurities
have a high thermal stability in both cation and anion sites (up to
900◦C).

Although anion site fractions of GaN and ZnO materials are highly un-
expected, a number of arguments can be put forward which suggest that
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anion-substitutional Co and Mn defects may indeed have low formation
energies. Moreover, anion substitution may explain previous experimen-
tal observations of high charge states of Mn and Co impurities in GaN
and ZnO, up to 4+, which are hardly compatible with cation substitution.
Nevertheless, definite generalization of these effects will require the assess-
ment of the formation energies of these defects, as well as an experimental
reassessment of the lattice location of Mn and Co in GaN and ZnO for
different preparation methods and growth conditions, carefully taking into
consideration the possibility of anion substitution.

The most direct implications of anion substitution by Mn and Co in
GaN and ZnO concern the field of dilute magnetic semiconductors. Not
only does the magnetic behavior of magnetic impurities depend directly on
the lattice site they occupy, self-compensation effects by minority anion sub-
stitution may change the charge state of the majority cation-substitutional
fraction and thus indirectly control their magnetic interactions and order
mechanisms.
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4.3 Searching for room-temperature ferromagne-
tism in Mn-, Fe- and Co-implanted ZnO and

GaN

This section is composed of article VII, on the search for room-temperature
ferromagnetism in Mn-, Fe- and Co-implanted ZnO and GaN. In line with
the emerging picture of defect-related ferromagnetism, the goal is to search
for intrinsic ferromagnetism under a varying degree of lattice disorder (de-
fect type and concentration), by sweeping a wide range of implantation
and thermal annealing conditions. This study focuses on the low concen-
tration regime in order to minimize secondary-phase segregation. Damage
formation and annealing are studied using Rutherford backscattering and
channeling spectrometry (RBS/C) (described in section 3.2). Supercon-
ducting quantum interference device (SQUID) magnetometry is used for
magnetic characterization (described in section 3.4), following strict proce-
dures in order to avoid ferromagnetic-like signals from setup-related arti-
facts or magnetic contamination (described in Article I).
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Abstract

Significant progress in the field of wide-gap dilute magnetic semiconductors
hangs on the discovery of a system which not only shows high-temperature ferro-
magnetism but is also simple to prepare and thus easy to reproduce. Ion implan-
tation is both a relatively simple and a highly reproducible doping method. Here
we report on the search for high-temperature ferromagnetism in Mn-, Fe- and Co-
implanted ZnO and GaN, prepared under a wide range of implantation and post-
processing conditions. We focused on the low concentration regime (∼ 0.3 − 8%)
in order to avoid phase segregation and applied strict experimental procedures to
avoid ferromagnetic contamination. Despite the wide range of materials, implan-
tation and post-processing conditions, none of the prepared DMS systems showed
room-temperature ferromagnetism. In aggreement with other comprehensive re-
ports of absence of ferromagnetism in wide-gap DMS materials prepared by various
methods, these results support the view that the often observed high-temperature
ferromagnetism is not intrinsic.
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I. INTRODUCTION

The magnetism of wide-gap semiconductors doped with transition met-
als, or dilute magnetic semiconductors (DMS), remains one of the most
puzzling and controversial topics in magnetism today.1 Despite the more
than ten years of intense research and significant developments in both syn-
thesis and characterization methods, none of the wide-gap DMS systems
which have been reported to be ferromagnetic at room temperature gathers
the consensus of the magnetism community.

The basic condition for the technological application of DMS materials
is an ordering temperature (Curie temperature TC) compatible with de-
vice operation, i.e. above room temperature. Following the first report of
high temperature ferromagnetism in Co-doped TiO2

2 and the prediction
by Dietl et al.3 that highly p-type Mn-doped ZnO and GaN could attain a
TC above room temperature, ferromagnetism at and above room tempera-
ture was reported in a rapidly growing number of wide-gap DMS materials
(cf. e.g. the reviews Refs. 4–7). Although virtually any of the attempted
impurity-host DMS combinations was sooner or later reported to display
room temperature ferromagnetism, materials like Co- and Mn-doped ZnO
and Mn- and Fe-doped GaN received particular attention. This preference
can be attributed to various factors, the most important probably being the
early predictions of room temperature ferromagnetism in ZnO and GaN,
by Dietl et al.3 in p-type materials (c.f. Ref. 1 for a recent review) and by
Sato et al.8,9 even in the absence of additional carrier doping (c.f. Ref. 10
for a recent review). In addition, ZnO and GaN based DMS materials were
(and are) particularly attractive due to their compatibility with existing
semiconductor heterostructure technology. However, as the understanding
of the magnetism in these materials deepened, issues of irreproducibility
and instability became increasingly evident. As the origin of the observed
ferromagnetism became increasingly debated, a number of non-intrinsic
sources of ferromagnetism were identified and became well documented:
magnetic contamination,11–14 measurement artifacts ,12,13 spinodal decom-
position (e.g. in Co-doped ZnO15 and Mn-doped GaN16) and secondary
phase formation (e.g. in Fe- and Co-doped ZnO17,18 and Fe in GaN19).
On the other hand, several comprehensive studies on carefully character-
ized phase-pure materials found only paramagnetism (e.g. in Mn-doped
GaN20 and Co-doped ZnO21), antiferromagnetic interactions (e.g. in Mn-
and Cr-doped GaN22,23 and in Co- and Fe-doped ZnO24–28), or at best, fer-
romagnetic order with very low TC (e.g. TC < 10 K in Mn-doped GaN29).
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On the theoretical side, as the conditions for p-d Zener exchange pro-
posed by Dietl et al., i.e. the high concentration of valence-band holes, are
generally not satisfied in ZnO and GaN, various other models have been
proposed. Aiming at describing the observed room temperature ferromag-
netism while at the same time accounting for the difficulties in achieving
experimental reproducibility, these models share one common characteris-
tic: the presence of lattice defects other than the magnetic impurities, e.g.
vacancies, self-interstitials and grain boundaries. Because the type and
concentration of such defects strongly depend on the growth methods and
conditions and are in general difficult to monitor and control, defect-related
order mechanisms could in principle explain the difficulties in reproducing
the ferromagnetic properties. Some models rely on the interplay between
such defects and the magnetic impurities, e.g. the bound magnetic po-
laron (BMP)30 and the charge-transfer ferromagnetism (CTF) models.31,32

Others require the presence of only one type of defect, e.g. the spin-split
impurity band (SIB) model33 and a variant of the BMP model.34 With
the development of these models, some experimental evidence has been re-
ported which, although indirectly, supports this picture of defect-related
ferromagnetism: by varying the defect concentration it is in some cases
possible to turn “on” and “off” the ferromagnetic behavior.35–38

Given the general irreproducibility which characterizes the field, and
that limited experimental evidence exists that DMS materials are intrinsi-
cally ferromagnetic at room temperature, significant progress in the field
depends on the discovery of a DMS system which is not only ferromag-
netic at room temperature but is also simple to prepare and thus easy to
reproduce. Among the numerous combinations of materials and prepara-
tion methods this prototypical DMS could be searched for, the emerging
picture of defect-related ferromagnetism seems to point towards disordered
systems. In this context, ion implantation offers some advantages com-
pared to incorporating the magnetic dopants during growth. Not only is
it a relatively simple and highly reproducible process,39 ion bombardment
produces a variety of lattice defects, the type and amount of which can
be controlled to some extent either by tuning the implantation parameters
(e.g. target temperature and incident beam energy and angle) or by post-
implantation thermal treatment. In addition, as the magnetic dopants can
be (randomly) incorporated at low temperature (at least in radiation re-
sistant materials like ZnO and GaN), i.e. below their mobility thresholds,
ion implantation may be superior in terms of dopant uniformity and phase
pureness, basic conditions to produce an intrinsic DMS. Ion implantation is
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also the standard doping technique in integrated circuit technology, which
brings ion-implanted ferromagnetic DMS materials particularly close to
technological implementation.

In this paper we present an extensive search for room temperature fer-
romagnetism in common wide-gap DMS systems, using ion implantation as
doping method. We focused on the (relatively) low concentration regime
(∼ 0.3− 8%) in order to minimize phase segregation and varied the major
material parameters:

• host wide-gap semiconductors: ZnO and GaN;

• magnetic dopants (3d transition metals): Mn, Fe and Co;

• dopant concentration: ∼ 0.3− 8% by varying fluence (1014 − 1016 at.
cm−2) and implantation energy (60–180 keV);

• co-doping with potential electronic dopants in ZnO: Al (donor) and
N (acceptor);

• amount of beam-induced damage: by thermal annealing up to
900◦C, characterized using Rutherford backscattering spectrometry
and channeling (RBS/C).

The magnetic characterization was performed using superconducting quan-
tum interference device (SQUID) magnetometry, under strict experimental
procedures in order to minimize ferromagnetic contamination and measure-
ment artifacts (described in Ref. 14).

II. EXPERIMENTAL DETAILS: SAMPLE PREPARATION

As host materials we used commercial ZnO wurtzite [0001] single-
crystals (CrysTec GmbH), hydrothermally grown and Zn-face polished, as
well as high-quality epitaxial GaN [0001] thin films (2 μm thick), grown on
an Al2O3 [0001] by metalorganic vapor phase epitaxy (MOVPE).

Table I lists the implanted samples and corresponding implantation pa-
rameters, which are motivated and described in the next section. Table I
also lists the depth-profile parameters simulated using SRIM.40 The sample
names are according to the implanted transition metal (“M” for Mn, “F”
for Fe and “C” for Co), fluence in units of 1×1014 at. cm−2, and host com-
pound (“Z” for ZnO and “G” for GaN). A suffix “180” is added to the names
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Energy Fluence Rp straggle
Sample Host Dopant

[keV] [at. cm−2]
xp

[nm] [nm]

M5Z ZnO Mn 60 5× 1014 0.0034 30 14

M10Z ZnO Mn 60 1× 1015 0.0068 30 14

M50Z ZnO Mn 60 5× 1015 0.034 30 14

F5Z ZnO Fe 60 5× 1014 0.0034 29 14

F10Z ZnO Fe 60 1× 1015 0.0069 29 14

F50Z ZnO Fe 60 5× 1015 0.034 29 14

C5Z ZnO Co 60 5× 1014 0.0035 28 13

C10Z ZnO Co 60 1× 1015 0.0070 28 13

C50Z ZnO Co 60 5× 1015 0.035 28 13

F10Z180 ZnO Fe 180 1× 1015 0.0027 82 35

F50Z180 ZnO Fe 180 5× 1015 0.013 82 35

F100Z180 ZnO Fe 180 1× 1016 0.027 82 35

M50A50Z ZnO Mn 60 5× 1015 0.034 30 14

Al 30 5× 1015 0.029 30 15

F50A50Z ZnO Fe 60 5× 1015 0.034 29 14

Al 30 5× 1015 0.029 30 15

C50A50Z ZnO Co 60 5× 1015 0.035 28 13

Al 30 5× 1015 0.029 30 15

M50N50Z ZnO Mn 60 5× 1015 0.034 30 14

N 17 5× 1015 0.028 30 15

F50N50Z ZnO Fe 60 5× 1015 0.034 29 14

N 17 5× 1015 0.028 30 15

C50N50Z ZnO Co 60 5× 1015 0.035 28 13

N 17 5× 1015 0.028 30 15

M5G GaN Mn 60 5× 1014 0.0035 29 13

M10G GaN Mn 60 1× 1015 0.0070 29 13

M50G GaN Mn 60 5× 1015 0.035 29 13

F5G GaN Fe 60 5× 1014 0.0036 28 13

F10G GaN Fe 60 1× 1015 0.0072 28 13

F50G GaN Fe 60 5× 1015 0.036 28 13

C5G GaN Co 60 5× 1014 0.0037 27 13

C10G GaN Co 60 1× 1015 0.0075 27 13

C50G GaN Co 60 5× 1015 0.037 27 13

TABLE I: Sample list, indicating implanted element, energy and fluence. The peak
concentration normalized to the cation (Zn or Ga) concentration (xp), projected
ion range (Rp) and ion straggle were estimated using SRIM40.
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of the samples implanted at 180 keV instead of 60 keV. The co-implanted
samples are also named according to the co-dopant (“A” for Al and “N” for
N). For ZnO, each entry in Table I corresponds to two samples, one for the
structural characterization and the other for magnetometry measurements.
For GaN, each entry corresponds to 4 samples, i.e. (structural + magnetic
characterization) × (2 different annealing atmospheres).

A. Implantation parameters

The dopant concentration depends, in ion-implanted systems, on both
the number and the depth distribution of the implanted ions. The num-
ber of ions can be controlled by measuring the current on the target, i.e
the sample or sample holder, and is typically quoted in terms of fluence
(atoms per areal unit). The depth distribution, for a given impurity-host
combination, depends on the energy of the incident ion beam as well as its
orientation with respect to the crystal structure. In amorphous materials
the depth distribution can be approximated by a Gaussian function with
a mean depth (ion range Rp) and a depth standard deviation (ion strag-
gle) which increase with beam energy (conversely, the peak concentration
xp decreases with increasing beam energy). In single-crystalline materials,
implantation aligned with major crystallographic axes or planes, which is
known as channeled implantation as the ions tend to be channeled and
reach deeper into the sample, results in depth profiles which can deviate
considerably from a Gaussian. When the beam is at least a few degrees
off any low-index crystallographic axis or plane, which is known as ran-
dom implantation, the resulting depth distribution can be approximated
by that which would result from implanting the amorphous counterpart
of the material. The advantage of random implantation is that it is less
dependent on small variations of implantation angle, and is thus superior
in terms of reproducibility. For that reason, all implantations in this study
were performed at a 10◦ angle relative to the surface normal (c-axis).

In industrial applications of ion implantation (mostly Si wafer process-
ing), beam energies can vary over several orders of magnitude, from 0.1 keV
up to 1000 keV. Most applications are limited to the 10-200 keV range. In
this study, most transition metal implantations are performed at 60 keV.
Since defect accumulation depends on beam energy, implantations were also
performed at 180 keV in the Fe-doped ZnO system, for comparison.

With fixed implantation angle and energy, varying the implanted flu-
ence varies the dopant concentration, which can be estimated using SRIM
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code.40 In transition metal implanted ZnO and GaN with a peak concen-
tration of ∼10% and higher, phase segregation occurs already at relatively
low annealing temperatures (700–900◦C).17,18,41–45 Since temperatures in
the 700–900◦ range are normally required for significant damage recovery
in ZnO and GaN, this study focuses on the peak-concentration range of the
order of ∼ 0.1 − 10% which, for Mn, Fe and Co implanted at 60 keV and
180 keV in ZnO and GaN, corresponds to fluences between 5 × 1014 and
1× 1016 at. cm−2 (c.f. Table I).

In general, defect accumulation depends on the implantation tempera-
ture. Increasing the implantation temperature tends to decrease the accu-
mulated damage, as it favors dynamic annealing by increasing the atomic
mobility (e.g. Ref. 46). However, controlling and monitoring the temper-
ature at the sample surface during implantation is far from trivial. For
simplicity and reproducibility, all implantations were performed at room
temperature in this study.

B. Thermal annealing

The main goal of this study is to search for high temperature ferro-
magnetism under a varying degree of lattice disorder, which can be accom-
plished by thermal annealing. Annealing of implantation damage in ZnO
and GaN is however rather complex. The general rule of thumb is that
temperatures of around two thirds of the melting point (in units of K) are
required to remove extended defects in semiconductors. For ZnO and GaN,
this corresponds to about 1200◦C47 and 1500–1600◦C,48,49 respectively.
However, already at 700–900◦, annealing of transition-metal implanted ZnO
and GaN leads to (undesired) secondary phase segregation17,18,41–45 and
may, in addition be counteracted by material decomposition (e.g N loss
from the GaN surface50). In order to obtain significant damage recov-
ery while avoiding surface decomposition and phase segregation, thermal
annealing was carried out as follows. After being characterized in the as-
implanted state, the ZnO and GaN samples were annealed for 10 min in
vacuum (< 10−5 mbar), in steps of 100◦C from 300◦C to 900◦C. Given the
tendency for surface decomposition in GaN under vacuum annealing at high
temperatures, a separate set of GaN samples were annealed at 900◦C for
30 min under N2 flow, after being annealed in vacuum up to 600◦C.
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C. Al and N co-implantation in transition-metal implanted ZnO

Since transition-metal doped ZnO has also been reported to show room
temperature ferromagnetism when co-doped with Al (donor) and N (accep-
tor) (e.g. Refs. 51–55), a set of ZnO samples implanted with Mn, Fe or Co
to a fluence of 5 × 1015 at. cm−2 were co-implanted with Al or N, also to
a fluence of 5× 1015 at. cm−2. Based on SRIM40 simulations, the implan-
tation energies were selected in order to maximize the overlap between the
transition metal and the Al/N profile (Table I). Note that since we have not
characterized these samples in terms of carrier type and concentration, we
can not establish a correlation between activated donor/acceptor concen-
trations and the presence or absence of high temperature ferromagnetism.

III. EXPERIMENTAL DETAILS: CHARACTERIZATION

Given the large amount of samples (27), which multiplies by the num-
ber of annealing stages (8 for ZnO samples and 9 for GaN samples) giving
a total of 216 sample-temperature combinations, we characterized only a
selected set of these. Magnetic characterization was performed on all the
samples, in the as-implanted state and following annealing at 300◦C, 600◦C
and 900◦C. The aim of the RBS/C measurements was mostly to investi-
gate to what extent the thermal annealing was able to recover the sample
crystallinity, i.e. if the magnetic characterization was indeed performed
for a varying level of lattice disorder, from highly disordered to highly
crystalline, as desired. Therefore, RBS/C measurements were performed
for all the annealing steps but only for the highest fluence (for which the
beam-induced damage is maximum and the recovery should be minimum
compared to the other fluences) of each dopant-compound combination.
The set of co-implanted ZnO samples were not characterized by RBS/C,
since the relatively low fluence (5 × 1015 at. cm−2) of the much lighter
(Al and N) co-implants is not expected to considerably change the damage
accumulation and annealing behavior. All ZnO samples implanted at 180
keV (three different fluences) were measured by RBS/C.

A. SQUID magnetometry

The magnetic characterization was performed using a superconduct-
ing quantum interference device (SQUID) magnetometer (Quantum De-
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sign MPMS XL-5) following strict procedures in order to avoid magnetic
contamination and other experimental artifacts.14 These procedures were
developed based on statistically relevant tests, which allowed us to de-
termine the practical limits of SQUID magnetometry for the detection of
ferromagnetism under various sample preparation, processing and handling
conditions. The measurements were performed with the field perpendicu-
lar to the c-axis, i.e., parallel to the sample plane. The field-dependent
measurements were performed with decreasing field.

B. Rutherford backscattering and channeling spectrometry
(RBS/C)

Defect formation and annealing were characterized using Rutherford
backscattering and channeling spectrometry (RBS/C), with a 1.57 MeV
He+ beam and two detectors, at backscattering angles of 168◦ and 105◦.
The 168◦ backscattering geometry was used to determine the channeling
minimum yield χmin along the [0001] axis. The minimum yield χmin is the
ratio of the backscattering yield with the ion beam aligned with the crystal
axis to that of random beam incidence, and it is a measure of the lattice
disorder induced by ion implantation.56 The 105◦ glancing angle geometry
(15◦ relative to the sample surface) of the second detector provides a better
depth resolution and thus allows us to study the evolution of the damage
as a function of depth.

IV. RESULTS

A. Damage accumulation and annealing

Figures 1 (a) and 2 (a) show representative RBS/C spectra in backscat-
tering geometry (168◦) of unimplanted and implanted/annealed ZnO (Fig.
1) and GaN (Fig. 2) samples. Figure 1 shows data of sample C50Z (5×1015

cm−2 Co-implanted ZnO); the data are similar for Mn and Fe. Figure 2
shows data of sample M50G (5× 1015 cm−2 Mn-implanted GaN); the data
is similar for Fe and Co. As typical for ZnO57 and GaN,58 lattice disorder
in the Zn/Ga sublattice accumulates in two regions: in the crystal bulk
(bulk peak), where the energy loss is maximum; near the sample surface
(surface peak), which acts as a sink for mobile defects created by the ion
bombardment. This bimodal damage accumulation is particularly clear in
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FIG. 1: (a) RBS/C spectra in backscattering geometry (168◦) in channeling ori-
entation of an unimplanted ZnO sample and sample C50Z (5 × 1015 cm−2 Co-
implanted ZnO) after different annealing stages, compared to the random spec-
trum of the unimplanted sample. The dashed line separates the surface and bulk
energy windows used to calculate the corresponding χmin. (b) RBS/C spectra in
glancing geometry (15◦ with respect to the sample surface) in channeling orien-
tation of the same sample C50Z and same annealing stages. The arrow indicates
the position of the middle defect peak (MDP) region, discussed in the text.

the spectra measured in glancing geometry, with higher depth resolution
[Fig. 1 (b) and 2 (b)]. It is also particularly clear in the ZnO samples
Fe-implanted at 180 keV [Fig. 3 (a)], where the Fe profile reaches deeper
in the sample and the surface and bulk regions are thus better resolved in
the RBS/C spectra. As usual in cases of bimodal damage accumulation,
the channeling minimum yield χmin is determined separately for the two
regions, i.e. surface and bulk, from the RBS/C spectra in backscattering
geometry. Bulk χmin are compiled in Fig. 4 (a) and surface χmin in Fig. 4
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FIG. 2: (a) RBS/C spectra in backscattering geometry (168◦) in channeling ori-
entation of an unimplanted GaN sample and sample M50G (5 × 1015 cm−2 Mn-
implanted GaN) at different annealing stages, compared to the random spectrum
of the unimplanted sample. The dashed line separates the surface and bulk energy
windows used to calculate the corresponding χmin. (b) RBS/C spectra in glancing
geometry (15◦ with respect to the sample surface) in channeling orientation of the
same sample C50Z and same annealing stages.

(b) for the three transition metal dopants in ZnO and all annealing steps
up to 900◦C. Similarly bulk χmin and surface χmin are compiled in Fig. 5
for GaN.

The overall behavior is similar for both host materials and for all three
transition metal dopants (Mn, Fe and Co). Both ZnO and GaN remain crys-
talline even after a relatively high fluence implantation (5× 1015 cm−2), as
the backscattering yield in the as-implanted state is well below the random
level (which would correspond to amorphization). This reflects the efficient
dynamic annealing which characterizes ZnO and GaN and is responsible
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FIG. 3: (a) RBS/C spectra in backscattering geometry (168◦) in channeling ori-
entation of an unimplanted ZnO sample and sample Z50Z180 (5 × 1015 cm−2

Fe-implanted ZnO at 180 keV) at different annealing stages, compared to the ran-
dom spectrum of the unimplanted sample. The dashed line separates the surface
and bulk energy windows used to calculate the corresponding χmin. (b) RBS/C
spectra in glancing geometry (15◦ with respect to the sample surface) in chan-
neling orientation of the same sample Z50Z180 and same annealing stages. The
arrow indicates the position of the middle defect peak (MDP) region, discussed in
the text.

for its known high radiation resistance. Still, significant lattice disorder is
induced upon implantation in the ion range region (bulk χmin > 50 %),
which in turn is significantly recovered upon thermal annealing, with the
main difference between ZnO and GaN being the temperature range at
which the major recovery starts (600◦C in ZnO and 700◦C in GaN). These
and other differences are discussed next as we analyze the damage build-up
and annealing for ZnO and GaN separately.
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FIG. 4: (a) Bulk and (b) surface χmin of samples M50Z, F50Z and C50Z, i.e.
5 × 1015 cm−2 Mn-, Fe- and Co-implanted ZnO, respectively, as a function of
annealing temperature.

1. ZnO

The most important observation with regards to the main purpose of
this work, i.e. searching for ferromagnetism under a varying degree of
crystallinity, is that thermal annealing is able to progressively vary the bulk
χmin (i.e. the relative disorder in the region of interest, the dopant end of
range region) from highly disordered (40%–50%) in the as-implanted state
to virtually perfectly crystalline after 900◦C annealing (3%–5%), similar to
the unimplanted sample (3%) [Fig. 4 (a)]. It is also important to note that
no major differences can be observed between the three different transition
metal impurities. For the 180 keV implantations (Fig. 6), χmin increases
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FIG. 5: (a) Bulk and (b) surface χmin of samples M50G, F50G and C50G, i.e.
5× 1015 cm−2 Mn-, Fe- and Co-implanted GaN, respectively, as a function of an-
nealing temperature. Full symbols correspond to vacuum annealing; open symbols
correspond to annealing in N2 flow.

with implanted fluence as expected, and the annealing behavior is virtually
the same as for 60 keV. It is interesting to note that a higher implantation
energy results in a lower bulk χmin (49% for 60 keV and 29% for 180 keV 5×
1015 cm−2 Fe-implantation). This appears to be somehow counterintuitive,
as a higher energy of the impinging ions implies that a larger energy is
deposited in the target material and, consequently, that more damage is
created. Note however that increasing the implantation energy increases the
width of the bulk damage peak (related to the also increased ion straggle).
Therefore, although the number of displaced atoms per impinging atom
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FIG. 6: (a) Bulk and (b) surface χmin of samples F10Z180, F50Z180 and F100Z180,
i.e. Fe-implanted ZnO (180 keV implantations) to fluences of 1×1015 cm−2, 5×1015

cm−2 and 1× 1016 cm−2, respectively.

necessarily increases with implantation energy, the bulk χmin (which is
more directly related to the concentration than it is to the total number of
defects) does not in this case.

Looking in somewhat more detail at the evolution of the damage in the
bulk region upon annealing, it appears that for all three transition metals
[Fig. 1 (b) for Co] the damage in the ion range region survives annealing
up to higher temperatures compared to the region between the ion range
and the surface. This can be attributed to trapping of lattice defects (such
as vacancies and self-interstitials) by the transition-metal impurities. This
is particularly clear for Fe, which we have studied in more detail in Ref.
28.
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Another interesting feature of the ZnO spectra is the appearance of a
third damage peak, between the common surface and bulk peaks (indicated
by arrows in Figs. 1 and 3). This middle defect peak (MDP) was also ob-
served in Au-implanted ZnO by Kucheyev et al. in Ref. 57 and by us in
Ref. 28. In Ref. 57, the MDP was attributed to a localized band of lattice
defects, which nucleates in the near surface region due to incomplete dy-
namic annealing during ion bombardment. This in turn is likely to result
from the spatial separation between vacancies and interstitials in the colli-
sion cascades, which creates an excess of vacancies closer to the surface and
an excess of interstitials near the ion end of range. The MDP is particularly
well resolved in the samples implanted with Fe with an energy of 180 keV
[Fig. 3 (b)], as the bulk and surface regions are better separated, which
shows in addition that the MDP-related damage is annealed at 700◦C.

2. GaN

Not only is χmin in as-implanted GaN (53%–55%) [Fig. 5 (a)] higher
than in ZnO (41%–49%) [Fig. 4 (a)], major recovery starts at higher tem-
peratures (700◦C in GaN and 600◦C in ZnO). In addition, thermal an-
nealing is less efficient in recovering the crystallinity of GaN. Annealing in
vacuum up to 900◦C results in a bulk χmin of 8%–23%, considerably higher
than for ZnO (bulk χmin of 3%–5%); annealing in N2 flow is more efficient
(bulk χmin of 7%–10%), but still significantly higher than the 2.5% prior to
implantation.

The higher degree of beam-induced disorder in GaN compared to ZnO
is even more noticeable in the surface region, with GaN showing a higher
surface χmin from the as-implanted state up to the last annealing step [Fig.
5 (b)]. This is also visible in the RBS/C spectra measured in glancing
angle geometry [Fig. 2 (b)], with a surface peak which is more intense than
the bulk peak, as opposed to the ZnO case [Fig. 1 (b)]. The difference
between host materials is consistent with the lower surface amorphization
threshold observed by Kucheyev et al. in GaN58 compared to ZnO,57 which
is probably associated with a higher tendency for N loss in the GaN surface
upon ion bombardment, compared to O loss in ZnO.

The trapping of native defects by the implanted impurities, discussed
above for ZnO, can also be inferred from the GaN data. The arrows in Fig.
2 show that the damage in the Mn end of range region is annealed at higher
temperatures compared to the damage in the region between the Mn end
of range and the surface.
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FIG. 7: (a) Representative examples of (a) μ(H) data as measured at 300 K
(sample C50Z) and (b) ferromagnetic-like component obtained by subtracting the
linear component estimated between 1 and 2 T (sample C50Z as implanted (•)
and sample M50Z following 900◦C annealing (◦)). The gray region indicates the
range corresponding to magnetic contamination and instrumental limits.14

B. Magnetic characterization

Figure 7 (a) shows typical μ(H) data measured at 300 K, dominated by
the diamagnetic susceptibility of the ZnO substrate (similar for the GaN
grown on Al2O3 substrates). Since, to a good approximation, the diamag-
netic susceptibility χ does not depend on the applied field H in ZnO and
Al2O3, one can search for a possible residual ferromagnetic-like component
(i.e. a saturating hysteresis) by estimating χ from the linear fit of the data
between 1 and 2 T, where the ferromagnetic component is in principle sat-
urated, and plotting (μ(H) − χH). Examples of such residual signals are
shown in Fig. 7 (b) for the samples which showed the lowest (7(5) × 10−8
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FIG. 8: Representative examples of the saturation moment of the ferromagnetic-
like component of the M-H data as a function of annealing temperature, for (a)
samples M50Z, F50Z and C50Z (5× 1015 cm−2 Mn-, Fe-, and Co-implanted ZnO,
respectively) and (b) samples M50G, F50G and C50G (5 × 1015 cm−2 Mn-, Fe-
, and Co-implanted GaN, respectively). Open symbols correspond to vacuum
annealing and full symbols to annealing in N2 flow. The gray region indicates the
range corresponding to magnetic contamination and instrumental limits.14

emu) and highest (5.2(5) × 10−7 emu) saturation moment, which can be
taken as the μ(H = 0) value extrapolated from the linear fit between 1 and
2 T. We have shown in Ref. 14 that such residual ferromagnetic-like signals
with a saturation moment of the order of 5 × 10−7 emu can be attributed
to magnetic contamination or measurement artifacts. Most of the samples
in the present study had a saturation moment in that range, i.e. did not
exhibit ferromagnetic behavior (at 300 K) above the experimental detection
limit. For the few samples which did, we implanted new samples under the
same conditions. This second set of samples had saturation magnetization
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fluence μat

[at. cm−2] [μB]

5× 1014 0.43

1× 1015 0.22

5× 1015 0.043

1× 1016 0.022

TABLE II: Maximum magnetic moment per implanted transition-metal atom μat,
in case the observed residual hystereses (with a saturation moment of the order of
5× 10−7 emu) would originate from intrinsic, doping-related ferromagnetism.

below 5×10−7 emu, with the exception of 5×1015 cm−2 Fe-implanted ZnO
(F50Z); a third F50Z sample was prepared, which showed a saturation mo-
ment below 5 × 10−7. In addition, all samples that showed a saturation
moment above 5 × 10−7 at some annealing stage were cleaned using the
protocol described in Ref. 14. After the cleaning procedure, the satura-
tion moment of all the samples decreased significantly, most of them to
below 5× 10−7 emu. The saturation moment of samples C50Z and M50G,
representative of all the other samples, is plotted in Fig. 8 as a function
of annealing temperature. The slight increase in saturation moment with
increasing annealing temperature reflects the increase in number of pro-
cessing steps, i.e. of contaminating events. We conclude that none of the
samples showed intrinsic ferromagnetism above the experimental detection
limit; the ferromagnetism observed in some samples can be attributed to
magnetic contamination, as extensively discussed in Ref. 14. However, one
can not exclude that the residual hystereses are at least partially due to
intrinsic ferromagnetism induced by the magnetic doping. Table II lists
the maximum ferromagnetic saturation moment per implanted transition
metal consistent with a detection limit of 5 × 10−7 emu for samples of
approximately 5× 5 mm2.

V. DISCUSSION

Despite the wide range of implantation and post-processing condi-
tions, none of the impurity-host combinations showed measurable room-
temperature ferromagnetism. In particular, even though we covered a wide
range of density and type of beam-induced damage by varying the im-
planted fluence and the annealing temperature, no sign of defect-related
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ferromagnetism could be observed. This strongly suggests that the high
temperature ferromagnetism reported in various ion-implanted DMS sys-
tems can be attributed to magnetic contamination (as observed here)
and to ferromagnetic secondary phases (as demonstrated for example in
Refs. 17,18,41–45). Based on the present study alone, the conclusion that
transition-metal doped ZnO and GaN are not ferromagentic at room tem-
perature can only be drawn for relatively low fluence ion-implanted materi-
als. However, if even such a simple and reproducible preparation technique
such as ion implantation has allowed for such a spread of contradictory
reports, one may ask what fraction of the reports of room temperature fer-
romagnetism in wide gap DMS materials prepared by other methods can
actually be ascribed to intrinsic ferromagnetism.

The absence of high temperature ferromagnetism raises another ques-
tion: what is then the magnetic behavior of these materials? We have not
addressed this here, but a number of comprehensive reports exist on wide-
gap DMS materials either doped during growth or by ion implantation (e.g.
Fe- and Co-doped ZnO21,24–28 and Mn- and Cr-doped GaN20,22,23) seem to
provide a general and rather consistent answer. For sufficiently low con-
centrations, the isolated transition-metal impurities, the large majority of
which in cation-substitutional sites,59–63 behave as localized paramagnetic
moments.20,21,23,28 With increasing concentration and the consequent de-
crease of the mean distance between the impurities in the lattice, this para-
magnetism is affected by strong antiferromagnetic interactions between the
localized magnetic moments of nearest-cation-neighbor impurities.22–28 The
dominance of antiferromagnetic over ferromagnetic interactions between
nearest-cation-neighbor transition metals in oxides and nitrides can hardly
be considered surprising, since most transition-metal oxides and nitrides are
indeed antiferromagnetic. On the other hand, the proposed mechanisms of
longer-ranged ferromagnetic interactions between transition metal impuri-
ties depend on conditions which are not necessarily satisfied in wide-gap
DMS materials. Transition metals form deep levels in the ZnO and GaN
bandgap and therefore do not introduce the p-holes required to mediate
ferromagnetic p-d Zener interaction. Regarding bound magnetic polaron
(BMP) models, the exchange energy density necessary to produce high-
temperature ferromagnetism with a few percent of transition-metal doping
corresponds to a magnetic exchange much stronger than that observed in
the strongest of the known ferromagnetic materials.64

It appears that for high-temperature ferromagnetism to be achieved in
these materials, a different mechanism should be explored that does not
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rely on ordered 3d local moments and Heisenberg-type exchange as in p-
d Zener exchange and BMP models. The charge-transfer ferromagnetism
(CTF) model,64 a Stoner-type mechanism, seems to offer just that. It
requires two distinct types of defects, one that creates a narrow impurity
band and another to play the role of charge reservoir. If both types of
defects are present, electrons can be transferred to or from the reservoir
until the filling level of the impurity band satisfies the spontaneous spin-
splitting criterion. Indeed, most 3d transition metals have more than one
charge state within the bandgap of wide-gap semiconductors (e.g. Fe2+ and
Fe3+ in ZnO18 and Mn2+ and Mn3+ in GaN22,29) and could thus play the
role of charge reservoirs. However, it remains to be demonstrated if one
such type of defect does exist which creates an impurity band that can be
spontaneously spin-split. Based on the results presented by us here and in
Refs. 23 and Refs. 28, beam-induced defects do not seem to satisfy those
requirements.

VI. CONCLUSIONS

In summary, none of the wide-gap DMS systems prepared by ion im-
plantation of Mn, Fe and Co in ZnO and GaN showed measurable room
temperature ferromagnetism. Given the wide range of material, implan-
tation and post-processing parameters covered in this study, these results
strongly suggest that ion-implanted wide-gap DMS materials are not fer-
romagnetic at room temperature. In agreement with other comprehensive
reports of absence of ferromagnetism in wide-gap DMS prepared by various
other methods, our findings support the view that the high temperature
ferromagnetism often observed in wide-gap DMS materials is not intrinsic.
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4.4 Paramagnetism and antiferromagnetic in-
teractions in Cr-implanted GaN and Fe-

implanted ZnO

In the previous section (Article VII), we have shown that, despite the
wide range of implantation and post-processing conditions, none of the
impurity-host combinations was ferromagnetic at room temperature. This
raises several questions. If not high temperature ferromagnetism, what is
the magnetic behavior of these materials in the phase-pure region of the
phase diagram? What is the magnetic behavior of isolated transition-metal
impurities and what type of magnetic interactions (ferro- or antiferromag-
netic, short- or long-range) exist between them? How is the magnetism
of the transition-metal impurities affected by other lattice defects? These
questions have been addressed already for some of the most intensively
studied materials, such as Co- and Mn-doped ZnO and Mn-doped GaN
(c.f. section 1.4.2). The aim of the this section is to contribute to a more
general picture of wide-gap DMS, by comprehensively investigating other
representative impurity-hot combinations which are not as well-understood,
namely Cr-implanted GaN (in article VIII) and Fe-implanted ZnO (in ar-
ticle IX).

The interest of Cr-doped GaN derives from the fact that nearly all the
available literature on this system consists of reports of (supposedly in-
trinsic) high-temperature ferromagnetism, unlike systems such as Co- and
Mn-doped ZnO and Mn-doped GaN, for which reports of absence of ferro-
magnetism have been accumulating. While focusing on the intrinsic origin
of the observed ferromagnetism by investigating possible secondary-phase
formation, these studies lack however a comprehensive analysis of the mag-
netic behavior itself, particularly with respect to other potential sources of
non-intrinsic ferromagnetism.

Fe-implanted ZnO, on the other hand, is a remarkably rich DMS system
in which to study the magnetism of both the phase-pure and the phase-
segregated regions of the phase diagram. On the phase-pure region, Fe
impurities may be incorporated in ZnO both as Fe2+ and Fe3+, making
it a potentially suitable mixed-valency impurity in charge-transfer ferro-
magnetic (CFT) systems (c.f. section 1.4.2.1). On the phase-segregation
side of the phase diagram, ferromagnetic-like behavior has been shown to
originate from superparamagnetic precipitates formed at sufficiently high
processing temperatures and Fe concentrations: α-Fe clusters which are
oxidized and then converted to the spinel ferrite ZnFe2O4 with increasing
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annealing temperature and time.
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Abstract

We report on the magnetic and structural properties of Cr-doped GaN pre-
pared by ion implantation of epitaxial thin films. Based on a detailed analysis of
the magnetometry data, we demonstrate that the magnetic interactions between
Cr moments in GaN are antiferromagnetic (AFM). Increasing the Cr fractional
concentration up to 0.35, we observe that strong nearest cation neighbor AFM
coupling leads to a decrease of the effective moment per Cr atom. The uncompen-
sated Cr moments exhibit paramagnetic behavior and we discuss to what extent
the effects of an anisotropic crystal field and AFM interactions can be inferred
from the magnetization data. We discuss the observed changes in magnetic and
structural properties induced by thermal annealing in terms of defect annealing
and Cr agglomeration.

Journal of Physics-Condensed Matter 23, 346004 (2011)
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I. INTRODUCTION

Over the past decade, the magnetism of wide-gap semiconductors doped
with 3d transition metals, or dilute magnetic semiconductors (DMS), has
become one of the most controversial topics in condensed matter physics.
Despite the remarkable volume of experimental and theoretical research
and significant developments in synthesis and characterization methods,
the origin of high-temperature ferromagnetism in wide-gap DMS remains
far from consensual.1

Soon after the first report on Co-doped TiO2,
2 ferromagnetism at and

above room temperature was reported in many other wide-gap DMS mate-
rials (cf. e.g. the reviews Refs. 3–6). Research in the ensuing years followed
two main directions, the search (i) for new DMS materials displaying sig-
natures of high-temperature ferromagnetic order (e.g. Gd-doped GaN,7

C-doped ZnO,8 and undoped HfO2
9) and (ii) for the origin and control

of ferromagnetism in those systems regarded as most attractive (e.g. Co-
and Mn-doped ZnO10 and Mn-doped GaN11). However, as the understand-
ing of some of the most intensively studied materials deepened, issues of
irreproducibility and instability became common features of these materi-
als. A number of non-intrinsic sources of ferromagnetism were identified
and became well documented: magnetic contaminations,12–15 measurement
artifacts,13,14 spinodal decomposition (e.g. in Co-doped ZnO16) and sec-
ondary phase formation (e.g. in ZnO doped with Fe, Co and Ni17–19). On
the other hand, studies on well characterized DMS materials (single-phase
and homogeneous) found only paramagnetism (e.g. in Mn-doped GaN20

and Co-doped ZnO21), antiferromagnetic interactions (e.g. in Mn-doped
GaN22 and in Co-doped ZnO23–26), or at best, ferromagnetic order with
very low Curie temperature (e.g. in Mn-doped GaN11). Consequently, the
current view on wide-gap DMS is moving towards the belief that the often
observed high-temperature ferromagnetism may be non-intrinsic.1 Key to
solving this controversy is a systematic and detailed mapping of the type
and strength of the magnetic interactions in the most representative com-
binations of magnetic dopants and wide-gap semiconductor hosts. In this
sense, Cr-doped GaN is an interesting case. Far from being one of the most
intensively studied cases, it has accumulated a significant amount of reports
of high-temperature ferromagnetism.27–33 However, while focusing on the
intrinsic origin of the observed ferromagnetic signatures by demonstrat-
ing the absence of secondary-phase formation, these studies lack a deeper
analysis of the magnetic behavior itself.
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Transition metals can be incorporated in GaN during growth27–31 or by
ion implantation.32,33 The advantage of ion implantation with respect to
the production of uniform and single-crystalline DMS nanolayers is that it
is less likely to suffer from the formation of secondary phases. Ion bombard-
ment inevitably leads to lattice disorder, a major concern when electrical
and optical dopants are introduced by ion implantation.34 For magnetic
doping, however, lattice disorder is believed to be crucial in establishing
the ferromagnetic order, either in the form of point35 or extended36 de-
fects. Depending on the implantation conditions, different types of defects
can be produced in ion-implanted GaN. At the low fluence end, isolated37

or clustered38 point defects are typically observed. As the fluence increases,
bands of large planar defects are formed parallel to the basal plane of
GaN.38 Ion-implanted DMS materials are thus interesting systems in which
to study the interplay between magnetic dopants and lattice defects.

The most straightforward and reproducible parameter to control, in or-
der to tune the amount and type of ion-beam damage, is temperature, either
during implantation or during subsequent thermal annealing.39 Typically,
the accumulation of stable defects in irradiated semiconductors, which can
eventually result in amorphization, can be reduced by increasing the im-
plantation temperature. In GaN, the accumulated damage decreases rather
sharply as the irradiation temperature is increased up to 300◦C and more
slowly above that.40 On the other hand, high-fluence ion implantation at el-
evated temperatures (550◦C) has been reported to induce dramatic erosion
of GaN.41 Implantation temperatures around 300◦C can thus be expected
to yield a good compromise between avoiding amorphization and minimiz-
ing surface erosion of GaN. Further control over beam-induced damage is
typically realized by thermal treatment. Annealing of implantation disor-
der in GaN is, however, a rather complex problem. The rule of thumb is
that temperatures of around two thirds of the melting point (in units of K)
are required to remove extended defects in compound semiconductors. For
GaN, this corresponds to about 1600◦C, based on its calculated melting
point.42 However, annealing of GaN at such high temperatures is counter-
acted by material decomposition involving loss of nitrogen from the GaN
surface (e.g Ref. 43). In addition, high temperature annealing may result
in undesired segregation of Cr or CrN secondary phases.44 Therefore, when
studying the magnetism of ion-implanted GaN DMS materials and its de-
pendence on defect concentration, optimum annealing conditions are those
providing a significant degree of damage recovery while avoiding surface
decomposition and phase segregation.
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In this paper, we analyze the magnetic and structural properties of Cr-
doped GaN thin films, produced by implanting Cr+ ions in epitaxial GaN
thin films. Covering a wide range of Cr fractional concentrations (0.005
– 0.35), from the very dilute regime to well above the site percolation
threshold (0.20), and focusing on an in-depth analysis of the magnetome-
try data, we aim at identifying the type of magnetic interactions between
Cr moments in GaN. Combined with the structural characterization of as-
implanted and annealed samples by means of X-ray diffraction (XRD) and
Rutherford backscattering and channeling spectrometry (RBS/C), we in-
vestigate how the magnetic behavior is influenced by thermal annealing.

II. EXPERIMENTAL RESULTS

A. Sample preparation and structural characterization

High-quality epitaxial GaN (0001) thin films were grown by metalor-
ganic vapor phase epitaxy (MOVPE). Two wafers were grown using differ-
ent substrates: a 2 μm thick GaN (0001) layer on an Al2O3 (0001) substrate
and an 800 nm GaN (0001) layer on a Si (111) substrate using a AlN/AlGaN
intermediate layer. Pieces from each of the wafers were implanted at 300◦C
with Cr+ ions with an energy of 80 keV to fluences ranging from 1×1015 to
7× 1016 at. cm−2. The implantations were performed under an angle of 7◦

with respect to the surface normal in order to minimize ion channeling.45

Using the TRIM code46 to simulate the Gaussian-like ion distribution, we
estimated a projected range of RP = 38 nm, a longitudinal straggling of 17
nm and peak concentrations (xp) ranging from 0.005 to 0.35. Table I lists
the implanted samples and the corresponding fluences and xp. All samples
were studied in the as-implanted state and after thermal annealing at 800◦C
in N2 flow for 2.5 hours, using a GaN proximity cap to minimize surface
degradation. In order to avoid sample contamination with ferromagnetic
impurities,15 the implantations were carried out using a Mo sample-holder
and the samples were placed in a ceramic boat during annealing. Each
entry in Table I corresponds to two samples, one for the structural char-
acterization and the other for magnetometry measurements. The samples
reserved for the magnetic characterization were handled with non-metallic
tweezers in order to avoid magnetic contamination.15

Defect formation and recovery were studied using Rutherford backscat-
tering and channeling spectrometry (RBS/C), with a 1.57 MeV He+ beam.
Figure 1 shows examples of spectra obtained in random and channeled ge-
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fluence peak concentration
name substrate

[at. cm−2] (xp)

S1 Si 1× 1015 0.005

A1 Al2O3 1× 1015 0.005

S4 Si 4× 1015 0.02

A4 Al2O3 4× 1015 0.02

S10 Si 1× 1016 0.05

A10 Al2O3 1× 1016 0.05

S20 Si 2× 1016 0.10

A20 Al2O3 2× 1016 0.10

S40 Si 4× 1016 0.20

A40 Al2O3 4× 1016 0.20

S70 Si 7× 1016 0.35

A70 Al2O3 7× 1016 0.35

TABLE I: Sample list. Naming is according to substrate, S for silicon and A for
Al2O3, and implanted fluence, in units of 1 × 1015 at. cm−2. All implantations
were performed at 300◦C.

ometries (a) and summarizes the results in terms of damage accumulation
and recovery both in the near-surface (first few monolayers) and bulk (end
of range) regions (b). It is clear that implanting at 300◦C successfully
suppresses amorphization, as both near-surface and bulk disorder exhibit
saturation at levels which are considerably below the random level. In ad-
dition, there is no sign of dramatic surface erosion. This can be inferred
from the position of the bulk damage peak relative to the surface. If the
film erosion had reached depths of the order of the ion range, the bulk
damage peak would have shifted towards the surface as has been reported
in Ref. 47. Furthermore, within the experimental uncertainty (< 30 nm)
the film thickness does not decrease after implantation, even to the max-
imum fluence. Showing that film erosion was minimal has two important
practical consequences. Not only does it show that the nominal Cr content
was conserved, it also validates the simulated Cr depth profiles and peak
concentrations, calculated assuming a constant film thickness. Regarding
the choice of annealing treatment, Fig. 1 also shows that while providing a
significant reduction of the lattice disorder in the Cr-doped region [depicted
by ↓ in Fig. 1 (b)], it kept the near-surface damage peak below random
levels.
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FIG. 1: (a) Selected RBS/C spectra: random and channeled spectra of a virgin
(unimplanted) GaN sample and channeled spectra of the samples with the lowest
(S1, 1×1015 cm−2) and the highest (S70, 7×1016 cm−2) implanted fluence, before
and after annealing at 800◦ C. (b) Minimum yield (χmin) determined from both the
near-surface and bulk peaks of disorder, before and after annealing, as a function
of implanted fluence.

Possible formation of Cr or CrN precipitates was investigated using con-
ventional X-ray diffraction (XRD). Other than those associated with the
GaN layers and the substrate, no additional peaks could be resolved, either
before or after annealing (data not shown). Only typical signs of reduced
crystalline quality due to implantation were observed. Although thermal
annealing of similar wide-gap semiconductors implanted with transition
metals can result in the formation of small precipitates which are difficult
to detect with conventional XRD (e.g. Co-, Ni- and Fe-implanted ZnO in
Refs. 17–19), Cr was found to be very stable in substitutional sites in GaN,
at least up to annealing temperatures of 825◦C.31 The presence of Cr or CrN
precipitates in our samples is thus highly unlikely, both before and after
annealing (800◦C). However, although very unlikely in the as-implanted
state, the formation of (substitutional) Cr-rich regions during annealing
can not be excluded. Such substitutional clusters would be coherent with
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the GaN matrix and thus difficult to detect by diffraction techniques. This
chemical phase separation by aggregation of the transition-metal dopants,
known as spinodal decomposition in DMS literature, has been observed in
a number of DMS materials, including Cr44 and Fe48 doped GaN.

From the structural characterization described in this section we can
conclude that, in terms of implantation conditions, we have successfully
avoided both amorphization and significant surface erosion. Regarding the
annealing treatment, while inducing a significant degree of lattice recovery,
we have avoided the formation of secondary phases, at least within the sen-
sitivity of conventional XRD. However, the formation of nanoprecipitates
and substitutional Cr clusters can not be excluded.

B. Magnetic properties

The magnetic characterization was performed using a superconduct-
ing quantum interference device (SQUID) magnetometer (Quantum De-
sign MPMS XL-5) following strict procedures in order to avoid measure-
ment artifacts and external magnetic contributions. These procedures were
developed based on statistically relevant tests, which allowed us to deter-
mine the practical limits of SQUID magnetometry for the detection of fer-
romagnetism under various sample preparation, processing and handling
conditions.15 Unless otherwise specified, the measurements shown and dis-
cussed below were performed with the field perpendicular to the GaN c-axis,
i.e., parallel to the film plane. The field-dependent measurements were per-
formed with decreasing field.

1. Absence of ferromagnetic order

A small hysteresis, with a saturation moment always below 1×10−6 emu,
was observed in some of the samples, up to room temperature. No corre-
lation was found with respect to the fluence or annealing conditions. Since
the same residual ferromagnetic-like behavior was observed in unimplanted
control samples, we attribute it to small ferromagnetic contaminations.15

As such, we can conclude that:

Finding I. None of the samples, regardless of substrate, fluence or an-
nealing treatment, showed ferromagnetic behavior above the range
dominated by ferromagnetic contaminations (i.e. with saturation
moments > 1× 10−6 emu), from 300 K down to 2 K.
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FIG. 2: Representative set of SQUID measurements, for sample A70 (xp = 0.35)
before [(a) and (c)] and after [(b) and (d)] annealing: M-H data [(a) and (b)] at
2, 5, 10, 15, 20, 150 and 300 K and M-T data [(c) and (d)] for an applied field of
5 T, all corrected for the diamagnetic background. Insets: Uncorrected M-T data
of (c) and (d) plotted versus T−1 with a linear fit between 100 and 300 K.

Since intrinsic irreversibility was not observed in any of the samples, only
one quarter of the M-H loops (magnetization as a function of applied field)
is shown in the remainder of this article, i.e., only the data corresponding
to positive and decreasing field.

As a representative example, a typical set of measurements is shown
in Fig. 2 for sample A70 (xp = 0.35) before [(a) and (c)] and after [(b)
and (d)] annealing. The magnetic moment (μ) was measured as a function
of applied field (M-H) up to 5 T at temperatures between 2 K and 300 K
[(a) and (b)] and as a function of temperature (M-T) between 5 K and
300 K with an applied field of 5 T [(c) and (d)]. All the data in Fig. 2 are
corrected for the diamagnetic component (dominated by the substrate) and
exhibit typical paramagnetic (PM) behavior. This diamagnetic background
was estimated from a linear fit to μ(T−1) above 100 K [insets of (c) and
(d)], assuming a Curie behavior of the paramagnetic component and a
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temperature independent diamagnetic term:

χ =
μ

H
= χC + χDM =

C

T
+ χDM , (1)

where χ is the total magnetic susceptibility, χC the Curie term, χDM the
diamagnetic term, C the Curie constant and T the temperature. The dia-
magnetic susceptibility was further corrected by subtracting the very small
contribution of ferromagnetic contaminations (when present), estimated
from the M-H data at 300 K between 2 T and 5 T (in saturation). The
result was checked for consistency by comparing it with the diamagnetic
susceptibility obtained from the linear fit to the M-H data at 150 K and
300 K, taking into account the paramagnetic component (linear at T > 100
K to a good approximation). The Si substrates, both before and after de-
position of the GaN thin films, showed a small temperature dependence of
χDM , most likely due to Van Vleck paramagnetism, which has also been
observed in other semiconductor substrates, e.g. GaAs.49 The χDM value
used to correct the M-H data of the samples grown on Si was itself cor-
rected for this small temperature dependence, based on measurements of
unimplanted samples (as both the diamagnetic and the Van Vleck paramag-
netic susceptibilities are extensive properties, i.e. scale with the substrate’s
mass). We note that, in general, the paramagnetic contribution does not
necessarily follow the Curie term in Eq. (1), but rather a Curie-Weiss law:

χCW =
C

T −Θ
, (2)

where Θ is the Weiss constant which accounts for magnetic interactions.
Nonetheless, Eq. (1) holds for |Θ/T | � 1, which we show below to be
the case in our data. From this point on, all the data that are shown
or referred to were corrected for the diamagnetic substrate background
using this method. This was found to be more accurate than, for example,
subtracting M-H data measured prior to implantation. Small differences
in sample mounting can result in a change of a few percent of the total
measured moment. Since the diamagnetic signal largely dominates, the
curves resulting from this subtraction would be affected by an erroneous
linear component. At least qualitatively, all the samples show a behavior
similar to that of sample S70 (Fig. 2). We can thus conclude that:

Finding II. All samples exhibit paramagnetic behavior.

Before discussing the details of this paramagnetism in terms of field and
temperature dependence, we will describe how the effective moment per Cr
atom evolves with increasing Cr concentration.
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FIG. 3: (a) M-H at 5 K, in units of emu per unit of the film surface area, after
annealing, for the films grown on Si. Note that full saturation is not reached. (b)
Fraction of magnetically active Cr atoms, assuming different values of moment per
atom (μCr) at 5 K and 5 T and fraction of isolated Cr atoms estimated using Eq.
(4) (line), as a function of implanted fluence. The best fit is obtained for μCr = 1.6
μB (•); the data is also shown for μCr = 1.3 μB (+) and μCr = 1.6 μB (×) for
comparison. Note that μCr = 1.6 μB is the non-saturated moment per Cr atom
(at 5 K and 5 T).

2. Cr-moment quenching with increasing Cr concentration

Figure 3 (a) shows the magnetization at 5 K, for the implanted and an-
nealed GaN samples grown on Si (the results are equivalent for the Al2O3

series). The magnetization does not increase linearly with Cr concentra-
tion; there is a clear saturation for fluences above 2 × 1016 cm−2, which,
based on the RBS/C data, can not be ascribed to a saturation of the Cr
content due to film erosion. We attribute this effect to the antiparallel
alignment of the magnetic moments of Cr atoms sitting in nearest cation
neighbor sites, due to strong antiferromagnetic (AFM) interactions. A sim-
ilar moment-quenching effect has been observed in other DMS systems, e.g.
Co-doped ZnO.23,24 To model this behavior, we assume that all Cr impu-
rities randomly occupy Ga sites31,50,51 and that only isolated Cr atoms,
i.e., without Cr nearest cation neighbors in the Ga sublattice, effectively
contribute to the magnetization. The fraction of isolated Cr atoms in the
GaN hexagonal lattice (S′) can be estimated using Behringer’s equation

S′ = (1− x)12, (3)

where x is the fractional concentration of Cr atoms.52 Since in implanted
samples x is a function of depth l, one must integrate S′ over the film
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thickness as

S =

∫ ∞

0
p(l)S′(l) dl, (4)

with

p(l) =
x(l)∫∞

0 x(l) dl
, (5)

where x(l) is the concentration profile which we have simulated using
TRIM. Assuming that each of the magnetically active Cr atoms contributes
with a moment μCr for a given field and temperature, one can extract the
corresponding fraction from the experimental data and compare it to that
of isolated Cr estimated using Eq. (4). Figure 3 (b) shows the fraction of
magnetically active Cr atoms, using μCr = 1.6 μB (at 5 K and 5 T) which
yields the best fit to Eq. (4). The agreement is fairly good, particularly
considering that μCr is the only free parameter. Note that 1.6 μB is the
non-saturated moment per Cr atom, which can explain why it is smaller
than the expected 3 μB for the high-spin Cr3+ (3d3) state, predicted by
Hunds rules and by ab initio calculations.53 At high concentration, the
model somewhat underestimates the active Cr fraction. This is likely to re-
sult from considering the simplest case for which only the isolated Cr atoms
contribute to the magnetization. For low concentrations, the majority of
the non-isolated Cr atoms are in the form of pairs (dimers). Such a dimer
configuration may indeed produce an almost perfect antiparallel alignment
of the two magnetic moments. However, for higher concentrations, larger
complexes of three and more atoms are formed. For these larger substitu-
tional clusters, particularly those containing an odd number of Co atoms,
the quenching of the Cr moment may be less efficient due to frustration
effects and the presence of uncompensated moments, which may thus con-
tribute to the measured magnetization. This discussion can be concluded
as:

Finding III. Strong antiferromagnetic interactions between the Cr atoms
in nearest cation neighbor complexes impose the antiparallel align-
ment of the corresponding magnetic moments. This results in a Cr-
moment quenching effect, i.e. a decrease of the effective moment per
Cr atom with increasing Cr concentration.
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FIG. 4: Magnetic moment plotted versus H/T for sample A70 (xp = 0.35) before
(a) and after (b) annealing, using M-T data between 5 K and 300 K with an
applied field of 5 T (◦) and M-H data at 5 K up to 5 T (•). As expected, the data
do not overlap, i.e. the magnetization does not follow a Brillouin behavior.

3. Paramagnetism

While I, II and III constitute the major findings of this work, it is worth
discussing in more detail the paramagnetism of the uncompensated (or not
fully compensated) Cr moments in GaN and compare it to the intensively
studied and thus better understood wide-gap DMS materials Mn-doped
GaN and Co-doped ZnO.

The magnetization of ideal non-interacting magnetic moments with con-
stant total angular momentum quantum number J in a magnetic field H
follows the Brillouin function BJ(H,T ). This is obviously not the case for
Cr moments in GaN, which are subject to (1) the anisotropic GaN crystal
field of the host and, as we have shown above, (2) magnetic interactions.
The non-Brillouin behavior of our samples is easily confirmed by plotting
the M-H and M-T data together as a function of H/T (Fig. 4). As ex-
pected, contrary to what would happen for an ideal Brillouin paramagnet
[μ(H,T, J) ∝ BJ(H/T )], the curves do not overlap. In the following, we
discuss to what extent we find evidence of both effects, (1) anisotropic
crystal field and (2) magnetic interactions, in Cr-implanted GaN.

The most easily observable effect of an anisotropic crystal field [effect
(1)] on a paramagnetic 3d moment is the resulting anisotropic magnetiza-
tion. The trigonal crystal field in the wurtzite structure induces a mag-
netic anisotropy via the spin-orbit interaction, which can be described by
an effective spin-Hamiltonian with a zero-field splitting constant D and an
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FIG. 5: Comparison of the measured magnetization of sample S70 (xp = 0.35),
after annealing, for magnetic field applied perpendicular (•) and parallel (◦) to
the GaN c-axis: (a) M-H data at 5 K; (b) M-T data with an applied field of 5 T

anisotropic effective g-factor (g‖ for parallel and g⊥ for perpendicular mag-
netic field with respect to the c-axis). A strongly anisotropic magnetization
was observed, for example, for Mn3+ ions in GaN20 and Co2+ ions in ZnO,21

and successfully described by well-established values of the phenomenologi-
cal parameters D, g‖ and g⊥ (Ref. 21) or more detailed Hamiltonians (Ref.
20). Figure 5 shows M-H and M-T data of sample A70 (xp = 0.35) for
field applied parallel and perpendicular to the sample plane, i.e. perpen-
dicular and parallel to the GaN c-axis, respectively. Although some degree
of anisotropy can be resolved, the effect is much weaker than that observed
in Mn-doped GaN20 and Co-doped ZnO.21 Because the parameters D, g‖
and g⊥ have never been determined for Cr impurities in GaN or similar
materials, one can not predict the magnetic anisotropy for Cr-doped GaN
under these experimental conditions. Nonetheless, the fact that the effect
is so small in our samples can be explained, at least partially, by the signif-
icant disorder induced by implantation (section IIA), which disturbs the
crystal periodicity and consequently the crystal field anisotropy.

In general, the presence of magnetic interactions [effect (2)] can be in-
ferred from magnetization data as a perturbation to the paramagnetic be-
havior above the associated ordering temperature. In principle, this can be
modeled using an effective temperature (T − Θ) where Θ accounts for the
magnetic interactions,54 which has been done, for example, for Mn-doped
GaN22 and Co-doped ZnO.24–26 Applying a similar approach to our data,
Fig. 6 shows the μ−1(T ) data of sample A70 (xp = 0.35) before and after
annealing and a fit to the Curie-Weiss law Eq. (2), which corresponds to
the Curie law with an effective temperature T − Θ. The data were fitted
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FIG. 6: μ−1(T ) data of sample A70 (xp = 0.35) before and after annealing and a
Curie-Weiss fit after Eq. (2) between 60 K and 100 K (line). The results of the
fit are discussed in the text in terms of antiferromagnetic interactions and crystal
field effects.

only between 60 K and 100 K to avoid a possible contribution from frozen
O2 between 30 K and 60 K and the large data dispersion above 100 K. The
fit yields a negative Θ, −15(3) K and −5(3) K before and after annealing,
respectively, which can in principle be interpreted as a signature of anti-
ferromagnetic interactions. We note, however, that this type of analysis
should be applied very carefully. In Ref. 21 it is shown that, while the
paramagnetism of Co-doped ZnO is correctly modeled using an adequate
effective spin Hamiltonian without considering magnetic interactions, at-
tempting to fit the same data using inadequate models such as the Brillouin
function or the Curie law would require the use of an effective temperature
T − Θ (T + T0 in Ref. 21), which could be misinterpreted as an effect of
antiferromagnetic interactions. Nevertheless, in our case, because part of
the Cr atoms in nearest-cation-neighbor complexes are not fully compen-
sated, i.e. have a finite contribution to the magnetization (section IIB 2),
it is reasonable to conclude that Θ contains at least a contribution from
the nearest-cation-neighbor AFM interactions.

Finally we will briefly discuss the effect of thermal annealing on the mag-
netic behavior. We have shown in Fig. 6 that |Θ| decreases from −15(3) K
to −5(3) K upon thermal annealing, indicating a change in crystal field (1)
or a weakening of the AFM interactions (2) or a combination of both. The
changes in magnetic behavior induced by thermal annealing are even more
evident in the M-H data. This is ilustrated in Fig. 7 where we show the
5 K, 20 K and 300 K M-H data for samples S20 (xp = 0.10) and A70 (xp
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FIG. 7: M-H data at 5 K, 20 K and 300 K for samples S20 (xp = 0.10) (a) and
A70 (xp = 0.35) (b), before (•) and after (◦) annealing.

= 0.35): consistently throughout the entire concentration range, thermal
annealing reduces the magnetization, except for very low temperatures and
fields where it does the opposite. Structurally, the annealing can have two
effects which may explain these changes in magnetic behavior:

(i) Annealing of lattice defects as demonstrated by RBS/C, above. Lattice
defects in the vicinity of Cr atoms modify the crystal field (1) and
may even mediate magnetic interactions between distant Cr moments
(2). Some point defects may even contribute to the magnetization
directly. For example, it has been predicted that Ga vacancies in-
duce non-vanishing magnetic moments in the neighboring N atoms55

and that N vacancies enhance the magnetic moment of isolated Cr
impurities.53,56

(ii) Aggregation of Cr atoms in substitutional clusters or in small precipi-
tates of Cr or CrN which may be undetectable by XRD. By modifying
the dopant spatial distribution, i.e. the relative distance between Cr
atoms and the local arrangement of their neighbors, Cr aggregation
would also affect the crystal fields (1) and the magnetic interactions
(2).

In short, thermal annealing can induce two distinct structural modifi-
cations [(i) and (ii)] each of which can modify each of the two parameters
which control the magnetic behavior [(1) and (2)]. Such an intricate inter-
play complicates a more quantitative approach to this discussion, which we
thus simply conclude as:
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Finding IV. Uncompensated Cr atoms behave as paramagnetic moments
perturbed by antiferromagnetic interactions in an anisotropic crystal
field. Although minimally, thermal annealing affects this paramag-
netism, possibly due to an interplay between defect annealing and
Cr aggregation.

III. DISCUSSION

The main finding of this study is that the magnetic interactions be-
tween Cr moments in GaN are not ferromagnetic but antiferromagnetic.
This has been inferred from the decrease in effective moment per Cr atom
with increasing Cr concentration, as well as a Curie-Weiss behavior con-
sistent with antiferromagnetic interactions. This observation of predomi-
nantly antiferromagnetic interactions in Cr-doped GaN is in contrast with
previous experimental reports of ferromagnetic order, e.g. Refs. 27–31
for Cr incorporated during growth and Refs. 32 and 33 for implanted
Cr. This is not unexpected, however. The literature of the last ten years
on more extensively studied DMS materials, e.g. Mn-doped GaN, expe-
rienced a similar evolution. Despite the many theoretical predictions and
experimental reports of high-temperature ferromagnetism, recent studies
did not show any indication of high-temperature ferromagnetic order in
single-phase Mn-doped GaN.11,20,22 In fact, it is worthwhile discussing in
more detail these two cases, Cr- and Mn-doped GaN, together. Two types
of magnetic behavior have been comprehensively demonstrated in single-
phase Mn-doped GaN: short-ranged antiferromagnetic interactions between
Mn2+ (3d5) moments22 and ferromagnetic order of Mn3+ (3d4) moments
with a Curie temperature below 10 K.11 The latter only occurs under strin-
gent growth conditions to ensure epitaxial growth and, most importantly,
to minimize the formation of compensating defects such as N vacancy
donors.11 However, because the Mn 3+/2+ acceptor level is deep in the
GaN bandgap, the associated holes are strongly localized. Since the cou-
pling between distant moments via p-d Zener exchange57 requires itinerant
holes, the observed Curie temperatures are very low (< 10 K). More com-
monly, such stringent growth conditions are not satisfied and compensat-
ing donor defects are formed. The Mn impurities are thus incorporated as
compensated Mn2+ and the p-d Zener model does not apply. Consequently,
only nearest cation neighbor AFM interactions are observed,22 which are
likely to result from indirect superexchange between the Mn 3d moments
mediated by the N 2p band. Indeed, significant hybridization of the Mn
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3d and N 2p states has been observed.58 This understanding of the mag-
netic interactions between Mn impurities in GaN in different charge states
provides a good framework to interpret our results in the Cr-doping case.
Chromium is incorporated in GaN as Cr3+ (3d3),50,51 with only a donor
level (3+/4+) in the bandgap.59 In the absence of p-holes to mediate p-d
Zener exchange, our results show that the magnetic behavior of Cr3+ (3d3)
is very similar to that of Mn2+ (3d5): short-ranged antiferromagnetic inter-
actions, which as for Mn2+, are likely to result from indirect superexchange
mediated by the N 2p band. Indeed, the necessary hybridization of the Cr
3d and N 2p states has also been observed.50,51 We must note, however,
that we can not exclude other possible origins of antiferromagnetic behav-
ior, such as the formation of Cr or CrN secondary phases, which although
not detected by XRD, can not be fully excluded. Both Cr and CrN are
antiferromagnetic, with Néel (ordering) temperatures of 308 K60 and 270
K,61 respectivelly (in bulk).

As an alternative to the p-d Zener models discussed in the previous
paragraph, high-temperature ferromagnetism in wide-gap DMS materials
has also been predicted on the basis of bound magnetic polaron (BMP)
models.35 Here, the magnetic moments interact via electrons associated
with a defect impurity band. Since these defect electrons occupy large
orbits, each defect can interact with several dopant moments and form
a magnetic polaron. Ferromagnetism results from the percolation of such
polarons. However, the exchange energy density necessary to produce high-
temperature ferromagnetism at a few % doping corresponds to a magnetic
exchange much stronger than that observed in the strongest of the known
ferromagnetic materials.36 One can thus expect that the critical temper-
atures associated with this type of magnetic order are well below room
temperature.

Our results support the view that the source of high-temperature fer-
romagnetism often observed in transition-metal doped GaN may be non-
intrinsic, i.e., associated with ferromagnetic precipitates or contaminations.
This is in line with a very recent overview of the last ten years of DMS
research, which concluded that little proof has been found of high temper-
ature ferromagnetism in wide-gap DMS materials.1

IV. CONCLUSIONS

In summary, we have experimentally demonstrated the absence of fer-
romagnetic order in Cr-implanted GaN, from 300 K down to 2 K, for Cr
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fractional concentrations between 0.005 and 0.35. We have shown that the
magnetic interactions between Cr moments in GaN are, in fact, antiferro-
magnetic. Strong antiferromagnetic interactions between the Cr atoms in
nearest cation neighbor complexes result in Cr-moment quenching (com-
pensation), i.e. a decrease of the effective moment per Cr atom, with in-
creasing concentration. Uncompensated Cr atoms behave as paramagnetic
moments perturbed by antiferromagnetic interactions in an anisotropic
crystal field. Although minimally, thermal annealing affects the magnetic
behavior, possibly due to an interplay between defect annealing and Cr
aggregation.

These results suggest that neither types of models of ferromagnetism
proposed for dilute magnetic semiconductors, i.e. p-d Zener exchange
or bound magnetic polarons (BMP), operate in Cr-implanted GaN. To-
gether with recent reports on well-characterized Mn-doped GaN, our study
supports the view that the high-temperature ferromagnetism observed in
transition-metal doped GaN may be non-intrinsic.
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Abstract

As the origin of the high temperature ferromagnetism often observed in wide-
gap dilute magnetic semiconductors (DMS) becomes increasingly debated, there
is a growing need for comprehensive studies on the major wide-gap DMS systems
focusing on the phase-pure region of the materials’ phase diagram. Here we re-
port on the magnetic and structural properties of Fe-doped ZnO prepared by ion
implantation of ZnO single crystals. A detailed structural characterization shows
that the Fe impurities substitute for Zn in ZnO in a wurtzite FexZn1−xO phase
which is coherent with the ZnO host. In addition, the density of beam-induced
defects is progressively decreased by thermal annealing up to 900◦C, from highly
disordered as implanted to highly crystalline upon annealing. Based on a detailed
analysis of the magnetometry data, we demonstrate that isolated Fe impurities oc-
cupying Zn substitutional sites behave as localized paramagnetic moments down
to 2 K, irrespective of Fe concentration and the density of beam-induced defects.
With increasing local concentration of Zn-substitutional Fe, strong nearest-cation-
neighbor antiferromagnetic interactions favor the antiparallel alignment of the Fe
moments.
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I. INTRODUCTION

The current view on wide-gap dilute magnetic semiconductors (DMS)
is moving towards the belief that the often observed high-temperature
ferromagnetism is not intrinsic, i.e. that it does not result from long-
range magnetic order of randomly distributed magnetic dopants.1 While
limited experimental evidence exists that DMS materials are intrinsically
ferromagnetic at room temperature, a number of non-intrinsic sources of
ferromagnetic-like behavior in DMS materials have been identified and are
becoming increasingly well documented: magnetic contamination,2–5 in-
strumental artifacts4,5 and chemical and/or structural segregation of the
transition metal dopants into non-DMS phases.6–14

Following the first report of high temperature ferromagnetism in Co-
doped TiO2

15 and the prediction by Dietl et al.16 that highly p-type Mn-
doped ZnO and GaN could attain a Curie temperature (TC) above room
temperature, ferromagnetism at and above room temperature was reported
in a rapidly growing number of wide-gap DMS materials (cf. e.g. the re-
views 17–20). However, with the growing understanding of the most stud-
ied of these materials, issues of irreproducibility and instability became
increasingly evident. As the origin of the observed ferromagnetism became
increasingly debated during the last few years, reports began to emerge
which comprehensively described the magnetic behavior of some of these
materials (e.g. Refs. 21–27). Doing so requires sweeping growth, doping
and post-processing conditions within relevant ranges, and performing both
(1) magnetic characterization which carefully takes into account potential
magnetic contamination and technique-specific artifacts, and (2) structural
characterization which undeniably establishes either the phase pureness of
the DMS material or identifies the segregated secondary phase(s). Such
combined magneto-structural characterization then allows to position a
given sample (in a given processing step) in the system’s phase diagram, of
the form sketched in Fig. 1.

In the true DMS region of the phase diagram, the transition metal im-
purities are randomly and substitutionally distributed in the host. Intrin-
sic ferromagnetism can be defined as ferromagnetic order of the localized
moments of these randomly distributed transition-metal impurities via a
long-range order mechanism, as is the case in narrow-gap DMSs such as
Ga1−xMnxAs and In1−xMnxAs.

1 However, comprehensive studies on this
region of the phase diagram of wide-gap DMS systems, on carefully char-
acterized materials with respect to phase pureness, revealed only paramag-
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FIG. 1: Representation of the phase diagram of a semiconductor (AyBz) doped
with a transition-metal (X), depending on processing temperature (of growth, im-
plantation or annealing) and the nominal concentration (x) of the transition metal
dopant. The gray area represents the phase-pure region, where the transition metal
impurities substitute one of the host’s constituents (e.g. element A), maintaining
the host’s crystal structure, i.e. forming a XxAy−xBz alloy. The impurities may be
randomly distributed [region (1)] or, for sufficiently high concentrations or temper-
atures, aggregate in impurity-rich regions, i.e. x may vary across the XxAy−xBz

alloy without a well defined interface [region (2)]. For sufficiently high processing
temperatures or concentration (white region), the transition metal impurities may
segregate into small precipitates of a Xx′Ay′Bz′ secondary phase with a different
structure compared to that of the host. Depending on various factors, includ-
ing not only processing temperature and impurity concentration but also others
such as the preparation method, different secondary phases may form [regions
(3) and (4)]. The arrow indicates the regions which are currently understood for
Fe-implanted ZnO (discussed in the text).

netism (e.g. in Co-doped ZnO22 and Mn-doped GaN21), antiferromagnetic
interactions (e.g. in Co-doped ZnO,24,25,28,29 Mn-doped GaN,23 and Cr in
GaN30), or at best, ferromagnetic order with very low TC (e.g. TC < 10 K
in Mn-doped GaN31).

With increasing processing temperature (either during growth, implan-
tation or annealing), the impurities tend to aggregate and segregate. This
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segregation may be only chemical, i.e. the crystal structure is maintained
and only the local impurity concentration varies across the material alter-
nating between impurity-rich and impurity-poor regions (e.g. in Co-doped
ZnO6 and Mn-doped GaN7). In DMS literature, this type of chemical
segregation is usually referred to as spinodal decomposition, regardless of
the aggregation mechanism. For sufficiently high concentration and tem-
perature, phase segregation may occur, i.e. the impurities precipitate in
nanocomposites with a well defined interface with the host structure (e.g.
in ZnO doped with Fe, Co and Ni8–14). Although unwanted in the DMS
context, this self-assembly of magnetic and/or metallic nanocomposites in
a semiconductor host constitutes a topic of its own, with various potential
applications.1 Fe-implanted ZnO is a remarkably rich DMS system in which
to study the magnetism of both the phase pure and the phase segregated
regions of the phase diagram. One of the advantages of ion implantation
is that ion bombardment results in lattice disorder, which is believed to
be crucial in establishing the ferromagnetic order, either in the form of
point defects in bound magnetic polaron (BMP) models,32 or in the form
of extended defects in charge transfer ferromagnetism (CTF) models.33 In
addition, Fe impurities may be incorporated in ZnO both as Fe2+ and
Fe3+, making it a potentially suitable mixed-valency impurity in CTF sys-
tems. However, despite the various reports of intrinsic ferromagnetism in
Fe-implanted ZnO (e.g. 34–37), the extensive work by Zhou et al., with
carefully characterized samples in terms of phase pureness, has shown that
the ferromagnetic-like behavior originates from superparamagnetic precip-
itates formed at sufficiently high processing temperatures and Fe concen-
trations: α-Fe clusters which are oxidized and then converted to the spinel
ferrite ZnFe2O4 with increasing annealing temperature and duration.8–11

Although this segregated region of the phase diagram of Fe-implanted ZnO
is rather well established (continuous part of the arrow in Fig. 1), both in
terms of structure and magnetism, the magnetic behavior of the Fe impu-
rities in phase pure FexZn1−xO is still poorly understood (dashed part of
the arrow in Fig. 1).

In this paper, we investigate the magnetism of phase pure FexZn1−xO
prepared by Fe+ ion-implantation in ZnO single crystals. By varying the
nominal Fe concentration and the degree of structural disorder, we aim at
identifying the type of magnetic interactions between the Fe moments and
how it is affected by lattice defects.
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II. EXPERIMENT

Commercial ZnO wurtzite [0001] single-crystals (CrysTec GmbH), hy-
drothermally grown and Zn-face polished, were implanted with 56Fe+ ions
at room temperature to three different fluences: 1×1015 at. cm−2, 5×1015

at. cm−2 and 1 × 1016 at. cm−2, referred to below as S1, S5 and S10
respectively. An implantation energy of 60 keV and a beam angle of 10◦

with respect to the sample surface (to minimize ion channeling) results in
a peak atomic concentration xp of 0.0068 (0.68%), 0.034 (3.4%) and 0.068
(6.8%), at a projected ion range Rp of 297 Å with a straggling of 134 Å,
estimated using MARLOWE.38 In order to avoid sample contamination
with ferromagnetic impurities,2 the implantations were carried out using
a Mo sample-holder and the samples were placed in a ceramic boat dur-
ing annealing. Three samples were prepared for each of the fluences: one
for magnetic characterization using SQUID magnetometry, one for damage
characterization using RBS/C and one for impurity lattice location using
β− emission channeling. Structural and magnetic characterization was per-
formed in the as implanted sampes and after thermal annealing in vacuum
(< 10−5 mbar) in 100◦C steps (10 min each step) up to 900◦C.

A. Rutherford backscattering and channeling spectrometry
(RBS/C)

Defect accumulation and recovery were characterized using Rutherford
backscattering and channeling spectrometry (RBS/C), with a 1.57 MeV
He+ beam and two detectors at backscattering angles of 168◦ and 105◦.
The 168◦ backscattering geometry was used to characterize the channel-
ing minimum yield χmin along the [0001] axis. χmin is the ratio of the
backscattering yield with the incident beam aligned with the crystal axis
to the yield for a random beam incidence, and is a measure of the lattice
disorder induced by ion implantation.39 The 15◦ glancing angle geometry
(with respect to the sample surface) of the second detector was used for
enhanced depth resolution of the damage profile.

B. SQUID magnetometry

The magnetic characterization was performed using a superconduct-
ing quantum interference device (SQUID) magnetometer (Quantum De-
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sign MPMS XL-5) following strict procedures in order to avoid measure-
ment artifacts and external magnetic contributions. These procedures were
developed based on statistically relevant tests, which allowed us to deter-
mine the practical limits of SQUID magnetometry for the detection of fer-
romagnetism under various sample preparation, processing and handling
conditions.2 All measurements were performed with the field perpendicu-
lar to the c-axis, i.e., parallel to the sample plane. The field-dependent
measurements were performed with decreasing field.

C. β− emission channeling

The emission channeling (EC) technique allows to determine the lattice
location of impurities in single crystals, making use of the charged particles
emitted by a radioactive isotope of the impurity element under study.40

The screened Coulomb potential of atomic rows and planes determines the
anisotropic scattering of the particles emitted isotropically during decay.
Along low-index crystal directions of single crystals, this anisotropic scat-
tering results in well defined channeling or blocking effects. Because these
effects strongly depend on the initial position of the emitted particles, they
result in emission patterns which are characteristic of the lattice site(s) oc-
cupied by the probe atoms. Several reviews on emission channeling can be
found in the literature,40–43 and the technique has previously been used to
investigate the lattice location of Fe,44 Co,45 Mn,45 and Cu46 in ZnO, in
the low fluence (∼ 1013 cm−2) regime.

Each of the three samples implanted with stable 56Fe for emission chan-
neling experiments, were subsequently co-implanted with radioactive 59Fe
(with a half life t1/2 = 46 d) up to a fluence of 2×1013 cm−2, by implanting
the precursor isotope 59Mn(t1/2 = 4.6 s) which decays to 59Fe. The radioac-
tive implantations were carried out at the on-line isotope separator facility
ISOLDE at CERN, which provides mass-separated beams of radioactive
Mn isotopes produced by means of 1.4-GeV proton-induced nuclear fis-
sion from a uranium carbide UC2 targets and chemically selective laser ion
sources.47 The β− decay of 59Mn transfers a recoil energy of about 200 eV
to its 59Fe daughter. This ensures that the 59Fe atoms are re-implanted,
i.e. that they do not inherit the 59Mn lattice site. The implantations were
performed at room temperature, under a tilt angle of 7◦ with respect to the
surface normal, with an energy of 60 keV, resulting in a projected range RP

of 299 Å and a 136 Å straggling, estimated using the MARLOWE code.38

Because the concentration of radioactive 59Fe probes is at least two orders
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of magnitude below that of stable 56Fe, the increase in total Fe concentra-
tion compared to the samples used for RBS/C and SQUID measurements
can be neglected. In addition, because the depth profiles of 56Fe and 59Fe
overlap almost perfectly, with a difference in Rp and straggling of the order
of about 3%, one can assume that the 59Fe probes accurately represent the
site location behavior of all Fe impurities.

Angular-dependent emission yields of the β− particles emitted during
decay were measured at room temperature, along four crystallographic di-
rections ([0001], [1̄102], [1̄101] and [2̄113]), in the as-implanted state and
after in situ capless annealing in vacuum (< 10−5 mbar) up to 900◦C. These
patterns were recorded using a position- and energy-sensitive detection sys-
tem similar to that described in Ref. 48. Using the many-beam formalism
for electron channeling in single crystals,40 theoretical emission patterns
were calculated for probes occupying substitutional Zn (SZn) and O (SO)
sites with varying root-mean-square (rms) displacements, the main intersti-
tial sites and interstitial sites resulting from displacements along the [0001]
or the basal directions. Quantitative lattice location is provided by fitting
the experimental patterns with theoretical ones using the two-dimensional
fit procedure outlined in Ref. 48. Corrections for secondary electrons that
reach the detector were implemented by subtracting an isotropic back-
ground from every pattern. This secondary electron contribution was esti-
mated based on Geant449,50 simulations of electron scattering, taking into
account the elemental composition and geometry of the sample, sample
holder and vacuum chamber.

III. RESULTS AND ANALYSIS

A. Structural disorder characterized using RBS/C

Figure 2 (a) shows representative RBS/C spectra measured in backscat-
tering geometry (168◦) for an unimplanted sample and sample S5 after dif-
ferent annealing steps. As typical for ZnO (e.g. Ref. 51), lattice disorder in
the Zn sublattice accumulates in two regions: (1) in the bulk of the crystal
(bulk peak), where the energy loss is maximum as the implanted ions are
slowed down to the point that nuclear stopping dominates over electronic
stopping and the host atoms are thus more efficiently displaced; (2) near
the sample surface (surface peak), which acts as a sink for mobile defects
created during the ion bombardment. The channeling minimum yield χmin

is thus determined separately for these two regions. Bulk χmin are plotted
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FIG. 2: (a) RBS/C spectra measured in backscattering geometry (168◦) aligned
with the [0001] axis (channeling) for an unimplanted sample and sample S5 (5 ×
1015 cm−2) after different annealing steps, compared to the spectrum measured in
a random beam orientation, for the unimplanted sample (the dashed line separates
the surface and bulk energy windows used to calculate the corresponding χmin).
(b) Bulk and (c) surface χmin of the three samples, as a function of annealing
temperature. Bulk and surface χmin of the unimplanted samples are also indicated
(+).
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in Fig. 2 (b) and surface χmin in Fig. 2 (c), for the three fluences and an-
nealing steps up to 900◦C. High fluences (of the order of 1×1016 cm−2) are
required to induce significant lattice disorder (χmin > 50 %), which reflects
the efficient dynamic annealing which characterizes ZnO and is responsible
for its known high radiation resistance.

The beam-induced damage is removed quite efficiently by thermal an-
nealing. Both bulk and surface χmin decrease with increasing annealing
temperature, particularly between 400◦C and 900◦C. After annealing at
900◦C, the bulk χmin for fluences of 1× 1015 cm−2 and 5× 1015 cm−2 (3%
in both cases) is nearly the same as prior to implantation (2.5%). The
recovery at the surface is also very efficient for these fluences, with χmin of
6% and 7% for 1 × 1015 cm−2 and 5 × 1015 cm−2, respectively, compared
to 5% prior to implantation. For a fluence of 1× 1016 cm−2 the recovery is
somewhat less efficient, indicating that higher fluence implantation creates
defect complexes which are more stable with respect to thermal annealing.
This is in agreement with the general rule of thumb that annealing of ex-
tended defects in semiconductors requires a temperature of about two thirds
of the material’s melting point (in units of K), which for ZnO corresponds
to about 1200◦C. Nevertheless, a variation of the χmin in the bulk region
(i.e. in the region where the majority of the Fe impurities are located) from
67% in the as implanted state down to 9% after 900◦C annealing is quite
satisfactory for the purpose of this work. This brings up the question of how
exactly the lattice recovery evolves with annealing within the bulk region.
Figure 3 shows the RBS/C spectra measured in glancing geometry (which
provides an increased depth resolution) of sample S10 after each annealing
step. It shows that below 600◦C the decrease in the bulk peak inensity is
more pronounced in the region between the Fe end of range (EOR) and the
surface. The damage in the EOR region appears to be stabilized in com-
plexes involving the Fe impurities and is annealed only above 600◦C. This
is discussed in more detail below, together with the emission channeling
results on the lattice location of the Fe impurities.

As a final remark on Fig. 3, it is interesting to note that the low temper-
ature annealing (between 300◦C and 500◦C), reveals an additional defect
peak in the region between the surface and bulk defect peaks (dashed rect-
angle), which was also observed in Au implanted ZnO51 and coined as
middle defect peak (MDP). In Ref. 51, the MDP was attributed to a lo-
calized band of lattice defects, which nucleates in the near surface region
due to incomplete dynamic annealing during ion bombardment. The spa-
tial separation between vacancies and interstitials in the collision cascades
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FIG. 3: RBS/C spectra measured in glancing geometry (15◦ with respect to the
sample surface) in channeling orientation of sample S10 (1 × 1016 cm−2) for the
different annealing stages. The correspondence between each spectrum and the
annealing step after which it was measured can be inferred from the yield intensity:
the higher the annealing temperature the lower the backscattering yield. The
different damage regions are indicated: surface peak, bulk peak and the region
corresponding to the Fe end of range (arrows), as well as a middle defect peak
(MDP) region (dashed rectangle).

may contribute to such incomplete dynamic annealing, by creating an ex-
cess of vacancies near the surface and an excess of interstitials in the EOR
region.51 An MDP is also present in sample S5 (with a fluence of 5× 1015

cm−2), but not in S1 (1×1015 cm−2) (not shown). The main difference be-
tween the MDPs in samples S5 and S10 is that the MDP almost completely
disappears in S5 after 900◦C annealing whereas in S10 it persists. This is
likely related to the more extended character of the MDP defect band in
S10 (due to the larger fluence). The still relatively large surface χmin of
sample S10 (20%) compared to samples S5 and S1 (6-7%) after 900◦C is
most likely due to the MDP. In addition, the angular straggling induced by
MDP-related disorder on the probing He+ beam is at least partly respon-
sible for the higher bulk χmin of sample S10 compared to samples S5 and
S1 at the end of the annealing sequence.
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FIG. 4: Saturation moment μsat as a function of annealing temperature, obtained
from the linear fit to the 300 K M-H data at high fields (1–2 T). All three sam-
ples have an area of approximately 0.25 cm2, so that the data can be compared
directly. The shaded area below 5× 10−7 emu corresponds to the regime at which
ferromagnetic-like contamination and measurement artifacts dominate, i.e. the
reliability limit for detection of ferromagnetism.2

fluence max. FM μFe max. α-Fe
sample

[at. cm−2] [μB] fraction

S1 1× 1015 0.18 8.1%

S5 5× 1015 0.05 2.4%

S10 1× 1016 0.02 0.8%

TABLE I: Maximum ferromagnetic moment per Fe atom (μFe), and maximum
fraction of Fe impurities in α-Fe precipitates (assuming a moment per Fe atom of
2.2 μB), compatible with the maximum saturation moment determined at 300 K
for each sample/fluence.

B. SQUID magnetometry at room temperature

For all samples, a small hysteresis could be resolved at room temper-
ature, for some of the annealing stages. Figure 4 compiles the saturation
moment μsat for the three fluences, as a function of annealing tempera-
ture, obtained from the linear fit to the 300 K magnetization data at high
fields (1–2 T). The saturation moment remains consistently below 5×10−7

emu and appears to increase with annealing temperature. Because there is
no correlation with implanted fluence and since the same type of residual
hystereses are observed in unimplanted control samples2, we attribute this
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effect to small ferromagnetic contamination. The apparent increase in satu-
ration moment with annealing temperature (Fig. 4) is simply a consequence
of the increase in number of processing steps, i.e. increasing number of po-
tentially contaminating events. In any case, we can not exclude that some
residual ferromagnetic moment arises from intrinsic ferromagnetism associ-
ated with the Fe doping or other beam induced defects. Based on the maxi-
mum saturation value for each fluence, Table I lists the maximum ferromag-
netic moment per Fe atom for each implanted fluence. Ferromagnetic-like
behavior can also be observed if a fraction of the implanted Fe precipitates
in superparamagnetic α-Fe clusters, as demonstrated by Zhou et al..8–11

Table I also lists the maximum fraction of precipitated Fe, assuming that
all the ferromagnetic-like moment originates from α-Fe clusters with a mo-
ment per Fe atom of 2.2 μB (of bulk α-Fe). Note that the higher fraction
for the lower fluence sample is merely a consequence of dividing a similar
saturation moment by a much smaller number of atoms. Since the fraction
of Fe atoms in clusters increases with Fe concentration,10 one can conclude
that the maximum fraction of clustered Fe in our samples is given by the
value obtained for the highest fluence, i.e. less than 1%.

C. Impurity lattice site location using β− emission channeling

Figure 5 (a)-(d) shows the experimental emission patterns along the
[0001], [1̄102], [1̄101] and [2̄113] directions of sample S1 following 300◦C
annealing. Figure 5 (e)-(h) shows the best fits of the corresponding theo-
retical yields, obtained by varying the fraction of Fe on substitutional SZn
sites (best fit for a fraction of 77(5)%) and varying its rms displacement
u1 from the ideal SZn site (best fit for u1 = 0.08(1) Å). The remaining Fe
fraction contributes with an isotropic emission yield, and is discussed next.
Figure 6 compiles the fit results for the different fluences and annealing
stages: the fractions of Fe impurities in SZn are plotted in Fig. 6 (a) and
the corresponding rms displacements u1 in Fig. 6 (b).

1. Random fraction.

The random fractions are virtually independent of annealing tempera-
ture and increase with implanted fluence. They correspond to Fe atoms
which are located either in (1) crystalline secondary phases which are not
coherent with the host structure, or in (2) highly disordered regions. Based
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FIG. 5: (a)-(d) Normalized experimental emission patterns along the [0001], [1̄102],
[1̄101] and [2̄113] directions of sample S1 (1× 1015 cm−2) following 300◦C anneal-
ing. (e)-(h) Corresponding best fits of theoretical yields, obtained by varying the
fraction of Fe on substitutional SZn sites (best fit for a fraction of 77(5)%) and
varying its rms displacement u1 from the ideal SZn site (best fit for u1 = 0.08(1) Å).

on the work of Zhou et al., case (1) would correspond to metallic α-Fe
nanoclusters. However, these can be excluded based on the SQUID mea-
surements at room temperature (maximum Fe fractions in α-Fe nanoclus-
ters is below 1%). We interpret the observed random fraction as case (2),
i.e. Fe impurities located in highly disordered (or even amorphous) regions.
Because the random Fe fractions are very small and do not induce measur-
able ferromagnetism, their (potentially) magnetic behavior is assumed in
the remainder of this article to be negligeble compared to the net magnetic
moment of the substitional Fe fraction. Note that the random fractions
may even be somewhat overestimated, as a result of enhanced electron
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FIG. 6: (a) Fractions of 59Fe impurities in Zn substitutional (SZn) sites and (b)
the corresponding rms displacements u1 obtained from fitting the experimental
patterns with theoretical ones, as described in the text (the dashed line indicates
the thermal vibration amplitude of the Zn atoms in the lattice).

dechanneling due to beam-induced lattice disorder.40–43

2. Substitutional Fe.

The substitutional fraction consists of Fe atoms occupying sites which
are aligned with the Zn sublattice along the four measured directions. These
sites can either be (1) true Zn sites in the ZnO wurtzite structure or (2) Fe
sites in a secondary phase crystallite which are aligned with the Zn sublat-
tice of the host ZnO structure. Even though the crystallites of the spinel
ferrite ZnFe2O4 identified by Zhou et al.9,10 can be crystallographically
aligned with the ZnO wurtzite structure, the Fe sublattice in such struc-
tures is not coherent with the Zn sublattice in the host ZnO matrix. Hence,
we are left with case (1). However, occupying nearly ideal Zn sites in the
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ZnO wurtzite structure does not necessarily mean that the Fe is randomly
distributed. From the EC results, one can only conclude that the majority
of the Fe impurities are located in the cation sites of a wurtzite alloy of
formula FexZn1−xO; x may vary locally along the lateral dimensions of the
implanted layer, creating Fe-rich and Fe-poor regions. Such aggregation
effects are limited by the mobility of the Fe impurities; although randomly
incorporated in the crystal during implantation, they may become mo-
bile and aggregate at sufficiently high annealing temperatures. Because
aggregation implies a decrease of the average minimum distance between
neighboring Fe impurities, it enhances the magnetic interactions between
the Fe localized moments. Emission channeling is however unable to probe
the uniformity of the Fe distribution. Aggregation is discussed in detail
next, based on the magnetometry measurements. However, before analyz-
ing the magnetism in more detail, it is worth discussing the fluence and
temperature dependence of u1. The rms displacement u1, obtained from
fitting the EC patterns, can in principle be divided in two components: the
thermal vibration amplitude of Fe impurities in Zn sites, which is expected
to be similar to that of the Zn atoms (u1(Zn) = 0.08 Å)52, and static dis-
placements from the ideal Zn sites. Such static displacements can result
from (1) local relaxation due to the size and electronegativity mismatch
between Fe and Zn, (2) strain-related or direct Coulomb interactions with
neighboring point defects (i.e. impurity-defect complexes such as Zn or
O vacancies), or (3) disorder induced by extended defects, which locally
“bend” the atomic rows and planes. If the impurity-defect structure (2) is
well defined and has few equivalent geometries, it may be resolved by EC as
a static displacement from the substitutional site along a well defined crys-
tallographic direction. Otherwise, the ensemble of substitutional impurities
describes a distribution of displacement direction and amplitude, which can
be satisfactorily described by an isotropic rms displacement, which adds to
the thermal vibration amplitude. We consider this to be the case in our
data, as we were unable to identify a preferential direction of displacement,
even though several possibilities were tested, including for example static
displacements towards the O or Zn nearest neighbors. The fitted u1 values,
plotted in Fig. 6, show that the degree of displacement from ideal Zn sites,
and thus the disorder in the vicinity of the Fe impurities, increases with flu-
ence, as expected and as observed in the RBS/C data. More importantly,
it shows that the disorder in the close vicinity of the Fe impurities anneals
only between 600◦C and 800◦C, as u1 decreases to the thermal vibration
amplitude, which is consistent with our previous emission channeling ex-



240
Art. IX: Paramagnetism and antiferromagnetic interactions in phase-pure

Fe-implanted ZnO

periments on low fluence Fe-implanted ZnO.44 Combining with the RBS/C
results above, this provides a quite detailed insight in the overall damage
accumulation and annealing in the EOR region. Thermal annealing up to
600◦C efficiently anneals the damage in the region between the Fe EOR
and the surface, as shown by the RBS/C data in Fig. 3. However, most of
the damage in the EOR region persists, most likely because it is stabilized
by the impurity-defect complexes involving the Fe impurities and native
point defects created during implantation, displacing the Fe atoms from
the ideal Zn sites and thus explaining the u1 values significantly above the
thermal vibration amplitude of Zn in ZnO. According to the extensive work
of Weyer et al. using Mössbauer spectroscopy,53–55 these impurity-defect
complexes are most likely Zn-vacancy related, which is supported by EPR
measurements.56 This damage is only annealed between 600◦C and 800◦C,
as the complexes dissociate allowing the lattice defects to diffuse away from
the Fe impurities. This is consistent with Fig. 3, where the disorder asso-
ciated with the Zn sublattice (which can be attributed to local relaxation
of the lattice in the vicinity of the Zn vacancies) appears to diffuse to
the surface between 600◦C and 800◦C. For sample S10 (1 × 1016 cm−2),
the large error bars make it unclear if the rms displacements decreased or
not between 600◦C and 800◦C [Fig. 6 (b)]. In any case, it appears that
more extended defects (with higher thermal stability) are created in sam-
ple S10. This would explain the lower quality of its EC spectra (which
results in larger error bars in both the SZn fractions and u1) and the higher
bulk χmin even after 900◦C. It is also consistent with previous studies on
damage accumulation in Au-implanted ZnO,51 where it is observed that
implantation fluences of the order of 1×1015 cm−2 lead to the formation of
point defect clusters and extended planar defects parallel to the basal plane
of the ZnO wurtzite structure (in our case, such defect structures form at
higher fluences, > 5× 1015 cm−2, because of the lower mass of Fe).

D. Low temperature magnetization and correlation with the struc-
tural characterization

Let us start by summarizing the main findings so far:

1. The analysis of the emission channeling data shows that the large
majority of Fe impurities occupy Zn sites in the ZnO wurtzite struc-
ture, i.e. the implanted layer consists of a singlecrystalline wurtzite
alloy of formula FexZn1−xO where x may or may not vary across the
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samples’s lateral dimensions.

2. The absence of measurable room temperature ferromagnetism (or
superparamagnetism) shows that the remaining Fe impurities, the
random fraction in the EC data, can not be attributed to known
secondary phases in Fe-implanted ZnO, i.e. metallic α-Fe or the
spinel ferrite ZnFe2O4.

3. The analysis of the RBS/C data shows that thermal annealing allows
to tune the degree of disorder in the FexZn1−xO layers from dense
damage profiles down to a nearly fully recovered structure. Combin-
ing the RBS/C and the EC results, we conclude that point-like native
defects created by implantation form impurity-defect complexes with
the Fe impurities. Thermal annealing at 700◦C and above induced
the dissociation of these complexes allowing for the native defects to
diffuse towards the surface.

4. The single-crystalline wurtzite alloy FexZn1−xO does not display high
temperature ferromagnetism in a wide range of beam-induced defect
density.

Two major questions remain unanswered:

1. If not high temperature ferromagnetism, what is the magnetic be-
havior of wurtzite FexZn1−xO and how does it depend on the density
of lattice defects?

2. How does thermal annealing affect the uniformity of x in FexZn1−xO?

Addressing question (2) experimentally and directly is extremely chal-
lenging. Fortunately, as we show next, addressing question (1) indirectly
addresses (2). In order to answer (1) we will focus on sample S5 (5× 1015

cm−2) for the following reasons. As we show below, the large number of
paramagnetic impurities in the ZnO substrates (relative to the number of
implanted Fe ions) dominates the magnetic signal of sample S1 (1 × 1015

cm−2), thus precluding a detailed analysis. On the other hand, from the
EC data of sample S10 (1 × 1016 cm−2), it can not be determined beyond
doubt if the damage is completely annealed in the vicinity of the Fe im-
purities, making sample S10 less suitable for investigating possible changes
in magnetic behavior upon dissociation of the impurity-defect complexes.
In addition, if the Fe impurities do aggregate, this should occur at lower
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FIG. 7: (a) Isothermal M-H (magnetic moment μ as a function of applied field
H) data of sample S5 prior to implantation at 2 K, 3 K, 4 K, 5 K, 10 K and 300
K. (b) Data subtracted of the diamagnetic component determined from the 300 K
data. (c) Brillouin-like component and corresponding fit, according to the model
described in the text.

annealing temperatures in S10 due to the higher Fe concentration, which
makes it more difficult to separate the effects of defect annealing and Fe
aggregation on the magnetic behavior.

In the following, we analyze the magnetometry data of sample S5 at
low temperatures, focusing on the relevant processing stages: prior to im-
plantation, in order to characterize the magnetic background of the ZnO
substrate; as-implanted, when the uniformity of the Fe distribution should
be maximum; after 500◦C annealing, when most of the damage which does
not overlap with the Fe profile has been removed; and after 700◦C anneal-
ing, when most of the defects which more directly interact with the Fe
impurities have been removed.

1. Unimplanted sample

Figure 7 (a) shows the isothermal M-H (magnetic moment μ as a func-
tion of applied field H) data of sample S5 prior to implantation at several
temperatures from 2 K to 300 K. The non-linear component of the M-H
curves at low temperatures is revealed [Fig. 7 (b)] after subtracting the
(negative) linear component at 300 K estimated from the linear fit of the
high field range (2-5 T). The shape of these curves suggests a Brillouin-
like paramagnetic behavior superimposed on a small negative slope. The
Brillouin-like component can be attributed to paramagnetic impurities,
most likely transition metal impurities incorporated in the ppm range dur-
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ing hydrothermal growth.57 The negative slope at low temperature can be
explained by a decreasing van Vleck susceptibility (paramagnetic) of the
ZnO substrate with decreasing temperature (from 300 K to ≤ 10K), due
to the temperature dependence of the ZnO bandgap Eg. This has been
observed in a number of semiconductor materials and is discussed in some
detail in Ref. 58 for GaAs substrates. The low temperature data can then
be fitted using the Ansatz

μ(H,T ) = μBrill(H,T ) + ΔμvV(H,T ) , (1)

where μBrill is the Brillouin-like magnetic moment of the paramagnetic im-
purities and ΔμvV accounts for the variation of the van Vleck paramagnetic
susceptibility of the ZnO substrate. The Brillouin-like component can be
expressed as

μBrill(H,T ) = NgJμBBJ(x) , (x ≡ gJμBH

kBT
) , (2)

where N is the number of paramagnetic impurities, g is the Landé g fac-
tor, J is the total angular momentum quantum number and BJ(x) is the
Brillouin function

BJ(x) =
2J + 1

2J
coth

(
2J + 1

2J
x

)
− 1

2J
coth

(
1

2J
x

)
. (3)

Assuming that the orbital momentum L is fully quenched (L = 0), which
we show below to be a good approximation in this case, J is given by the
spin quantum number S (J = S) and g = 2.00. To a first approximation,
we can assume that the van Vleck paramagnetic susceptibility varies very
little from 10 K to 2 K, so that ΔμvV can be taken as

ΔμvV(H,T ) = ΔχvV H , (4)

where ΔχvV is temperature and field independent. Figure 7 (c) shows
the data in (b) and the fit using the described Ansatz, with S, N and
ΔχvV as free parameters. Using the parameters determined from the fit,
the data in (c) have also been compensated for the Brillouin component
at 300 K (almost linear), which had been subtracted in (b) together with
the diamagnetic component. The best fit reproduces the data remarkably
well, with S = 2.6(2), N = 3.11(3) (i.e. a concentration of 4× 1016 cm−3)
and ΔχvV corresponding to about 1% of the diamagnetic susceptibility at
300 K. The Brillouin component is consistent with Fe3+ (d5 S = 5/2), a
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well known impurity in hydrothermally grown ZnO,59 including the crystals
grown by CrysTec GmbH.57 The small ΔχvV is consistent with the expected
small temperature dependence of the van Vleck paramagnetic susceptibility.
Note that all the data are fitted simultaneously, i.e. the same N , S and
ΔχvV values are optimized simultaneously for the different temperatures.

The derivation of the Brillouin function does not take into account
anisotropic crystal fields. In wurtzite materials like ZnO, substitutional
impurities are subject to a trigonal crystal field. Via the spin-orbit inter-
action, this anisotropic crystal field induces a strong magnetic anisotropy,
which can be described by a zero-field splitting of the fundamental state
and by an anisotropic effective g-factor in an effective spin Hamiltonian Hs

of the form

Hs = μBg‖HzSz + μBg⊥(HxSx +HySy) +DS2
z , (5)

where S is the spin quantum number andD describes the zero-field splitting
and g‖ and g⊥ are the effective g-factors for directions of magnetic field
parallel and perpendicular to the wurtzite c-axis, respectively. Therefore,
in general, the μ(H,T ) behavior of paramagnetic impurities in the crystal
field of the ZnO wurtzite lattice can not be correctly reproduced by the
Brillouin function. The fact that it does in our case shows that the zero-field
splitting constant for this particular impurity in ZnO is very small. This is
typically the case for S = 5/2 moments (e.g. D = −0.0074 meV for Fe3+

d5 in ZnO,60 D = −0.0027 meV for Mn2+ d5 in ZnO61 and D = −0.0093
meV for Mn2+ d5 in GaN62), which is consistent with the fitted S.

Because the implantation affects only a very thin layer of less than
1/1000 of the whole substrate thickness, this background can be taken
as unchanged after implantation, allowing us to isolate the magnetization
associated with the implanted Fe impurities and beam induced defects.

2. As-implanted sample

Figure 8 (a) shows the low temperature M-H curves of sample S5 in the
as-implanted state, subtracted of the diamagnetic susceptibility at 300 K.
Fitting the data with the same Ansatz (1) gives a reasonable agreement
[Fig. 8 (b)]. To be more precise, the data are fitted to a sum of two terms
of the form of (1). For one of them, the parameters N , S and ΔχvV are
set (i.e. fixed) to those obtained for the unimplanted sample, so that the
free N , S and ΔχvV parameters of the second term describe the implanted
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FIG. 8: (a) Isothermal M-H data of sample S5, in the as-implanted state, at 2 K, 5
K and 10 K corrected for the dimagnetic susceptibility at 300 K. (b) Brillouin-like
component of the experimental data and corresponding theoretical fits according
to the model described in the text. The best fit is obtained for S = 5/2, with
ΔχvV (eq. (4)) taken as temperature independent (dashed line) or temperature
dependent (solid line). The arrow indicates the region of poor fit even when ΔχvV

is allowed to vary.

layer. The agreement is improved by allowing ΔχvV to be temperature
dependent, which is implemented in the fitting as follows. First, the 2 K
M-H curve, which carries more “information” as it provides a wider range
of H/T (and thus of x in eq. (2)), is fitted with the Ansatz (1) with N ,
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S and ΔχvV as free parameters. The M-H curves for 5 K and 10 K are
then fitted separately, fixing the N and S values determined from the 2
K M-H, and varying only ΔχvV. Figure 8 (b) compares the experimental
data to the best fit, both of which have been compensated for the Brillouin
component (linear) at 300 K, which had been subtracted in (a) together
with the diamagnetic component. The agreement is again remarkably good,
supporting the existence of two types of paramagnetism: Brillouin-like and
van Vleck-like.

Brillouin-like component. The best fit is obtained for S = 2.5(1), i.e.
S = 5/2 within the error, which is the expected behavior for the
implanted Fe if it is incorporated as Fe3+ d5. The zero-field splitting
D for Fe3+ d5 is sufficiently small (-0.0074 meV)60 for the Brillouin
function to be a good approximation. Although 2+ is the “neu-
tral” charge state of Fe impurities substituting group-II Zn in ZnO,
a 3+ charge state is favored in the following conditions: (1) if the
Fermi level is close enough to the valence band so that the 3+/2+
transition level at EC − 1.4 eV63 is ionized; (2) by direct charge
transfer from neighboring acceptor defects. It has been suggested,
based on Mössbauer experiments, that Fe impurities in impurity-
defect complexes with Zn vacancies created during Fe implantation
are indeed in the 3+ charge state.53–55 This is also supported by EPR
measurements,56 and is consistent with our RBS/C and EC results
discussed above, which also indicate the formation of such complexes.

The small deviations from the Brillouin fit [arrow in Fig. 8 (b)] can
be attributed to a small fraction of the implanted Fe impurities in the
2+ charge state. In principle one could attempt to incorporate such
a fraction in the fit. However, D, g‖ and g⊥ [eq. (5)] are unknown
for Fe2+ in ZnO, thus introducing too many free parameters in the
fit. For Fe2+ in GaN, in principle a very similar case, D = 0.27 meV
eV,64 i.e. sufficiently high to induce the observed deviations from
Brillouin behavior in [Fig. 8 (b)].

Another important observation concerns the fitted number of para-
magnetic centers N = 5.6(4) × 1014, i.e. only about 45% of the
number of implanted Fe impurities. The decreased N can in part be
attributed to fitting the data with a high spin Fe3+ d5 (S = 5/2),
when a fraction may in fact be Fe2+ d6 (S = 2). In addition, it is
possible that the magnetic moment of Fe impurities in highly dam-
aged regions (the random fraction in EC, i.e. 16% of the implanted
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Fe) may be quenched. However, even these two effects combined
are insufficient to explain the “missing” 55% of the Fe impurities.
There must exist another source of Fe moment quenching: mutual
compensation of the magnetic moment of neighboring Fe impuri-
ties due to the antiparallel alignement of their spins, imposed by
strong nearest-cation-neighbor antiferromagnetic interactions. Even
if the Fe impurities are randomly incorporated in Zn sites in ZnO
upon implantation, there is a finite fraction that occupies nearest-
cation-neighbor sites: 34% according to the Behringer equation65

with x = xp. If the mgnetic interaction between neighboring Fe
moments is antiferromagnetic, the resulting antiparallel alignment
of their spins renders this fraction “invisible” in the magnetization
data. A similar moment-quenching effect has been observed in other
DMS systems, e.g. Co-doped ZnO24,25 and Cr-doped GaN.30

van Vleck-like component. There is an important observation, inde-
pendent of any fitting, which we did not mention so far: the total
magnetic moment at 2 K and 5 T [Fig. 8 (a)] of 7.1 × 10−5 emu, is
larger than that expected from the Fe impurities even if all would
contribute with the maximum spin-only value of 5 μB (5.8 × 10−5

emu in total). It is even more so, as the curve seems to be far from
saturation. There is then an additional contribution from param-
agnetic defects in the implanted layer other than the Fe impurities.
The fitting presented above indicates that it can be described by a
van Vleck-like paramagnetic susceptibility, of the form

χvV(T ) =
μvV(H,T )

H
= χvV(300 K) + ΔχvV(T ) . (6)

We attribute this Vleck-like paramagnetic component to native de-
fects created during implantation, which is further supported as we
analyze the changes induced by annealing, below. The temperature
dependence of ΔχvV is shown in Fig. 10. ΔμvV decreases with tem-
perature, i.e. this van Vleck susceptibility component decreases with
increasing temperature, which is the opposite to what was observed
above for van Vleck susceptibility of the substrate (due to the tem-
perature dependence of the bandgap), and supports their distinct
origins (one, the perfect crystal, and the other, the beam-induced
damage). Note that it is very difficult to estimate the absolute mag-
nitude of either van Vleck susceptibilities, since it is virtually im-
possible to separate it from the purely (Langevin-like) diamagnetic
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FIG. 9: Brillouin-like component of the isothermal M-H data at 2 K, 5 K and 10
K of sample S5 and corresponding theoretical fits (models described in the text):
(a) following 500◦C; (b) following 700◦C.

susceptibility solely based on our data. The theoretical description
of such defect-related van Vleck paramagnetism and its temperature
dependence is however beyond the scope of this work.

3. Following 500◦C annealing

Following 500◦C annealing, the M-H data are still relatively well re-
produced by the model above [Fig. 9 (a)], though clearly not as well as
for the as-implanted state. Compared to the as-implanted state, the fit-



Art. IX: Paramagnetism and antiferromagnetic interactions in phase-pure
Fe-implanted ZnO 249

FIG. 10: Measurement temperature and annealing temperature dependence of
ΔχvV (eq. (4)), obtained from fitting the low temperature M-H data of sample
S5.

ted S = 2.4(6) remains unchanged within the error, and N decreases to
3.6(6) × 1014. This indicates that one or both of the following modifica-
tions occurred upon annealing: (1) part of the Fe3+ fraction was converted
to Fe2+ due to partial annealing of defects; (2) part of the isolated (mag-
netically active) Fe impurities suffered short range diffusion and formed
pairs or larger complexes with other Fe impurities (thus contributing with
a vanishingly small moment). As we show below, the analysis of the data
corresponding to the next annealing step, indicates that, in fact, both (1)
and (2) occurred. Note that also the van Vleck component decreased with
annealing (Fig. 10), which is consistent with the decrease in defect density
as probed by RBS/C.

4. Following 700 ◦C annealing

Something fundamentally different (at least apparently) occurs with
700◦C annealing. Fitting the data with the same model as for the previous
annealing step, i.e. with only one S value for the implanted Fe compo-
nent, gives S = 5.8(4), i.e. more than double than the maximum spin only
value of 5/2 for a 3d moment. This indicates the formation of sufficiently
large complexes, where although antiferromagnetic interactions dominate,
frustration effects or uncompensated spins in the boundaries of these small
complexes result in a nonvanishing net moment. Although it can hardly
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be expected that the Brillouin function would correctly describe the be-
havior of such a complex system, it is worthwhile attempting to extract
more information from the data, by allowing two Brillouin-like fractions
with the corresponding N , N2, S and S2 free parameters, in addition to
ΔχvV. Figure 9 (b) compares the experimental data to the best fit obtained
using a similar approach to the previous annealing stages but introducing
the second Brillouin component with the corresponding N2 and S2 param-
eters free at all temperatures. The best fit of the 2 K data is obtained for
S = 1.8(7) and S2 = 9(3). For the 5 K and 10 K data, the best fit S2 values
vary considerably, up to S = 70(15), showing that the large-S fraction is in
fact very poorly described by the Brillouin function. Nevertheless, the fit
supports that part of the Fe impurities did aggregate in larger complexes.
In fact, this can be inferred independently of any fit from the increase in
low-field susceptibility (dashed rectangle in Fig. 9) without an increase in
saturation moment of the Brillouin-like component. In addition, the de-
crease of the small-S component from S ≈ 5/2 (in the previous annealing
steps) to S ≈ 2, suggests that the isolated Fe3+ d5 (S = 5/2) fraction was
largely converted to Fe2+ d6 (S = 2). Note that although the Brillouin
function is likely not the best approximation for the magnetization of Fe2+

d6 (S = 2) moments (with non-negligible zero-field splitting constant D), it
is sufficient to indicate that the moment per isolated Fe impurity decreases
upon annealing, using very few free parameters in the fit, which can be
interpreted as Fe3+ being converted to Fe2+.

Regarding the van Vleck component, it nearly vanishes after 700◦C an-
nealing (Fig. 10), consistent with further damage recovery. This is also
discussed in more detail below.

IV. DISCUSSION

A. Paramagnetic Fe fraction

Table II compiles the best fit parameters of the Brillouin component of
the low temperature M-H data. Combined with the structural characteri-
zation and based on the discussion above, the following interpretation can
be extracted regarding the Brillouin component.
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N N2
S

[×1014]
S2

[×1014]

as implanted 2.5(1) 5.6(4) - -

500◦C annealed 2.4(6) 3.6(6) - -

700◦C annealed 1.8(7) 1.8(7) 9(3) 0.2(1)

TABLE II: Best fit parameters of the Brillouin component of the low temperature
M-H data of sample S5, obtained using the models described in the text.

1. As implanted at room temperature

Upon implantation, the vast majority of the Fe impurities are more or
less randomly incorporated in Zn substitutional sites. A small fraction of
these may be isolated from other defects, assuming the 2+ charge state
and a d6 (S = 2) paramagnetic moment. The majority, on the other
hand, forms impurity-defect complexes with neighboring native point de-
fects, most likely Zn vacancies (acceptors), assuming a 3+ charge state
and a d5 (S = 5/2) paramagnetic moment. The zero-field splitting con-
stant of Fe3+ d5 (S = 5/2) is sufficiently small (D = −0.007 meV)60 for
the Brillouin function to be a good approximation of the magnetization
data. The formation of such complexes upon high fluence implantation,
and the resulting 3+ charge state of the Fe impurities has been established
by the Mössbauer experiments of Weyer et al.. The perturbation induced
by the neighboring native defects on the crystal field is extremely small (of
the order of 10−6 meV56), so that its effect on the magnetization can be
neglected.

2. Following annealing at moderate temperatures

Thermal annealing at moderate temperatures (∼ 500◦C) has two par-
allel effects on the paramagnetic Fe impurities: (i) thermally activated
dissociation of part of the impurity-defect complexes, converting the Fe3+

d5 (S = 3/2) impurities in such complexes to isolated and uncompensated
Fe2+ d6 (S = 2); (ii) the increased mobility of the Fe impurities at mod-
erated temperatures allows for part of the Fe impurities to diffuse across
short distances and form cation-substitutional Fe-Fe dimers. Based on the
decrease in N from 5.6(4) × 1014 to 3.6(6) × 1014, we can estimate that
about one third of the isolated Fe impurities are converted to small com-
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plexes, where strong nearest-cation-neighbor antiferromagnetic interactions
impose the antiparallel alignment of the Fe spins, resulting in a vanishingly
small net magnetic moment per complex. As mentioned above, a similar
moment-quenching effect has been observed in other DMS systems, e.g. Co-
doped ZnO24,25 and Cr-doped GaN.30 The dissociation effect (1) is difficult
to quantify based on our magnetization data, but has been observed at
similar temperatures in ion implanted Fe in ZnO.53 Note that it is conceiv-
able that effect (1) and (2) are correlated, i.e. that the Fe3+ impurities are
immobilized in impurity-defect complexes at low temperatures, and that it
is the dissociation of these complexes at higher temperatures which allows
for the Fe impurities to diffuse and form the Fe-Fe dimers.

3. Following high temperature annealing

Thermal annealing at higher temperatures (∼ 700◦C) accelerates both
(thermally activated) processes (i) and (ii). The isolated Fe fraction is
mostly converted to Fe2+ (by impurity-defect complex dissociation) and
decreases in number (N) (by Fe aggregation and resulting magnetic com-
pensation), corresponding to about a third of that in the as-implanted
state. However, unlike after 500◦C annealing, the decrease in the isolated
fraction can not be attributed to dimer formation only. A high-spin frac-
tion also appears (with S2 and N2), corresponding to about 40% of the
Fe-related magnetization, which we attribute to Fe aggregates larger than
dimers (i.e. with more than two Fe atoms per complex). These aggregates
can be regarded as regions of the FexZn1−xO layer where x is significantly
larger than xp and approches 1. In such regions, strong nearest-cation-
neighbor antiferromagnetic interactions favor the antiparallel alignement
of the Fe spins. However, frustration effects and uncompensated spins, due
to the lack of translation symmetry (random Zn/Fe cation-site occupation)
of such structures as well as their finite size, result in a nonvanishing net
moment per complex, probably describing very broad distributions in size
and moment per aggregate.

B. Fe aggregation and segregation mechanisms

Based on the combination of the RBS/C, EC and magnetization re-
sults, we have excluded the formation of significant fractions (above a few
%) of any magnetic secondary phase, from the as-implanted state up to
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900◦C annealing. This appears to contradict the work of Zhou et al.,10

where, for similar Fe concentrations, significant fractions of the implanted
Fe impurities segregate in (1) metallic α-Fe nanoprecipitates at process-
ing temperature of about 500–800◦C, and in (2) spinel ferrite ZnFe2O4

nanoprecipitates at processing temperatures above ∼ 800◦C. Instead, in
our samples, thermal annealing simply promotes aggregation in Fe-rich re-
gions, i.e. the host’s wurtzite structure is maintained and x varies locally
across the FexZn1−xO implanted layer.

We attribute the difference in Fe aggregation and segregation processes
to different defect accumulation mechanisms, which in addition may also
explain the discrepancy in the observed dependency of charge state upon
implantation and annealing. In Ref. 10, for implantation near-room-
temperature (as in the present work) the majority of the impurities tend to
be incorporated as Fe2+ and be converted to Fe3+ upon annealing, which
is the opposite of what Weyer et al. have observed for lower fluences,53–55

and of what we infer from our magnetization data. In our case (and in the
work of Weyer et al.,53–55 although at lower fluences), defect accumulation
is dominated by point-like defects. The formation of extended defects and
highly disordered regions in our sample, at least in the Fe range region,
was minimal, as evidenced by the nearly full recovery of crystallinity at
relatively low annealing temperatures (compared to the temperatures re-
quired to anneal extended defects). However, if the implantation conditions
are such that the damage accumulation is dominated by the formation of
extended defects, as we suggest to be the case in Ref. 10, significant vol-
umes of the implanted layer may be rendered nearly amorphous. In such
regions, it is possible that Fe takes a 2+ charge state thus explaining the
charge state discrepancy. At moderate temperatures (500–800◦C), the mo-
bility of Fe impurities in such regions allows for their aggregation. However,
because the crystallinity is strongly decreased in those regions, it may be
energetically favorable for the Fe impurities to precipitate into α-Fe, in-
stead of forming wurtzite FexZn1−xO. This can be pictured as resulting
from the lack of an epitaxial ZnO “template” for the formation of wurtzite
FexZn1−xO in those regions. From this stage on, the phase evolution must
certainly differ. In our case, the Fe impurities are “blocked” in a (highly
crystalline and energetically favorable) wurtzite FexZn1−xO phase, coher-
ent with the ZnO host and thermally stable at least up to 900◦C. In the
case of Refs. 9 and 10, where α-Fe has formed, increasing the annealing
temperatures leads to the oxidation of those metallic clusters and, at even
higher temperatures and sufficiently long annealing treatments, these oxide



254
Art. IX: Paramagnetism and antiferromagnetic interactions in phase-pure

Fe-implanted ZnO

clusters are converted into spinel ZnFe2O4.
This picture of disorder-limited or disorder-driven Fe aggregation and

phase segregation is strongly supported by the work of Zhou et al.. They
have shown that annealing the ZnO substrates prior to implantation may
suppress the formation of α-Fe clusters, which occurs in non-preannealed
samples. Based on our discussion of the previous paragraph, this can be
explained as follows. Preannealing of the substrates removes some types
of extended defects in the near surface region (< 1 μm) which would oth-
erwise act as nucleation centers for the highly disordered regions, under
the implantation conditions in Refs. 8–11. In our case, although the im-
plantations were carried out without preannealing of the substrates, many
factors may still determine a different damage accumulation mechanism
in our samples, including a possibly different defect microstructure of the
purchased substrates and different implantation conditions (implantation
temperature, energy, angle, fluence rate, etc.).

C. Van Vleck-like paramagnetism associated with beam-induced
damage

The constant ΔχvV [eq. (4)], at 2 K, is plotted in Fig. 11 as a func-
tion of annealing temperature, normalized to its maximum value in the
as implanted state. In an attempt to identify from which type (or re-
gion) of defects the van Vleck paramagnetic component originates, Fig. 11
compares ΔχvV to the bulk and surface χmin as well as number of Fe3+

(N in the Brillouin-like fits above), which is in principle a measure of the
number of lattice defects involved in the Fe3+-defect complexes. All data
sets overlap within experimental error, which is quite remarkable consider-
ing that very different quantities are compared. However, though strongly
supporting the defect-related origin of this van Vleck-like paramagnetism,
this comparison is unable to discern which of the defect component(s) is
involved.

D. Magnetic interactions in the phase-pure region of the phase di-
agram

The main finding of this study is that, while isolated Fe moments in
wurtzite FexZn1−xO (i.e. for locally small x) are paramagnetic, strong an-
tiferromagnetic interactions between nearest-cation-neighbors Fe impurities
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FIG. 11: Annealing temperature dependence of the constant associated with the
van Vleck paramagnetic susceptibility [ΔχvV in eq. (4)] determined at 2 K, com-
pared to the quantities that most directly measure the densities of the varies types
(or regions) of defects which may originate it: bulk and surface χmin as well as
the number N of Fe3+ impurities (N in the Brillouin-like fits, i.e. a measure
of the amount of defects involved in the Fe3+-defect complexes). All values are
normalized to the respective maximum value, in the as-implanted state.

(i.e. for x → 1 locally) favor the antiparallel alignment of their moments.
This is essentially the same behavior as for Co impurities,24,25,28,29 which
is consistent with the antiferromagnetic nature of the corresponding oxides
FeO and CoO, with Néel temperatures of 198 K and 291 K,66 respectively.
This indicates that the magnetic interactions between the localized 3d mo-
ments of the Fe impurities result from indirect superexchange via the O 2p
band, not from ferromagnetic p-d Zener exchange.16 However, this is not
surprising since, unlike Mn in GaAs and InAs, Fe does not introduce the
p-holes required to mediate p-d Zener exchange.

As an alternative to p-d Zener exchange, high-temperature ferromag-
netism in wide-gap DMS materials has also been predicted on the basis
of bound magnetic polaron (BMP) models.32 Here, the magnetic moments
interact via electrons of an impurity band associated with lattice defects, as
those created during implantation. Since these defect electrons occupy large
orbits, each defect can interact with several dopant moments and form a
magnetic polaron; the percolation of such polarons may establish ferromag-
netic order between the localized moments. However, even though we have
considerably varied the density of beam-induced defects in the FexZn1−xO
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layers, we did not observe ferromagnetic order down to 2 K. This inabil-
ity to induce ferromagnetic order can probably be extended to any type
of lattice defects, since the exchange energy density necessary to produce
high-temperature ferromagnetism with a few % of transition-metal doping
corresponds to a magnetic exchange much stronger than that observed in
the strongest known ferromagnetic materials.33

It thus appears that for high-temperature ferromagnetism to be achieved
in these materials, a different mechanism should be explored that does not
rely on ordered 3d local moments and Heisenberg-type exchange as in p-d
Zener exchange and BMP models. Very recently a different type of model
has been proposed that seems to offer exactly that. The charge-transfer
ferromagnetism (CTF) model33 relies on Stoner-type ferromagnetism. It
requires two distinct types of defects, one that creates a narrow impurity
band and another to play the role of charge reservoir. If both types of de-
fects are present, electrons can be transfered to or from the reservoir until
the filling level of the impurity band satisfies the spontaneous spin-split cri-
terion. In dilute magnetic semiconductors, the impurity band can originate,
for example, from grain boundaries or beam-induced defects, while mixed-
valency impurities may behave as charge reservoirs. However, although Fe
and other 3d transition metals have more than one charge state within the
ZnO band-gap, the types of defects produced during implantation appear
not to satisfy the stringent requirements for the role of impurity-band.

V. CONCLUSIONS

In summary, based on a combined magnetic and structural characteriza-
tion, we have studied the magnetic behavior of phase pure FexZn1−xO pre-
pared by ion implantation. We have shown that isolated Fe impurities, oc-
cupying Zn substitutional sites, behave as localized paramagnetic moments
down to 2 K, irrespective of Fe concentration and the density of beam-
induced defects. With increasing local concentration of Zn-substitutional
Fe, strong nearest-cation-neighbor antiferromagnetic interactions favor the
antiparallel alignment of the localized Fe moments, resulting in an efficient
moment-quenching.

Together with recent comprehensive studies on transition-metal doped
ZnO and other wide-gap semiconductors such as GaN, our results indicate
that Heisenberg-type exchange mechanisms, such as p-d Zener and bound
magnetic polaron (BMP) models, do not produce high temperature ferro-
magnetism in wide-gap semiconductors. This is turn supports the view
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that the high temperature ferromagnetism often oberved in wide-gap DMS
materials is not intrinsic.
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4.5 Discussion

This section is devoted to a more global discussion of the results. The
aim is not to repeat what has been discussed and concluded in the vari-
ous articles of the previous sections, but to give an overview of what can
be learned by bringing together results from the research aiming at those
(other) independent questions. The section starts with a comparison be-
tween the lattice location of transition-metals in narrow-gap GaAs (section
4.1) and wide-gap GaN and ZnO (section 4.2). An overview is then given
of the different magnetic components which are superimposed in typical
magnetometry data of dilute magnetic materials (Article I and sections 4.3
and 4.4). This is followed by a discussion of possible implications of an-
ion substitution (section 4.2) on the magnetism of transition-metal doped
ZnO and GaN (sections 4.3 and 4.4). The section ends with a discussion of
limitations of the emission channeling technique which are relevant for the
findings presented in this thesis.

4.5.1 Lattice location of transition-metal impurities: com-
parison between narrow-gap GaAs and wide-gap GaN
and ZnO

Figure 4.1 summarizes the results on the lattice location of Mn in GaAs of
different doping types and of Mn and Co in ZnO and GaN. In sections 4.1
and 4.2, these two sets of data were discussed within the specific contexts
of narrow-gap and wide-gap DMS materials independently. Even though
these studies focus on a limited number of transition-metal elements, in
only three host materials, it is worthwhile discussing the results within
the broader context of lattice location of impurities in semiconductors, i.e.
narrow-gap versus wide-gap.

For all three materials, the majority fraction corresponds to cation sub-
stitutional sites (Ga in GaAs and GaN, Zn in ZnO). Chemically, 3d tran-
sition metals are more similar to the post-transition metals Ga and Zn. In
particular, the ionic radii and electronegativity of Mn and Co are signifi-
cantly closer to those of Ga and Zn compared to As, N and O, all of which
makes it energetically favorable for Mn and Co to substitute the cations.
The majority cation substitution observed in both the narrow-gap GaAs
and the wide-gap GaN and ZnO is therefore consistent with this expecta-
tion. Next we discuss two aspects for which marked differences between the
two classes of materials are observed: the thermal stability of the cation-
substitutional fractions and the occupied minority sites.
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Figure 4.1: Overview of the emission channeling results.
(Left) Ga-substitutional and As-tetrahedral interstitial frac-
tions of 56Mn in GaAs of different doping types (section 4.1).
(Right) Cation and anion substitutional fractions of 56Mn and
61Co in ZnO and GaN (section 4.2).

4.5.1.1 Thermal stability of the cation-substitutional impurities

The cation-substitutional fractions of Mn and Co in ZnO and GaN remain
virtually unchanged up to 900◦C. On the other hand, Ga-substitutional
Mn in GaAs starts to diffuse already at 700◦C (discussed in more detail
in Article III). This higher thermal stability of Mn and Co impurities in
GaN and ZnO compared to Mn in GaAs reflects the higher binding energy
associated with the higher “rigidity” of GaN and ZnO compared to GaAs.
A good measure of bond strength is the material’s Debye temperature,
which indeed is considerably higher for GaN (600 K) and ZnO (920 K)
than for GaAs (360 K).

It is also interesting to note that the thermal stability of the cation-
substitutional impurities is much higher than in typical DMS, with Co
and Mn concentrations of the order of %. While we observe that Ga-
substitutional Mn in GaAs become mobile at about ∼ 700◦C for a con-
centration below 0.05% (c.f. section 4.1 for more details), Mn segregation
occurs already at ∼ 300◦C in Ga1−xMnxAs materials with a Mn concen-
tration of the order of a few percent [1]. Similarly, while we observe that
cation-substitutional Mn and Co are immobile up to 900◦C for concentra-
tions below 0.05% (c.f. section 4.2 for more details), phase segregation is
typically observed for temperatures between 700◦C and 900◦C in materials
implanted with impurity concentrations of the order of a few percent [2–6].
This shows how disorder, alloying and strain effects can significantly de-
crease the thermal stability of substitutional impurities, favoring impurity
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aggregation and consequent phase segregation.

4.5.1.2 Stable minority sites

In addition to the majority cation-substitutional fractions, minority-site
fractions were observed in all five impurity-host combinations. Whereas
for narrow-gap GaAs the minority fraction consists of interstitial Mn (in
tetrahedral interstitial sites with As nearest neighbors), in wide-gap GaN
and ZnO it consists of impurities in anion substitutional sites. For Mn
in particular, which was studied in all three materials, one can ask the
following questions.

1. Why is interstitial Mn observed in narrow-gap GaAs and not in wide-
gap GaN and ZnO?

2. Conversely, why is anion-substitutional Mn observed in GaN and ZnO
and not in GaAs?

In principle one can assume that due to the high energy scales inher-
ent to a far-from-equilibrium process such as ion implantation, there is a
finite probability of incorporation of the impurities in different types of
lattice sites, even those with a high formation energy. What determines
which lattice sites remain occupied after the system “cools down” (when
the atoms come to rest) is the stability of the impurities in each of those
lattice sites, for the temperature at which the implantation and measure-
ments are carried out (normally the same). In this context, stability refers
to the tendency of a certain defect configuration to be converted to another.
For example, interstitials may be created momentarily upon implantation;
if their migration barriers for diffusion are comparable to kBT , they may
diffuse and combine with the vacancies also created upon implantation.1

Answering question (1) above, one can then assume that interstitial Mn is
momentarily formed upon implantation in all three materials GaAs, GaN
and ZnO. Because the activation energy for diffusion of interstitial Mn in
GaAs is relatively high (1.7–2.3 eV) Mn is stable (and is thus observed)
in interstitial sites from room temperature up to 500◦C (c.f. section 4.1).
However, because the migration barriers of interstitial Mn and Co are prob-
ably sufficiently low to allow for the impurities to diffuse and combine with
vacancies at room temperature, only substitutional fractions are observed.

1These effects of spontaneous annihilation of defects during or shortly after implan-
tation are generally referred to as dynamic annealing.
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In fact, it is probably during this process of interstitials filling available
vacancies that Mn and Co impurities are incorporated in anion sites in
GaN and ZnO. Following this reasoning, question (2) can be reformulated
as follows. Why can Mn impurities “fill” N/O vacancies in GaN/ZnO and
not As vacancies in GaAs? From the point of view of chemical similarities,
one would actually expect the opposite. One is tempted to conjecture that
since interstitial Mn has a high migration energy in GaAs, a Mn impurity
is retained in the interstitial site, i.e. is simply not allowed to diffuse and
fill the nearest As vacancy. Such hand-waving arguments are, however, far
too speculative. It is difficult to derive general trends from such limited
studies, especially for transition-metals, which have a very rich and often
puzzling behavior. Systematic studies along the following lines could help
to clarify these open questions (which are nevertheless outside the scope of
this thesis):

• Studying the lattice location of transition-metals in compound semi-
conductors with properties related to or in between those of GaAs on
the one hand and GaN and ZnO on the other, would allow us to better
understand the effect of the bandgap. Among others, GaP (similar
to GaAs but wider bandgap), InN (similar to GaN but very narrow
gap), AlN (extremely wide-gap), would be interesting materials to
explore.

• Studying the lattice location of other transition-metal elements, in
particular in GaAs, would in principle show whether other transition-
metals also form interstitials. Experiments are under way for 59Fe and
65Ni. Both 59Fe and 65Ni show interstitial fractions. In fact, for 65Ni,
the majority fraction is interstitial following annealing at 450◦C.

• Studying the temperature dependence, e.g. by implanting and mea-
suring below room temperature, could show whether it is possible to
“freeze out” the interstitial transition-metals in GaN and ZnO before
they become substitutional by filling the available vacancies.

4.5.2 Magnetometry data of dilute magnetic semiconduc-
tors: overview of the different magnetic components

Figure 4.2 summarizes the different magnetic components which have been
identified in the magnetization data of the various systems studied in this
work (Article I and sections 4.3 and 4.4). Each component can be linked
to its source as follows.
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1) Langevin diamagnetism of the susbstrate

5) van Vleck paramagnetism of lattice defects in DMS layer

7) antiferromagnetically coupled dimers

9)  superparamagnetism of 
transition-metal complexes and 
secondary phases

2) van Vleck paramagnetism of the substrate

transition-metal concentration / processing temperature

3) Brillouin-like paramagnetism of impurities (contaminants)

4) ferromagnetism / superparamagnetism of contamination

6) Brillouin-like paramagnetism of transition-metal moments

8) Curie-Weiss paramagnetism  of isolated but 
weakly interacting transition-metal moments
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Figure 4.2: Overview of the various components which can
be superimposed in the magnetometry data of dilute magnetic
semiconductors (based on the results of Article I and sections
4.3 and 4.4).

4.5.2.1 Substrate

Based on their dependences on applied field and temperature, at least four
components can be distinguished in the magnetization data of typical dia-
magnetic substrates such as the ones used in this study (Al2O3, Si, ZnO,
MgO and SrTiO3).
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1) Langevin diamagnetism. Langevin diamagnetism is associated with
the tendency of electrons to partially shield the interior of a body from an
applied magnetic field. The classical Langevin derivation of the diamagnetic
susceptibility χDM gives

χDM = −NZe2

6mc2
〈
ρ2
〉

(4.1)

where N is the number of atoms, Z their atomic number, e is the elec-
tron charge, m the electron mass and

〈
ρ2
〉
is the mean square distance of

the electrons from the nucleus [7]. Although largely simplified, this deriva-
tion is quite illustrative of the origin of diamagnetism in solids and of its
general dependencies in temperature and field: the susceptibility is field-
independent (i.e. the magnetic moment is linear in H) and negative, which
is in fact what defines diamagnetism. This expression also implies that the
magnetic susceptibility of diamagnetic materials is temperature indepen-
dent (

〈
ρ2
〉
is virtually independent of temperature), which is in many cases

true but not in general, as discussed next in terms of van Vleck paramag-
netism.

At moderate applied fields (∼ 1 T) the magnetic moment of diamagnetic
materials is typically orders of magnitude smaller than that of paramagnetic
or ferromagnetic materials of equivalent mass or volume. However, since
the substrate is also typically several orders of magnitude larger than the
magnetic material which is deposited on it (or, in our case, the implanted
layer in its near surface region), the diamagnetic component can be relevant.
In fact, for all the samples studied here (c.f. Articles I and VII-IX), the
diamagnetic component is the dominant one.

2) Van Vleck paramagnetism. The quantum mechanical treatment of
the magnetic susceptibility of a real semiconductor crystal is a very complex
problem. An insightful and relatively good approximation is given within
the bond-orbital model (BOM) [8], in which the magnetic susceptibility is
decomposed in three terms:

χ = χc + χL + χp . (4.2)

The first two are diamagnetic contributions which originate from the core
(χc) and valence (χL) electrons, and the third is a van Vleck paramagnetic
component (χp) due to the valence electrons [8]. The core diamagnetic
term (χc) is equivalent to the classical Langevin term (4.1). The valence
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diamagnetic term (χL) is essentially equivalent to the core term χc but the
charge distribution is evaluated for the bonding electrons. Due to its de-
pendence in (r − ri)

2, which is related to the bond length, and N , χL has
a linear dependence on α, the linear thermal expansion coefficient.2 How-
ever, because α is of the order of 10−6 K−1, χL is essentially temperature
independent. The van Vleck-type paramagnetic term (χp) is determined
by the energy separation (Ea − Eb) of bonding (bi) and anti-bonding (aj)
states

χp =
Ne2

2m2c2(Ea − Eb)

∑
i,j

〈aj |lzi| bi〉 , (4.3)

where lz is the z component of the orbital angular momentum operator.
The temperature dependence of χp (4.3) is dominated by the temperature
dependence of (Ea − Eb) which in turn is proportional to the bandgap
Eg and of the order of 10−4 K−1. A simplified version of (4.3) has been
suggested in [9] which shows this dependence

χp =
B

βEg
, (4.4)

where β is a proportionality factor of the order of unity and B is propor-
tional to an average of the matrix elements in (4.3), which has been shown
in [8] to be a decreasing function of increasing polarity (or ionicity) αP

of the material. In short, χp decreases with increasing bandgap Eg and
polarity (or ionicity) αP, and its temperature dependence scales with the
temperature dependence of the bandgap. For GaAs, for example, this tem-
perature dependence of χ (dominated by the temperature dependence of
χp) is very small (−χ increases by about 1% from 300 K to 5 K), and for
materials with wider bandgaps and more ionic, such as ZnO and Al2O3,
it is even smaller. However, because the magnetic signal of a DMS film
can be dominated by that of the substrate, even such small temperature
dependencies must be taken into account (c.f. section 4.4, articles VIII and
IX).

Note that conduction electrons may also contribute to the susceptibility.
These effects are known as Landau diamagnetism and Pauli paramagnetism
and can be very important in non-ferromagnetic metals and doped semi-
conductors. However, because the substrates that were used in this work
are highly insulating, such effects can be neglected.

2Because (r − ri)
2 ∝ α2 and N ∝ α−3.
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3) Brillouin-like behavior of paramagnetic (contaminant) impu-
rities. Macroscopic amounts of a compound are bound to contain impu-
rities which were non-intentionally incorporated. Some of these impurities
can display Brillouin-like paramagnetic behavior. The 3d transition metals
Fe, Co and Ni are common examples of such paramagnetic impurities. The
concentration of impurities in substrates which are produced for applica-
tions in IC technology (e.g. Si and GaAs substrates) tend to be orders of
magnitude lower compared to substrates of ZnO and SrTiO3. For example,
the Si substrates on which the GaN thin films were grown (c.f. Article VIII)
showed no detectable paramagnetic contamination within SQUID sensitiv-
ity. On the other hand, the ZnO substrates used as host material for Fe
implantation (c.f. Article IX) were heavily contaminated. Brillouin-like
paramagnetism is described in some detail in section 4.5.2.2 below, in the
context of the transition-metal impurities incorporated intentionally (com-
ponent 6 in Fig. 4.2).

Unlike for the diamagnetic background of the substrates, correcting for
the Brillouin-like contribution of paramagnetic impurities is far from triv-
ial, due to the non-trivial dependence on applied field and temperature.
For high temperature measurements (∼ 100 K), the paramagnetic suscep-
tibility is approximately linear and can in principle be corrected for along
with the linear diamagnetic background of the substrate. This was the case
of the work described in Article VII, in which only room-temperature mea-
surements were performed. However, for low temperature measurements,
as is often required, this is no longer the case. Hence, measurements should
ideally be carried out in samples for which the intrinsic signal of the mag-
netic thin film or nanostructures is well above that of the paramagnetic
impurities. This was the case for our measurements of Cr-implanted GaN
(GaN films grown on Si and Al2O2) (Article VIII). When this is not pos-
sible, the substrates must be carefully characterized prior to implantation
(or deposition). This was the case for the work described in Article IX.
ZnO substrates were characterized prior to Fe implantation. The Brillouin
behavior of the paramagnetic impurities was then thoroughly analyzed in
detail and taken into account in the analysis of the data following Fe im-
plantation. Note, however, that the intrinsic magnetic signal must be at
least comparable to that of the impurities, or any apparent changes in mag-
netic behavior upon implantation or deposition may simply be due to some
degree of setup-related irreproducibility.
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4) Ferromagnetic-like behavior of contaminant material. The
ferromagnetic-like contributions of magnetic contamination were thor-
oughly described and discussed in Article I. The main conclusions can be
summarized as follows. Under common experimental conditions (in terms
of sample preparation, processing and handling), magnetic contamination
is likely to occur. The saturation moment of the ferromagnetic-like com-
ponent of the contaminant material can be as high as 10−4 emu, which is
comparable to the typical values for magnetic thin films and nanostruc-
tures deposited on diamagnetic substrates. Adequate experimental proce-
dures, such as those described in Article I, minimize such ferromagnetic-like
background very efficiently. When such procedures are followed, extrinsic
ferromagnetic-like signals can be reproducibly kept below 5× 10−7 emu.

4.5.2.2 Dilute limit

In the dilute limit, possible magnetic interactions between the transition
metal impurities can be neglected. In this case, two paramagnetic compo-
nents can be distinguished in the magnetometry data: van Vleck param-
agnetism of lattice defects and Brillouin-like paramagnetism of transition-
metal impurities.

5) Van Vleck paramagnetism of lattice defects. An unexpected
paramagnetic component was observed in Fe-implanted ZnO (Article IX).
Based on its linear dependence in applied field, we classified this component
as van Vleck paramagnetism. Based on the fact that the correspondent
susceptibility scaled with the defect density estimated from the RBS/C
data, we tentatively identified the source as implantation induced defects.
Further theoretical and experimental investigations may clarify the origin
and nature of this component.

6) Brillouin-like paramagnetism of transition-metal impurities.
The diamagnetism and paramagnetism introduced above describe crystals
composed of atoms or ions with J = 0, where �J is the total angular
momentum, i.e. the sum of the orbital �L and spin �S angular momenta.
J = 0 for atoms or ions with orbits which are filled (closed orbitals),3 which
is the case of the materials (substrates and thin films) which were used in
this work, assuming that they are pure and defect free. It may no longer be

3If the ground state obeys the Hund’s rules, J = 0 also in orbitals with one atom
short from being half-filled. This is however a special case of what is described here.
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the case if the materials are doped with impurities (or contaminated with
impurities during growth). For 3d transition metal impurities, which are
the typical magnetic dopants in DMS materials and are also very common
contaminants even in high quality substrates, this is necessarily not the
case. 3d transition metals have incomplete 3d shells, which in most cases
implies that J �= 0.

The magnetic-field dependent term in the Hamiltonian of an atom or
ion with J �= 0 in the free space is given by the Larmor interaction energy

HL = −μat ·H = mJgμB , (4.5)

where μB is the Bohr magnetron, mJ is the azimuthal quantum number
and has the values J , J−1, ..., −J . The g factor (or spectroscopic splitting
factor) for an electron spin is g = 2.0023, usually taken as 2.00. For a free
atom or ion, the g factor is given by the Landé equation, which is a function
of only J , L and S. Taking into account Maxwell–Boltzmann statistics,4

the magnetic moment of N atoms or ions can then be shown [7] to be

μ = NgJμBBJ(x) , (x ≡ gJμBH

kBT
) , (4.6)

where the Brillouin function BJ(x) is

BJ(x) =
2J + 1

2J
coth

(
2J + 1

2J
x

)
− 1

2J
coth

(
1

2J
x

)
. (4.7)

BJ(x) is plotted in Fig. 4.3 (d) for L = 0 and J = S = 3/2 at T = 2
K. Note that as T → 0 for finite fixed H, M → NgμBJ , i.e. each ion
is completely aligned by the field, |Jz| has its maximum value J and μ is
“saturated”. Increasing J or decreasing T decreases the field at which μ
saturates.

When gμBJH 
 kBT , the small-x expansion gives

χC =
N(gμB)

2

3

J(J + 1)

kBT
, (kBT � gμBJH) , (4.8)

or

χC =
C

T
, (4.9)

4The zero-field ground state is degenerate and for for low fields the splitting of the
(2J + 1) lowest-lying states is comparable to kbT .
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which is known as Curie’s law (with C the Curie constant). Note that the
paramagnetic susceptibility (4.8) is larger than the temperature-independent
Larmor diamagnetic susceptibility (4.1) by a factor of the order of 5× 102

at room temperature and 3× 105 at 5 K.

The Brillouin function description is valid for ions or atoms in a spheri-
cally symmetric free space. However, ions or atoms in a lattice are subject
to its anisotropic crystal field. Crystal field effects have a major influence
on the paramagnetism of transition metals, particularly for the 3d series
(partially filled 3d orbitals) where it quenches the orbital moment L (i.e.
L = 0 and J = S). The influence of the crystal field goes beyond the or-
bital moment quenching and are particularly important in the description
of the paramagnetism of transition-metal doped ZnO and GaN (c.f. section
1.4.2.3). Since ZnO and GaN are wurtzite materials, the transition-metal
impurities are subject to a trigonal crystal field. Combined with spin-
orbit interaction, this anisotropic crystal field induces a strong magnetic
anisotropy, which can be described by a zero-field splitting of the funda-
mental state and by an anisotropic effective g-factor in an effective spin
Hamiltonian Hs of the form

Hs = μBg‖HzSz + μBg⊥(HxSx +HySy) +DS2
z , (4.10)

where S is the spin quantum number andD describes the zero-field splitting
and g‖ and g⊥ are the effective g-factors for directions of magnetic field
parallel and perpendicular to the wurtzite c-axis, respectively. Hs (4.10)
can be used to calculate the energy levels of the S manifold |MS〉 = |−S〉,
|−S + 1〉, ..., |−S〉 by diagonalizing the matrix 〈MS |Hs |MS〉 for H ‖ c
(H = Hz) and H ⊥ c (H = Hx).

Simply by comparing the Hamiltonians (4.10) and (4.5), one can ex-
pect that the deviation from Brillouin behavior due to crystal field effects
increases with increasing zero-field splitting D. As discussed in section
1.4.2.3, magnetic ions with S = 5/2 (Mn2+ and Fe3+) have two orders of
magnitude smaller zero-field splitting than other spin configurations with
S = 3/2 and S = 2. The g-factors for S = 5/2 spin configuration are also
nearly independent of the direction of magnetic field, and the values of g‖
and g⊥ are close to 2. Hence, the magnetization of these S = 5/2 ions can
be described to a good approximation by the Brillouin function. This was
the case in our analysis of the magnetometry data of Fe-implanted ZnO
(Article IX), in which we used the Brillouin function to model the magneti-
zation of the Fe3+ fraction. For ions with S = 2 (Mn3+, Fe2+ and Co3+) and
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Figure 4.3: Calculated energy levels for a spin S = 3/2
with isotropic g-factor g⊥ = g‖ = g according to the free atom
Hamiltonian (4.5) (a) and the effective spin model (4.10) with
D = 0.2 meV for H ‖ c (b) and H ⊥ c (c). The arrow indicates
the level crossing. Calculated μ(H) at 2 K for H ‖ c (d) and
H ⊥ c (e) for Brillouin (free atom) behavior (circles) and for
different values of D (lines).
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S = 3/2 (Co2+), the zero field splitting is of the order of 0.3 meV (c.f. sec-
tion 1.4.2.3) which, as shown below, induces a strong magnetic anisotropy
which requires a somewhat more complex description. We were unable to
explicitly take into account such crystal field effects in the analysis of the
paramagnetic behavior of Cr3+ (S = 3/2) in Cr-doped GaN (Article VIII)
and of Fe2+ (S = 2) in Fe-doped ZnO, since there are no reported values
of the anisotropic g-factors and zero-field splitting parameters of Cr3+ in
GaN and Fe2+ in ZnO. However, due to its generality and relevance in the
analysis of magnetization data of DMS materials, it is instructive to give
here an example of how such crystal field effects induce deviations from the
Brillouin behavior. Consider a transition metal impurity with S = 3/2 (e.g.
Co2+ or Cr3+), and for simplicity, an isotropic g‖ = g⊥ = g = 2.00. For
H ‖ c, the matrix obtained from Hs (4.10) and the basis |−3/2〉, |−1/2〉,
|1/2〉 and |3/2〉 is diagonal and energy levels are given by

E1 =
9D

4
+

3

2
μBg‖Hz , E2 =

9D

4
− 3

2
μBg‖Hz ,

E3 =
D

4
+

1

2
μBg‖Hz , E4 =

D

4
− 1

2
μBg‖Hz .

The four energy levels are plotted in Fig. 4.3 (c) as a function of field H,
for D = 0.2 meV. At moderate magnetic fields the lowest energy level E4

is S = 1/2-like. At high fields the S = 3/2-like E2 level becomes the lowest
lying in energy (arrow in Fig. 4.3). For H ⊥ c, the diagonalization gives

E1 =
5D

4
+

1

2
μBg⊥Hx +

√
μ2
Bg

2
⊥H2

x −Dg⊥μBHx +D2 ,

E2 =
5D

4
+

1

2
μBg⊥Hx −

√
μ2
Bg

2
⊥H2

x −Dg⊥μBHx +D2 ,

E3 =
5D

4
− 1

2
μBg⊥Hx +

√
μ2
Bg

2
⊥H2

x −Dg⊥μBHx +D2 ,

E4 =
5D

4
− 1

2
μBg⊥Hx −

√
μ2
Bg

2
⊥H2

x −Dg⊥μBHx +D2 .

These levels are plotted in Fig. 4.3 (c). In this case the lowest lying level
E4 is S = 3/2-like and no crossing of the energy levels occurs.

Calculating μ(H) of such system is similar to the derivation of the
Brillouin behavior, but the partition function is now built using the energy
levels Ei (E1 to E4). In Fig. 4.3, μ(H,T = 2K) is plotted forH ⊥ c (d) and
H ‖ c (e) with an isotropic g-factor g⊥ = g‖ = 2 and different values of zero-
field splittingD. ForD = 0 (and isotropic g), the effective spin Hamiltonian



274 Results

(4.10) is equivalent to the free atom case (4.5), i.e. μ is isotropic and given
by the Brillouin function. With increasing D, the deviation from Brillouin
behavior becomes increasingly noticeable, particularly for H ‖ c, which
results in a pronounced magnetic anisotropy.

4.5.2.3 Intermediate magnetic impurity concentration

With increasing concentration, the isolated-impurity approximation, used
above to describe the dilute limit, no longer holds. Magnetic interactions
must be taken into account. In section 4.4 (Articles VIII and IX), we
identified two distinct magnetization components from which the effect of
magnetic interactions can be inferred: impurity dimers antiferromagnet-
ically coupled via strong nearest-cation-neighbor interactions, and Curie-
Weiss paramagnetism of isolated but weakly interacting transition-metal
moments.

7) Antiferromagnetically coupled dimers. For a few % of randomly
distributed cation-substitutional impurities, the fraction of cation-cation
dimers (two impurity ions in nearest-cation-neighbor sites) is significant.
In wurtzite ZnO or GaN, for example, the concentration of isolated ions
and dimers in is given by xisolated = x(1−x)12 and xdimers = 12x2(1−x)18,
respectively [10]. For x = 0.02 (2%), xisolated = 0.016 and xdimers = 0.0033,
i.e., about 78% of the impurities are isolated, 17% form pairs, and the re-
maining 5% form complexes of more than two impurities. We analyzed
the magnetization data of Cr-implanted GaN taking dimer formation into
account (Article VIII). We concluded that strong nearest-cation-neighbor
antiferromagnetic interactions between Cr ions in a dimer configuration
impose the antiparallel alignement of the Cr moments. These magneti-
cally self-compensated dimers contribute to the net magnetization with a
vanishingly small moment, i.e. they are magnetically quenched.

8) Curie-Weiss paramagnetism of isolated but weakly interact-
ing transition-metal moments. Taking the example of the previous
paragraph, the 78% of the transition metal impurities which do not form
pairs may still magnetically interact. Since the distance between interacting
particles is larger than that between nearest-cation neighbors, the interac-
tion is, in principle, weaker than that described in the previous paragraph.
These interactions may be so weak that the associated ordering tempera-
ture may not be reached experimentally. Typically, the effect of magnetic
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interactions above the associated ordering can be modeled by replacing the
temperature T in the Curie law (4.9) by an effective temperature T − θ.
This is known as the Curie-Weiss law

χ =
C

T − θ
, (4.11)

where θ is the Weiss temperature. If θ > 0, the interaction is ferromagnetic.
Typically θ � TC , with TC being the ferromagnetic ordering temperature,
or Curie temperature. If θ < 0, the interaction is antiferromagnet. In
general −θ > TN , with TN being the antiferromagnetic ordering temper-
ature, or Néel temperature. Based on this approach, we suggested that
isolated Cr impurities in GaN weakly and antiferromagnetically interact
with Cr neighbors outside the nearest-cation-neighbor shell (Article VIII).
We note, however, that this type of analysis should be applied very care-
fully. In [11] it is shown that, while the paramagnetism of Co-doped ZnO
is correctly modeled using an adequate effective spin Hamiltonian without
considering magnetic interactions, attempting to fit the same data using
the Brillouin function or the Curie law would require the use of an effective
temperature T − θ (T + T0 in [11]), which could be misinterpreted as an
effect of antiferromagnetic interactions.

4.5.2.4 Percolation and segregation threshold

With increasing concentration or processing temperature, the magnetic im-
purities tend to aggregate in large complexes (e.g. substitutional Fe clus-
ters in Article IX) or to segregate into secondary phases (c.f. section 1.4.1).
Depending on the size and type of magnetic order within these magnetic
“nanoparticles”, different behaviors can be observed. The magnetic impuri-
ties within very small complexes (few atoms) may order ferromagnetically
and thus contribute to a paramagnetic-like component with and average
moment per complex which is larger than that of isolated moments. The
complexes may be relatively large but dominated by antiferromagnetic in-
teractions, in which case only a fraction of uncompensated spins may con-
tribute to the net moment per complex. This was suggested to be the
case for the Fe “substitutional clusters” in ZnO (Article IX). On the other
hand, if ferromagnetic order dominates and the complexes or precipitates
are sufficiently large (but still in the single-domain regime), the system
can be considered superparamagnetic. In fact, in Fig. 4.2, all these ef-
fects are included in the superparamagnetic component (9). If the
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average moment per particle in less than about 100 μB , the component
is more paramagnetic-like: at low temperatures the magnetization loops
show a Brillouin-like behavior; at higher temperatures (of the order of 100
K), the component is Curie-like, i.e. linear in applied magnetic field and
inversely dependent in temperature (c.f. Articles VIII and IX). If, on the
other hand, the complex or particle is large enough, i.e. with an average
moment per particle of several thousand μB , the behavior of the system is
more superparamagnetic-like: field and temperature dependence approxi-
mately described by the Langevin function, possibly displaying field-cooled
(FC) versus zero-field-cooled (ZFC) irreversibility (c.f. e.g. [3, 12]).

4.5.2.5 Beyond the scope of DMS

Although the “chart” in Fig. 4.2 was compiled in the specific context of
diamagnetic semiconductors implanted with transition-metal impurities, its
usefulness spans a much wider range of fields. For example, the substrates
which have been used (Al2O3, Si, ZnO, MgO and SrTiO3) are common to
various other applications and research fields which also largely rely on mag-
netometry. Extra components (i.e. what would be“layers” 10 and higher
in Fig. 4.2) can then be added depending on the intrinsic magnetic nature
of the material under study. Depending on the specific sample which is
measured, some of these “background” components (1-9) can be relevant,
others negligible. In one extreme, one or more of these “background” com-
ponents dominate over the signal of the component of interest (layer 10).
In that case, unless that background can be correctly accounted/corrected
for, the measurement is useless. On the other extreme, the component of
interest dominates over all the others, and corrections are not necessary.

The summary in Fig. 4.2 illustrates the extreme complexity inherent to
the characterization of magnetic materials with very small magnetic signals.
During the last 20 years, major technological developments in magnetome-
try techniques, namely in SQUID magnetometry, have allowed condensed-
matter physicists and materials scientists to measure smaller and smaller
magnetic structures. However, as we thrive on applying Feynman’s insight
“there’s plenty of room at the bottom” to the field of nanomagnetism, we
must not forget that there is also plenty of magnetism everywhere; literally
everywhere. Even dust, that omnipresent but almost invisible entity which
we struggle to eliminate in sophisticated cleanrooms, is potentially mag-
netic. Common dust contains a few % of Fe in its composition [13], which
can be in metallic or oxide forms, i.e. spanning a whole range of magnetic
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order structures. One would expect this figure to be even higher in labo-
ratories where magnetic materials are synthesized and characterized on a
daily basis. The growing number of reports of ferromagnetism in materials
which are later shown not to be ferromagnetic makes us wonder: is the
magnetometry community evolving as fast as the magnetometers it uses?

4.5.3 Implications of anion substitution on the magnetism
of transition-metal doped ZnO and GaN

A “global” discussion of the results in this thesis would be incomplete with-
out an analysis of the potential effects of anion substitution (presented in
section 4.2) on the magnetic behavior of transition-metal doped ZnO and
GaN (presented in sections 4.3 and 4.4). In section 4.2, the potential im-
plications of anion substitution on the magnetism of wide-gap DMS are
discussed in terms of self-compensation mechanisms and their effects on
the magnetic interactions between the 3d magnetic moments. However,
those potential “links” between section 4.2 and sections 4.3 and 4.4 are
not discussed explicitly in any of those sections since the studied materials
differ significantly. Even though all materials have been implanted under
similar conditions, the transition-metal concentrations differ by at least one
order of magnitude (< 0.05% for lattice location experiments and 0.3–35%
for magnetic characterization), making the transferability of the results a
matter of speculation. Only one selected system, Fe-implanted ZnO, was
studied simultaneously in terms of impurity lattice location and magnetism
(Article IX). There, Fe impurities were shown not to occupy anion (O) sites
for any of the implantation and annealing conditions. Although this estab-
lishes the generality of the results in this particular system, it also means
that nothing can be learned regarding the role of anion substitution in mag-
netic order mechanisms. In principle, there is no reason to consider anion
substitution as a potential means of inducing high-temperature ferromag-
netism in wide-gap DMS. This discussion then comes down to one main
question. Can the absence of ferromagnetism in Mn- and Co-implanted
ZnO and GaN be explained on the basis of anion substitution (and thus
specific to ion-implanted materials) instead of a general lack of mechanisms
of high-temperature ferromagnetic order in wide-gap DMS? Based on our
results alone, one would answer “perhaps”. A more categorical answer
can only be given based on a critical review of the literature on materials
prepared using methods different from ion implantation. Such litereture
analyses are given in the introductory section 1.4.2 and the results sections
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4.3 and 4.4 of this thesis. Based on them, the author’s opinion is that the
answer is “no”.

4.5.4 Limitations of the emission channeling technique

In sections 4.1 and 4.2 on the lattice location of transition-metal impuri-
ties using the emission channeling technique, we compared our results to
those of previous studies using different techniques and discussed potential
sources of error. In this section we will review and extend that discussion
specifically in terms of limitations of the emission channeling technique. In
the context of this thesis, the general aim of determining the lattice location
of the impurities can be divided in three specific aims:

1. To identify the occupied lattice sites, in particular minority (but sig-
nificant) sites;

2. To study the thermal stability of impurities in those sites;

3. To assess the phase pureness of a doped layer.

Regarding minority sites (1) and thermal stability (2), the limitations
of the emission channeling technique can be expressed mostly in terms of
generality. In the current implementations of the technique, the impurity
probes can only be incorporated using ion implantation. Possible extrapola-
tion or generalization of the results of such experiments to materials doped
during growth is highly non-trivial, since the impinging atom energy varies
by several orders of magnitude depending on the doping/growth method:
for example, of the order of 0.1 eV for molecular beam epitaxy (MBE),
1 eV for sputtering deposition, 10 eV for pulsed laser deposition (PLD),
1 keV for ion implantation. Lattice sites associated with high formation
energies can thus be populated in significantly higher amounts by impuri-
ties incorporated by ion implantation compared to other processes closer to
equilibrium. In addition, the high-energy particle bombardment inherent
to ion implantation creates lattice defects (beam-induced damage) which
may exist in much lower or even negligible concentrations in materials pre-
pared by other methods. Such defects may play a role in determining the
lattice location of the impurities, for example, by changing the material’s
Fermi-level or due to strain effects. In addition, the formation of impurity-
defect complexes may affect the thermal stability of the impurities in the
occupied lattice sites. Beam-induced damage also poses a limit on the con-
centration/fluence regimes which can be studied with emission channeling.
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With increasing implanted fluence, the reduced crystallinity deteriorates
the channeling effects, and in the amorphization limit precludes emission
channeling measurements.

The phase pureness (3) can in some cases be assessed by comparing the
fraction of impurities in substitutional sites (in a phase which is structurally
coherent with the host) versus a random fraction in a non-coherent phase.
We used this approach in the case of Fe-implanted ZnO (section 4.4, Article
IX). However, such approaches are only valid when one can rule out the
formation of secondary phases with a crystallographic structure which is
perfectly coherent with the host. This, in turn, can be inferred from studies
using techniques which are complementary to emission channeling, such as
x-ray absorption fine structure XAFS, small-angle X-ray scattering (SAXS)
and Mössbauer spectroscopy.
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Chapter 5

Conclusions

In this PhD thesis, we addressed two major aspects of DMS materials: (1)
structure, in terms of lattice location of the transition-metal impurities
as well as their interaction with lattice defects; (2) magnetism, investi-
gating the possibility of inducing room temperature ferromagnetism in the
most promising wide-gap DMS systems, and among those, comprehensively
describing the magnetic behavior in the phase-pure region of the phase dia-
gram of representative impurity-host combinations. Aiming at the specific
challenges currently being faced by each of the two main classes of DMS
materials, i.e narrow- and wide-gap, we studied Mn-doped GaAs, which
is the “canonical” narrow-gap DMS (with the highest Curie temperature
reported so far) and transition-metal doped ZnO and GaN, which are the
most intensively studied wide-gap DMS systems.

InMn-doped GaAs, we investigated the lattice location of Mn im-
purities in the low concentration regime (< 0.05%) in undoped and heavily
p- and n-type doped GaAs, as a function of annealing temperature up to
∼700◦C. In addition to the majority substituting for Ga, a significant frac-
tion of Mn occupies tetrahedral interstitial sites with As nearest neighbors.
The interstitial fraction is stable up to 400◦C, with an activation energy
for diffusion of 1.7–2.3 eV. Substitutional Mn becomes mobile at higher
temperatures, ∼700◦C, with an activation energy of ∼3 eV. Since vary-
ing the GaAs doping character, and thus the concentration of potentially
trapping defects, has no measurable effect on the migration energy of the
interstitial fraction, we conclude that the observed high thermal stability
is characteristic of isolated interstitial Mn. Being difficult to reconcile with
the general belief that interstitial Mn is the donor defect that out-diffuses
at ∼200◦C, our findings motivate a careful reassessment of the structural
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effects of low temperature annealing of Ga1−xMnxAs. First, placing the
diffusion of interstitial Mn well above 200 ◦C reopens the problem of iden-
tifying the donor defect that diffuses at low temperatures. Second, and
more importantly, it suggests new strategies and prospects for achieving
pure substitutional doping and higher Curie temperatures in Ga1−xMnxAs.
First of all, one may question if attempting to induce the out-diffusion of
MnI by thermal annealing is an adequate route, since interstitial Mn is
immobile up to temperatures where phase segregation is known to occur.
On the other hand, since the interstitial Mn remains in the matrix after
low temperature annealing, it may still be possible to increase the Curie
temperature of Mn-doped GaAs above the current record value of 185 K. If
a post-processing method can be developed which either removes the inter-
stitial Mn fraction or converts it to substitutional, higher hole and effective
Mn concentrations, and consequently higher Curie temperatures, can in
priciple be achieved. For example, it may be possible to incorporate the
interstitial Mn atoms in substitutional sites by, intentionally creating Ga
vacancies (e.g. by electron irradiation) and locally exciting the MnI atoms
(e.g. by flash-lamp or pulsed laser annealing), promoting the short ranged
MnI +VGa → MnGa reaction while avoiding long range diffusion and sub-
sequent phase segregation. Since it is believed that a Curie temperature of
300 K can be achieved with x ≈ 0.10 of purely substitutional Mn, and given
that it is currently possible to grow high quality films with x > 0.10 (where
a fraction is however incorporated interstitially), such post-growth process-
ing may allow for the realization of room temperature ferromagnetism in
Ga1−xMnxAs.

Regarding the lattice location of Mn and Co in ZnO and GaN in
the low concentration regime (< 0.05%), we have determined that, in ad-
dition to the majority substituting for the host cations (Zn in ZnO and Ga
in GaN), significant fractions of the Mn and Co impurities occupy substi-
tutional anion sites (O in ZnO and N in GaN). These anion substitutional
fractions are virtually unaffected by thermal annealing up to 900◦C. Com-
bined with previous emission channeling studies on the lattice location of
Fe (located in between Mn and Co in 3d series of the periodic system) in
ZnO and GaN, the following conclusions can be drawn: (1) Unlike Fe, mi-
nority fractions (∼ 20 – 30%) of implanted Mn and Co impurities occupy
anion sites in GaN and ZnO; (2) These anion site fractions are larger for
Mn than for Co in both GaN and ZnO; (3) Mn and Co impurities have a
high thermal stability in both cation and anion sites. Although anion site
fractions have never been identified before for Mn nor Co in ZnO and only
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for Mn in GaN, a number of arguments can be put forward which suggest
that anion-site Co and Mn defects may indeed have low formation energies,
particularly under a high concentration of anion vacancies (or equivalently
under O- or N-deficient conditions). In fact, anion substitution may ex-
plain previous experimental observations of high charge states of Mn and
Co impurities in GaN and ZnO, up to 4+, which are hardly compatible
with cation substitutional impurities. A generalization of these effects will
require the assessment of the formation energies of these defects, as well as
an experimental reassessment of the lattice location of Mn and Co in GaN
and ZnO for different preparation methods and growth conditions. The
implications of anion substitution by Mn and Co in GaN and ZnO are of
fundamental importance for the magnetism of these materials. Not only
does the magnetic behavior of magnetic impurities depend directly on the
lattice site they occupy, self-compensation effects by minority anion sub-
stitution may change the charge state of the majority cation substitutional
fraction and thus indirectly control their magnetic interactions and order
mechanisms.

In line with the emerging picture of defect-related ferromagnetism, the
search for room temperature ferromagnetism in transition-metal
doped ZnO and GaN focused on ion-implanted materials, where the po-
tentially beneficial defects are created upon ion bombardment and can to
a large extent be removed by thermal annealing. In order to use SQUID
magnetometry as a reliable tool for detection of the typically very small
ferromagnetic hysteresis, methods and procedures were developed which
ensure that the magnetic signal originating from magnetic contamination
can be reproducibly kept below a well defined value, of the same order as
the signal due to setup-related artifacts. Following these procedures, none
of the wide-gap DMS systems prepared by ion implantation of Mn, Fe and
Co in ZnO and GaN showed measurable room temperature ferromagnetism.
Given the wide range of material, implantation and post-processing param-
eters covered in this work, these results strongly suggest that ion-implanted
wide-gap DMS materials are not ferromagnetic at room temperature.

Aiming at a comprehensive description of the magnetism of
wide-gap DMS materials, we investigated the structure and magnetism
of Cr-implanted GaN and Fe-implanted ZnO, two important impurity-host
combinations which are not as well understood as more intensively stud-
ied systems such as Co- and Mn-doped ZnO and Mn-doped GaN. In Cr-
implanted GaN, we aimed at studying the magnetic interactions between
Cr moments, by varying the Cr atomic concentrations from the very di-
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lute regime to well above the percolation threshold. In Fe-implanted ZnO,
we aimed at a comprehensive description of the material’s structure in
terms of phase pureness and lattice location of the Fe impurities, as well
as a detailed modeling of the paramagnetism observed under a varying
density of beam-induced disorder. For both systems, we showed that the
magnetic interactions between the transition-metal moments are, in fact,
strong nearest-cation-neighbor antiferromagnetic interactions, which favor
the antiparallel alignment of the localized moments. Such nearest-cation-
neighbor antiferromagnetic interactions are consistent with those found in
the corresponding nitride (CrN) and oxide (FeO), both antiferromagnetic
materials with high Néel (ordering) temperatures. In agreement with sev-
eral other comprehensive reports of absence of ferromagnetism in materials
prepared using various other methods, our findings support the view of a
growing fraction of the DMS community that the transition-metal impu-
rities in wide-gap semiconductors do not order ferromagnetically at high
temperatures [1]. The often observed high-temperature ferromagnetism
can, alternatively, be attributed to non-intrinsic sources, such as a non-
uniform distribution of the magnetic impurities, magnetic contamination
or setup-related artifacts.

The absence of Heisenberg-type ferromagnetic exchange in wide-gap
materials can hardly be considered surprising. Mechanisms of the type of
p-d Zener exchange, which successfully describe the ferromagnetism of Mn-
doped narrow-gap semiconductors such as GaAs and InAs, miss a basic re-
quirement in wide-gap semiconductors. Because transition metals are deep
centers in these materials, they do not introduce the itinerant holes required
to mediate the magnetic interactions. On the other hand, in defect-related
mechanisms, as in bound magnetic polaron (BMP) and similar models, the
exchange energy density necessary to produce high-temperature ferromag-
netism with a few % of transition-metal doping corresponds to a magnetic
exchange much stronger than that observed in the strongest of the known
ferromagnetic materials. Recently, a different type of model has been pro-
posed which does not rely on ordered 3d local moments and Heisenberg-
type exchange. This charge-transfer ferromagnetism (CTF) [2, 3] requires
two distinct types of defects: one that creates a narrow impurity band
and another to play the role of charge reservoir. If both types of defects
are present, electrons can in principle be transferred to or from the reser-
voir until the filling level of the impurity band satisfies the spontaneous
spin-split (Stoner) criterion. In dilute magnetic semiconductors, the impu-
rity band can originate, for example, at grain boundaries or beam-induced
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defects, while mixed-valency impurities may behave as charge reservoirs.
Such CTF mechanisms could in principle explain the two main features of
the high-temperature ferromagnetism observed in wide-gap DMS materi-
als. First, CTF models predict nearly temperature-independent and anhys-
teretic magnetization loops (up to room temperature), which are typically
observed in ferromagnetic wide-gap DMS materials. Second, the difficulty
to produce and reproduce a ferromagnetic wide-gap DMS could be ex-
plained by the difficulty in monitoring and controlling the concentrations
of the two types of defects involved in the CTF mechanism. However, as we
have shown in Article I, the magnetic behavior of samples contaminated by
Fe-containing tools or setup parts displays the same nearly temperature-
independent and anhysteretic magnetization loops. Unambiguous evidence
of charge-transfer ferromagnetism in wide-gap DMS materials has not been
reported so far.

Outlook

From a broader and more fundamental point of view, the main implications
of the results presented in this thesis concern the understanding of (1) the
lattice location of transition-metal impurities in semiconductors and (2)
the magnetic interactions between localized moments in dilute magnetic
systems.

Challenging the current paradigms of low thermal stability of interstitial
Mn in GaAs and pure cation substitution by Co and Mn in ZnO and GaN
(1), our results raise several fundamental questions which go beyond their
direct implications on the DMS field. Why does interstitial Mn in GaAs
have such a high activation energy for diffusion? What physical mecha-
nism allows for Mn and Co to substitute O and N, which are chemically
so different? Why had both of these phenomena so far passed undetected?
Although we provide some answers throughout this thesis, a reformulation
of these paradigms will require further theoretical and experimental inves-
tigation. Very concretely, our results motivate a theoretical reassessment of
the lattice location and thermal stability of transition-metals in GaAs, GaN
and ZnO using density functional theory (DFT) calculations. For wide-gap
semiconductors in particular, the use of DFT to study the magnetic and
electrical behavior of impurities has been extensively developed during the
last decade [1]. The challenges that highly-charged defects (which we pro-
pose to be the case for anion-substitutional Mn and Co) pose to DFT theory
are an interesting test to its prediction power. On the experimental side,
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the results of our emission channeling experiments question the suitability
of more widely used techniques (e.g. XAFS) to detect and identify minority
sites. Establishing (and possibly improving) the sensitivity of XAFS and
related techniques to multi-site occupancy is also of major importance in
the context of electrical and optical doping.

If, on the one hand, our lattice location results (1) defy established
paradigms and (educated) intuition, then on the other, our main conclu-
sions regarding the magnetism of wide-gap DMS (2) are a “return” to more
conventional and well-established theories of magnetism. Long-range mag-
netic order in dilute magnetic systems requires mediators, i.e. itinerant
carriers. This is the case, for example, in narrow-gap semiconductors such
as GaAs and InAs doped with Mn, where ferromagnetic exchange is medi-
ated by the valence-band holes introduced by the Mn impurities. However,
being deep centers in wide-gap semiconductors, 3d transition metal im-
purities do not introduce such carriers. In addition, their “magnetic” 3d
states are too distant in energy from the host bands to allow for efficient
hybridization with free carrier states introduced by donor or acceptor co-
doping. Spontaneously spin-split impurity bands and other defect-related
mechanisms are, in principle, an alternative route for high-temperature fer-
romagnetism in semiconductors [4]. Indeed, some evidence exists of defect-
related ferromagnetism in other materials which do not contain magnetic
moments localized in magnetic impurities nor itinerant carriers to mediate
magnetic interactions. Some examples are graphite [5, 6], hexaborides [7]
and topological insulators [8,9]. Two questions remain, however. Are these
effects intrinsic or can they be attributed to magnetic contamination and
other experimental artifacts? Assuming that they are intrinsic, can dilute
magnetic semiconductors incorporate similar phenomena? Answering these
questions will require developments both on the theoretical and experimen-
tal sides. One of the major barriers towards establishing this new class of
magnetic materials is, indeed, the lack of detailed models which make clear
predictions of their behavior. This problem can, of course, be put the other
way around. On the experimental side, the major challenge is achieving
reproducibility, i.e. to find the archetype material which is easy to prepare
and reproduce [4]. If this magnetic “fruitfly” is discovered, such signatures
may then be found by serendipity, and the development of the appropriate
models may follow by design.

From a more applied perspective, the results presented in this thesis
have profound implications in the context of technological development



Conclusions 289

and implementation of DMS: the search for a semiconductor material with
carrier-mediated ferromagnetic order above room temperature.

On the narrow-gap DMS side, our results open new prospects for in-
creasing TC in Ga1−xMnxAs through post-processing methods alternative
to thermal annealing. This would allow to circumvent the technical diffi-
culties in further film-growth development, which led to the stagnation of
the record TC value around 185 K during the last few years [1, 10]. How-
ever, even if such complex post-processing methods can be developed, it is
unclear if they can deliver Curie temperatures which are compatible with
practical applications. In addition, an increased processing complexity im-
plies an increased difficulty for industrial implementation.

On the wide-gap side, the prospects for the discovery of a DMS sys-
tem with high-temperature, carrier-mediated ferromagnetism are even more
limited. Our results support the viewpoint that the high-temperature fer-
romagnetism often observed in wide-gap DMS materials is not intrinsic [1].
As discussed in the previous paragraphs, one can not exclude that a class
of wide-gap DMS exists where high-temperature ferromagnetic order is not
carrier mediated. The coming years will tell if such materials do indeed
exist. However, even more than the existence of such materials, their use-
fulness in practical applications is still very unclear.

As a final comment, while there is still much to learn in terms of
structure and magnetism of DMS materials, the future of semiconductor
spintronics may rely on slightly different approaches. Proximity effects
at ferromagnet-semiconductor interfaces, for example in Fe/Ga1−xMnxAs
junctions, locally enhance the TC of the Ga1−xMnxAs layer [11]. Such het-
erostructures may in principle circumvent the efficiency problems in metal-
semiconductor spin-injection, since spin-polarized conduction can occur via
the interfacial layer of the ferromagnetic semiconductor. Other promising
alternatives to DMS are antiferromagnetic semiconductors. Exploiting the
strong antiferromagnetic interactions characteristic of magnetic insulators
may allow for the development of functional heterostructures [12,13].
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