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ABSTRACT

Liu, Chang Ph.D., Purdue University, December 2009. Muon Reconstruction and
Physics Commissioning of the CMS Experiment with Cosmic Muons. Major Pro-
fessor: Neumeister N. Professor.

In this thesis, the first physics measurements using the Compact Muon Solenoid

(CMS) at the Large Hadron Collider (LHC) are presented. These physics measure-

ments were performed using cosmic ray muons traversing the CMS detector. The

CMS detector is optimized for the detection of muons and the results presented here

also have a purpose of helping in the commissioning of the detector for the LHC

collisions.

Two analyses were conducted; the first is a measurement of the charge ratio of

positive to negative muons, and the second is a measurement of the differential and

absolute flux of incident cosmic rays. The charge ratio measurement was made using

both the muon and tracking detectors and is highlighted by its data-driven method.

The charge ratio over the momentum range starting from 10 GeV were measured at

the detector center and then transferred to the earth’s surface. The flux measurement

was performed using the muon system only and more relied on Monte Carlo samples.

The flux was measured over the momentum range from 15 GeV to over 1 TeV at the

CMS outer surface and then transferred to the earth’s surface. These measurements

required the development of specialized reconstruction and analysis tools since cosmic

rays pass through the CMS detector in a different pattern than the particles from

the LHC collisions. Good precision and agreement with previous experiments was

observed. These measurements demonstrate the capability of the CMS detector for

physics analyses and are the first physics result of the CMS collaboration.

Besides the cosmic muon analyses, an analysis of Monte Carlo samples, with full

detector simulation and reconstruction of collisions at 10 TeV, was performed. This
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analysis focused on the fundamental Drell-Yan process as an essential part of discovery

physics in the dimuon channel. The results show that it is possible to measure the

cross section precisely with the first 100 pb−1 data from the LHC, and the systematic

uncertainty is dominated by the expected uncertainty in the luminosity measurement.
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1. INTRODUCTION

Humanity’s quest to understand the world in which we live has a history as long as

human civilization. Starting from the era of Sir Isaac Newton, the experimental tools

physicists use to explore the deep mysteries of the universe became more and more

powerful and sophisticated. At the frontier of physics, particle physics studies the

most elementary constituents of matter and the interactions between them. To the

best of our current knowledge in the field, all known elementary particles and interac-

tions can be described by a theory called the Standard Model of particle physics. In

this model, the world is constituted by matter particles, interacting by strong, weak,

and electromagnetic forces through mediating gauge bosons.

The Standard Model is one of the greatest achievements of particle physics in the

20th century. Despite the striking success of the Standard Model, there are many

unsolved problems such as the large hierarchy in energy scales, the presence of dark

matter in the universe, and the origin of the many fundamental parameters. While in

general we do not know what the relevant energy scale is for the solution of the above

problems, the electroweak scale is pointing us to new phenomena at the TeV scale.

Many theoretical models beyond the Standard Model have predicted that there will

be new physics at the TeV scale.

To further study the properties of the elementary particles, experimental parti-

cle physicists utilize large particle accelerators to accelerate particles to the highest

achievable energies and bring them to collision. The higher the center-of-mass en-

ergy of the collision, the more likely it is to produce new particles. In particular,

the trillion electron-volt (TeV) region of energy is of special interest because it may

provide the answers to some of the most pressing questions in particle physics. The

Large Hadron Collider (LHC) is built for this purpose. The accelerator will have the

highest energy and the most intense beams in the world. It is being commissioned at
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the European Organization for Nuclear Research (CERN) and has started 900 GeV

collisions in Winter 2009. The Compact Muon Solenoid (CMS) experiment is one

of the two general-purpose experiments at the LHC. The CMS detector is designed

to detect and measure precisely all particles that will be generated by the p-p colli-

sions, from which exotic physics processes indicating new physics phenomena could

be found.

I anticipated and prepared to search for new physics in the dimuon channel once

the LHC is turned on. Before any discovery of new physics can be claimed at the

LHC, a detailed understanding of the detector has to be demonstrated through the

precise measurement of Standard Model processes. The Drell-Yan process provides a

very clean signature and can be regarded as a ‘standard candle’ at the LHC.

In order to be able to discover any new physics and to make precise measurements,

robust and efficient online selection and offline reconstruction software is essential. My

main activity in the CMS collaboration has been to prepare tools for early data anal-

ysis and detector commissioning, mainly focusing on the reconstruction of muons.

In particular I developed new algorithms for global and cosmic muon reconstruc-

tion and made important contributions to the muon high-level trigger system. The

software commissioning required not only the development of new components but

also a revision of the entire muon reconstruction strategy, and resulted in an overall

improvement of the muon reconstruction performance.

In the process of preparing for collisions at the LHC, the schedule of the commis-

sioning of the LHC was delayed several times due to various reasons. At the end of

2006, the LHC was expected to start with a pilot run at the end of 2007 followed by

a first physics run in Spring 2008. However, the commissioning of the LHC was then

delayed to September 2008 and the analysis was anticipated to finish in Spring 2009.

On September 10, 2008, the LHC beam was successfully accelerated to 5 TeV for the

first time. However one week later, a magnet quench occurred and six tons of helium

leaked from the LHC, which delayed the collisions for at least a year. Nature always
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sides with the hidden flaw, as does the LHC. It is not a surprise that a large complex

instrument such as the LHC was bitten by Murphy’s law.

In spite of the disappointment of the incident, and also the fact that the CMS de-

tector is by no means designed as a cosmic muon spectrometer, the CMS collaboration

used the commissioned CMS detector to collect particles from a much larger accel-

erator, the universe, which provides ultra high energy beams that are unrivaled by

artificial sources. In addition, there are still physics topics concerning the properties

of the particle spectra from cosmic rays. The cosmic muon measurements from the

CMS experiment can also contribute to the understanding of the cosmic ray sources.

More important, the measurements can demonstrate the great potential of the CMS

detector to produce high-quality physics measurements. During the Cosmic Run at

Four Tesla (CRAFT) in October and November 2008, about 300 million cosmic events

were recorded with the full detector. This provided a significant amount of data which

allowed the study of detector performance and physics analyses using cosmic rays.

I significantly contributed to two physics analyses: the measurement of the charge

ratio of muons from cosmic rays and the measurement of the cosmic muon flux, which

are the first physics results of the CMS collaboration. In particular I was in charge

of the Monte Carlo study to understand the molasse shielding the CMS detector

from cosmic rays in the charge ratio analysis. I co-led the flux measurement and

contributed to many aspects of the analysis. In addition I analyzed the properties

of the interaction between high energy muons and the CMS detector. For all these

analyses I developed novel reconstruction and analysis tools.

Besides the study of cosmic ray muons, I performed a physics analysis based on

Monte Carlo samples in preparation for first data at the LHC. In this exercise a

measurement of the differential Drell-Yan cross section in the dimuon channel was

conducted assuming an initial dataset of 100 pb−1. The Drell-Yan dimuon production

constitutes an important Standard Model background for all searches for new physics

in the dimuon final state. The Drell-Yan process has been studied in the mass range,

starting from the Υ peaks up to the kinematic limit. Events at the Υ and the Z
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peak are used to measure the trigger and reconstruction efficiencies from data. I

contributed to the development of analysis tools for measuring muon reconstruction

efficiencies from data.

It is also interesting to notice that the topology of cosmic muons traversing the

entire CMS detector looks very similar to dimuon events from LHC collisions, as

illustrated in figure 1.1. The cosmic muon analysis effort is, therefore, an excellent

dress rehearsal for the analysis of physics processes with a dimuon signature at the

LHC.

Figure 1.1. A cosmic muon traversing the whole CMS detector looks
like an event with two muons which are produced back-to-back at the
center of the detector.

This thesis is arranged in the following order. After this brief introduction, a

general theoretical background and motivations for high energy physics research and

the Large Hadron Collider is described in Chapter 2. The design and performance of

the CMS detector is described in Chapter 3. In Chapter 4 a description of the muon

reconstruction is presented. Particular emphasis is given to the parts I contributed

to. In Chapter 5 the muon high-level trigger system is described with emphasis on the

level-3 muon trigger algorithm. In Chapter 6, several physics analyses with cosmic
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ray muons are presented. The study on the measurement of the differential Drell-Yan

production cross section is described in Chapter 7.
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2. THEORY

This chapter gives a short overview of the Standard Model (SM) and describes the

the Drell-Yan process, followed by a brief introduction to theoretical models beyond

the SM. More details about the SM can be found in [1–3].

2.1 The Standard Model

The SM of particle physics is the most successful achievement of modern particle

physics. It is based on two fundamental symmetries: Lorentz invariance and gauge

symmetry. The SM describes how matter is composed of elementary particles and

how matter interacts in the form of electromagnetic, weak, and strong forces. It

unifies the electromagnetic and the weak forces, and incorporates the strong force.

In the SM, matter is composed of fundamental fermions. There are twelve kinds

of fundamental fermions divided into two categories, leptons and quarks. The leptons

include electrons, muons, taus, and their corresponding neutrinos. The quarks include

up, down, charm, strange, top, and bottom quarks. Quarks have fractional charges

and can not exist freely in nature. The difference between the two categories of

fermions is that leptons do not experience strong interactions, while quarks do. A

complete list of these fundamental fermions is given in table 2.1. The interactions

between them are described in terms of the exchange of integer spin gauge bosons.

Electromagnetic, weak, and strong forces are exchanged by photons, Z and W bosons,

and gluons, respectively.

The SM provides a unified framework to describe these three forces based on the

electroweak theory describing electromagnetic and weak interactions between quarks

and leptons [4–6] and quantum chromo-dynamics (QCD) [7–10]. The Standard Model

is based on the principle of local gauge symmetry under the gauge group SU(3)C ⊗



8

SU(2)L ⊗ U(1)Y and on spontaneous breakdown of the SU(2)L ⊗ U(1)Y symmetry

to the U(1)Q symmetry of QED via the Higgs mechanism.

The electroweak gauge symmetry group SU(2)L ⊗U(1)Y has four generators, the

weak isospin I1, I2, I3 and the weak hypercharge Y . Local gauge symmetry invariance

requires that each of these generalized charges is associated with a vector field. The

non-Abelian weak isospin group SU(2)L introduces three massless vector bosons,

which couple with strength g to all left-handed fermions. The Abelian group U(1)Y

introduces one massless vector boson, which couples with strength g ′ to all particles

with a weak hypercharge Y . The theory of the strong interactions between colored

(C) quarks is based on the SU(3)C group.

In the SM all interactions between fermions and bosons are the result of the

gauge symmetries. For example, electromagnetic interactions between fermions and

photons arise naturally by requiring local gauge invariance of the Dirac Lagrangian

of free fermions LF = ψ̄(iγ · ∂ − m)ψ. This Lagrangian is not invariant under the

U(1) transformation ψ → eieΛ(x)ψ. However if one introduces a gauge field Aµ,

which transforms like Aµ → Aµ − ∂µΛ(x), and defines Dµ ≡ ∂µ + ieAµ, then LF

takes a new form of LF + LGF (LGF = −eψ̄γµψAµ), which is now invariant under

U(1) transformation. The term LGF presents the coupling between the fermion ψ

and the gauge field Aµ. The Lagrangian of a free photon LG = −1
4
FµνF

µν , where

Fµν = ∂µAν − ∂νAµ, is invariant under the gauge transformation. These Lagrangians

describe the quantum electrodynamics (QED).

However, all particles in the SM are massless up to this point. Any mass term

for the gauge bosons would violate the gauge invariance. A mechanism to introduce

masses in the SM is called the Higgs mechanism [11,12]. It describes the spontaneous

symmetry breaking of SU(2)L ⊗ U(1)Y to the U(1)Q symmetry by introducing the

Higgs field, a SU(2) doublet of complex scalar fields, Φ = (φ+, φ0)T . The Lagrangian

of this field must be invariant under SU(2)L ⊗ U(1)Y local gauge transformations

and includes a special potential term −µ2ΦΦ† + λ(ΦΦ†)2. The minimum point of
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Name (Abbreviation) Charge(e) Mass Interactions

down (d) -1/3 3 to 7 MeV electroweak, strong

up (u) 2/3 1.5 to 3 MeV electroweak, strong

strange (s) -1/3 95 ± 25 MeV electroweak, strong

charm (c) 2/3 1.25 ± 0.09 GeV electroweak, strong

bottom (b) -1/3 4.20 ± 0.07 GeV electroweak, strong

top (t) 2/3 174.2 ± 3.3 GeV electroweak, strong

electron (e) -1 0.51099892(4) MeV electroweak

muon (µ) -1 105.658369(9) MeV electroweak

tau (τ) -1 1776.99+0.29
−0.26 MeV electroweak

electron neutrino (νe) 0 ∼ 0 weak

muon neutrino (νµ) 0 ∼ 0 weak

tau neutrino (ντ ) 0 ∼ 0 weak

Table 2.1
Table of fundamental fermions.

this potential term is not at the origin, but a manifold of values. The Higgs doublet

Φ = (φ+, φ0)T then take the form of (0, (v+H)√
2

)T , where v2 = µ2

λ
.

Name (Abbreviation) Charge(e) Mass Interactions

photon (γ) 0 0 Electromagnetic

Z0 0 91 GeV Weak

W± ±1 89 GeV Weak

8 colored gluons 0 0 Strong

Table 2.2
Table of fundamental bosons.
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The SU(2)L transformation acts on left-handed doublets and right-handed sin-

glets. The invariance introduces four massless vector fields, W 1,2,3
µ and Bµ, that

couple to fermions with two coupling constants, g and g ′. The physical fields W±, γ,

and Z, are linear combinations of the four vector fields: W±
µ =

√

1
2
(W 1

µ ± ıW 2
µ), and

Aµ = Bµ cos θW + W 3
µ sin θW , respectively. The Weinberg angle θW is defined as the

mixing angle of the neutral fields W 3
µ and Bµ, and the relation g sin θW = g′ cos θW = e

is concluded, which presents the electroweak unification.

Masses of fermions and gauge bosons W+, W−, and Z0 are generated by the

couplings of the non-zero vacuum expectation value of the Higgs field to them, while

the photon is massless. The Higgs mechanism also predicts the existence of one

additional scalar gauge boson, called the Higgs boson. The search for the Higgs

boson has been a main focus of current high energy experiments.

2.2 Physics of Proton-Proton Collisions

The LHC was conceived to accomplish the important task of shedding light on

the consistency of the SM at energy scales up to about 1 TeV and to study the

spontaneous electroweak symmetry breaking. Besides this, a wide research program

including different physics topics has been developed at the LHC.

Protons are composed of more elementary partons (quarks and gluons). In high

energy inelastic proton collisions, partons are involved in the interactions. The ef-

fective center-of-mass energy
√
ŝ, is proportional to the fractional energies carried by

the two interacting partons,
√
ŝ =

√
sxaxb, where xa and xb are the parton’s fractions

of the total proton energy, and
√
s is the center-of-mass energy of the proton beams.

The momentum distribution of the partons inside the protons is described by the

parton density functions (PDFs). The PDFs are different for valence quarks, sea

quarks, and gluons. They are functions of the exchanged four-momentum squared,

Q2. PDFs are measured and fitted from experimental data in various regions. Two

examples of PDFs under two different Q-values are shown in figure 2.1.
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Figure 2.1. The parton density functions for Q = 2 and Q = 100 GeV [13].

The effective center-of-mass energies carried by the interacting partons are un-

known. Many partons are scattered at small angles and lost in the beam pipe, and

the center-of-mass may be boosted along the beam direction. Experimentally it is

necessary to use quantities that are invariant under Lorentz boosts along the beam

line, such as rapidity and transverse momentum. Rapidity is defined as y = 1
2
ln(E+pz

E−pz
)

and transverse momentum (pT ) is defined as the component of the particle momentum

which is transverse to the beam line. pT = |~p| · sin θ.

2.3 The Drell-Yan Process

The lepton pair production mechanism via quark-antiquark annihilation by the

exchange of a virtual photon or Z-boson is known as the “Drell-Yan” process [14].

The process has a clean signature and low experimental backgrounds. Measurements

of Drell-Yan production have historically been good probes of the structure of the

proton and are important for understanding of QCD. The measurement of the Drell-

Yan cross section is also a prerequisite for the discovery of new physics.
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Figure 2.2 shows the leading order Feynman diagram of the Drell-Yan process in

p-p collisions. A quark and an antiquark annihilate to produce a virtual photon or Z

boson, which then decays into an opposite-sign lepton pair.

In this section, the theory of Drell-Yan production is described within the naive

parton model. In this model, protons are made up of partons, and all parton-parton

interactions are ignored.

q(p,s)

(k,t)q

0/Zγ

(k’,t’)f

f(p’,s’)

µγ
f

: -ieQγ

)5γf
A-cf

V
(c2

1µγ
Wθcos

g: -i0Z

Figure 2.2. Illustration of the leading order Drell-Yan process.

The scattering amplitude of the process as illustrated in figure 2.2 has the form

S(qq̄
γ/Z0

−→ f f̄) =
(2π)4δ4(p′ + k′ − p− k)

4V 2(p0k0k′0p
′
0)

1/2
(Aγ + AZ) (2.1)

Where Aγ and AZ are

Aγ = −if(p′, s′)i(eQf )γ
µf̄(k′, t′)

× gµν − ((k + p)µ(k + p)µ)/(k + p)2)
(k + p)2

× iq̄(k, t)i(eQq)γ
νq(p, s)

(2.2)

AZ = −if(p′, s′)(−i) g
cosθW

γµ 1
2
(cfV − cfAγ

5)f̄(k′, t′)

× gµν − ((k + p)µ(k + p)µ)/M2
Z)

(k + p)2 −M2
Z + iε

× iq̄(k, t)(−i) g
cosθW

γν 1
2
(cfV − cfAγ

5)q(p, s)

(2.3)
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Where cfV and cfA are the vector and axial-vector coupling constants. They are

determined in the electroweak spontaneous symmetry breaking. For charged leptons,

cfV = −1
2

and cfA = −1
2

+ 2 sin2 θW ≈ −0.03.

The differential cross section can then be written as

dσ̂[qq̄ → f f̄ ]

dΩ
=

(2π)4

32k0|p|
1

4

∑

s,s′,t,t′

∫ ∞

0

|p′|2d|p′|
(2π)3p′0

∫

d3k′

(2π)3k′0
δ4(p′ + k′ − p− k)|Aγ + AZ |2

(2.4)

In the naive parton model, the cross section of the leading order contribution is

σ̂[qq̄ → l+l−] =
4πα2

9M2
e2q (2.5)

where eq is the charge of the quark and M is the invariant mass of the lepton pair.

The differential cross section dσ̂
dxadxb

is

dσ̂[qq̄ → l+l−]

dxadxb

= Gq(xa)Gq̄(xb)σ̂[qq̄ → l+l−] (2.6)

where Gq(xa) is defined as the probability of finding a quark q, with xa, Gq̄(xb) is

defined as the probability of finding an antiquark q̄, with xb, where x , is the fraction

of the longitudinal momentum carried by a given parton of the hadron, pq = xaPp,

and pq̄ = xbPp̄, where Pp and Pp̄ are the momenta of the proton and antiproton

respectively.

The expression can be further simplified by introducing the Mandelstam variables

s ≡ (Pp + Pp)
2 (2.7)

ŝ ≡ (pq + pq̄)
2 = xaxbs (2.8)

and

τ ≡M2/s = sxaxb . (2.9)

After putting in all these ingredients, the differential cross section becomes

d2σ

dτdxL
=

4πα2

9M2

1

(xa + xb)

∑

e2q[Gq(xa)Gq̄(xb) +Gq̄(xa)Gq(xb)] (2.10)
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where xL = xa − xb, and after integrating it,

dσ

dτ
=

4πα2

9M2

∫ 1

τ

dxa

xa

∑

e2q[Gq(xa)Gq̄(
τ

xa
) +Gq̄(xa)Gq(

τ

xa
)] =

1

M2
F(τ) (2.11)

which can also be expressed as

dσ

dM
=

1

M3
F ′(τ) (2.12)

Thus, the leading-order Drell-Yan differential cross section depends on τ ≡ M2

s

only.

The Drell-Yan model leads to the prediction of a simple decay angular distribution

of the leptons in the rest frame of the dilepton pair. The spin of the γ/Z generated

from annihilation is aligned along the beam axis. The amplitude for the decay into a

dilepton pair is

A(θ, ψ) =↑↑ Y 1
0 (θ, ψ)+ ↑↓ Y 1

1 (θ, ψ) (2.13)

where the arrows indicate the spin alignments of the leptons (up being parallel to the

beam, and down being the opposite), and Y are the spherical harmonic functions of

the polar angles θ and ψ with respect to the beam axis.

The angular distribution is

dσ

dΩ
= |A(θ, ψ)|2 (2.14)

integrating over the azimuth angle ψ, the differential cross section becomes

dσ

dθ
= 1 + cos2 θ . (2.15)

However, the above θ is in the center-of-mass frame of the quark-antiquark system. It

is not directly measurable in the lab frame because the input quarks also have initial

transverse momentum pT . The Collins-Soper reference frame [15], in which angles

are measured with respect to the axis that bisects the two beam axes in the dimuon

center-of-mass frame, is generally regarded as the best frame for minimizing the effect

of pT on the measurement of cos θ. The angular distribution is an important quantity

to measure for possible discovery of new physics.
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The Drell-Yan process provides an adequate explanation of high-mass continuum

lepton pair production by hadrons and is in great agreement with all experimental

measurements so far. Because of the large cross section of the process, it can be used

as a bright “candle” for exploration of the physics beyond the SM.

2.4 Physics Beyond the Standard Model

Although the SM has been experimentally confirmed with high accuracy, there are

a number of shortcomings and problems with it. The SM does not include gravity,

one of the four fundamental forces. There is no known way of adapting the quantum

field theory with general relativity. It is expected that new physics could appear at

the LHC. One exceptional example is the supersymmetry theory [16], while another

category is the extra-dimension theories briefly introduced here.

In the past, physicists used to describe the world with three space dimensions

until the beginning of the 20th century when Einstein introduced time as the fourth

dimension [17]. In 1921, Theodor Kaluza extended the general theory of relativity

to a five-dimensional space-time to unify gravity and electromagnetic forces [18]. In

the theory, Einstein field equations and Maxwell’s equations for the electromagnetic

field have the same origin. In 1926, Oskar Klein proposed that the fifth dimension

is curled up in a circle of a very small radius, so that a particle moving along that

axis would return to where it began [19]. The distance a particle can travel before

reaching its initial position is said to be the size of the dimension. This phenomenon

of compact dimensions in space-time is referred to as compactification.

Many approaches to the unification of the forces by proposing extra dimensions is

taken by modern theories, such as string theory [20] and M-theory [21]. In the 1990s,

many new theories involving extra dimensions have been proposed [22–29]. Unlike

string theories, these models gave experimental predictions that could be verified by

colliders. They are proposed to solve the gauge hierarchy problem, the puzzle of the

weakness of gravity relatively to the other three fundamental forces.
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One such model is the ADD model [22], also known as the model with large extra

dimensions, proposed by Nima Arkani-Hamed, Savas Dimopoulos, and Gia Dvali in

1998. It explains the hierarchy problem by imagining a universe in which the fields of

the SM are confined to a higher-dimensional membrane, while gravity can propagate

in several additional spatial dimensions that are compact but large.

The ADD signal may appear as a deviation of the dimuon spectra from the SM

predictions for Drell-Yan processes. A variation of the model also predictes the exis-

tence of Kaluza-Klein excitation of gauge bosons, a series of Z ′ resonances that can

be found in the dilepton channel [30].

Randall-Sundrum models [31], proposed in 1999, imagine that the real world is

a higher-dimensional universe described by wrapped geometry. Our universe is a

five-dimensional anti de Sitter space [32] and the elementary particles, except for

the graviton, are localized on a (3 + 1)-dimensional brane or branes. There are two

popular RS models. The first, called RS1, has a finite size for the extra dimension

with two branes, one at each end. The second, RS2, is similar to the first, but one

brane has been placed infinitely far away.

θcos
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f f→/Z’0/Zγ →qq
f f→ G*→qq
f f→ G*→gg

Figure 2.3. Illustration of the angular distribution shapes for spin-1
and spin-2 resonances.
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The Randall-Sundrum models predict a mass spectrum of graviton excitations in

the dilepton channel.

In summary, there are several possibilities of new physics showing up at the LHC.

When searching for new physics in a yet-unexplored energy regime, one has to be

prepared for the possibility of one or several signatures of new physics models. A

discovery of a new resonance or deviation has to be followed by a detailed study to

determine its theoretical origin. One characteristic feature is its spin. The spin is 2

for a graviton and 1 for a Z ′, which can be distinguished by the angular distributions

of the decay products, as listed in table 2.3 and illustrated in figure 2.3.

Process Angular distribution

qq̄ → γ/Z0/Z ′ → f f̄ 3
8
(1 + cos2 θ∗)

qq̄ → G∗ → f f̄ 5
8
(1 − 3 cos2 θ∗ + 4 cos4 θ∗)

gg → G∗ → f f̄ 5
8
(1 − cos4 θ∗)

Table 2.3
Different processes and their characteristic angular distribution.
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3. THE CMS EXPERIMENT

3.1 The Large Hadron Collider

The Large Hadron Collider (LHC), currently under commissioning and testing at

CERN and scheduled to start operating in 2009, provides a crucial new capability for

physics research. For the next two decades the LHC will probe the TeV frontier of

energies to search for new phenomena. Among currently approved projects in high

energy physics the LHC uniquely has sufficient energy and luminosity to probe in

detail the TeV energy scale relevant to electroweak symmetry breaking.

The LHC is installed in the existing Large Electron-Positron Collider (LEP) tunnel

and utilizes the Super Proton Synchrotron (SPS) accelerator at CERN. In the LHC,

proton bunches are accelerated to 7 TeV and collide head-on. In the first years of

operation, the center-of-mass energy will be 7 TeV, and will increase steadily when the

machine is better understood and finally should reach the design energy at 14 TeV.

The LHC bunch crossing frequency for proton-proton collisions is 40 MHz. At the

design luminosity of 1034 cm−2s−1, approximately 20 interactions occur at each bunch

crossing, corresponding to a total interaction rate of the order of 1 GHz. In the first

years of operation, the LHC is expected to run at a much reduced luminosity starting

from 1029 cm−2s−1, and only after some years of operation, the design luminosity

of 1034 cm−2s−1 will be reached. The rate of interesting physics processes like the

production of the Higgs bosons is more than ten orders of magnitudes smaller. The

input rate of 109 interactions every second must be reduced by a factor of at least

107 to O(100) Hz, in order to match the capabilities of the mass storage and offline

computing systems of the experiments.
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Parameter Value for p-p collision

center-of-mass energy (TeV) 14

Number of particles per bunch 1.1 × 1011

Number of bunches 2808

Design luminosity (cm−2s−1) 1034

Luminosity lifetime (h) 10

Bunch length (mm) 53

Beam radius at interaction point (µm) 15

Time between collisions (ns) 24.95

Bunch crossing rate (MHz) 40.08

Circumference (km) 26.659

Dipole field (T) 8.3

Table 3.1
Table of LHC design parameters for p-p collisions.

In collider physics, a certain physics process, characterized by a cross section σ,

occurs with a rate R, defined as the number of events per second, which is given by

R = Lσ, (3.1)

where the L is denoted as luminosity, which is defined as

L = fk
n1n2

σxσy
, (3.2)

where f is the revolution frequency, k is the number of bunches composed of n1 and

n2 particles and σxσy is the overlapping cross sectional area (inn the x-y plane) of the

beams.

The design parameters of the LHC are summarized in table 3.1. An illustration

of the LHC accelerator complex is shown in figure 3.1.

There are two general purpose experiments installed at the LHC: A Toroidal LHC

ApparatuS (ATLAS) and the Compact Muon Solenoid (CMS). Their designs signif-
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Figure 3.1. Overview of the detectors and accelerator complex at the LHC.

Figure 3.2. The CMS detector.

icantly differ from each other, because the CMS detector uses a solenoidal magnetic

field generated by a superconducting solenoid, while the ATLAS detector uses a toroid
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magnetic field generated by three sets of air-core toroids complemented by a small

inner solenoid.

The CMS experiment is described in more detail in the following part of this

chapter. A schematic picture of the CMS is shown in figure 3.2.

3.2 The Compact Muon Solenoid

The CMS [33,34] is a general purpose detector operating at the LHC. As its name

indicates, it is designed to precisely measure muons with a relatively compact design,

by utilizing a 3.8 T superconducting solenoid. The 3.8 T magnetic field allows precise

tracking in the silicon inner tracker and reduces the pile-up from soft hadrons in the

muon system, which is installed outside the solenoid.

3.2.1 Overall Design

The CMS detector is composed of a cylindrical barrel and two endcaps. It has

a total length of 21.6 m, a diameter of 15 m, and a total weight of about 12500

tons. The design is driven by the choice of its magnet, a 13 m long superconducting

solenoid [35] with a diameter of 5.9 m. From inside-out the silicon tracker, the

electromagnetic calorimeter, and the hadron calorimeter are placed inside the coil.

The muon chambers are embedded between iron layers of the magnetic return yoke

outside the superconducting solenoid.

The reference coordinate system of the CMS experiment is defined as following.

The x-axis points toward the center of the LHC circle, the y-axis points upward and

the z-axis points along the beam to the Jura mountains. The three axes form a right-

handed system. A pseudo-spherical coordinate system is also widely used, where r

is the distance to the beam-line, φ is the angle with respect to the y-axis and the

pseudo-rapidity η as defined in equation 3.3.

η = − ln(tan
θ

2
), (3.3)
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where θ is the angle with respect to the beam line. The pseudo-rapidity is a good

approximation of rapidity when a particle’s momentum is much larger than its mass.

In the rest of the chapter, the detector subsystems are described with their specific

characteristics, with an emphasis on the detectors involved in muon reconstruction

and identification, such as the silicon tracking system and the muon system. This is

followed by an overview of the CMS trigger system.

3.2.2 Tracker

The inner tracking detectors are designed to reconstruct muons, electrons, and

hadrons, with good momentum resolution and high efficiencies in the range of |η| <
2.5. The resolution of the muon reconstruction is dominated by the measurements in

the tracking detector, which is discussed in Section 4.

Figure 3.3. An illustration of the pixel tracker detector.
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Figure 3.4. A sketch of the longitudinal view of a quarter of the silicon
strip tracker. Mono modules are presented by red, and stereo modules
are presented by blue.

The Pixel Detector

The pixel tracker was motivated by the need to measure the impact parameters

of charged particles in order to achieve high efficiency of b-tagging and vertex recon-

struction. It is the component that is closest to the interaction point. The pixel

detector is composed of three barrel layers and two endcap disks at each endcap, as

illustrated in figure 3.3. The barrel layers have a length of 53 cm and are located at

cylinders with mean radii of 4.4 cm, 7.3 cm, and 10.2 cm respectively. The endcap

layers are arranged in a turbine-like shape with a 20◦ tilt, covering the radius from 6

to 15 cm and are placed at |z| = 34.5 cm and 46.5 cm. The design of the pixel detector

allows the measurement of at least two points per track in the |η| < 2.2 region for

tracks originating within 2σz from the interaction point, where σz is the longitudinal

size of the luminosity region of the LHC collisions, which is about 5.3 cm. The total

number of the channels of the pixel detector is approximately 44 million.
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The Silicon Detector

The silicon tracker based on silicon strips, is just outside the pixel tracker. The

detector modules are made of p+ strips on a n-type bulk silicon whose thickness is

about 320 and 500 µm respectively in the inner and outer tracker.

As illustrated in figure 3.4, there are four inner barrel layers called tracker inner

barrel (TIB) and six outer barrel layers called tracker outer barrel (TOB). At each

endcap side, there are three inner layers called tracker inner disks (TID) and nine

outer layers called tracker end cap (TEC).

The first two TIB layers and the first two TOB layers are made of double-sided

(“stereo”) modules, composed of two modules mounted back-to-back with their strips

tilted by 100 mrad. The rest of the TIB and TOB are made of single-sided (“mono”)

modules. The whole silicon tracker is made of about 10 million channels for an active

area close to 198 m2. The components of the silicon strip tracker are listed in table 3.2.

Part Number of detectors mean pitch (µm)

TIB 2724 81/118

TOB 5208 81/183

TID 816 97/128/143

TEC 2512 96/126/128/143

TEC(2) 3888 143/158/183

Table 3.2
Components in the silicon strip tracker.
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3.2.3 Calorimeters

Electromagnetic Calorimeter

The electromagnetic calorimeter (ECAL) was designed to measure the energy of

electrons and photons. The physics motivation of the design is driven by the search for

the Higgs boson in the channel H → γγ, where the H signal has to be distinguished

from a continuous background in the differential di-photon invariant mass spectrum.

Figure 3.5. An illustration of the barrel and the endcaps of the ECAL.

The ECAL is a hermetic homogeneous calorimeter made of lead tungstate (PbWO4)

crystals and is placed inside the magnetic coil. Lead tungstate was chosen because

of its excellent radiation hardness. Lead tungstate crystals have a short radiation

length (X0 = 0.89 cm) and a small Moliere radius (RM = 2.2 cm). About 80% of the

scintillation light is emitted within 25 ns. The ECAL is composed of 61200 crystals in

the central barrel part, and 7324 crystals in each endcap, as illustrated in figure 3.5.

In the barrel, silicon avalanche photodiodes (APDs) are employed, while vacuum

phototriodes (VPTs) are used in the endcaps. The temperature of the system is

kept stable at 0.1◦C by a water cooling system since both the crystals and the APDs
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response are sensitive to temperature changes. The barrel region of ECAL covers

the pseudorapidity region up to |η| < 1.479. The barrel part has an inner radius

of 129 cm and is composed of 36 supermodules, each containing 1700 crystals. The

barrel crystals have a front face cross section of 22× 22 mm2 and a length of 230 mm

corresponding to 25.8X0. The granularity of the barrel is ∆φ×∆η = 0.0175×0.0175.

The endcaps cover the |η| region from 1.48 to 3.0. The endcap crystals have

dimensions of 28.6 × 28.6 × 220 mm2. A preshower device, which is introduced to

identify π0 in the endcaps, is located in front of the endcaps. Two planes of silicon

strip detectors are placed behind disks of lead absorber at depths of 2X0 and 3X0.

The energy resolution of a calorimeter can be parametrized as the sum in quadra-

ture of three different terms:

σE

E
=

a√
E

⊕ b

E
⊕ c (3.4)

In the equation, a is the stochastic term, including the fluctuations in the number

of electrons which reach the preamplifier (ne). The fluctuations are proportional to
√
ne and thus proportional to E. b is the noise term, accounting for all the effects

that can affect the measurements of E independently of the E, and c is the constant

term related to calibration, temperature and other issues with the stability of the

detector. Muons are minimum ionizing particles (MIP) and leave only a small energy

deposit in the calorimeters. A 100 GeV muon usually leaves about one or two GeV

in the ECAL.

Hadronic Calorimeter

The hadron calorimeter (HCAL) is placed just outside the electromagnetic calorime-

ter and inside the superconducting coil. The HCAL is designed to reconstruct jets

and missing energy (missing ET ) with high precision. Its resolution must ensure a

good reconstruction of the di-jet events and an efficient measurement of missing ET .

HCAL has to provide a large coverage and fine granularity for this purpose. It has to
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be able to detect signals ranging from the signal of a single minimum ionizing muon

up to a deposited energy of 3 TeV. The HCAL barrel region covers an |η| range up to

1.74, and the endcaps cover an |η| region up to 3. The HCAL is composed of brass

layers as absorbers, interleaved by thick plastic scintillator layers. The brass layers

have thicknesses of 60 mm in the barrel and 80 mm in the endcaps. The scintillator

layers are 4 mm thick. The light is collected by wavelength shifters. The scintillator

in each layer is divided into tiles with a granularity matching the granularity of the

ECAL trigger towers (∆η × ∆φ = 0.0875 × 0.0875).

The two hadronic forward calorimeters covering the pseudorapidity region 3 <

|η| < 5, are placed at |z| =11.15 m from the interaction point outside the magnetic

field. Because of the extremely harsh radiation environment near the beam, a different

detection technique using a grid of quartz (radiation hard) fibers parallel to the beam

embedded in a iron absorber is employed.

Figure 3.6. A longitudinal view of one quarter of the HCAL.
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3.2.4 The Magnet

The CMS experiment is highlighted by its strong magnetic field provided by its

superconducting coil. The magnet system is composed of three main parts, the super-

conducting solenoid, and the iron return yoke in the barrel and the endcap. The 3.8 T

magnetic field allows the precise measurement of muon momenta up to |η| ≈ 2.4. The

barrel return yoke is a 12-sided cylindrical structure with a length of 11 m divided

into 5 rings. The iron yoke has a weight of 7000 tons, more than half of the total

weight of the CMS detector. The superconducting coil is placed in a vacuum tank

and kept at the temperature of liquid helium. The weight of the vacuum tank is

supported by the central barrel ring of the iron yoke.

The magnetic field layout is shown in figure 3.7.

Figure 3.7. The magnetic field layout.
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3.2.5 The Muon System

The muon system is designed to identify muons and measure their momenta accu-

rately. The muon system is very important because muons provide clean signatures

for many physics processes.

The muon system, as shown in figure 3.8, is the outermost part of the CMS

detector and is embedded in the magnetic iron return yoke. The magnetic field inside

the plates of the yoke bends the particles and allows the measurement of momenta.

Figure 3.8. A quarter of the muon system.

The whole muon system is composed of three independent subsystems. In the

barrel region (|η| < 1.0), Drift Tube (DT) detectors are installed, and Cathode Strip

Chambers (CSC) are used in the endcap regions (0.8 < |η| < 2.4). Resistive Plate

Chambers (RPC) are installed in the |η| < 1.6 region, covering both the barrel and

the endcaps. RPCs have limited spatial resolution, but good time resolution thus can

provide excellent bunch crossing identification.
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The Drift Tube Chambers (DT)

Figure 3.9. The layout of a DT chamber inside a barrel muon station.

The barrel muon system consists of five wheels along the z-axis, each one divided

into 12 sectors and four stations called MB1, MB2, MB3, MB4 from the inside out.

Each station consists of 12 chambers, except for MB4, which has 14 chambers.

Figure 3.10. A drift cell.

Each DT chamber, as shown in figure 3.9 consists of two or three superlayers, one

or two superlayers measure the r − φ coordinate, and another orthogonal superlayer

measures the r− z coordinate. Each superlayer is composed of four layers of parallel

cells. The most basic element is the drift tube cell, whose cross section is shown in

figure 3.10. Each drift cell has a size of 42 × 13 mm2. A layer of cells is constructed

by two parallel aluminum planes and by “I” shaped aluminum beams that define the
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boundary of the cells and serve as cathodes. The I-beams are insulated from the

planes by a 0.5 mm thick plastic profile. The anode is a 50 µm stainless steel wire

placed in the center of the cell. The distance of the track from the wire is measured

by the drift time of electrons. To improve the distance-time linearity, additional field

shaping is obtained with two positively-biased insulated strips, glued on the planes

in correspondence to the wire. Typical voltages are +3600 V, +1800 V and -1200 V

for the wires, the strips and the cathodes, respectively. The gas used is an 85%/15%

mixture of Ar/CO2, which provides good quenching properties and a saturated drift

velocity of about 5.6 cm/µs. A single cell has an efficiency of about 99.8% and a

resolution of 180 µm.

The Cathode Strip Chambers (CSC)

The endcap muon system is arranged in four stations at each end of the de-

tector. They are numbered from ME1 to ME4 in order of their distances to the

center. The innermost CSC stations are composed of three concentric rings (ME1/1,

ME1/2, ME1/3), while the other stations are composed of two disks only (MEn/1

and MEn/2). Each ring consists of 18 or 36 trapezoidal chambers. All but the ME1/3

chambers overlap in φ and, therefore, form rings seamless in azimuth.

Each CSC chamber, as shown in figure 3.11, is composed of six layers. Each layer

consists of an array of anode wires between two cathode planes. Strips are arranged

in the radial direction and measure the φ coordinate. Wires are in the orthogonal

direction and measure the r coordinate. The spatial resolution provided by each

chamber from the strips is typically about 200 µm (100 µm for ME1/1). The angular

resolution in φ is of the order of 10 mrad.

The Resistive Plate Chambers (RPC)

Resistive Plate Chambers are gaseous parallel-plate detectors that combine good

spatial resolution with a time resolution comparable to that of scintillators. Fig-
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Figure 3.11. Schematic view of a CSC chamber.

ure 3.12 illustrates that each RPC is a double-gap bakelite chamber operating in

avalanche mode. A robust signal amplification is introduced at the front-end level.

The gaps have a 2 mm width. A total of six layers of RPCs is embedded in the barrel

iron yoke, two located in each of the muon stations MB1 and MB2, and one in each

of the stations MB3 and MB4. In each barrel chamber, the strips, which run along

the beam direction, are segmented into two parts for stations MB1, MB3, and MB4

or three parts in some chambers in the MB2 station. In the forward region, three

layers of RPCs cover the region up to η = 1.6.

Figure 3.12. Schematic view of the RPC double-gap structure.
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3.2.6 Trigger System

At the LHC design luminosity, the total event rate is expected to be about 109 Hz.

However it is impossible to record all events. Therefore the trigger system must

reduce the input rate down to O(100) Hz as well as maintain high efficiencies on the

potentially interesting events by selecting events based on their physics signatures.

The online selection process consists of two main steps: the level-1 (L1) trigger and

the high-level trigger (HLT) [36, 37]. The concepts of the L1 trigger is described in

the following part of this section, while the muon HLT is described in Chapter 5.

The Level-1 Trigger

The level-1 trigger needs to reduce the event rate down to 50 (100) kHz for the low

(high) luminosity running and is implemented in dedicated programmable hardware.

The L1 trigger has to make an accept-reject decision of an event within 3.2 µs to

allow more time for more sophisticated algorithms in the HLT. Therefore the L1

trigger only accesses information from the calorimeters and muon systems.

The Level-1 trigger is organized into a calorimeter trigger and a muon trigger

and the information is transferred to the Global Trigger (GT) which makes the final

accept-reject decision.

The calorimeter trigger is based on trigger towers with a size of ∆φ × ∆η =

0.087× 0.087 in the barrel, or a larger region in the endcaps. The calorimeter trigger

identifies four candidates for five types each, isolated electrons/photons, non-isolated

electrons/photons, central jets, forward jets, and tau jets, from the calorimetric region

information. The information of these candidates, as well as the measured missing

ET , is passed to the GT.

The muon trigger is implemented for DT, CSC, RPC muon detectors separately.

The candidates from each muon detector are then merged, and the best four muon

candidates are transferred to the GT. The GT makes the accept-reject decision ex-

ploiting both the characteristics of the single objects and from the combination.
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In the DT subsystem, the DT trigger front-end is called the Bunch and Track

Identifier (BTI). The BTI performs a straight segment fit within a superlayer using

at least three hits out of the four layers of a superlayer. Segments in different r − φ

superlayers of the same chamber are matched by the track correlator, and the angular

resolutions are improved by the larger lever arm. The trigger server selects the two

segments corresponding to the highest pT among all segment pairs in a chamber

and passes them to the drift tube track finder (DTTF). DTTF uses pre-computed,

memory-resident Look-Up Tables (LUT) to link the segments between stations and to

group matching segments. The muon candidate parameters are estimated with other

LUTs and based on the φ direction of the segments in the two innermost stations. The

DTTF matches the segments reconstructed in the four muon stations and builds a

single muon track candidate with η, φ, pT and a quality word. Finally, the candidates

are sorted and the four L1 muon candidates with highest pT are delivered to the

global muon trigger (GMT).

In the CSC subsystem, the CSC local trigger reconstructs segments in each cham-

ber independently using the strips and the wires of the six layers. Cathode strips, used

to reconstruct the φ coordinate, are employed to measure the track pT . The strips are

digitized with half strip resolution first, using an interpolation based on a comparator

that analyzes the charge in three adjacent strips. The hits in the six layers are then

searched for patterns compatible with high-pT tracks. The anode wires provide the

information on η and precise bunch crossing assignment. A coincidence of two hits in

different layers is needed to assign the bunch crossing, and reconstructing a segment

requires four hits out of the six CSC planes. After this, 3-dimensional segments are

reconstructed by the anode and cathode segments and sent to the CSC Track Finder,

which links the segments of different stations to build a muon candidate. The CSC

trigger electronics were not installed in the region |η| > 2.1 in chamber ME1/1, while

the CSC system covers up to η ≈ 2.4.

In the RPC subsystem, there is no local reconstruction performed in the trigger.

A pattern comparator trigger (PACT) collects the hits and looks for time and space
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correlation in the four RPC stations. Hits are matched with pre-defined patterns in

LUTs to provide identification and the estimation of pT , η, φ position and quality of

the muon. The pattern identifies muons with at least three hits in four stations. In

the barrel where there are six RPC layers, the search is done for low-pT muons in the

first four RPC layers in the first two stations and for high-pT muons with one layer

from each of the four stations. The four highest pT candidates in barrel and endcaps

are sent to the GMT separately.

The DT and CSC subsystem records four level-1 muon candidates at most, while

the RPC records four barrel and four endcaps candidates at most. The candidates

with information of η, φ, pT and quality are passed to the GMT.

The GMT matches the muon candidates from different subsystems and combines

their parameters by comparing the spatial η, φ coordinates in an optimized way.

If two candidates are matched, the parameters of the track are chosen according

to a programmable logic. The GMT accepts candidates triggered by two systems

or having a certain quality. The selection criteria can be refined to balance high

efficiency and background rejection. The GMT also looks for the MIP and quiet bits

in the corresponding calorimeter regions. Finally, the GMT sends the four muons

with highest pT to the GT.

The High-Level Trigger

Upon receipt of a level-l trigger accept, the data are transferred to the front-end

readout buffers. The HLT processes all events triggered by the level-1 trigger in a

single computer processor farm and reduces the rate from 100 kHz down to 100 Hz.

The CPU usage of the HLT is optimized by the concept of “regional reconstruction”

and by rejecting events as early as possible. The basic strategy is to reconstruct each

physics object in different subsystems which can be used to make decisions first and

then involve information from more subsystems and make decisions at a higher level.
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HLT paths are usually divided into several “virtual” levels, each level involves more

information than its previous level, and reduces the event rate from its previous level.

The total CPU usage depends on the performance of the software components in

all levels, but with different weights. If assuming the CPU takes Ti milli-second (ms)

to process one event once activated for level-i, and the level-i has a rejection factor

Ri (Ri > 1), which means one out of Ri events could be accepted on this level. Then

the total CPU time for this HLT path is

Ttotal =

max
∑

i=2

(Ti/(

i
∏

j=2

Rj)) ms, (3.5)

noticing the HLT starts from level-2. The equation illustrates that the optimal strat-

egy for the HLT is to have large rejection factors in the early phase and then more

sophisticated algorithms taking longer times can be implemented at the higher level.

The overall HLT strategy needs to be designed and tuned according to different lu-

minosity scenarios. The muon HLT is introduced in more detail in Chapter 5.
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4. MUON RECONSTRUCTION

4.1 Software Design, Requirements and Framework

The CMS simulation, reconstruction and analysis software, referred to as CMS

SoftWare (CMSSW), is built around a framework, an Event Data Model (EDM),

and a set of services needed by simulation, calibration and alignment, and event

reconstruction. The CMSSW is designed using the object-oriented programming

paradigm and is implemented in the C++ programming language [38].

The CMSSW event processing model consists of one executable and many plug-in

modules which are managed by the CMSSW framework. All the code needed for event

processing (calibration, reconstruction algorithms, etc.) is contained in modules. The

same executable is used for both detector data and Monte Carlo sample processing.

The CMSSW executable is configured by a configuration file in Python programming

language [39], which specifies the input, output, processing sequences, and parameter

settings for each module. In order to keep the CMSSW executable lightweight, only

the required modules are dynamically loaded at the beginning of the job.

The CMS EDM is centered around the concept of an event. An event is a C++

object container for all raw and reconstructed data related to a particular collision.

During processing, data are passed from one module to the next via the event, and

can be accessed only through the event. All objects in the event can be individually or

collectively stored in ROOT [40] files, and are thus directly browsable within ROOT.

The muon reconstruction software is designed to reconstruct muon tracks in the

muon system and the silicon tracker. It is designed to be used for both online event

selection and offline analysis. The software packages are integrated in CMSSW as

different modules. Muon reconstruction is performed in three stages: local recon-
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struction, standalone reconstruction, and global reconstruction, which are described

in this chapter.

4.2 Tracking of Charged Particles

Before the description of the muon reconstruction, the basic concepts used for

track reconstruction are introduced. The first step (pattern recognition) in track re-

construction is to identify a set of detector measurements which correspond to a single

track. The higher the track multiplicity of an event, the more complicated it is to

find the correct set of measurements. This process is performed using various pattern

recognition algorithms. In a next step (track fit), all measurements corresponding

to a track are fit in order to determine the best estimate of the track parameters.

In the case of charged particles in a magnetic field, the parameters to describe the

helix at each measurement surface can be presented as (q/p, tanφ, tan θ, x, y), where

q is the charge, p is the momentum, φ and θ identify the track direction, and x and

y identify the local position on a given surface. The ultimate goal is to extract the

track parameters, e.g., charge, pT , η, φ, and quality parameters, e.g. χ2, at the point

of the closest approach (PCA) to the interaction point.

In CMS the algorithms for both steps, pattern recognition and track fit, are based

on the Kalman filter technique [41]. The Kalman filter is a recursive method of

estimating the states of evolving stochastic systems. The Kalman filter method is

equivalent to the least squares method, but accommodates modeling the complicated

magnetic field and materials between measurements. It also avoids calculations in-

volving a large matrices. The computational cost is proportional to the number of

surfaces crossed by a track.

For example, suppose a particle is traveling through ordered detector surfaces,

numbered 1 to n, in a non-uniform magnetic field. Different detector components

collect the signals generated by the particle. For example, the drift time in each

drift cell is recorded in the DT, and the amount of charge is recorded in each CSC
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sub-layer. All those signals are converted into spatial measurements used in the track

fitting.

The track states on two adjacent surfaces of a particle trajectory have a certain

relation determined by the modeling of the materials and magnetic field in between.

The relationship can be presented by the system equation:

pk = fk(pk−1) + Pkσk, (4.1)

where fk is a deterministic function presenting the track model between surfaces k

and k−1. σk is a random disturbance which describes the effect of matter between the

surfaces on the trajectory, mainly multiple scattering. It is called the process noise

and holds the relation 〈σk〉 = 0. Its covariance matrix, denoted as Qk, is assumed to

be known for all k. The matrix Pk is introduced because the noise may have different

effects on different state parameters.

Usually the track states can not be measured directly. The observables, position

measurements converted from other lower-level measurements, are functions of the

track states superimposed by measurement errors. This relation is summarized in the

measurement equation:

mk = hk(pk) + εk, (4.2)

where hk maps the track states (pk) to the measurable variables (mk) on surface k.

εk is another random disturbance which describes the measurement errors. It has a

mean 〈εk〉 = 0 and covariance matrix Vk ≡ W−1
k .

If pk|j denotes the track state pk based on measurements {m1, ..., mj}, then once

pk−1|k−1 is available, pk|k can be deduced in the following way. For the sake of conve-

nience, all the above equations are assumed to be presented by linear matrix calcula-

tions without loss of generality.

First, the predicted track state on surface k without considering the noise is

pk|k−1 = fk(pk−1|k−1). (4.3)

The covariance of the process noise is updated as:

Ck|k−1 = fkCk−1|k−1f
T
k + PkQkP

T
k (4.4)
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The covariance matrix is the sum of two terms, the first one is the propagation of

the previous covariance, and the second one takes the process noise into account.

Updating with the current measurement mk, pk should minimize the following

objective function

Lpk = (mk − hkpk)
TWk(mk − hkpk) + (pk|k−1 − pk)

TC−1
k|k−1(pk|k−1 − pk), (4.5)

which presents the overall effect of process noise and measurement errors.

After some algebra, one can derive

pk|k = pk|k−1 +Kk(mk − hkpk|k−1) (4.6)

Ck|k = (C−1
k|k−1 + hT

kWkhk)
−1 = (I −Kkhk)Ck|k−1 (4.7)

where Kk = Ck|k−1h
T
k (Vk + hkCk|k−1h

T
k )−1.

The pk|k is a combination of the predicted track state and the correction by in-

cluding the current measurement. It has all the optimum properties of a linear least

squares estimator.

The Kalman filter requires a starting track state p1|1, defined as a trajectory seed,

to begin the recursive process. However, in general the first measurement m1 is not

sufficient to determine the initial state completely. Usually the seeds are estimated by

imposing some other assumptions or including a few measurements with large errors.

4.3 Local Reconstruction

Local reconstruction is performed using several individual packages of CMSSW

dedicated to different subsystems. Local reconstruction generates reconstructed hits

and segments with a common interface after local pattern recognition performed

within a chamber.

In the DT system , the position of 1-dimensional hits in drift cells are extracted

from Time to Digital Converter (TDC) measurements. First, an average value for the

drift velocity is used to fit a 2-dimensional segment in a super-layer. The segments
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reconstructed in the two super-layers in each chamber are then fit together, and pro-

duce a 4-dimensional (3-dimensional position and 3-dimensional direction) segment.

The direction resolution of the resulting segments in the r-φ plane is about 0.9 mrad.

In the r-z (non-bending) plane, it is about 9 to 13 mrad.

In the CSC system, each CSC plane measures a point in two dimensions. One

coordinate is measured by the wires, while the other coordinate is measured by the

strips. The charge deposits of neighboring strips are collected to obtain a precise

position measurement. The 2-dimensional hits in a chamber are used to fit a 4-

dimensional straight line segment with direction.

In the RPC system , the RPC hits are obtained by clustering the strips and

calculating the center of gravity of the area covered by the strips in the cluster (i.e.

the width of the strips times their full length).

4.4 Standalone Muon Reconstruction

Standalone muon reconstruction reconstructs trajectories from the segments and

hits built in different muon subsystems. Both tracking detectors (DT and CSC) and

RPCs participate in the reconstruction. Despite the coarser spatial resolution, the

RPCs complement the tracking chambers, especially in the barrel-endcap overlap

region, where the geometrical coverage is problematic.

The reconstruction starts with the locally reconstructed track segments from the

muon chambers. The state vectors (track position, momentum, and errors) asso-

ciated with the segments, usually in the innermost chambers, are used to seed the

muon trajectories. A specified navigation defines the compatible layers according to

the position and direction of each trajectory state, where compatible layers are the

possible layers that the track will pass through. The trajectory builder iterates over

all compatible layers using the Kalman filter technique. There are two steps in the

trajectory building process, a forward fit and a backward refit. In the forward step,

all track segments are used as measurements, while the individual reconstructed hits
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are used in the backward step in order to get better curvature information. The track

parameters and the corresponding errors are updated at each step. Finally, the state

at the innermost muon station is extrapolated to the interaction point in order to

define the track parameters at the PCA, which are stored into the event in a compact

way for later processes.

4.4.1 Seed Generation

The first step of standalone muon reconstruction is to generate trajectory seeds.

A trajectory seed contains a state vector associated with one or more DT or CSC hits

or segments. Trajectory seeds are the input to the following trajectory building step,

and are usually the starting point to build a trajectory. In the standard standalone

muon seed generation algorithm, the state vector of a seed is estimated by a parame-

terization according to the relative positions of selected segments and the interaction

point.

Seeds in the DT and CSC system are constructed by searching for certain patterns

of DT and CSC segments. Once a pattern of segments has been found (it may

also consist of just one segment), the pT of the seed candidate is estimated using

parameterizations of the form:

pT = A− B

∆φ
(4.8)

For DT seed candidates with segments in MB1 or MB2, ∆φ is the bending angle

of the segment with respect to the direction pointing to the vertex. This part of the

algorithm assumes the muon has been produced at the interaction point. If segments

in both MB1 and MB2 exist, the weighted mean of the estimated transverse momenta

is taken. If the seed candidate only has segments in MB3 and MB4, the difference in

bending angle between the segments in the two stations is used to calculate pT .

In the CSC system, seed candidates are built from a pair of segments in either

the first and second stations or the first and third stations. ∆φ is the difference in
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φ position between the two segments. Otherwise, the direction of the highest quality

segment is used.

4.4.2 Navigation in the Muon Detector

The track fitting method does not require the full set of reconstructed hits to be

available before the fit. Instead, at each step during the fit, the track parameters

are used to identify the detectors that most probably contain the next hit to be

included in the trajectory, such that the pattern recognition and fit are performed

simultaneously. The algorithmic problem of finding the next detector crossed by one

trajectory, given its parameters at a given point, is called navigation.

The tracking detectors in CMS can be abstracted as a series of layers, cylinders

in the barrel region and disks in the endcap region. A muon trajectory starting from

the interaction point crosses the layers in a well-defined sequence, i.e. always in an

inside-out sequence and within a small η window.

The problem of navigation is therefore solved by organizing the detectors in a

hierarchical structure. The first level of the hierarchy is a full layer of detectors. In

the barrel muon system it consists of a cylinder, corresponding to either one DT or

one RPC station. In the endcaps, layers are flat vertical disks corresponding to either

one CSC or one RPC station, except for the first station (ME1), which is split into

two layers at different positions in z. Layers are sorted by their distance from the

detector center. This is the order in which they are traversed by a trajectory coming

from the interaction point, so that, at each fitting step, reconstructed hits are looked

for in the next layer in the list (provided that the track direction with its error is

within the layer’s η boundaries).

According to the geometry described in Chapter 3, each barrel muon layer consists

of rods, and each rod consists of five chambers. There are 12 rods in each layer, except

for MB4, where there are 14. Chambers in a rod lie on the same plane, are contiguous

in z, and are all at the same r and φ coordinates. Rods in a layer are quasi-periodic in



46

φ and, in some cases, slightly overlap in this coordinate. Endcap layers are organized

in rings of chambers. All chambers in one ring are located at the same r and are

periodic in φ. In all endcap layers, with the exception of ME1/3, the chambers in a

ring are staggered in z. In this case, the ring’s nominal surface is a flat disk placed

between the two planes of chambers.

When the layer is queried for the measurements compatible with a track, a first

extrapolation is made to the layer’s surface. Then, selected chambers are individ-

ually queried for compatibility with the track, and compatible measurements are

determined on those chambers.

4.4.3 Trajectory Building

There are two steps in trajectory building, a forward fit and backward refit. Both

are based on the same Kalman filter method described in section 4.2.

The forward fit starts from the state vector provided by a trajectory seed and

located at the innermost compatible muon detector layer, and grows the trajectory

inside-out. At each step the track parameters are propagated from one layer of muon

detectors to the next. The propagation includes magnetic field, material effects,

and is also optimized for speed. The trajectory is extrapolated in sequential steps

using a helix parameterization. The required precision is obtained by using smaller

steps in regions with larger magnetic field inhomogeneities. Multiple scattering and

energy losses in each step are estimated from fast parameterizations, avoiding time-

consuming accesses to the detailed material and geometry descriptions. The resulting

propagated state contains these effects in its parameters and errors. A configurable

χ2 cut is used in order to reject bad segments or hits, mostly due to showering,

delta rays, and pair production. In case no matching hits or segments are found

(e.g. due to detector inefficiencies, geometrical cracks, or hard showering), the search

is continued in the next station. The state is propagated from one station to the

next, taking into account the muon energy loss in the material, the effect of multiple
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scattering, and the nonuniform magnetic field in the muon system. The backward

refit starts from the last and most precise state vector in the forward fit and grows

the trajectory outside-in. After the fit and refit, a precise state vector is built at

the surface with the innermost hits. Finally, the track parameters at the PCA are

obtained by extrapolation under the assumption that the muon originated from the

interaction region (defined by the beam spot size, σxy = 15 µm and σz = 5.3 cm as

default). The beam spot can be determined from minimum bias events at the very

start of a run.

4.5 Global Muon Reconstruction

Global muon reconstruction starts from the track built by the standalone muon

reconstruction and extends the track to include hits in the silicon tracker.

For offline global muon reconstruction, there are already tracks built by track

reconstruction in the tracker system. For each standalone muon track, a collection

of tracker tracks are selected first in the track matching step. Then those tracker

tracks are combined with the standalone muon track, and the combined track with

best global fit is the resultant global muon.

4.5.1 Track Matching

The first step in global muon reconstruction is to identify which silicon tracker

track to combine with the standalone muon track. The large multiplicity of tracks

in the central tracker necessitates the selection of a subset of tracker tracks that

roughly correspond in momentum and position to the standalone muon track. The

method of track matching proceeds in two steps. The first step of the track matching

process is to define a region of interest that is rectangular in η-φ space and to select

a subset of tracker tracks that are in this tracking region of interest. The second step

is to iterate over the subset of tracker tracks, applying more stringent spatial and
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momentum matching criteria to choose the best tracker track to combine with the

standalone muon.

A rectangular η-φ tracking region is used to choose the initial set of tracker tracks

that roughly correspond to the standalone muon track. The definition of the region

of interest has a strong impact on the reconstruction efficiency, fake rate, and CPU

time. A silicon track is compatible with a rectangular η-φ tracking region if its η-φ

parameters are within the region and its pT above a minimum threshold so that it

can reach the muon system.

The matching of two disjoint tracks is performed by comparing the five parameters

describing the trajectory. This is best done by propagating the tracks onto a common

reference point or surface; the choice of a surface constraint provides one more degree

of freedom on the fit as opposed to a point constraint, and it is therefore better at

incorporating random scattering effects.

Figure 4.1. Illustration of matching the error matrix of two trajectory
states on a common surface.

The two competing objectives that determine the choice of the common surface

for track matching are choosing the plane that (1) minimizes the covariant error

matrix of the propagated track parameters and (2) reduces the number of matches

per standalone muon. It is possible to propagate the tracker track and standalone

muon track to any common plane. Some of the natural choices for a common sur-
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face are the tracker system outer boundary, the muon system inner boundary, the

detector surface of the outermost tracker track hit, and the detector surface of the

innermost muon track hit. After examining the discriminating power using different

surfaces, the innermost muon track hit surface is chosen because tracker tracks are

reconstructed more precisely and can maintain reasonable precision even after long

distance propagation.

Once the tracks are propagated to the common surface, the track parameters (pT ,

η, φ, local χ2 compatibility, and local position distance) between the tracker track

candidates and the standalone muon track are compared, and compatible matches

are determined. If no match is found based on certain cuts on the distributions, the

best match is chosen based on a loose cut on the track directions at the interaction

point.

4.5.2 Navigation in the Muon and Tracker Detector

Similar to the navigation in the muon system, a separate navigation system was

designed to treat the muon layers and tracker layers in a consistent way, such that

muon layers and tracker layers are connected with each other.

A full layer of detectors consists of a cylinder corresponding to one DT, RPC,

TOB, TIB, or pixel layer in the barrel, and a disk corresponding to one CSC, RPC,

TEC, TID, or pixel layer in the endcaps.

4.5.3 Trajectory Refitting

In the global refitting step, all hits from the standalone muon and its matched

tracker tracks are sorted. Starting from the trajectory states derived from the separate

tracks, another Kalman fitting process is applied hit by hit, inside-out and outside-in.

This step is relatively fast since all hits are well-confined and no additional pattern

recognition needs to be performed. After building the trajectories, all trajectories

in each event are sent to the trajectory cleaner. The cleaner resolves ambiguities
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between multiple trajectories that may result from a single real track on the basis of

their direction, momentum, and hit information.

In the final step, all reconstructed tracks are stored in the event in a compact

format. A muon object contains a standalone muon track, a tracker track, and a

combined track.

Additional refitting options are available for high-energy muons in the final refit-

ting. Muons with energies of several hundred GeV and more have a high probability of

producing electromagnetic showers in the iron of the CMS magnet return yoke. These

large energy losses can significantly degrade the performance of muon reconstruction.

Including these measurements in the track fit can lead to incorrect reconstructed

momentum values.

There are several approaches to optimize the reconstruction quality for high energy

muons. In addition to the global fit, several refits of the global muon trajectory are

performed with different sets of hits. One fit, referred to as Tracker Plus First Muon

Station (TPFMS), only uses the hits from the tracker and the first muon station

with hits. Another fit selects hits by applying tight cuts for muon hit compatibility

with the trajectory. These two refits, optimized for showering muons, are considered

along with the standard global muon fit and the fit using only the hits from the inner

tracker, and the global goodness-of-fit of each of the four trajectories is evaluated.

To demonstrate the effect for physics of the high energy refits, the dimuon res-

olution as a function of mass for five resonances: J/Ψ, Z, and a 1, 2, and 3 TeV

Sequential Standard Model Z ′ is shown in figure 4.2. The same track selection con-

ditions are applied and results from four different detector alignment scenarios are

presented.

4.6 Cosmic Muon Reconstruction

Cosmic muons are the most abundant particles originating from cosmic rays at

sea level [42]. Beam-halo muons are machine-induced particles that travel along the
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Figure 4.2. Dimuon mass resolution for four alignment scenarios.

beam line. Although in physics analyzes these types of muons are generally consid-

ered as sources of background, they can be used for detector alignment, calibration,

performance validation and even physics analysis. The efficient reconstruction of cos-

mic and beam-halo muons is especially important for the commissioning phase of the

detector [43]. However, the detection and reconstruction of cosmic and beam-halo

muons are different from that of muons from p-p collisions.

Since the standard muon reconstruction software has been optimized to identify

and reconstruct muons originating from p-p collisions, a different optimization must

be carried out to effectively reconstruct muons coming from outside the detector. A

dedicated cosmic muon reconstruction software was developed and the performance

was tested with real data taken during the several cosmic runs including Cosmic Runs

At Four Tesla (CRAFT). Unlike muons from collisions, which are moving radially

outward, cosmic muons arrive at the detector from random directions and at random

times. They can traverse either both hemispheres or only a small part of the detector

depending on their energy and direction. Figure 4.3 illustrates the different topologies

of muons coming from outside and from p-p collisions. In some cases, as indicated in
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figure 4.3(b) and (c), the standard muon reconstruction algorithm can reconstruct a

cosmic muon, but the muon will be recognized as 2 separate tracks.

The standard reconstruction algorithms are designed with the assumption that

muons are coming from the interaction point and the direction of the energy flow of

trajectories is always out-going from the center of the detector. Pattern recognition

based on this assumption is not suitable for the reconstruction of muons coming from

outside the detector, except for some special cases when the direction of cosmic muons

is pointing to the interaction point. To correctly and efficiently reconstruct cosmic

muons and beam-halo muons, the cosmic muon reconstruction algorithm assumes that

muons are coming from outside, and is optimized by utilizing properties of cosmic

muons and beam-halo muons as discussed below.

The cosmic muon reconstruction software is available to the CMS community as a

part of the official CMS software releases since 2006. Although the initial motivation

of the design was to reconstruct cosmic muons, the reconstruction algorithm can also

be applied to beam-halo muons. It was employed successfully to reconstruct cosmic

muons traversing the CMS detector during cosmic runs and beam commissioning

during the first LHC start-up.

The assumption that muons come from the interaction point is implemented in

all steps in the standard sequence of reconstruction chain and has to be turned off

when dealing with cosmic or beam-halo muons. The new cosmic muon reconstruction

software follows the same reconstruction structure and uses as many common tools

as possible, specializing and optimizing each individual component to adapt to the

properties of cosmic and beam-halo muons.

Here the strategies of standalone and global reconstruction for cosmic and beam-

halo muons are discussed.



53

4.6.1 Readout for Cosmic and Beam-Halo Muons

The synchronization among sectors for cosmic and beam-halo muons is different

from that for muons from p-p collisions because cosmic and beam-halo muons move

in different directions and arrive randomly in time. The typical time interval for a

cosmic muon traversing the entire CMS detector from top to bottom is around 50 ns

(2 Bunch Crossing (BX)s). Beam-halo muons arrive at the interaction point at the

same time as the beam (up to a few nanoseconds). However, they pass through one

end of the detector before the other. The typical time interval for a beam-halo muon

to traverse the CMS detector from one endcap to the other is less than 70 ns, thus

within 3 BXs. A piece of the track in one hemisphere can be used to trigger the event,

while the other piece is usually suppressed by the trigger, but can still be read out

in the same event. For the DT system, the measured drift time for each recorded hit

in the drift tube cells is buffered within a programmable time window of the order

of 20–30 BXs. For the CSC system, the signals of deposited charges is buffered in

switched capacitor arrays in 8 time bins, where the width of each time bin is 50 ns.

When a trigger fires, the counts of the deposited charges in the 8 time bins are stored

as a vector of integers [34]. Therefore, with a well-defined cosmic or beam-halo trigger

strategy and local calibration, DT and CSC systems are able to take a “snap shot”

of the full trajectory of a cosmic or beam-halo muon that includes 2 track pieces on

opposite hemispheres in an event.

4.6.2 Standalone Cosmic Muon Reconstruction

Seed Generation

As discussed in Section 4.4.1, the first step of standalone muon reconstruction is

to generate trajectory seeds. Each muon trajectory seed is built from either one DT

or CSC segment, or a DT segment pair. Segments located higher (holding a larger y

value in the CMS reference coordinates [34]) in the DT system are preferred to lower
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ones for consideration of the place where cosmic muon trajectories start, while the

segments located in the outermost endcap layers are preferred to inner ones for beam-

halo muons. The direction of the trajectory state vector is determined by the direction

of the segment, which excludes the parameterization involving the interaction point.

The momentum direction for all cosmic muons is set to be downward because most

cosmic muons travel this way. However, only segments with measurements in all space

coordinates can ensure a qualified cosmic trajectory seed. While segments without

information in one coordinate are used in standard seed generation, in cosmic seed

generation they are used only when there is no better segment available in the event.

Navigation for Cosmic and Beam-Halo Muons in the Muon Detector

The next step is to identify the allowed path of a muon trajectory starting from

the trajectory seed.

The navigation used for cosmic muons is fundamentally different from the naviga-

tion used for the reconstruction of muons from collisions. The difference is illustrated

by the examples in figure 4.4. Taking a trajectory state as indicated by the arrow

with the direction pointing to bottom-right, for example, the standard method checks

the η of the position of the trajectory state, and chooses all muon layers that cover

or intersect the η window around the state. The order of compatible layers is deter-

mined by their relative distances with respect to the interaction point. The new direct

muon navigation algorithm used in cosmic muon reconstruction does a straight-line

extrapolation along the direction of the trajectory state from its position, and chooses

all muon layers that intersect or are close to it. The order of the compatible layers

is determined by their relative positions with respect to the trajectory state’s posi-

tion and direction. In figure 4.4, the layers filled with green color (or dark shadow)

are determined as compatible layers with the given trajectory state by two different

methods. For beam-halo muons, the direct navigation method picks up all layers in

both endcaps and skips all barrel layers, as indicated in figure 4.4(c). The direct
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muon navigation method can also be used for muons from p-p collisions with similar

performance to the standard one.

Trajectory Building

As described before, standalone cosmic muon reconstruction builds trajectories

starting from trajectory seeds, by including hits and segments built in different muon

subsystems. The method for trajectory building is essentially the same in both the

cosmic and the p-p sequences. There are several aspects that need to be taken care

of for cosmic muon reconstruction. First, the hits in each track segment in the muon

system are put into the trajectory in an order called the navigation direction. The

navigation direction is used locally within each chamber and is defined as outside-in or

inside-out according to the distance with respect to the interaction point (radius in the

barrel region and absolute z component value in the endcap region). The navigation

direction never changes during a fit or refit for a muon from p-p collisions. For cosmic

muons, the navigation direction may change when the location changes, e.g. when a

muon enters from endcap to barrel, as illustrated in figure 4.3(f). Assuming the cosmic

muon is coming from above and the fit is performed along the momentum direction,

the navigation direction is outside-in in the endcap region, but becomes inside-out

in the barrel region. The navigation direction is carefully checked in cosmic muon

trajectory building when the location changes. For beam-halo muons, the navigation

direction is set as outside-in in one endcap and inside-out in the other.

A special algorithm is needed to build those trajectories that are referred to as

traversing muons in the following text (see figure 4.3(b)), or as 1-leg standalone

muons (as opposed to 2-leg standalone muons, which are reconstructed in one side of

the detector only). Traversing cosmic muons come from outside, traverse the detector,

and leave from the other side, passing through some cylinders in the barrel region

twice. When grouping all compatible layers together, those cylinders appear in the

list twice. Thus the next layer of the innermost cylinder can be the cylinder itself
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in a middle refit step. In this case, when the trajectory state of the current layer is

propagated to the next layer, the predicted state is on the same surface and is the

same as the original state, and the trajectory building cannot be continued to the

other hemisphere. Therefore, the compatible layers in the two hemispheres should be

determined separately. After the fit in the first hemisphere is finished, if the trajectory

ends up in an inner cylinder, the mechanism of building traversing muons is turned

on. The last trajectory state of the trajectory in the first hemisphere is propagated

inward to construct a trajectory state on a virtual plane, which is perpendicular

to the direction of the last trajectory state and passing through the origin. The

trajectory state on the virtual plane is used as the seed for the rest of the trajectory

building process. Compatible layers of this trajectory state are iterated to update

the trajectory with measurements. The trajectory building is then continued in the

other hemisphere with the opposite navigation direction. To avoid the trajectory

state propagating back to the first hemisphere, the propagation direction has to be

explicitly specified as along momentum or opposite to momentum according to the

location of the existing half of the trajectory. While propagating between layers

within the same hemisphere, the propagation direction can be automatically decided.

As the final step of trajectory building, the trajectories are smoothed to obtain

better track parameters. When smoothing a trajectory, the propagation from the

last trajectory state in one hemisphere to a hit located in another hemisphere is

treated in a special way, because the propagation direction has to be determined as

along momentum or opposite to momentum by the relative position of the destination

plane and the direction of the starting state. When the destination plane is far from

or almost parallel to the direction of the starting trajectory state, it is likely that

the propagation direction is estimated incorrectly and thus the propagation to the

destination plane fails. In this case, several virtual planes are built between the

starting state and the next hit, and the trajectory state is propagated one by one, as

illustrated in figure 4.5.
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4.6.3 Global Cosmic Muon Reconstruction

Global cosmic muon reconstruction starts from tracks built by the standalone

cosmic muon reconstruction and extends the track to include hits from the silicon

tracker, if they exist.

The tracks in the tracker system are built by other track reconstruction algorithms

dedicated to reconstruct cosmic muons within the tracker system [44]. For each

standalone muon track, only the tracks that match its momentum direction within

an η-φ region around the cosmic muon track are selected. Compared with standard

global muon reconstruction, the matching step is looser.

In the next step, all hits in the standalone muon and its matched tracker track

are sorted. Each cosmic muon trajectory is divided into two parts in two opposite

hemispheres of the muon system. The part containing the injection point with higher

latitude should be the place where the cosmic muon entered the detector, and hits

in this hemisphere are sorted as outside-in, while hits in the other part are sorted

as inside-out. The tracker hits are inserted between the two parts of muon hits with

an order sorted by their vertical positions. After the order of hits is decided and

a starting trajectory state is chosen from the muon track, another Kalman fitting

process is applied to iterate over the hits along and opposite to momentum. In this

case, the number of hits in a single muon track can be more than 100, which allows

a very precise measurement.

4.7 Performance

The performance of the muon reconstruction algorithms was evaluated using the

full detector simulation as well as the cosmic ray data collected before the LHC start-

up in 2008.
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4.7.1 Performance of Reconstruction Sequences for p-p Collisions

The efficiencies and resolutions are measured using different simulated samples. To

match the simulated muon with the reconstructed track, a cone criterion has been used

that requires ∆R =
√

(∆φ)2 + (∆η)2 less than 0.1. No charge dependent differences

were observed during the study, and no distinction is made between different charges.

Efficiencies

For the standalone and global reconstruction the efficiencies can be factorized as

follows:

εseed = εseed−algo × εµ−acceptance,

εsa = εseed × εsa−algo,

εglb = εsa × εtk × εmatching,

where εseed is the efficiency for finding a seed and εµ−acceptance accounts for the muon

system geometry acceptance. εsa is the total efficiency of reconstruction normalized to

the number of simulated tracks. εsa−algo is the efficiency with respect to the previous

seeding step. εglb and εglb−algo are defined similarly.

Standalone Muon Reconstruction In figure 4.6 the total efficiencies for the

muon seeding step (εseed) and the algorithmic efficiency of the pattern recognition in

the muon system (εsa−algo = εsa,seed = εsa/εseed) are shown. The loss in efficiency at

|η| ∼ 0.3 is due to a geometrical effect, since in that region there is a discontinuity

between the central wheel and its neighbors. The dips in the 0.8 < |η| < 1.2 region are

due to the complicated geometry of the barrel-endcap overlap region. These figures

show that the standalone muon reconstruction efficiency is determined by the seed, as

εsa,seed is close to 100%. The inefficiency is due to incorrectly estimated parameters

at the seeding stage, which may lead to a failure in the pattern recognition.
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The overall integrated efficiency for momenta above 10 GeV is above 97%. For

low momenta the efficiency decreases because it is less likely for low-pT muons to

penetrate all four muon stations.

In order to decouple the algorithmic efficiency from this effect, simulated tracks

that leave more than a given number of simulated hits in the muon detector are

selected. The reconstruction efficiency to find a seed or a track is then determined as a

function of the minimum required number of true hits in the detector. In figure 4.7 this

efficiency is shown both for the seed, εseed(n
min
simhits), and for the algorithmic standalone

muon reconstruction, εsa,seed(n
min
simhits). The curves in figure 4.7 are integral and the

nth point means that only simulated tracks with n or more associated simulated hits

in the muon spectrometer are selected and used to calculate the efficiency.

The curves show the expected trend of a monotonic increase reaching a plateau.

Two regions can be identified for muons with pT less than a TeV, one is from 0 to about

9 hits and the other from 9 to the plateau. The first interval is defined by the minimum

number of reconstructed hits required to have a segment in either a CSC or DT station

in addition to an RPC measurement. Requiring at least 9 simulated hits is equivalent

to having at least two segments in the muon system. The curves asymptotically reach

a maximum, which is the efficiency for the reconstruction of a high quality muon. For

the TeV-muons the pattern recognition efficiency (figure 4.7) decreases above 24 hits.

This is due to the high probability that a TeV-muon generates secondary particles

or an electromagnetic shower in the spectrometer. Many segments can be generated

and the probability of building fake segments (or segments with incorrect parameters)

increases considerably, reducing the algorithmic efficiency of the pattern recognition.

Therefore, for TeV-muons the requirement on the minimum number of simulated

hits is no longer a useful parameter for establishing the quality of the track, and

ε(nsimhits) should be evaluated instead. The conclusion of the observation is that the

loss in efficiency in the muon track reconstruction is entirely due to the acceptance.
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Global Muon Reconstruction Global muon reconstruction requires the match-

ing of reconstructed tracks in both the muon system and the tracker and the overall

efficiency is a product of the standalone, the tracker track, and the matching effi-

ciencies. The results are shown in the following figures: figure 4.8 shows the global

efficiency εglb and εglb,sa = εglb/εsta.

The efficiency plots shown in figure 4.8 exhibit a number of lower efficiency struc-

tures which correspond to discontinuities in the geometry of the detector as mentioned

before. These are as follows:

• η ' 0: junction surface between the two tracker barrels;

• |η| ' 0.3: inter-space between the DT central wheel and its neighbors;

• 0.8 < |η| < 1.2: problematic DT and CSC overlap region;

• |η| ' 1.8: problematic region for tracker track reconstruction (transition from

TID to TID/TEC subsystem);

• φ ' 1.2: barrel inactive region (chimney), because of instrumentation services;

• periodic structure in φ: loss in efficiency in the standalone muon reconstruc-

tion due to muons which escape in the space between two adjacent sectors or

chambers in CSCs (although all chambers overlap in φ, except those in ME1/3).

εglb,sta, as shown in 4.8 (left), shows that the standalone muon efficiency dominates

the final muon reconstruction efficiency.

The muon reconstruction efficiency increases up to a plateau value which is ap-

proximately constant from pT = 8 GeV to 1 TeV (starting from pT = 5 GeV more

than 50% of muons are reconstructed). At TeV momenta the muon reconstruction

efficiency decreases slowly due to the effects of bremsstrahlung on finding correct

seeds.
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Data-Driven Efficiency Measurements For the early CMS data-sets, reliance

on efficiency predications from Monte Carlo (MC) simulation will produce large sys-

tematic errors due to imperfections in modeling both the data and the detector re-

sponse. Ideally therefore, one would like to measure particle efficiencies from the data

itself, with no reference to simulation. One well established data-driven approach to

measuring particle efficiencies is the so called tag-and-probe method [45].

The tag-and-probe method utilizes a known mass resonance (e.g. J/Ψ, Υ, Z) to

select particles of the desired type, and probe the efficiency of a particular selection

criterion on those particles. In general the “tag” is an object that passes a set of

very tight selection criteria designed to isolate the required particle type. In the

case of muons, the tag will in general be a global muon with some additional pT

cuts imposed such that the fake-rate is very small. A generic set of the desired

particle type (i.e. with potentially very loose selection criteria) known as “probes”

is selected by pairing these objects with tags such that the invariant mass of the

combination is consistent with the mass of the resonance. Combinatoric backgrounds

may be eliminated through any of a variety of background subtraction methods such

as fitting, or sideband subtraction. The definition of the probe object depends on the

specifics of the selection criterion being examined. The efficiency itself is measured

by counting the number of “probe” particles that pass the desired selection criteria:

ε =
Ppass

Pall
, (4.9)

where Ppass is the number of probes passing the selection criteria and Pall is the total

number of probes counted using the resonance. It is worthwhile to note that in some

cases a probe object will also pass the tag selection criteria. In this case it will appear

in both the tag and probe lists, and produce a double pairing in the same event. The

efficiency formula as written above accounts for these double pairings.

For offline muons the total efficiency measurement can be broken down (factorized)

into three sequential measurements. The three steps are muon tracking efficiency,
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standalone muon reconstruction efficiency, and matching efficiency. The global effi-

ciency is thus given by the product

εglobal = εstandalone × εtracker × εmatching (4.10)

Figure 4.9 shows an example of the fit output at the Z resonance. The example fit

is shown for a particular pT and η range in the measurement of muon standalone

reconstruction efficiency. For the standalone muon reconstruction efficiency, the set

of all probes is the collection of all tracks from the inner (silicon) trackers. A passing

probe is then a probe that is also matched (geometrically) to a standalone muon

track.

Momentum Resolution

To measure the momentum resolution of reconstructed muons, q/pT is used as the

variable of interest because q/pT is, locally, directly proportional to the curvature in

the bending plane. Moreover q/pT is more suitable than pT because it has a Gaussian

distribution around the true value. The resolution of this parameter is defined as the

Gaussian width of:

σ(
q

pT
) =

δ( q
pT

)
q

pT

=
qrec/prec

T − qsim/psim
T

qsim/psim
T

, (4.11)

where q is the charge and psim
T and prec

T are the simulated and reconstructed transverse

momenta, respectively. In the following the resolution is indicated as σ( q
pT

). The

resolution depends on the geometry of the detector and the properties of each detector

component. Although it is complicated and can only be estimated by Monte Carlo

samples, it approximately holds a relation of σ( q
pT

) =
√
AN · σT

L2 · pT

|qB| , where, σT is the

uncertainty associated with position measurements, L is the track path length, B is

the magnitude of the magnetic field, AN = 720(N−1)3

(N−2)N(N+1)(N+2)
and N is the number of

measurements [46]. In addition, multiple-scattering also introduces a constant term to

the resolution δpT

pT
' 0.045 1

B
√

LX0

. The resolution depends on the position resolutions
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of each measurement, the pT itself, the magnetic field, the number of measurements,

and the length of the lever arm.

The q/pT resolution as function of pT for the standalone, tracker track and global

muon reconstruction are shown in figure 4.11. The resolution for the standalone muon

reconstruction ranges from 8% in the barrel to 40% in the endcap, matching the design

performance of the muon system [34]. The resolution degrades in the endcap regions

due to the more complex environment in which the endcaps are embedded; the integral

of the magnetic field decreases, the magnetic field has large inhomogeneities, and it

is no longer solenoidal.

The two curves between tracker track and global muon reconstruction do not

differ much for low-pT ; the main differences are at high η. The benefit of including

the hits reconstructed in the muon chambers becomes evident for momenta greater

than 200 GeV (figure 4.11). The main reason of this behavior is that the path length

is much longer when adding muon hits; this effect dominates over multiple scattering

when the muon momentum is large.

The charge identification probability has been evaluated for the different stages

of the reconstruction. In figure 4.12, the probability to assign the correct charge is

shown as a function of η.

The correct charge assignment probability in the muon spectrometer is above 75%

for TeV-muons and reaches 99% for lower pT muons. With the full tracking system

the probability stays above 98%, even for TeV-muons. It is interesting to note that,

contrary to the momentum estimation, the track reconstruction in the tracker alone

has a higher probability to assign the correct sign of the charge than the full tracking

system. This derives from the more complex assumptions used during the fit of the

measurements collected in the whole tracking system. A better assignment can be

achieved by either reviewing the assumption made at the fit level or by more heavily

weighting the tracker track charge.
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4.7.2 Performance of Cosmic Muon Reconstruction

In this section, the muon reconstruction performance is validated using the data

taken from cosmic runs during CRAFT.

Data Selection and Event Simulation

Only events in a selected list of runs during CRAFT with stable magnetic field

and good-quality data were used for the analyses described below.

In order to compare CRAFT data to the predictions obtained from simulations, a

large sample of cosmic muons was generated using the CMSCGEN package [47]. To

correctly reproduce angular and momentum distributions of cosmic rays in the CMS

cavern, a detailed description of the CMS access shafts and other CMS surroundings

(composition of material above the cavern, geometry of the service cavern, etc.) was

implemented. The detector response to the cosmic muons was simulated with the

standard CMS simulation software based on the GEANT4 package [48].

Measurements with Tracks in Opposite Detector Hemispheres

The efficiency of various muon reconstruction and identification algorithms was

measured by selecting events with a good-quality global muon reconstructed in one

hemisphere of the detector (top or bottom), and examining whether there is a cor-

responding track in the opposite hemisphere, in a region of ∆φ < 0.3 and ∆η < 0.3

around the direction of the reference track. Since this method of measuring muon

efficiency is sensitive to the efficiency of the inner tracking system, only runs with

correct tracker synchronization are used. To ensure that the muon traversed the en-

tire detector, the pT of the reference global muon track was required to be larger than

7 GeV. Two-leg muons with a topology similar to that expected in p-p collisions are

selected by requiring that the distance between the PCA of the reference track to the
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nominal position of p-p interactions and the position itself does not exceed 10 cm in

r and 20 cm in z.

Figure 4.13 shows the efficiencies to reconstruct 2-leg global cosmic muons and

their constituents as a function of pseudorapidity of reference muons.

Measurements with Tracker Tracks

In addition to the efficiency studies described above, the efficiency of the stan-

dalone muon reconstruction was measured relative to the number of tracks in the

tracker and compared to that expected from the Monte Carlo simulation. Events

triggered by the DT or barrel RPC detectors and containing at least one tracker track

were first selected. Tracker tracks including more than 10 hits and with |η| < 0.8 and

p > 10 GeV were defined as tags. Trajectories of these tracks were then propagated

to the outer surface of the CMS detector, and a standalone muon track reconstructed

by the 1-leg cosmic standalone algorithm was searched for in the nearby region.

Efficiency in the data was compared to that in the Monte Carlo simulation, calcu-

lated in two ways: a) relative to the number of reconstructed tracker tracks, as for the

data; b) relative to the number of generated standalone muons. Figure 4.14 shows

reconstruction efficiencies for standalone muons as a function of the tracker track η,

pT , polar angle φ, and the z coordinate of the muon entry point into the detector.

One can see that the standalone muon efficiency in the data is about 98-99%, except

for small regions at the boundaries between the barrel wheels (z ∼ ± 200 cm and

η ∼ ± 0.2). The efficiency remains high at the largest pT values studied, of the order

of 1 TeV. As expected, no dependence on φ is observed. Good agreement with the

Monte Carlo efficiency calculated relative to the generated number of muons confirms

the validity of the method used.
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Momentum Resolution

The data-driven muon momentum resolution using 2-leg muons was studied as

follows. A pure sample of events with exactly one pair of tracks on top and bottom

hemispheres are selected. Each of the muon tracks should have at least one hit in the

pixel detector and at least eight hits in the strip tracker. For each pair of muons in

selected events, σ(q/pT ) is defined as

σ(q/pT ) =
(q/pT )upper − (q/pT )lower

√
2(q/pT )lower

, (4.12)

where (q/pT )upper and (q/pT )lower are the ratios of the charge sign to the transverse

momentum for the upper and the lower tracks, respectively.

The q/pT resolutions obtained with various muon reconstruction algorithms in

various bins of pT are shown in figure 4.15. In the high-pT region, the resolution

obtained with TPFMS exceeds that of the global muons and of the tracker-only

tracks, as expected.

Similar as in the efficiency study, the data-driven muon momentum resolution

using 1-leg standalone muons was measured by comparing the pT of 1-leg standalone

muons and tracker tracks. The q/pT resolution is defined as

σ(q/pT ) =
(q/pT )sta − (q/pT )tk

(q/pT )sta
. (4.13)

The q/pT resolutions obtained using CRAFT data and MC samples in various bins

of pT is shown in figure 4.16. The resolutions measured using CRAFT data and MC

samples agree very well and the resolution is slightly better with data than with MC.

Charge Assignment

The rate of charge misassignment is measured by checking the number of times

the two measurements of the charge of the same muon, in the top and bottom hemi-

spheres, disagree.

Strict quality selections are applied as discussed in the charge ratio analysis in

Chapter 6. The charge misassignment ratios in bins of transverse momentum of the
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tracker track reconstructed in the top hemisphere for different muon reconstruction

algorithms are shown in figure 4.17. As expected, the measurement of the charge

provided by the standalone muon reconstruction is less accurate than that in the

tracker in the whole pT range. At high-pT values, the most accurate charge assignment

is given by the dedicated high-pT muon reconstruction algorithms.
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(a) (b)

(c) (d)

(e) (f)

Figure 4.3. Illustration of the differences among muons from p-p col-
lisions, different types of cosmic muons, and beam-halo muons. (a)
Muons from collisions always propagate from the center to the out-
side; (b) Cosmic muons penetrate the detector and leave signals in
opposite hemispheres; (c) Cosmic muons leave signals in the tracker
system and both hemispheres of the muon system; (d) Cosmic muons
leave signals in only a few muon detector layers; (e) beam-halo muons
penetrate the detector and leave signals in both endcap regions; (f)
Cosmic muons enter the endcap region and leave from the barrel re-
gion of the detector (or vice versa, in the upper part of the detector).
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Figure 4.4. Illustration of the differences between the two navigation
methods using a simplified geometry: (a) Standard Navigation, (b)
Direct Navigation, (c) Direction Navigation for beam-halo muons.
The muon layers marked as green (or dark shadow) are the chosen
compatible layers for a given trajectory state marked as an arrow.

Figure 4.5. Illustration of propagation inside the magnetic coil.
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Figure 4.6. (a) Efficiency of the muon seed reconstruction in the muon
spectrometer as a function of η, for single muon samples with different
pT . (b) Algorithmic efficiency of the standalone muon reconstruction
in the muon spectrometer as a function of η and φ, for single muon
samples with different pT .
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Figure 4.8. Algorithmic efficiency of the global muon reconstruction
over simulated track (a) and standalone muon reconstruction (b) as
a function of η for single muon samples with different pT .
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Figure 4.9. Tag-and-probe Z reconstruction efficiency: Multiple bin
fit 30.0 < pT < 40.0 GeV, −2.4 < η < 2.4.
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spectrometer alone and with the full CMS tracking system, as a func-
tion of p.



73

|η|
0 0.5 1 1.5 2 2.5

Pr
ob

ab
ilit

y

-510

-410

-310

-210

-110

1

muPt10
muPt100
muPt200
muPt500
muPt1000

|η|
0 0.5 1 1.5 2 2.5

Pr
ob

ab
ilit

y

-510

-410

-310

-210

-110

1
muPt10
muPt100
muPt200
muPt500
muPt1000

(a) (b)

Figure 4.12. Charge mis-assignment probability for standalone muons
(a) and global muons (b) as a function of η, for single muon samples
with different pT .

Figure 4.13. Muon reconstruction efficiencies as a function of
reference-track η, for cosmic-muon algorithms. Three curves at the
top, from top to bottom: 2-leg tracker track efficiency (black line);
cosmic standalone-muon efficiency (open circles); efficiency for 2-leg
global muons (filled blue circles). Three curves at the bottom show
efficiencies of finding various components of the global muon track
when the track itself is not found (see the legend).
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Figure 4.14. Reconstruction efficiency for 1-leg cosmic standalone
muons in the data (filled squares) and in the Monte Carlo simulation
(open squares) as a function of a) η, b) pT , c) φ and d) the z coor-
dinate of the muon entry point into the detector. Also shown is the
Monte Carlo efficiency calculated relative to the number of simulated
standalone muons (labeled “MC truth” and shown in open diamonds).
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Figure 4.15. q/pT resolutions for various muon reconstruction algo-
rithms (see legend) as a function of plower

T .

Figure 4.16. q/pT resolutions for 1-leg standalone muons as a function
of psta

T measured from data and MC sample.
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5. MUON HIGH-LEVEL TRIGGER

The CMS muon reconstruction software has been designed using the concept of re-

gional reconstruction in order to allow its use in both offline reconstruction and the

High-Level Trigger system. Employing regional reconstruction results in very small

parts of the detector actually needing to be reconstructed before a physics object is

validated. As an example, the amount of information needed to reconstruct a muon

track in the silicon tracker represents less than a few percent of the total tracker data

volume. The software does not reconstruct the entire tracker, but only the part which

can possibly be involved in a charged particle track that can be compatible with the

hits in the muon chambers. This results in savings on the overall CPU power needed

to process the events.

By employing this concept of regional reconstruction events are reconstructed in a

piece-wise fashion in several HLT sub-levels, only after each selection step is passed.

It can be seen that the reconstruction and selection in the HLT steps are closely

related and are in fact interleaved. A major advantage of this approach is that CMS

can aim to really have the same code running in the online and offline selections.

This is a major advantage and should lead to a system that is much easier to run,

maintain, and monitor.

The muon reconstruction algorithm used by the HLT is seeded by the muon can-

didates found by the L1 muon trigger. These seeds define a region of interest in

the muon system, in which local reconstruction is performed. Once triggered by the

L1 trigger, information from each sub-detector corresponding to one event is sent to

computer processor farm where the HLT algorithms are executed. The CPU time of

the HLT is optimized by regional reconstruction and by rejecting events as early as

possible. The basic strategy is to reconstruct each physics object in different subsys-

tems which can be used to make quick decisions first and then involve information
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from more subsystems and to make decisions at a higher level. Reconstruction and

selection of a muon at HLT includes the following steps: a step of reconstruction in

the muon system called L2, a step of selection based on L2 muons, a step of isolation

selection based on L2 muons and calorimeter information, a subsequent reconstruc-

tion step involving the tracker and muon system called L3, a selection step based on

L3 muons, and another step of isolation selection based on L3 muons and tracker and

calorimeter information. In each step, a set of selection criteria rejects a significant

fraction of the events processed by the previous step. The rate of events that need to

be processed through each step is decreased to reduce the CPU time. Reconstruction

and selection are closely intertwined in the HLT. The HLT should reconstruct the

minimum amount of detector information needed to apply a set of selection crite-

ria that reject as many background events as possible while keeping as many of the

desired physics events as possible for further processing.

5.1 L2 Muon Reconstruction

The L1 muon candidate with information of η, φ, pT is the input to build L2

trajectory seeds, which makes the L2 reconstruction only work in a limited region of

the whole muon detector. The HLT does not reconstruct muons not selected in L1.

The L2 trajectory seeds are created using the L1 parameters (η, φ, pT ) and their

associated uncertainties. Starting from the L2 trajectory seeds, the same trajectory

builder as in offline standalone muon reconstruction is used to estimate the track

parameters at the PCA.

5.2 L2 Muon Isolation

The calorimeter isolation and filtering step is performed at L2 for the isolated

muon trigger path. The isolation filter at L2 calculates a weighted sum of calorimeter

energy deposits surrounding the L2 muon in an annular cone and provides a filter

decision based on whether that sum is below a specified threshold.
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The offline algorithm used for calculating the muon isolation in the offline recon-

struction is used in the HLT. The calorimeter towers are used as input to the isolation

algorithm. The tower energies above thresholds are summed with weights in a cone

of ∆R < 0.24 centered on the direction of the L2 muon track taken at the interac-

tion region, with the update at vertex applied. The sum of energy in a veto cone is

subtracted. The veto cone has a ∆R of 0.07 in ECAL (0.1 in HCAL) and is centered

around the state of the L2 muon propagated to the inner ECAL surface (see figure

5.1).

Figure 5.1. Sketch of the cones used to compute the calorimeter de-
posit. The main cone is centered on L2 at vertex and the veto cone
around the L2 state propagated to the ECAL surface.

A L2 muon is tagged as isolated if the weighted sum is lower than a certain

η-dependent threshold.

5.3 L3 Muon Reconstruction

In the L3 muon reconstruction, the muon trajectories are extrapolated from the

muon system to the silicon tracker system to include silicon hits. Different from offline

global muon reconstruction, there are no existing tracker tracks available in the HLT,

so the tracker tracks need to be reconstructed in the L3.
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The L3 muon reconstruction is composed of several steps. Starting from a L2

reconstructed muon, trajectory seeds in the tracker system are generated by infor-

mation extrapolated from the muon trajectory. There are two categories of seeding

algorithms available to build trajectory seeds in the tracker: inside-out algorithms

which build trajectory seeds on the inner pixel layers and perform pattern recognition

inside-out, and outside-in which build trajectory seeds on the outer silicon layers and

perform pattern recognition outside-in.

In the inside-out hit-based approach, referred to as IOHit, a region of interest in the

tracker is defined to perform a regional seed building algorithm. The determination

of the region of interest is based on the track parameters and uncertainties of the

extrapolated L2 muon trajectory with vertex constraint. Then the standard hit-

pair and hit-triplet generators are used to form pair and triplet combinations of hits

on adjacent tracker layers. The hit-pair and hit-triplet generators are restricted to

consider only hits that are within the defined tracking region of interest, which is a

rectangular η-φ region. The selected hits are parameterized to give an initial direction

and trajectory state which are used to define a trajectory seed.

In the outside-in hit-based approach, referred to as OIHit, silicon layers compatible

with the muon trajectory are chosen according to the compatibility of η coverage. The

selected silicon strip tracker outer barrel (TOB) and tracker end cap (TEC) layers

are ordered from outside-in. The L3 seeds are generated at the first compatible layer

which contains compatible measurements. The states, after updating the compatible

measurements, define the L3 seeds.

In the outside-in state-based approach, referred as OIState, a trajectory state

propagated from each L2 muon to the outer silicon layer is used directly to build the

L3 seed.

Starting from the trajectory seeds, the combinatorial track finder builds trajecto-

ries in the tracker system [34]. Initial trajectory candidates are created from each L3

trajectory seed, collecting the hits and using the track parameters estimated during

the seeding stage.
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Then the combinatorial track finder grows a tree of trajectory candidates from

successive layers in the tracker. The track parameters obtained from the previous

stage are used to search for compatible hits in the next reachable layers. Invalid hits

are added if a layer is crossed but no compatible hits are found on the layer. The

track parameters are then separately updated with each compatible hit, subsequently

creating multiple trajectory candidates. The combinations arise from the many com-

patible hits which can be found on the successively crossed layers. The “tree” is

grown by repeating the step until either there are no more layers on which to look

for hits or there are no more trajectory matching requirements for continuing pattern

recognition. The number of leaves at each step is limited to the five trajectories with

the best χ2, taking into account a penalty on missing hits.

The final set of reconstructed hits are refitted to avoid bias from the initial track

parameters estimation at seeding stage and to obtain the best track parameter mea-

surements along its path. Two independent Kalman fits of the hits are performed

forward and backward. The track parameters measurement is obtained at each layer

by averaging the result from the forward and the backward fit.

After the combinatorial track finder built trajectories in the tracker system, all the

tracker track candidates are compared with the muon track to select those matched

with the muon track.

The matching of tracker and muon tracks is performed by comparing the trajectory

parameters with different strategies, as described in the previous chapter. After

matching the tracker trajectories with the L2 muon trajectory, a subset of tracker

trajectories is processed to the next step of the global refit. A global refit is applied

to fit a track using the hits from both the tracker track and the L2 muon track. The

global refit algorithm performs a track fit for each tracker track - L2 muon pair. After

all the refits, the L3 muon track with the most hits and the best χ2 is chosen. Thus,

for each L2 muon there is a maximum of one L3 muon that will be reconstructed. The

final track parameters are then calculated at the PCA by extrapolating the innermost

measurement of the global track.
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5.4 L3 Muon Isolation

In addition to the calorimeter isolation performed after L2 and before L3 tracking,

some additional isolation calculation is made based on the tracker information. To

save HLT CPU time, only pixel track isolation is performed. Contrary to the L3

track reconstruction, the pixel tracks are reconstructed globally (i.e. with no regional

restriction). The pixel track reconstruction starts with combinations of pixel hits in

a pair of pixel layers. All outermost hits are considered. The inner layer is searched

for compatible hits with a circle trajectory estimation between the outer hit and the

interaction region. The compatibility of the second hit is estimated assuming the

uncertainties on the interaction region to be 15.9 cm and 2 mm in the longitudinal

and transverse directions respectively. The interaction region is set from the config-

uration to be at the origin. These above assumptions can not affect the final pixel

track parameters and do not affect the pixel triplet finding efficiency because the

assumed uncertainty covers the estimated uncertainty on the beam spot position and

displacement. Each compatible triplet of pixel hits forms a pixel track. The track

parameters are extracted from an helix projection through the three pixel hits; the

estimation of the interaction region position is not used. Pixel tracks with a global

χ2 greater than 1000 or an estimated pT less than 0.1 GeV are rejected.

5.5 Muon Trigger Rates and Timing

The single muon inclusive trigger rate was studied in a realistic scenario. The

study focused on the scenario at the early phase of data taking at the LHC, and thus

all trigger rates were normalized to an instantaneous luminosity of 1032cm−2 s−1 and

possible selection cuts were suggested based on this luminosity.

The samples used for the study were simulated with a center-of-mass energy at

10 TeV. The generator rates of different physics processes are listed in table 5.1. The

generator-level rates of muons with different sources are drawn in figure 5.2.
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Sample No. of Events Cross Section Effective Cross Section

Inclusive pp→ µ+X 5126260 51.56 mb 118845.8 nb

W → µν 1098386 11865 pb 8.1987 nb

W → τν 1100000 11960 pb 11.96 nb

Z → µµ 1M 1.232 nb 0.627 nb

Z → ττ 1M 11.84 nb 11.84 nb

Drell-Yan→ µµ 0.1M 12.9 nb 3.986 nb

Table 5.1
Samples used for the trigger rate study.
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Figure 5.2. Muon rates of various physics contributions at generator level.

Figure 5.3 shows the L1 muon trigger rate, which is the input for the processing

later on. A large fraction of the L1 muon trigger rate is due to low-pT muons which

are reconstructed with a high pT . Most of them are decays-in-flight from pions and
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kaons, and decays from b/c. The L1 rate is not sensitive to the pT threshold for pT

threshold above 20 GeV.
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Figure 5.3. Muon rates of various physics contributions at L1.

The composition of the trigger rates passing L2 muon reconstruction and selection

is presented in figure 5.4. At this level, muons decaying from pions and kaons are

greatly reduced, and muons decaying from b/c dominate in all the ranges. The rate

of muons coming from b/c decays becomes close to the rate of W contributions after

the L2 muon selection and isolation, as presented in figure 5.5. The composition

of the trigger rates passing L3 muon reconstruction is presented in figure 5.6. The

contribution from b/c still dominates with pT threshold up to 30 GeV. However, if

requiring L3 isolation and a pT threshold in the range of 15 to 20 GeV, the W and Z

processes become the leading contribution to the single muon trigger rate, as shown

in figure 5.7. To select events with isolated muons in the final state, like W → µν and

Z → µµ, L3 isolation is a powerful tool to reject muons from b/c and K/π while still
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keeping high efficiencies for physics processes of interest. The overall reconstruction

and selection efficiency for W → µν is illustrated in figure 5.8.
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Figure 5.4. Muon rates of various physics contributions at L2.

As described in Chapter 3, the total CPU time used in the HLT depends on

all the software components as well as the rejection factors, which depends on the

input sample. Since the dominant source of muons is minimum bias events, the total

execution time for the Muon HLT is thus estimated by the inclusive pp → µ + X

sample, as shown in figure 5.9. The multi-peak structure is due to multiple muons in

the event. Generally different seeding algorithms have similar CPU time, outside-in

algorithms are faster than the inside-out algorithm because there are less L3 trajectory

seeds found.
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Figure 5.5. Muon rates of various physics contributions at L2 after isolation.

5.6 Performance

5.6.1 Validation of the HLT Algorithms Using Monte Carlo Samples

The performance of the muon reconstruction algorithms was evaluated using the

full detector simulation under different alignment scenarios.

The efficiency of L3 muon reconstruction is estimated by dividing the number

of simulated muon tracks that can be associated with a reconstructed L3 muon

by the number of simulated muon tracks. The association is defined by requiring
√

∆φ2 + ∆η2 be less than 0.1 between a simulated track and a reconstructed track.

The L3 muon reconstruction performance using different L3 seeding algorithms with

single muon 10, 100, and 1000 GeV samples under two misalignment scenarios are

shown in figure 5.10, 5.11, 5.12 respectively. The two outside-in algorithms have

similar performance, while both of them have higher efficiency than the inside-out

algorithm. All the algorithms are robust under different alignment scenarios.
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Figure 5.6. Muon rates of various physics contributions at L3.

5.6.2 Validation of the HLT Algorithms Using Cosmic Data

Since neither L2 nor L3 selections were applied during the CRAFT data taking, the

expected performance of the HLT algorithms could be studied offline in an unbiased

way.

L2 muon reconstruction

The efficiency of the L2 muon reconstruction algorithm was studied by selecting

events with a good-quality tracker track and checking whether a corresponding L2

muon track was reconstructed. In order to ensure that the parameters of the reference

track were well measured, the tracker track was required to have at least 10 hits in

the strip tracker and at least one hit in the pixel detector. Muons with a topology

similar to that expected in p-p collisions were selected by requiring that the PCA
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Figure 5.7. Muon rates of various physics contributions at L3 after isolation.

lies in the cylinder of |dxy| < 10 cm and |dz| < 30 cm with respect to the nominal

interaction point.

The only modification to the standard L2 reconstruction algorithm made for this

study was the removal of the vertex constraint in the final track fit. Figure 5.13 shows

the efficiencies of the seeding step of the L2 reconstruction (left panel) and of the full

L2 reconstruction algorithm (right panel) as a function of pT of the reference track.

For comparison, the corresponding efficiencies of the default offline standalone muon

reconstruction, also with the vertex constraint removed, are shown superimposed.

Both the seeding and the overall L2 efficiencies are close to 100% for muons with pT

above 5 GeV as expected. The overall L2 efficiency is ∼1% lower than the offline

efficiency, due to a slightly less accurate seeding.
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Figure 5.8. Selection efficiency of W to muons.

L3 muon reconstruction

The performance of the three L3 seeding algorithms were studied using a subset of

the data collected in CRAFT with muons resembling those produced in p-p collisions.

Since the L3 muon algorithms are designed to reconstruct muons originating from

the nominal beam-interaction point, a sample of collision-like muons is needed to

evaluate their performance. Event selection started by requiring that there be exactly

one track reconstructed in the tracker, which also travels through the pixel volume.

Presence of at least two pixel hits in different pixel layers in the same hemisphere of the

detector is also required. Furthermore, a “virtual” beam-spot is constructed by the

tracker track and used by the L3 algorithms. Contamination from events with several

muons simultaneously crossing the detector was suppressed by requiring that there

be exactly one 1-leg cosmic standalone muon. Good-quality collision-like L2 muons
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Figure 5.10. L3 efficiency vs η for a single muon sample with pT = 10
GeV under misalignment scenarios of ideal (left) and start-up (right).
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Figure 5.11. L3 efficiency vs η for a single muon sample with pT = 100
GeV under misalignment scenarios of ideal (left) and start-up (right).
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Figure 5.12. L3 efficiency vs η for a single muon sample with pT =
1000 GeV under misalignment scenarios of ideal (left) and start-up
(right).

were selected by demanding that the L2 muon has |dxy| < 20 cm, |dz| < 30 cm, and

more than 20 muon hits.

L3 muon reconstruction was performed individually with each algorithm (IOHit,

OIHit, and OIState), and the reconstruction efficiency was calculated as a function

of L2 muon track parameters. The three algorithms show similar performances with
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Figure 5.13. Seeding (left) and overall (right) reconstruction efficien-
cies for L2 (blue circles) and ppSTA (red squares) algorithms as a
function of tracker-track pT , for muons in the region |η| < 0.8 and
−2.2 < φ < −0.9.

a high efficiency, and no significant dependence on track parameters is observed. The

result is consistent with the expectation based on MC studies.

The efficiency of L3 muon reconstruction in the upper hemisphere is about 4%

lower than in lower hemisphere, which is due to a readout problem of the upper

hemisphere during the first half of the CRAFT. It is not a feature of the L3 algorithms,

and it has been fixed.

The L3 efficiencies as a function of the L2 muon quality cut are shown in fig-

ure 5.14. There are three criteria for L2 muon selection: dxy, dz, and number of hits

per L2 muon. Three plots are made as a function of dxy, dz, and number of hits

individually, while not altering the other cuts.

L2 muons that satisfy the quality cuts, |dxy| < 20 cm, |dz| < 30 cm, nhits > 20,

were used. An optimized rescaling of the L2 covariant matrix was applied, which

turned out to be important for outside-in algorithms. Figure 5.15 and 5.16 show the

L3 muon reconstruction efficiencies as a function of track parameters: η, pT , dxy, and

dz. As shown in the figures, there are no significant dependencies on track parameters

for L3 efficiency. Both OIHit and OIState show almost the same performances, and

IOHit has a slightly lower efficiency, as expected.
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Figure 5.14. L3 muon reconstruction efficiencies in upper and lower
hemispheres as a function of L2 muon dxy, dz, and nhits for different
L3 seeding algorithms. In efficiency vs. dL2 µ

xy plots, only |dz| < 30 cm
and nhits > 20 are applied. In efficiency vs. dL2 µ

z plots, only |dxy| <
20 cm and nhits > 20 are applied. In efficiency vs. NL2 µ

hits plots, only
|dxy| < 20 cm and |dz| < 30 cm are applied.
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Figure 5.15. L3 muon reconstruction efficiencies as a function of track
parameters. Red solid dots denote OIHit result, blue stars denote
OIState result, and purple triangles denote IOHit result. In top, from
left to right, x-axis is η, φ, and pT of L2 muon, respectively. In bottom,
from left to right, x-axis is dxy and dz of L2 muon, respectively. This
is the result for muons in the upper hemisphere.
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Figure 5.16. L3 muon reconstruction efficiencies as a function of track
parameters. Red solid dots denote OIHit result, blue stars denote
OIState result, and purple triangles denote IOHit result. In top, from
left to right, x-axis is η, φ, and pT of L2 muon, respectively. In bottom,
from left to right, x-axis is dxy and dz of L2 muon, respectively. This
is the result for muons in the lower hemisphere.
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6. COSMIC MUON ANALYSIS

6.1 Motivation

The earth is exposed to a continuous bombardment of high energetic charged

particles, usually referred to as cosmic rays. Cosmic rays are produced by extremely

high-energy particles coming from astronomical objects. From the point of view of

a high energy physicist, the high-energy particles serve as the beam of a giant ‘fixed

target experiment’, as illustrated in figure 6.1. The particle beam interacts with the

atmosphere of the earth (the target), and their secondary particles, e.g., muons, are

detected by earth-based experiments, e.g., the CMS detector. Originally the CMS

collaboration only intended to take cosmic ray data for commissioning the detector

before the LHC start-up scheduled for Winter 2008. The detector, the software and

the computing components were ready for the LHC start-up. But due to a severe

incident in September 2008, the LHC schedule was delayed by a year. Therefore the

CMS collaboration took advantage of the fully commissioned detector and turned its

physics focus to the physics of cosmic rays.

Cosmic rays have a close connection with particle physics. Many particles com-

monly known in particle physics, e.g., positron, muon, pion and kaon, were first

discovered in cosmic ray experiments. The ultra-high energy cosmic rays observed in

air shower experiments can have energies of over 100 EeV, corresponding to center-

of-mass energies of above 400 TeV, much higher than what the LHC can provide.

Even at lower energies, the measurements are complementary to that investigated by

accelerator experiments. This is because the small-angle forward energy flow (high-

η) is lost in the beam pipe, whereas those forward particles dominate in cosmic ray

experiments because of the fixed target geometry.
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Figure 6.1. Schematic view of the cosmic ‘fixed target experiment’.

6.2 Cosmic Runs in CMS

The CMS detector is not short for, and is not designed as, a cosmic muon spec-

trometer. Cosmic rays are only used as a source of charged particles for commissioning

and calibration, and are treated as a source of background in LHC physics analyses.

The CMS detector is placed about 90 meters underground and the amount of material

shielding the CMS detector changes across the detector volume, thus complicating

the connection between the detector and physics measurements on the earth’s surface.

The design of the CMS detector was optimized for measuring particles produced at

the center of the detector rather than coming from outside. The timing of the trigger

and the readout electronics of the detector assumes particles to be synchronized with

the LHC beam. Without deliberate modification of the timing windows and synchro-

nization of the trigger and readout electronic, most of the cosmic rays would only be

partially recoded and reconstructed, as opposed to being tracked through the entire

detector.



99

Therefore, the analysis of cosmic rays in the CMS collaboration is an activity

which was only foreseen as a real data exercise in the time without LHC collisions.

In July and August 2006, the CMS global data acquisition system was commissioned

using cosmic rays at the earth’s surface. This period of data taking is called the

Magnetic Test and Cosmic Challenge (MTCC). The purpose of MTCC was to test

and commission the magnet and map the magnetic field before lowering all the parts

underground. It was also the first time that several detector subsystems, although

only a small part of each, worked together and data were collected by the global data

acquisition system.

In 2007 and 2008, all components of the CMS detector were lowered down and

installed at their final position underground. In October and November 2008, the

CMS detector collected roughly 376 million cosmic muon events with the full detector,

in an effort called Cosmic Run At Four Tesla (CRAFT). The CRAFT data became a

priceless source of data that greatly enhance the detector and software quality. The

understanding of many aspects of the apparatus was achieved to a level which was

estimated to be reachable only after accumulation of about 20 to 50 pb−1 of collision

data at the LHC.

Among the 376 million cosmic muon events, there are roughly 3.7 million events

with muons traversing the tracker volume, those are selected as tracking pointing

(TP) skim. Because of the high precision provided by the tracker system, most

analyses were conducted with this skimmed data. There are roughly 120 million

events collected with stable conditions of the barrel DT muon system and the magnetic

field, which are used for analyses that utilize standalone muons. The endcap muon

system is not optimized to detect cosmic muons because of its position and acceptance.

The description of the magnetic field and the detector alignment of the detector during

CRAFT data taking has been greatly improved several times. A main challenge and

effort of the cosmic analyses is to promptly incorporate those updates as well as to

develop ad hoc tools for cosmic-specific features.



100

In this chapter, three cosmic muon analyses performed using CRAFT data are

described. The first analysis deals with the properties of high-energy muons and their

interactions with matter. Cosmic rays provide a natural source of high-energy muons

and the results were used to validate various models implemented in the detector

simulation software. Details of this study are followed in Section 6.3. The second

analysis is the measurement of the ratio of positive and negative muons in cosmic

rays (muon charge ratio) [49]. This ratio is determined by the meson production cross

section in high-energy hadronic interactions involving air nuclei and hadrons like π±

and K±. The charge ratio is approximately constant, but at energies greater than a

few hundred GeV, a growing influence of kaons is predicted and therefore an increase

of the charge ratio is expected. Details of this muon charge ratio study are followed

in Section 6.4. The third topic is the measurement of the rate of the absolute cosmic

muon flux [50]. The rate of the muon flux is determined by the primary particles as

well as the properties of the air nuclei, theoretical and experiment uncertainty both

exist, and further measurements are desired to constraint the uncertainty. Details of

the cosmic muon flux study are followed in Section 6.5.

6.3 Properties of High-Energy Muons

The precise measurement of high-energy muons in the TeV region is important

for the study of a wide variety of physics processes at the LHC that have muons in

the final state, e.g., W/Z, Higgs boson and high-mass bosons predicted by various

theories. It is therefore important to precisely check the theoretical predictions and

simulation of muon energy losses in the detector material in order to correctly recon-

struct these high-energy muons. Muons lose energy in material due to two types of

processes: ionization and radiation [42]. Radiative processes dominate in the high-

energy range starting from a few hundred GeV. Radiative processes are characterized

by small cross sections, hard spectra, large energy fluctuations and associated electro-

magnetic showers. A variety of theoretical calculations has been done for the radiative
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processes [42]. However, there are still a few uncertainties in the estimation of the

radiative energy losses of muons, which are due to the different theoretical predictions

of the nuclear size correction [51].

The energy loss of high-energy muons up to 10 TeV has been measured in dedi-

cated cosmic ray experiments [52, 53]. Reasonable agreement between data and the-

oretical predictions was reported. Energy losses of muons with pre-set energies up

to 300 GeV were measured using various accelerator experiments [54,55] and reason-

able agreement was observed. However, preliminary results of the measurements of

energy loss using 300 GeV muons suggested a few percent disagreement compared

to Monte Carlo predictions [55]. Therefore improved measurements are desired to

measure the nuclear form factor [51,56,57]. On the another hand, a good knowledge

of the muon energy loss mechanisms is essential for the design of the detector and the

reconstruction software. Muon detection and reconstruction relies on active track-

ing elements to pick up the correct muon measurements, which can be obscured by

the presence of cascades of secondary particles. The understanding of the frequency

of such interactions is crucial for the design of the detector and the reconstruction

algorithms.

In this study, the energy loss of muon in the HCAL, the ECAL and the prob-

ability of generating electromagnetic showers in the DT system were tested against

theoretical predictions and simulation models in order to improve understanding of

the detector response.

6.3.1 Theory and Simulation of the Interaction of Muons with Matter

When muons pass through matter, they interact with the nucleus and the electrons

via the Coulomb field of the molecules or ions of the material and transfer part of

their energy to the material. When muons are decelerated or deflected, secondary

photons may also be emitted via the bremsstrahlung mechanism.
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The numerous ionization collisions with small energy transfers produce a localized

trail of ionization that is used by the detector to track muons. These small energy

transferring collisions correspond to energy losses about the most probable value of

the Landau distribution of the energy loss spectrum. While the high-energy tail of the

Landau distribution corresponds to stochastic collisions with large energy transfers.

The energy loss for muons can be parametrized as − dE
dx

= a(E) + b(E) ·E, where

a(E) is the mean rate of energy loss by ionization described by the Bethe-Bloch

equation [42]:

−dE
dx

= Kz2Z

A

1

β2
[
1

2
ln

2mec
2β2γ2Tmax

I2
− β2 − δ(βγ)

2
], (6.1)

where Tmax = 2mec2β2γ2

1+2γme/M+(me/M)2
for particles with mass M and momentum Mβγc,

z = 1 for muons, A is atomic mass of the absorber, K is 4πNAr
2
emec

2, I is the

mean excitation energy, b(E) is the sum of all contributions from direct e+e− pair

production, bremsstrahlung, and nuclear interactions. At high energy, b(E) is nearly

constant.

The GEANT4 Simulation Toolkit [48] is using various models and different mech-

anisms used to simulate muon-detector interactions. The energy loss processes are

simulated by two types of methods: continuous and discrete processes. Below a cer-

tain energy threshold the energy loss is continuous and above the threshold the explicit

production of secondary particles - photons, electrons and positrons is included.

6.3.2 Energy Loss Measurements

The energy loss of muons in the CMS detector can be measured in different ways.

The calorimeters (ECAL and HCAL) can directly measure the energy deposited by

muons. It is also possible to check the momentum of a track stub before a particle

passes through a piece of material and another track stub from the same particle

after the particle passes through a material. The momenta estimated by the two in-

dependent measurements should be different, and their energy difference corresponds

to the energy loss in the piece of material. However the resolution of the momen-
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tum measurement is proportional to pT ⊕ b · p2
T , as discussed in Chapter 4, which

makes the momentum difference very inaccurate compared with the uncertainty in

the calorimeter measurements which can be expressed as a function of the deposited

energy in the calorimeter σ(E)
E

= a
E
⊕ b√

E
⊕ c as mentioned in Chapter 3. Therefore,

the ECAL and HCAL are used for the energy loss study, while the muon system is

used to study electromagnetic showers.

Energy Loss in the HCAL

The study of the energy loss in the HCAL starts from the TP skim since cosmic

muons that go though the tracker system must also go though the hadron and elec-

tromagnetic calorimeters. The energy deposit in the calorimeters can thus be checked

against the momentum of the muon tracks.

To measure the energy loss in the HCAL, the following selections were made:

• Only HCAL non-zero suppressed runs were selected to ensure that HCAL

worked properly.

• The number of reconstructed hits in the HCAL barrel and endcap was greater

than 5000.

• the tracker track was chosen to lie within the central part of a certain φ tower

(80%) (∆φ/(∆φtower/2) < 0.87266).

• Muons pass through the HCAL tower labeled with iphi = −64 or ±13, i.e.,

HCAL towers located in certain narrow φ region, were not used due to bad

readout.

The positions of the states at the HCAL Barrel (HB) outer surface and inner surface

must belong to the same φ-plane in the HCAL barrel since all cells in one φ HB plane

are readout with a single hybrid photo-diode (HPD). The ID of the crossed HCAL

tower must have η-id less or equal than 14 to avoid problems due to the HCAL barrel-
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Figure 6.2. (a) The x-y distribution of the propagated states on the
inner and outer, top and bottom, HCAL surfaces. (b) The distance
between the two propagated states on the inner and outer HCAL
surfaces.

endcap overlap geometry. The measurement of values for dE/dx vs. pµ are extracted

as below.

• dE is the HCAL readout of the crossed HB tower as well as the ±1 φ-tower

and ±2 η-towers. The muon energy is mainly deposited on the tower it goes

through, but it is also possible that a small fraction of the energy is deposited

in the nearby tower. The uncertainties with dE is from the intrinsic HCAL

readout, which approximately is a function of E as 110%
E

+ 10%.

• dx is extracted by the straight-line distance of the two propagated states, the

difference between this direct distance and the real helix path is less than 1%

even for low-energy muons. The difference between the cylinder and real HCAL

surface is also small.

• pµ is the energy of the propagated state at the entry position. The uncertainty of

the pµ can be extracted from the intrinsic uncertainty on σ( 1
p
) of the trajectory

state which depends on the quality of the global track fitting.
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Figure 6.3. dE distribution in each p-bin for HCAL.
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Figure 6.4. dE/dx vs. pµ using top (upward triangles), bottom (down-
ward triangles), and all (solid circles) parts of the HCAL compared
with theoretical value. Only statistics error is presented.
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The p-spectrum is divided into ten bins of about equal size on a logarithmic scale.

For each p-bin, the distribution of the energy deposit can be described by a Landau

distribution convoluted with Gaussian. The dE/dx is then converted to the stopping

power by dividing it with the density of the zinc/copper mixture in HCAL.

As figure 6.4 shows, the measured stopping power is generally in agreement with

the theoretical curve. The measurements in the low-p region are higher than the

theoretical curve because of the read-out cut off in the HCAL. The measurements

of the high-p region are lower than the theoretical curve because part of the energy

loss for high energy muons could not be detected by the HCAL since muons are not

absorbed within the HCAL volume. The HCAL was optimized to detect hadrons

like pions, not for MIP signals. The agreement between the measurements and the

theoretical curve is already pretty good given these facts.

Energy Loss in the ECAL

Similarly as in the HCAL, the energy loss in the ECAL can be measured by the

ECAL readout. For the ECAL energy loss study, the following selections are applied:

• the tracker track must satisfy |d0| < 100 cm, dz < 100 cm,

• the angle between the muon track and the crystal must be less than 0.6 rad,

in order to require the muon to go through the ECAL volume.

The items entering the stopping power measurement are calculated as follows:

• dE is read out of the ECAL super clusters (with a correction factor 0.97 applied,

which is estimated from MC). The ECAL super clusters within ∆R < 0.1 region

around the muon extrapolated position were picked.

• dx is extracted by the straight-line distance of the two propagated states, similar

as for HCAL.

• pµ is the momentum of the extrapolated state at the entry position.
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As figure 6.5 and 6.6 show, the measured stopping power agrees with the theoretical

prediction. The measurements at high-p region are lower than the theoretical curve

because part of the energy loss for high energy muon could not be detected by the

ECAL. Muons, unlike electrons, are not absorbed within the ECAL volume. Also the

fitting has lower quality because of the low statistics.
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Figure 6.5. dE distribution in each p-bin for the ECAL.

6.3.3 Electromagnetic Showers in the Muon System

Electromagnetic showers in the muon chambers are signals of catastrophic energy

loss of muons, which means a great fraction of the muon energy is lost in a small

region. When catastrophic energy loss happens, many secondary particles are gener-

ated in a muon chamber, which makes it difficult to pick up the correct hits during

muon reconstruction. Also, catastrophic energy loss makes the muon energy change

significantly, and the energy loss model implemented in the muon reconstruction will

no longer be suitable. Hence the understanding of how often electromagnetic showers

happen is important to improve the performance of muon reconstruction. Moreover
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Figure 6.6. dE/dx vs. pµ using top (upward triangles), bottom (down-
ward triangles), and all (solid circles) parts of the ECAL compared
with theoretical value.

it allows validation of the physics models implemented in the detector simulation by

comparison with data.

Electromagnetic showers have the signature of high hit multiplicity in one layer or

chamber of the muon system. There are also several processes which can mimic the

signature in cosmic ray events. The first kind is extensive air showers, in which many

cosmic muons are generated in the air and pass through the CMS in similar direction.

The second kind is air showers of cosmic muons just outside the detector. In this case

the layers in the upper hemisphere of the detector will have higher hit multiplicities.

Therefore the probability of shower generation in this layer are not estimated. It is

also possible that some parts of the detector have noise, therefore only the chambers

that could be reached by a muon are checked.

In order to identify an electromagnetic shower in the muon chambers, the basic

quantities to check are the number of hits and segments per layer. As shown in 6.7,

the distributions of the number of hits and segments for data and MC agree very well.

Two new quantities are introduced in order to better identify showers:
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(a) (b)

Figure 6.7. (a) Distribution of number of hits per layer. (b) number
of segments per layer. The squares present the distribution of data
and the triangles present the distribution of MC.

• shower size: the maximum distance between two hits in a hit cluster,

• number of uncorrelated hits: the number of all hits minus the number of DT sub-

layers of the layer. This number was chosen instead of the number of segments

because when there are too many hits in one chamber, it is likely that many

unphysical segments are built.

Electromagnetic showers are identified in the DT system by the following proce-

dure. Starting from reconstructed tracker tracks, which do not contain any muon

information and are not ‘spoiled’ by the presence of electromagnetic showers, the

tracks are extrapolated to the muon stations on both sides. From the eight intersec-

tion points, DT hits in the six or nine closest DT chambers are counted. A shower

is determined if both the criteria are reached in a layer: there are at least 40 uncor-

related hits and the shower size is greater than 20 cm. The distribution of the two

variables is shown in figure 6.8.

The probability of finding electromagnetic showers in the muon system as a func-

tion of the muon momentum is shown in figure 6.9. Good agreement up to about
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200 GeV is found in all muon stations, while the showering probability for data de-

clined in the high-momentum region. This could be due to the finite momentum

resolution of muons resulting in a smearing between bins are different. Since the

probability measured here is a very small quantity, it could be very sensitive to this

smearing. Further investigation will be helpful when the detector response is better

understood in future.

Figure 6.8. Number of uncorrelated hits vs. the shower size in the
upper four layers for data (up plots) and MC (bottom) plots.

6.3.4 Summary

The energy loss of muons in the HCAL, ECAL, and the muon system are mea-

sured, and good agreement with existing models are found up to a few hundred GeV.

However, there are still some results that can not be fully quantified. The precision

is limited by the track resolution and our current understanding of the detector.
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Figure 6.9. Showering probability for data/MC in three top and four
bottom DT layers.

6.4 Charge Ratio

The primary cosmic rays are composed of heavy stable charged particles, mainly

positively charged protons and helium nuclei. Therefore there are more positive than

negative pions and kaons in the resulting hadronic showers at the top of the earth

atmosphere. In a compilation of measurements, the charge ratio of cosmic muons at

sea level was determined to be approximately constant at 1.27 up to a few hundred

GeV [58].

As energy increases, the fraction of muons from kaon decays increases because

the longer-lived pions have become more likely to interact before decaying than the

shorter-lived kaons. Consequently, kaon decays begin to make a larger contribution to

the muon charge ratio. Since the muon charge ratio from kaon decays is greater than

that from pion decays, the overall charge ratio is expected to increase. Results from

the MINOS experiment indicate a clear rise in the charge ratio in the energy range

0.3 − 1.0 TeV which is consistent with the predictions [59]. With measurements of
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the muon charge ratio using the CMS detector, models of the interactions of cosmic

rays in the atmosphere can be further improved.

6.4.1 Measurement Components

The ultimate physics measurement is the ratio of positive muons to negative

muons, as a function of the muon momentum at the surface of the earth. The initial

measurement is performed at the center of the detector where the best measurements

on the muon track parameters are available.

Inside the detector, the uncorrected (raw) charge ratio is measured. This is the

ratio of the number of positive and negative muons, divided into momentum bins.

Muons are reconstructed using the specialized cosmic reconstruction algorithms de-

scribed in [60]. The standard LHC-style reconstruction is not optimal for this analysis

because it assumes muons are emanating from the interaction point, as described in

Chapter 4. For cosmic measurements the magnetic field breaks the symmetry of the

detector. Any asymmetry about the vertical axis can induce a bias in the charge ratio

measurement.

Data-driven methods were developed for the analysis, utilizing split tracks, which

are cosmic muons for which the tracker trajectory is split into two (above and below

the PCA). These cosmic muons are a valuable tool for two reasons. Firstly, they are

objects with the largest similarity to LHC-like dimuons available. Secondly, at the

point of closest approach (PCA), they provide two independent measurements of the

same quantities. Since the vast majority of cosmic muons are moving downwards

(py < 0) in the detector, the two muon legs are referred as the top and bottom muon

legs in the following.

In this analysis, global muons are utilized and are required to have hits in the

Tracker Outer Barrel (TOB) and central muon (DT) systems. The tracker and muon

endcap systems were explicitly excluded. The amount of statistics gathered in the
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endcap region would not be sufficient and the quality would not match that of the

central detector.

The charge (q) and the transverse momentum (pT ) of the top and bottom legs are

combined by averaging the curvature:

qC
pT,C

=
1

2

(

q1
pT,1

+
q2
pT,2

)

(6.2)

where qC and pT,C are the combined charge and transverse momentum at the point of

closest approach, q1 and q2 are the charges of the top and bottom legs, respectively,

and pT,1 and pT,2 are the transverse momenta of the top and bottom legs, respectively.

The other track parameters - the azimuth angle φ0, impact parameter d0, cotangent

of the polar angle cot θ and z coordinate at the PCA (z0) are combined in the same

fashion.

Since the top and bottom legs are independent measures of the same quantity, the

resolution distribution for the combination in equation 6.2 can be derived from the

half-difference distribution of the two quantities:

dC =
1

2

(

q1
pT,1

− q2
pT,2

)

(6.3)

This provides a data-driven handle on the resolutions of the curvature and other

track parameter measurements.

6.4.2 Event Selection

Pairs of independently reconstructed global muon tracks of the same muon are

used in this study. With these split pairs, the dependencies of the momentum res-

olution – curvature, cot(θ), and charge confusion – on selected quality variables are

studied.
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Muon Selection

This analysis relies on pairs of muons, so at least two independent global muons

are required. At least one muon is required in the upper half of the CMS and at least

one muon is required in the lower half of the CMS. If a pair of global muons share a

tracker track (which may still happen even in track-splitting) the muon is removed

from consideration because the momentum measurement is dominated by the tracker

making the half-difference in curvature not representative of the detector resolution.

Also the average pT of the pair of muons is required to be at least 10 GeV. This

is because it takes at least 10 GeV for a muon to traverse the entire CMS volume.

Additional quality cuts on global muon pairs are needed to ensure the same muon

quality for upper and lower legs. The following selection cuts are determined and

optimized based on selection efficiency and resolution:

1. at least 20 DT hits and 5 TOB hits for each leg to ensure the quality of the

global tracks. The first cut is roughly 80% efficient, and the second is almost

95% efficient.

2. at least 3 DT Super Layer (SL) 2 hits for each leg to ensure good measurement

of cot(θ) and thus the total muon momentum. This requirement is roughly 95%

efficient.

3. both tracks should have a χ2 < 1500. The cut is roughly 99% efficient.

4. the difference of the track angle in the r-z plane ∆ cot θ should be less than 0.2

to ensure the top and bottom trajectories originate from the same muon The

∆ cot θ cut is over 99% efficient.

Trigger Selection

Events are required to be selected by the L1 SingleMuonOpen trigger path. Trig-

gers stemming from the CSC trigger are not considered. In order to ensure that
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the cosmic muon studied has generated the trigger, a topological match between the

trigger object and the reconstructed muon are required. To determine whether or

not a muon trigger has a match, the standalone muon track that is a constituent of

the global muon is propagated to MB2 of the DT system, where the trigger reports

muon track parameters. Since the muon must be propagated to a specific surface, the

MB2 of the DTs is modeled as a cylinder with a 5 m radius from the center of the

detector. | ∆φ |< 0.2 between the recorded position of the trigger and the position

of the propagated standalone muon at MB2 is required to determine a match. The

∆φ cut is placed around the core of the distribution. No topological bias (preference

of top over bottom or positive over negative) in the trigger matching requirement is

found.

Multi-Muon Events

The only real background to the measurement are multi-muon events. Multiple

muons can be present inside the CMS detector during a single trigger, as part of a

muon shower. If these events were included, top and bottom track fits from different

muons could be paired together under the assumption that they are the same muon.

The measured trajectory parameters will be practically random and will dilute the

power of the data-driven method.

In order to exercise a complete clean-up of multi muon events, it is required that

there should be exactly two standalone muons reconstructed in the event with one of

them being in the upper half of the CMS detector and the other in the lower half.

The rejection of multi-muon events by requiring no additional pairs or standalone

muons are reconstructed is 100% efficient in the muons collection after all previous

requirements are applied.
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Shaft Model

For unfolding the charge ratio to the earth’s surface, the CMS shafts create a

non-trivial oddity. The materials penetrated by cosmic muons are modeled according

to the molasse map of the CERN Point 5. The map includes one main shaft and

two small access shafts. The rest are modeled as rock and earth molasse. The energy

losses differ largely depending on whether the muons go through the CMS shafts. The

energy loss for muons that traveled through the shafts is usually less than 10 GeV, but

for muons that did not travel through the shaft, the energy loss is about 30 GeV or

more. It is also observed that there are more muons with entry point at z8m ∼ 300 cm

and φ8m ∼ π/2 in data than in MC. This is because the plug cover on top of the

CMS shaft was not at its position during some CRAFT runs, and this situation is not

modeled in the MC. The model also assumes that all shafts are empty, while there

are some stairways and equipment inside. Therefore, muons that entered the CMS

cavern through the access shafts are deselected in order to avoid systematic effects

at low energies due to the different total energy loss of this set of muons. They are

removed as follows. Once muon pairs have been selected, the combined trajectory is

propagated to a cylinder drawn around the CMS detector with a radius of 8 m. For

each propagated muon, the entry point on the earth’s surface, which is assumed to

be on a flat plane yEarth = 91.12 m above the CMS center, was estimated from the

position and direction when entering the CMS detector:

xEarth = x8m +
p8m

x

p8m
y

(

yEarth − y8m
)

,

(6.4)

zEarth = z8m +
p8m

z

p8m
y

(

yEarth − y8m
)

.

Muon tracks in the circles given in equation 6.5 are categorized as shaft muons and

are not used in this analysis. The efficiency of this definition is shown in figure 6.10,

as a function of momentum. While this selection drops roughly 50% of the low
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momentum muons, the region of interest for this measurement is around or above

100 GeV, where the efficiency is quite high (80% or better).

√

(xEarth)2 + (zEarth + 30)2 < 30 m,

(6.5)
√

(xEarth − 32)2 + (zEarth − 20)2 < 5 m.
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Figure 6.10. Efficiency for removing shaft muons as a function of pT .

Summary of Event Selections

An unbiased selection of events were developed for the charge ratio analysis.

Event counts after sequential application of selection requirements are summarized

in table 6.1. There are roughly 3.7 million events with muons that travel through the

tracker volume. Good run selection roughly halves the number of available events.

Requiring that there are no endcap hits used in the muon fit removed one third of
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the remaining events. Another significant reduction (lose 3/4 of the events) happens

when requiring that the global muons used in the analysis are not matched to the

same tracker track. The tracker muons are not always split top vs bottom in the

LHC mode of navigation in the fit. The final significant reduction (lose 1/3 events)

happens when removing shaft muons. As discussed in the previous section, this mostly

affects the low-pT region of the measurement. The systematic effects due to selection

requirements on the charge ratio are studied separately and are reported in Section

6.4.4.

6.4.3 Unfolding

The desired measurement on the surface of the earth is linked to the observables

at the center of the detector as follows.

The first step is the transfer of muons from the earth’s surface to the surface of the

CMS detector. This is considered as an independent transfer because the material

that muons have to traverse before reaching the CMS detector completely differs from

that within the CMS detector. The second step is then the transfer of muons from

the CMS surface to the PCA. Denoting the vector of true charge-dependent momenta

at the surface as pEarth
i , the vector of true momenta at the CMS surface as p8m

i and

the vector of true momenta at the center of the detector as pPCA
i , the transformation

from the surface of the earth to the surface of the detector can be performed with a

transfer matrix Tij:

p8m
i =

∑

j

Tijp
Earth
j . (6.6)

The same procedure happens when moving from the CMS surface to the CMS PCA,

via a different transfer matrix Dij:

pPCA
i =

∑

j

Dijp
8m
j (6.7)

The detector measures two key components of the momentum, the charge depen-

dent curvature C = q/pT and the cotangent of the polar angle cot θ. The correlation



119

Cut Number of Events Efficiency (%) MC Efficiency (%)

candidate events in all runs 3696897 N/A N/A

good runs 1674437 45.29 N/A

exactly 2 standalone 1580248 94.37 N/A

initial pairs 1580248 100.00 100.00

cut CSC 1436781 83.02 90.92

cut TEC 1097474 72.05 76.38

number of DT hits≥ 20 835501 79.37 76.13

number of DT segments ≥ 3 773982 96.23 92.64

number of TOB hits ≥ 5 698821 91.83 90.29

deltaCotTheta < 0.2 697686 99.80 99.84

max χ2 < 1500 669450 96.85 95.95

not same track 160582 26.77 23.99

cut multi pairs / event 160582 100.0 100.0

remove shaft 111013 69.13 58.08

require matched trigger 109861 98.96 99.25

Table 6.1
Event counts after sequential application of selection requirements.
The requirement that there are exactly two standalone muons in the
event removes events where there are multiple pairs at the end of all
selection, hence the event count equals the pair count thereafter.
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between these variables is very small, when compared to correlations between trans-

verse variables (C, φ0, impact parameter) or between rz variables (cot θ, z0). These

two measurements can be taken as independent. This is relevant because the mea-

surement of the curvature directly affects the determination of the charge (due to

curvature mis-measurement the charge can be flipped), and the measurement of cot θ

is decoupled from it. Resolution effects leading to a curvature mis-measurement can

flip the charge of a particle; resolution effects due to the measurement of cot θ can-

not. Furthermore, since curvature resolution effects depend on the true curvature,

but not on cot θ, the unfolding of charge mis-assignment should be done as a function

of curvature (or pT ), as opposed to full measured momentum p.

The measured pT,i and true pPCA
T,i charge dependent transverse momentum spectra

are connected by the resolution matrix Rij:

pT,i =
∑

j

Rijp
PCA
T,j (6.8)

The momentum and transverse momentum are connected by cot θ:

pT =
p√

1 + cot2 θ
(6.9)

One can define a matrix Cij which connects the true momentum pPCA
i to the trans-

verse momentum, but only taking into account the uncertainty on cot θ:

pPCA
T,i =

∑

j

Cijp
PCA
j (6.10)

Then the full transformation from the earth’s surface to the measured transverse

momentum in the center of the detector can be presented as:

pT,i =
∑

j,k,l,m

RijCjkDklTlmp
Earth
m (6.11)

The four matrices need to be inverted in order to unfold (transfer) to the surface:

pEarth
i =

∑

j,k,l,m

T−1
ij D

−1
jk C

−1
kl R

−1
lmpT,m (6.12)
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This process can be simplified by replacing the three-step transfer pT ↔ pPCA
T ↔

pPCA ↔ p8m by a single transfer of muons from the CMS surface to the measured

transverse momentum pT ↔ p8m. This transformation is carried by the matrix Hij:

pT,i =
∑

j

Hijp
8m
j (6.13)

and accordingly, the more correct transfer to the surface is given by the inversion of

two matrices:

pEarth
i =

∑

j,k

T−1
ij H

−1
jk pT,k (6.14)

It was concluded that the most robust method for this conversion is the matrix

inversion method after a lengthy review of unfolding methods, as long as that the

momentum bins are defined so that the spill-over from a single bin is small before

inverting (< 30%).

Matrix Inversion Unfolding Method

The matrix inversion method works as follows. If vi is defined as the vector of event

counts in a histogram based on the true observables in a dataset and ui the vector of

measured observables, and define the migration matrix M , then the bin content of the

migration matrix Mij corresponds to the number of times that a measured observable

is observed in bin i, when the true observable belonged to bin j. By construction,

the row-wise and column-wise sums of the migration matrix correspond to the true

and measured vectors, respectively:

∑

j

Mij = ui

∑

i

Mij = vj (6.15)

Let R be the response matrix which describes the transfer from true to measured

vectors:

ui =
∑

j

Rijvj (6.16)

The response matrix can then be derived from the migration matrix:

ui =
∑

j

Mij =
∑

j

Mij
vj

∑

k Mkj

=
∑

j

[

Mij
∑

k Mkj

]

vj ≡
∑

j

Rijvj (6.17)
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Rij =
Mij

∑

k Mkj
(6.18)

Notice that the response matrix is the column-wise normalization of the migration

matrix. Unfolding via matrix inversion is then the operation:

vi =
∑

j,k

R−1
ik Rkjvj (6.19)

Finally, the uncertainties on the unfolded quantities are computed from [61]:

σi =

√

∑

j

(

R−1
ij

)2
uj (6.20)

Transfer with Losses

The transfers from the earth’s surface (Earth) to the surface of CMS (8m) and

from 8m to the center of CMS are with losses. The number of muons observed at the

8m is smaller than the the number of muons on the earth’s surface NEarth. Denoting

ui as the vector of Earth muon counts in momentum bins, and vi as the corresponding

8m vector at the CMS surface, for muons that survive the transfer, a transfer matrix

that connects the two of them is

vi =
∑

j

Tijuj. (6.21)

For this transfer matrix to be properly defined, the following quantities are needed:

• for every muon that survived the transfer, the Earth and 8m momenta, pEarth

and p8m ;

• the rate of muons per p8m bin i, R8m,i;

• the rate of muons per pEarth bin j, REarth,j.

From the muons that made the transfer, the migration matrix Mij can always be

constructed, defined as the number of muons with pEarth in bin j and p8m in bin i.
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The transfer matrix Tij needs to simultaneously account for rate loss and momentum

migration. This matrix is basically the probability that an event starting in bin j

at Earth will end in bin i at the CMS 8m. In other words, Tij is the rate at which

events from true bin j survive and make it into bin i, where they contribute to the

R8m,i rate by the amount R8m,ij ,

Tij =
R8m,ij

REarth,j
(6.22)

The rate R8m,ij can be computed from the matrix element Mij, the total number of

events observed in bin i at 8m, vi, and the rate of events in the same bin i,

R8m,ij =
Mij

vi
R8m,i (6.23)

In other words, R8m,ij is the differential contribution to R8m,i specifically coming

from the Earth bin j. Recalling that

vi =
∑

j

Mij , (6.24)

then the transfer matrix Tij is

Tij =
Mij

∑

k Mik

R8m,i

REarth,j

(6.25)

which is a row-normalized matrix with scale factors that account for rate losses.

From the CMS Detector to the Earth Surface

The differential spectrum on the CMS surface is transferred to the spectrum on

the earth’s surface by an independent migration matrix in order to be compared

with theoretical predictions and previous results. The migration matrix presents the

propagation through the material between the CMS detector and the earth’s surface,

taking the energy loss in molasse over the CMS detector into account. As described in

Section 6.4.2 muons that enter the CMS shafts are deselected to help diagonalizing the

migration matrix. This matrix, denoted as R, is calculated with dedicated simulation
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samples using the cosmic muon generation package [47] integrated in CMSSW. A

matrix element Rij presents the probability of measuring a momentum p8m
i at the

CMS surface, given a momentum pEarth
j at the earth’s surface. The charge q is

considered constant in the propagation between the two surfaces. To account for

the differences between MC and data, each MC event is weighted depending on the

parameters ηdir, φdir, zpos, φpos. Comparing the η and φ distributions of the muon

momentum at the CMS surface, and the z and φ coordinates of the entry point, as

shown in figure 6.11, the weights are defined from these normalized distributions:

wevent =
P (ηdata

dir )

P (ηMC
dir )

P (φdata
dir )

P (φMC
dir )

P (zdata
pos )

P (zMC
pos )

P (φdata
pos )

P (φMC
pos )

(6.26)

Choice of Momentum Bins

The momentum bins should be chosen in such a way that the spill-over in any bin

of the migration matrix is minimal, ideally below 30%. The starting points at the bin

edges as defined at the PCA are the following:

pPCA
T = (10, 20, 30, 50, 100, 300,∞) GeV (6.27)

These values, together with the condition of minimal spill-over, constrain the

values of the momentum bins at the CMS 8m surface, as following:

p8m = (15, 25, 35, 55, 110, 310,∞) GeV (6.28)

It results in a spill-over fraction of below 10% in all the momentum range, as can

be seen in figure 6.12 (right). Figure 6.12 (left) shows the migration matrix that

transforms p8m to pPCA
T . Notice that this matrix is mostly diagonal. The same

procedure is followed to define the momentum bin edges at the earth’s surface, as

cosmic muons lose at least 30 GeV in the molasse before reaching CMS. In this case

the optimal bin edges are:

pEarth = (35, 60, 75, 100, 155, 360,∞) GeV (6.29)
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Figure 6.11. Data (solid red triangles) and MC (solid blue squares)
comparison of the distributions of ηdir (a) and φdir (b) of the muon
momentum,and zpos (c) and φpos (d) of the muon position, at the CMS
8m surface.
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Figure 6.12. (Left) Migration matrix which transforms event counts
in bins of true momentum at the CMS 8m surface to event counts
in bins of measured transverse momentum at the CMS PCA. (Right)
Off-diagonal spill-over by column.

With this binning most of the momentum spectrum has spill-over probability of be-

low 30%, as shown in figure 6.13 (right). In figure 6.13 (left) one can see a clear

linear correlation at high momentum (small curvature), while the energy loss fraction

becomes noticeably larger for low momentum muons.

Muon Rates

Not all cosmic muons reaching the earth at CERN Point 5 make it all the way

down to the center of the CMS detector. Energy losses in the molasse and inside the

CMS detector, together with the limited cross section that the CMS is for cosmic

muons, substantially reduce the number of muons that can be measured. The trigger

and selection efficiencies further limit the sample. It is thus necessary to determine

the muon rates at each step of the unfolding procedure:

• R
(

pEarth
)

is the muon rate at the earth’s surface, in pEarth bins;
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Figure 6.13. (Left) Migration matrix which transforms event counts
in bins of true momentum at the earth’s surface to event counts in
bins of true momentum at the CMS 8m surface. (Right) Off-diagonal
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• R (p8m) is the muon rate at the CMS 8m surface, in p8m bins;

• R
(

pPCA
T

)

is the muon rate at the CMS PCA, in pPCA
T bins.

Calculating the rates is non-trivial because the ability of the CMS detector to capture

cosmic muons must be estimated, which is possible with Monte Carlo samples only.

In the first sample, cosmic muons are generated on a cylinder and two disks outside

of the CMS at 8 m. The quantity of how many reconstructed muons (in events where

there is a DT or RPC trigger) entering the TP skim is calculated by applying a filter

requiring the OR of the following conditions: at least one tracker track reconstructed

by three available tracker track reconstruction algorithms or at least one standalone

muon that can propagate to the TP volume with radius 90 cm and width (z) of

130 cm. From there, selections are applied to MC in the same manner as in data.

Based on the different numbers of muons n(p) extracted from this Monte Carlo, the

CRAFT data, and a dedicated Monte Carlo for the earth’s surface, the muon rates are

estimated in the following equations 6.30–6.32. The resulting rates are summarized

in figure 6.14. The value 2.2 · 108 Hz in equation 6.30 is the rate used to generate

cosmic muons at a circular plane on the earth’s surface (2.1 · 106 m2)using numbers

from [62]. The value 6.8 · 104 Hz in equation 6.31 is the rate obtained when cosmic

muons are extrapolated to the CMS 8m surface [62].

R
(

pEarth
)

= nMC
Earth/∈shaft

(

pEarth
)

· NMC
Earth

NMC
Earth/∈shaft

· 2.2 · 108

NMC
Earth

(6.30)

R
(

p8m
)

= nMC
8m/∈shaft

(

p8m
)

· NMC
8m

NMC
8m/∈shaft

· 6.8 · 104

NMC
8m

(6.31)

R
(

pPCA
T

)

=
ndata

selection

(

pPCA
T

)

ndata
TP,reco (pPCA

T )
·
nMC

TP,reco

(

pPCA
T

)

nMC
8m/∈shaft (p8m)

·R
(

p8m
)

(6.32)
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6.4.4 Systematic Uncertainties

Systematic uncertainties for the charge ratio are evaluated in each pT bin. The

systematics are broken into trigger, event selection, alignment, magnetic field and

molasse model.

In evaluating the systematics in a data-driven way, two samples stemming from

two re-processings of the TP skim are used. For the selection and trigger systematics,

“N-1” studies, as described in the selection section, are performed. This employs the

best understanding of the magnetic field and alignment.

To evaluate the alignment and B-field systematics, an earlier re-processing of the

data is also used as described in detail respectively.

The systematic uncertainty in the alignment is quite high in the high-pT bin;

this is because the compared alignment scenarios are very different from each other.

The first alignment scenario was built without track-based alignment, but the second

alignment scenario was the alignment scenario with updates on the tracker and DT

Alignment Position Errors (APEs).

Trigger

To estimate the systematic bias induced by the trigger, a tag-and-probe technique

is employed. There are four kinds of events when matching to the trigger: those

where the upper leg matches to trigger, the lower leg matches, both legs match, and

either leg matches. These are referred to as N(upper), N(lower), N(and) and N(or)

respectively.

To minimize the bias, an “or”-type trigger is required. The charge bias is described

in equation 6.33.

ξq =
p(or)+

p(or)−
(6.33)

To find ξq in equation 6.33, the estimators are derived for the true probability

that an event will fire the “or” trigger based on the observed N(upper), N(lower),

N(and) and N(or). Since this is a tag-and-probe technique, the upper and lower
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trigger probabilities are expected to be independent. An estimator is constructed for

the probability of firing a trigger ”A” given that another independent trigger “B” has

fired; this is given in equation 6.34.

p̃(A) =
n(A&B)

n(B)
=
p(A&B) ·N
p(B) ·N =

p(A&B)

p(B)
=
p(A) · p(B)

p(B)
= p(A) (6.34)

Another ratio is R defied as:

R =
n(A&B)

n(A || B)
=

p(A&B)

p(A || B)
(6.35)

By construction, the relation holds:

p(A || B) = p(A) + p(B) − p(A&B) (6.36)

Combining equations 6.36 and 6.35:

p̃(A || B) =
p̃(A) + p̃(B)

1 +R
(6.37)

Errors are all of binomial type and are given for p̃(A || B) in equation 6.38.

σA||B =

√

(

σ2
A + σ2

B

(p̃(A) + p̃(B))2 +
σ2

R

(1 +R)2

)

(6.38)

Event Selection

In estimating the systematic uncertainty introduced by the muon selection, an

“N-1” type study with each of the muon quality cuts is performed. To do this study,

the efficiency for cutting positive and negative muons for all cuts except the cut under

studying (N-1 cuts), and the efficiency for accepting positive and negative muons after

the studied (Nth) cut is applied, are compared. For a cut to be completely unbiased,

the ratio of efficiencies will be 1; To estimate the systematic uncertainty, the bias in

the rate is shown in equation 6.39 where η± is the efficiency at which charge is cut.

ξs = η+/η− (6.39)



132

From equation 6.39, it is straight-forward to estimate the systematic as it is given

in equation 6.40 where σξs
is the binomial error.

σs =
√

(1 − ξs)2 + σ2
ξs

(6.40)

Alignment

The global alignment between the tracker and muon systems is key to reconstruct-

ing high-pT muons in the context of global muon reconstruction. If the alignment is

poor there will be poor resolution in q/pT , leading to charge misidentification and pT

migration.

To estimate the systematic uncertainty due to detector mis-alignment, muon re-

construction on the same events for two different alignment scenarios are compared.

The selections are applied to both samples, and the charge ratio is compared on an

event-by-event basis. The systematic uncertainty is estimated by looking at the rel-

ative change in the charge ratio per pT bin as given in equation 6.41. RV 13 and RV 12

refer to the alignment version that are used for the comparison.

ξalignment =
RV 13 − RV 12

RV 13
(6.41)

Magnetic Field

The magnetic field of the CMS detector has a quite complex shape, making it

difficult to map it in an accurate way. Any uncertainty in the determination of the

magnetic field will directly affect the determination of the curvature of the cosmic

muons, thus their transverse momentum and charge might substantially change.

CRAFT08 data gave rise to the lack of understanding of the magnetic field in

the muon system, so the knowledge of the magnetic field evolved in tandem with

this analysis. To estimate the systematic uncertainty, an older tracking pointing

reprocessing of the data is utilized. In the same style that the alignment systematic

was estimated, the data is re-reconstructed with different field-map models. The
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relative difference in the charge ratio between the two field-map models are shown in

equation 6.42.

ξbfield =
Rnew − Rold

Rnew
(6.42)

Molasse Model

The model of the molasse above the CMS detector has a quite complex structure

and is relatively poorly understood. The uncertainty in the molasse model will affect

the determination of the momentum of the cosmic muons on the earth’s surface. The

molasse above the CMS detector is composed of about 50 m moraine and about 22 m

rock [62]. The uncertainty of each composition is on the order of a few meters. To

estimate the molasse model systematic, an energy difference on the muon momenta

on the earth’s surface is applied. The energy difference is corresponding to muon

energy loss in 3 m rock, which is equivalent to about 5 m moraines. The relative

difference in the charge ratio between them are shown in equation 6.43. The relative

systematic uncertainties are shown in table 6.2.

ξrock =
R+3m rock −R−3m rock

R
(6.43)

Summary

All the relative systematic uncertainties have been summarized in figure 6.15. The

main source of uncertainty in the low-pT regime stems from the selection, but is less

than 2%. In the high-pT bin, the muon alignment is the highest uncertainty with a

12% relative uncertainty.

6.4.5 Results

In this section, the measurement outcomes are reported after combining the meth-

ods described so far. The final outcome is divided into two parts: the measurement
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pEarth range [GeV] R σrock/R [%]

35 - 60 1.26 0.87

60 - 75 1.20 0.42

75 - 100 1.36 1.45

100 - 155 1.28 0.55

155 - 360 1.31 0.14

360 - ∞ 1.33 0.02

Table 6.2
Relative systematic uncertainties due to the molasse model as a func-
tion of pEarth for the global fit.

result at the center of the detector, and the result as the surface of the earth propa-

gated from the center of the detector.

Measurement of the charge ratio at the PCA

Before unfolding the charge asymmetry ratio to the surface of the earth, cross-

checks on the charge ratio at the PCA are performed by comparing the performance of

different reconstruction algorithms. Figure 6.16 shows the charge ratio as a function

of pT for three different fits: global, tracker and TPFMS.

Propagation of the Charge Ratio to the Earth’s Surface

In this section the results of the two unfolding steps are presented, summarized in

figure 6.17. The first unfolding, from measured transverse momentum at the PCA to

true momentum at the CMS 8 m surface, returns a very stable result. This is achieved

thanks to the chosen momentum bins, which provide small off-diagonal elements. The

second unfolding, from true momentum at the CMS 8 m surface to true momentum

at the earth’s surface, has large off-diagonal elements at low momentum which induce
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Figure 6.15. Relative systematic uncertainties. Event selection leads
the selection with < 2% systematic uncertainty in the low-pT regime.
In the high-pT bin, the alignment systematic dominates with a ∼ 12%
uncertainty.

instabilities in the unfolding process, as can be seen in figure 6.17 (c). The current

unfolded ratio of positive to negative muons as a function of the muon momentum

at the earth’s surface is summarized, together with the statistical and systematic

errors, in table 6.3. The result is comparable with results from previous experiments

as shown in figure 6.18. This result together with results from the CMS MTCC [63]

and other experiment can be compiled together to provide better parametrization for

models on the interactions in the atmosphere.
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Figure 6.18. Momentum spectra of the ratio of positive to negative
muons at the earth’s surface measured by the CMS and previous ex-
periments.

pEarth range [GeV] R σstat σsyst σbias σrock

35 - 60 1.260 ± 0.184 0.044 0.101 0.148 0.011

60 - 75 1.199 ± 0.091 0.057 0.065 0.028 0.005

75 - 100 1.362 ± 0.104 0.053 0.059 0.064 0.020

100 - 155 1.277 ± 0.047 0.033 0.028 0.017 0.007

155 - 360 1.312 ± 0.053 0.031 0.039 0.018 0.002

360 - ∞ 1.328 ± 0.207 0.079 0.191 0.013 0.000

Table 6.3
Unfolded charge ratio as a function of pEarth for the global fit.

6.5 Flux Measurement

The absolute muon flux and its momentum dependence are mainly determined

by the flux of nucleons entering the atmosphere and the inclusive meson production
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cross sections in high-energy hadronic interactions. Large uncertainties still exist in

the understanding of the energy spectrum above 0.1 TeV of primary cosmic rays. The

details of high-energy hadronic interactions still lack theoretical understanding and

there is little experimental data in the relevant energy and phase space regions [64].

Therefore the ground-level muon flux is widely used to tune or verify the parameters

of atmospheric cascade calculations [65].

6.5.1 Overview

The goal of the flux analysis is to measure the momentum dependence of the

cosmic muon flux at the CMS detector and the earth’s surface.

The cosmic flux measurement consists of counting the number of observed muons

passing through a defined surface of the CMS detector and dividing it by the amount

of time elapsed during the experiment after all corrections.

Runs were selected which have stable condition of magnetic field, RPC, DT, L1

trigger, silicon and pixel tracker in the global Data Quality Monitoring (DQM). The

details of each run are listed in table 6.4. The raw muon rate without any correction

is shown in figure 6.19, the raw muon rate stayed stable for the selected runs at about

92 Hz.

6.5.2 Measurement Surface

The fact that cosmic muons arrive and be reconstructed anywhere within the bulk

of the CMS detector makes it necessary to propagate measured tracks to a common

reference surface at which the flux measurement is to be made. A cylinder encircling

the outermost extent of the barrel detectors (R = 8 m) is used in order to have direct

comparison with MC. It is also able to provide a uniform positional resolution after

extrapolation to the measurement surface.
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Figure 6.19. Raw and selected muon rates as a function of the run number.

6.5.3 Efficiencies

Since an unbiased estimation of both trigger and reconstruction efficiencies using

only collected data is impossible, MC samples are used for estimating the detector

efficiencies.

The efficiency of the standalone muon reconstruction was measured by the tag-

and-probe method using good-quality tracker tracks as presented in Chapter 4. Good

agreement was observed between the results using the tag-and-probe method with

data and using MC truth method with MC samples, therefore the reconstruction

efficiency measured with the MC samples is applied to the result. The efficiency

measured using the tag-and-probe method with data was used to estimate the uncer-

tainty.

Measuring the trigger efficiency using data is inherently difficult, therefore the

software trigger emulation was used as the baseline indicator for trigger efficiency,

while tag-and-probe tests are performed to estimate differences between the simula-

tion and what is observed in the data.
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The trigger efficiencies in emulation are measured in terms of the incident position

of the generated cosmic muons, and integrated over the angular spectrum of the

simulated events. The average efficiency for cosmic muons with at least 15 GeV as a

function of the incident Z and φ position is shown in figure 6.20.
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Figure 6.20. L1 efficiencies for P > 15 GeV (a) vs. φ (b) vs. Z

The efficiency is highest in the vertical region of the detector (φ ≈ π/2), and is

lower near the ends of the barrel (Z → ±650 cm) as the phase space of triggerable

incident angles shrinks.

The precise behavior of the trigger efficiency is momentum dependent. The angle

of incidence of the muon is the most critical factor for the trigger efficiency. Because

muons with higher momenta are able to penetrate more material, the shape of the

cosmic muon spectrum increasingly favors non-vertical angles of incidence with in-

creasing momentum. This effect leads to a slight dip in the total trigger efficiency at

higher momenta, as shown in figure 6.21.

6.5.4 Event Selection

All the events used in the analysis are required to have at least one L1 trigger

candidate originated within the Drift Tube (DT) or Resistive Plate Chamber (RPC)

barrel subdetectors.
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The quality of a reconstructed standalone muon track is highly correlated with the

number of hits contributing to the track. Tracks with hits from more chambers usually

have better quality. In this analysis tracks with hits from five or more chambers and

at least four hits in each chamber are required. This provides very good quality cut

as well as suppressing almost all fake muon tracks. This cut implicitly requires that

the used 1-leg standalone muons must travel through both hemispheres of the CMS

detector, thus giving better resolution due to the longer lever arm.

Another quality cut used to deselect mis-reconstructed tracks is to require py < 0,

i.e., the reconstructed momentum must be pointing down. This selection has efficiency

over 99.9%. Since the measurement surface was chosen to be the CMS barrel region,

the positions are required to be within z from -650 cm to 650 cm, and φ from π/4

to 3π/4 at the CMS 8 m outer enveloping surface. The extrapolated position for a

standalone muon track must be in the region. The efficiencies are shown in table 6.5.

Removing Fake Tracks The NDT Chambers with 4+ hits > 4 cut successfully elimi-

nated all events that contained fake tracks, and kept a selection efficiency of about

57%. The py < 0 cut has marginal effect as expected. After these selections about
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10% of the remaining events are lost because their entry points are out of the chosen

region. Multi-track events happened occasionally during the cosmic runs, and are

irreducible, as shown in the figure 6.22 (b). The Monte Carlo sample only produces

single muons and, therefore, does not exhibit the higher multiplicities
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Figure 6.22. The number of standalone muon tracks per event for MC
samples (a) and data (b).

Removing Duplicate Tracks Because cosmic muons come at random times, and

there is a finite time for the detector readout, it is possible for the same physics event

to cause more than one trigger; potentially leading to the miscounting of a single

muon as two or more if detector readout also occurs. This problem is seen to exist

even with the application of a trigger rule which prevents two events to be triggered

within a span of three bunch crossing (BX)s of each other. To correct for the rare case

in which a cosmic muon causes not only multiple triggers, but is also reconstructed

as more than one track passing selection; cuts are applied which veto tracks having z,

φ, and angles of incidence very close to a track in the immediately proceeding event.

The number of reconstructed standalone muon tracks per event for MC samples

and data is shown in figure 6.22. The numbers of entries on y with an arbitrary scale

demonstrates the relative influence of each selection cut. The MC samples do not

contain multi-track events since each event has only one simulated track.
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6.5.5 Time Measurement

The time base used for measurements of the flux is the LHC orbit number. An

orbit counter, corresponding to the length of time it would take for a bunch of protons

to circulate around the LHC ring, 26.7km
3×105km/s

= 8.9 × 10−5 s, is recorded at the CMS

detector. For each successful barrel muon trigger, the number of elapsed orbits since

the previous trigger is computed and summed as either effective live-time or dead-

time.

Since cosmic muons arrive at the CMS detector randomly in time, the distribution

of the length of time between cosmic muon events is expected to be exponential. The

exponential parameters are determined by the real detector trigger efficiency. The

deviations from the probability distribution in the tails are likely to be an effect of

the imperfect detector. In order to determine the amount of dead-time for a given

sample of data, the distribution of missed orbits within the entire trigger path was

converted into a probability distribution, and cut on the maximum realistic amount

of time elapsed between live triggers.

As stated above the number of “missed orbits” (using the LHC orbit index) be-

tween triggers within the sample of events is used as the time metric for this analysis.

Dead-time was determined by observing the length of time between adjacent triggers,

as illustrated in figure 6.23.

The probability for random fluctuations above 1000 missed orbits is very small.

To avoid all ambiguity, a loose threshold cut of 2000 orbits was applied to define

dead-time. The corresponding probability obtained is:

P (norbits > 2000) =

∫ ∞

2000

dn · ses·norbits

= e2000·s

= 1.455(10) · 10−19 (6.44)

The uncertainty was estimated by the total number of events which do not fit

the probability distribution. The integral of the histogram minus the integral of the
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Figure 6.23. Number of orbits between any trigger in the trigger path.

exponential fit, is used to estimate the number of times the data have a possible long

delay between triggers.

6.5.6 Unfolding

It is critical to be able to estimate all efficiencies as a function of incident mo-

mentum, as well as the measurement biases due to imperfect reconstruction for all

ranges of momenta. For the differential flux measurement, the measurement biases

due to imperfect reconstruction for all ranges of momenta are corrected by the same

unfolding method used in the charge ratio study. Momentum smearing matrices for

each zenith angle bin were built from momenta on the earth’s surface extrapolated

from the corresponding reconstructed and simulated momenta on the CMS surface,

as presented in figure 6.24. The matrices were then applied to the raw extrapolated

momentum differential spectrum.

Acceptance

The acceptance is especially important for the flux measurement, but can only

rely on the relatively poor understanding of the molasse above the detector. The
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Figure 6.24. Momentum resolution matrices for each zenith angle bin.
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acceptance was estimated by generating a great amount of events on the earth surface

(one billion events for the first four p-bins, and one billion events each for the last

two p-bins). The number of events with muons reaching the CMS detector divided

by the total number of events is defined as the acceptance for each momentum and

zenith angle bin.

6.5.7 Results

The raw spectrum were extracted by the number of selected muons normalized

by the corrected time elapse as a function of momentum p. After corrections of

trigger, reconstruction and selection efficiencies, and unfolding the p-resolution, the

differential rate on the surface of the CMS as a function of momentum p is shown in

figure 6.25.
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Figure 6.25. Corrected rate vs. p on the CMS 8 m surface.

After the migration and the acceptance estimation, the final spectrum presented

as Φp3dp with comparison with the result from L3C experiment is shown in 6.26.
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6.6 Summary

Different measurements with different systems of the detector using cosmic muons

are described in this chapter. Various selections are optimized for different dedicated

purposes. Detector efficiencies and resolutions with cosmic muons were extensively

studied. It is demonstrated that the CMS detector can provide physics measurements

which are able to improve the world average values. The systematic uncertainty for

cosmic physics is only dominated by the modeling of the molasse above the CMS

detector.
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Run Number Events Time[s] Num L1/DT Num L1/RPC Raw Muons Selected Muons

66676 4721726 11077 3770204 2545160 1029282 672469

66720 4342986 6568 2231401 1488339 609282 403888

66722 15924465 26383 8857988 5827348 2429498 1606084

66740 9179116 14539 4898499 3204491 1342506 877555

66746 9659998 16066 5464505 3513080 1495259 983666

66748 13733204 21219 7253899 4821558 1980610 1298470

66783 9839168 20630 6989261 5351264 1923914 1256443

67147 9296499 14136 4962203 1972871 1319017 849478

67539 8182322 12522 4314682 1529691 1146930 734650

67541 3044738 4949 1701273 599544 454646 294673

67818 20303938 27024 9391729 5691200 2459500 1564267

68264 5358751 11449 4002798 0 1034226 683492

68926 2845757 4703 1633587 0 420075 278925

TOTAL 116432668 191265 65472029 36544546 17644745 11504060

Table 6.4
Run list.
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Data MC

Cuts efficiency [%] relative [%] efficiency [%] relative [%]

Triggered, psta > 15 GeV 100.0 - 100.00 -

NDT Chambers w/ 4+ hits > 4 56.67 56.67 57.17 57.17

py < 0 56.65 99.97 57.16 99.99

0 < φ < π, |z| < 650 cm 51.11 90.23 50.18 87.79

Table 6.5
Selection cuts and efficiencies.
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7. DRELL-YAN ANALYSIS

As described in Chapter 2, the Drell-Yan process provides a very clean signature and

can be regarded as a ‘standard candle’ at the LHC. The precise measurement of its

cross section is a prerequisite for any discovery of new physics at the LHC. In this

chapter, an exercise towards the first measurement of the cross section and mass spec-

trum of the Drell-Yan dimuon production with the CMS experiment is presented [66].

The analysis was performed in the scenario of LHC collisions at
√
s = 10 TeV and

assuming an integrated luminosity of 100 pb−1. The Drell-Yan process has been stud-

ied in the mass range, starting from the Υ peaks up to the kinematic limit. Events

at the Z and Υ peaks are used to measure the trigger and reconstruction efficiencies

from data. Methods for signal selection and background rejection in the different

mass ranges, where the sources and magnitude of backgrounds change substantially,

are discussed, as well as experimental and theoretical systematic uncertainties.

7.1 Signal

The signal characteristics have been studied using the generator level information

as obtained from the PYTHIA 6.4 Monte Carlo generator package [67]. Higher or-

der electroweak corrections have been studied separately using the HORACE event

generator [68] within the context of the CMS experiment [69]. These corrections are

expected to be important for the mass region beyond the Z-resonance. Figure 7.1

shows the mass reach at a center-of-mass energy 10 TeV with an integrated luminos-

ity of 100 pb−1. It is evident that, with the first physics data, one can probe dimuon

masses up to several hundred GeV. The corresponding transverse momentum and

rapidity distributions of the γ∗/Z are shown in figure 7.1 (center) and (right).
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Figure 7.1. Dimuon mass reach (left), transverse momentum (center),
and rapidity (right) distributions of γ∗/Z at the generator level for
an integrated luminosity of 100 pb−1 at a center-of-mass energy of
10 TeV.

7.2 Datasets

The official Monte Carlo datasets produced in Summer 2009 were used in this

exercise. The signal events, Z/γ∗ → µµ, were generated with PYTHIA starting from

an invariant mass of 20 GeV. Since the signal events contain two isolated muons,

there are several processes that potentially can mimic the signal and which need to

be considered as potential background. All data samples analyzed in this study are

listed in table 7.1. For the low mass range (Mµµ ≤ 40 GeV), the contribution from

QCD events to the background is maximal and various QCD samples were used to

estimate this effect.

Though the probability of a jet faking a muon is low (≈ 10−5), processes like

W+jets and tt̄+jets may produce two muons in the final state (where one muon

can be fake) due to their high rates. Thus these processes need to be considered

as potential background. In order to optimize the analysis work flow, only events

passing an offline dimuon filter were considered for further analysis. The offline filter

requires at least two reconstructed muons in the event and its efficiency for various

datasets is presented in table 7.2.
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Dataset Events Production Effective

cross section [pb] cross section [pb]

Z→ µµ(Mll > 20) 1296192 1944.0 1944.0

DY (6 < Mll < 40) 230582 12900 2339.8

DY (Mll > 200) 10022 1.62 1.069

DY (Mll > 500) 15342 0.0549 0.0455

DY (Mll > 1000) 10296 0.00283 0.00256

DY (Mll > 2000) 10091 5.86 × 10−5 5.54 × 10−5

W+Jets 9494588 40000.0 40000.0

tt̄+Jets 927345 317.0 317.0

Z→ ττ 1014480 1944.0 1944.0

inclusive pp→ µ+X, pµ
T > 15 6246161 5.091 × 108 121675.0

inclusive pp→ µ+X 5279540 5.156 × 107 11884.58

QCD20-30 11377053 4.97 × 108 2.0377 × 106

QCD30-50 11229012 9.177 × 107 5.6 × 105

QCD50-80 12905363 1.165 × 107 1.63 × 105

QCD80-120 840244 1.547 × 106 3.51 × 104

QCD120-170 328590 2.492 × 105 7.03 × 103

QCD170 464357 6.203 × 104 22.0 × 104

WW 204305 44.8 44.8

ZZ 199455 7.1 7.1

WZ 248236 32.4 32.4

Table 7.1
Number of generated events, production and effective cross sections
for different MC samples.

7.3 Event Selection and Backgrounds

7.3.1 Online Selection

Events are selected with an OR of a single muon trigger (HLT Mu9) and a dimuon

trigger (HLT DoubleMu3). The dimuon trigger has a larger geometrical acceptance
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Dataset Events passing offline selection ε

Z→ µ+µ− with mass > 20 627642 0.484

DY with 6 < Mll < 40 135445 0.587

W+Jets 404720 0.043

tt̄+Jets 283465 0.306

Z→ ττ 45781 0.045

QCD20-30 1224066 0.138

QCD30-50 3240014 0.30

QCD50-80 1116309 0.37

QCD80-120 371973 0.44

QCD120-170 166858 0.51

QCD170-up 271024 0.58

WW 22065 0.108

ZZ 30716 0.154

WZ 21968 0.123

Table 7.2
Offline selection efficiencies for various processes.

|η| < 2.4 and lower pT thresholds than the single muon trigger. It is especially

important to select events in the low-mass region. The definition of HLT Mu9 and

HLT DoubleMu3 trigger paths are:

• Trigger path HLT Mu9 requires a muon, not necessarily isolated, with pT > 9 GeV

at L1 and HLT.

• Trigger path HLT DoubleMu3 requires at least two muons, not necessarily iso-

lated, with pT > 3 GeV at L1 and HLT.
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7.3.2 Offline Selection

Events are selected if there are at least two reconstructed, opposite sign, global

muons in the CMS detector within the pseudorapidity range of |η| ≤ 2.4. The chain

of selection criteria applied to the reconstructed events is as follows:

• Number of global muons ≥ 2. Figure 7.2 shows the invariant mass distribution

of the dimuon system after requiring two global muons. It is evident that the

QCD processes are dominant over the signal in the low mass region (20< Mµµ <

70 GeV).
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Figure 7.2. Dimuon invariant mass distribution for signal and back-
grounds for events with at least two global muons.

• Since muons coming from heavy meson decays in QCD events will be relatively

soft, both muons in the event are required to have pT >10.0 GeV.

• The following reconstruction quality cuts on muon tracks have been applied:
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1. The normalized χ2 (χ2/degree of freedom) (figure 7.3 (top)) of global muons

is required to be < 10 in order to suppress muons from the decay of charged

kaons and pions.

2. For each muon the number of hits is required to be larger than 11 to

ensure the track is reconstructed properly. Figure 7.3 (bottom left) shows

the distribution for the number of valid hits for the inner track of the global

muons.

3. The sum of the d0 variables |dµ1
0 +dµ2

0 | is required to be < 0.1 mm in order

to reduce the QCD background. Its distribution is shown in figure 7.3

(bottom right). This variable d0 = (vx−xBS)py−(vy−yBS)px

pT
is the closest dis-

tance between the track and the beam spot, where (vx, vy, vz) is the point

on the track satisfy so, and the beam spot is at (xBS, yBS, zBS).

• On average there is low activity around the muons in signal events, except for

bremsstrahlung photons. Hence both muons are required to be isolated using

one isolation criterion; an isolation cone of size ∆R = 0.4 around the muon track

is defined with a veto cone of size ∆R = 0.01 to exclude the corresponding track.

The relative isolation variable is defined as the sum of all additional tracks with

transverse momentum above 1 GeV normalized to the transverse momentum of

the candidate muon. The distribution of this isolation variable for signal and

background is shown in figure 7.4. Based on the optimization as shown in the

figure 7.4 (right), the fraction Σpi
T (i 6= µ)/pµ

T in isolation cone size of ∆R=0.4

is required to be < 0.1.

• The two muons with the highest momenta under consideration are required to

have opposite electric charges.

• Since for a sizable fraction of the total number of events collected the two muons

are produced from Z/γ∗ at rest or boosted along the beam line, the muons are

expected to be back-to-back. Figure 7.5 (left) shows the angle between the two
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Figure 7.3. Normalized-χ2 (top), number of valid hits for global muons
(bottom left), and impact parameter of global muons (bottom right).

leading muons for the signal and various backgrounds. At the LHC a good

fraction of the events will exhibit a significant transverse boost of the dimuon

system, for example when it is balanced by a jet. In such a situation the muons

will not be back-to-back, but are acoplanar. This can also happen due to final

state radiation (FSR). The value for the angle between two muons has been

optimized to be > 2.25 radian as shown in figure 7.5 (right).
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Figure 7.6 shows the invariant mass distribution after all cuts have been applied.
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Figure 7.6. Invariant mass of two muons after tracker isolation.

7.4 Mass Resolution

To study the dimuon mass resolution the method described in Section 7.3 is used

to match the MC truth to the reconstructed muons in preselected events. Drell-Yan

MC samples with various mass cut-offs (6 GeV < Mµµ < 40 GeV, Mµµ > 20 GeV,

Mµµ > 200 GeV, Mµµ > 500 GeV, Mµµ > 1000 GeV, and Mµµ > 2000 GeV) are used.

For the preselected events of each sample, the generated and reconstructed dimuon

invariant masses are compared to obtain the mass resolution distribution for each

mass bin. The generated invariant mass is defined as the propagator mass of the hard

interaction. The reconstructed mass is determined from the momentum information

available for the two reconstructed muons. FSR photons are not used to compute

the reconstructed mass. The distribution is then fitted to a linear combination of

a Gaussian and a second order polynomial. Results of the fits are presented as a

function of the dimuon invariant mass in figure 7.7. The left plot shows the mean

value of the Gaussian, and the right plot shows the sigma of the Gaussian, obtained

from the fit. As shown in the figure, the mass resolution has a dependency on the
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dimuon invariant mass in both mean and sigma of the Gaussian. The mass resolution

effect is about nine (seven) times larger in the high mass region than in the low mass

region for the mean (sigma) value of the Gaussian.
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Figure 7.7. Mass resolution as a function of dimuon invariant mass.
The left plot shows the mean value of the Gaussian, and the right
plot shows the sigma value of the Gaussian, which is determined by
the fit.

7.4.1 Unfolding

The measurement dimuon mass spectrum can be distorted because the recon-

structed invariant mass may be migrated to an adjacent bin due to final state radi-

ation, detector resolutions, and systematic biases. An unfolding procedure is needed

to correct for this effect.

In the unfolding procedure, the measurement distributions are parametrized as a

response function using MC samples, where the binned true distribution is mapped

onto the measured distribution. In order to obtain the true distribution from real

data the following matrix equation needs to be solved, e.g., using the singular value

decomposition (SVD) method [70],

Mi = RijTj, Rij =
∑

Rphy
ik · Rdet

kj (7.1)



161

where Mi is the measured distribution from real data, Tj is the true value of the real

data which is the solution of this equation and n is the number of bins. The matrix Rij

is the response function obtained from MC samples represented as a matrix. There are

two different types of correction: physics effect correction for FSR and the detector

resolution effect correction. Rphy
ik is the response function for physics effect correction,

and Rdet
kj is the response function for the detector resolution effect correction. In this

analysis, the RooUnfold package [71] has been used to perform the unfolding.

Figure 7.8 shows the dimuon invariant mass distribution with the generator level

MC truth (solid line), reconstruction (solid dots), and reconstruction with artificial

smearing (open triangles). As shown in the plot, the reconstructed dimuon invariant

mass distribution significantly deviates from the truth distribution, especially around

the Z peak, as a result of the migration due to FSR. The artificial smearing is pro-

duced using the mass resolution studied in the previous section. The mean and sigma

values of Gaussian in figure 7.7 are used to smear the invariant mass distribution.

The artificial smearing takes into account possible larger smearing in the initial phase

of data taking by multiplying mean and sigma values by a factor of ten. A Gaus-

sian random distribution with these mean and sigma values is then generated for the

smearing. Unfolding correction is applied to this distribution with artificial smearing

to see how good the correction is. Figure 7.9 shows the two dimensional response

function, which is created by using the nominal generated and reconstructed dimuon

invariant masses. Off-diagonal entries in the response function result from migration

due to FSR and the detector resolution.

The top plot in figure 7.10 shows the dimuon invariant mass distribution after

unfolding correction. The reconstructed dimuon spectrum has almost the same dis-

tribution as MC truth (solid line) after unfolding. The bottom plot shows the relative

difference of reconstructed dimuon invariant distribution from truth value. The dif-

ference is calculated as the difference between the truth value and the reconstructed

value, divided by the truth value. Before applying unfolding corrections (filled points),

the deviation is significant, especially in the Z peak region. After the unfolding correc-
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Figure 7.8. Dimuon invariant mass distribution with MC truth (solid
line), reconstruction in CMS simulation (solid dots), and reconstruc-
tion in CMS simulation with artificial smearing (open triangles).

tion (open points), the deviation is almost negligible. The errors shown only include

the statistical uncertainties.

7.5 Efficiencies

A measurement of the Drell-Yan cross section requires an estimation of the trigger,

reconstruction, isolation, and selection efficiencies. These can be directly determined

from data using the tag-and-probe method as described in Chapter 4.

Results for the trigger efficiency are presented as a function of dimuon invariant

mass, and the muon reconstruction efficiency is determined with muon pT and η

dependencies.
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7.5.1 Trigger Efficiency

The trigger efficiency is estimated in two different ways: (a) using a MC based

method and (b) using a data driven method. The MC based trigger efficiency is

calculated using the following formula:

εMC
trigger =

number of events passing HLT Mu9 OR HLT DoubleMu3

total number of events

In the data driven method the trigger efficiency is determined by using an in-

dependent trigger path, for example a jet trigger (HLT Jet30). This jet trigger is

independent of the muon trigger paths HLT Mu9 and HLT DoubleMu3 used in this

analysis. The offline selection cuts are then applied to the independent dataset which

results in eliminating a majority of the non-muon background contributions from the
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Figure 7.10. The top plot shows the dimuon invariant mass distri-
bution after unfolding correction for reconstructed distribution and
reconstructed distribution with artificial smearing. The bottom plot
shows the relative difference from the truth value before unfolding
(filled points) and after unfolding (open points).

jet triggered events. The resultant dataset is then examined to determine if the muon

triggers fired, and the trigger efficiency can be calculated as follows:

εdata
trigger =

number of events passing HLT Mu9 OR HLT DoubleMu3

number of events passing HLT Jet30 AND Offline Cuts
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Two different trigger menus are investigated, corresponding to different instan-

taneous luminosities (8E29 and 1E31). The luminosity 8E29 is designed for LHC

start-up conditions and 1E31 is for low luminosity running conditions. Table 7.3

shows the expected trigger rates of some jet triggers for the two scenarios [72].

Triggers 8E29 1E31

L1 Prescale HLT Prescale Rate [Hz] L1 Prescale HLT Prescale Rate [Hz]

Jet30 25 1 8.11 ± 0.22 1000 10 1.17 ± 0.31

Jet50 1 1 17.71 ± 0.33 100 2 1.84 ± 0.39

Jet80 1 1 3.01 ± 0.13 10 2 1.42 ± 0.34

Jet110 - - - 1 1 7.11 ± 0.77

Table 7.3
Summary for trigger rates from jet triggers.

The expected number of events passing the jet triggers are determined using the

HLT trigger bits simulated in the MC samples. In this analysis, in lieu of a jet-

triggered dataset, the offline event selection is applied as described in Section 7.3

(excluding the online requirement HLT Mu9 OR HLT DoubleMu3) to both signal and

background MC samples described in previous sections. The corresponding L1 and

HLT prescale factors are used to estimate the trigger efficiencies and errors. Because

all event selection requirements are applied except for the online requirements, most of

the background contributions from jet triggered events are rejected. Thus only a small

fraction of non-muon background events in the sample is used for the denominator of

the trigger efficiency calculation.

Figure 7.11 shows the trigger efficiency as a function of the dimuon invariant

mass. This trigger efficiency is obtained using events passing the HLT Jet50 trigger

and the offline event selection. The solid dots denote the MC based result, and the

open circles denote the data driven method. The left plot shows the HLT Mu9 trigger

efficiency, and the right plot shows the HLT DoubleMu3 trigger efficiency. There are
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no significant differences between the MC based and data driven results. All errors

in the figure are statistical only.
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Figure 7.11. Trigger efficiency as a function of dimuon invariant mass.
The left plot shows results for HLT Mu9 only, and right plot shows
results for HLT DoubleMu3 only. Solid points denote the MC based
result, and open circles denote the data driven method.

7.5.2 Reconstruction Efficiency

In the tag-and-probe method for this analysis, a tag muon for the Z → µµ (Υ →
µµ) events is defined as a global muon in pre-selected events with pT > 10 GeV

(3.0 GeV). The probe muon can be either a standalone muon or a tracker track,

which can be paired with the tag to render an invariant mass consistent with the

mass of the resonances. For the Z → µµ (Υ → µµ) events, the mass window applied

is 50 to 130 GeV (8.5 to 11.5 GeV). The standalone muon probe is used to calculate

the tracker efficiency, while the tracker track probe is used to calculate the efficiency

of the standalone muon reconstruction. A standalone muon or tracker track must



167

have pT > 10 GeV (1.5 GeV) to be used as probe. A probe is defined as a passing

probe if a track is found in the other subsystem of the detector within a region of

∆R(η, φ) < 0.15 around the probe.

For the Z-boson resonance, the fitting function is defined by the Voigtian function

(Breit-Wigner convoluted with a Gaussian). For the Υ resonance, the fitting function

is defined as three Gaussian peaks (one for each resonance). The efficiencies are

evaluated by fitting each pT and η bin separately. Since fitting needs significant

statistics in each bin, the pT bin boundaries are chosen to be 3.0, 4.5, 6.0, 10.0,

30.0, 40.0, 50.0, 100.0 GeV. The η bin boundaries are chosen to be -2.4, -2.1, -1.2,

-0.7, 0.0, 0.7, 1.2, 2.1, 2.4. This binning is chosen in order to have approximately

even statistics in each bin. With a combination of the Z and Υ fits, efficiencies are

estimated over a large range of interest for the Drell-Yan cross section measurement.

However with 100 pb−1 of data, Z resonance statistics is sufficient to measure the

reconstruction efficiency using the tag-and-probe method as low as 10 GeV without

the strict necessity of using the Υ resonances.

The efficiencies of global muon reconstruction as a function of pT and η as cal-

culated with the tag-and-probe method are shown in figure 7.12 to figure 7.13. The

efficiencies obtained from the tag-and-probe method agree well with the efficiencies

obtained from MC truth. The MC truth here denotes the value expected from tag-

and-probe output if the fitter had calculated correctly the number of passing and

failing signal events.

7.6 Systematic Uncertainties

7.6.1 Experimental

A major systematic effects in the cross section measurement result from the total

muon efficiency and momentum resolution. The former can be controlled quite well

with a large sample of Z events decaying to dimuons, and the effects for muons of

different transverse momenta can be taken into account as corrections on top of this.
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Figure 7.12. Standalone to tracker track matching and global refit
efficiency as a function of muon kinematic variables in the Drell-Yan
sample. The left plots are for muon reconstruction efficiencies vs η
integrated over all pT , and the right plots are for the muon reconstruc-
tion efficiencies vs pT integrated over all η. The solid points denote the
tag-and-probe reconstruction efficiency using the Z-line fit, the his-
togram line denotes the MC truth reconstruction efficiency, and the
open points denote the tag-and-probe reconstruction efficiency using
the side-band subtraction method.

The latter is very important at high mass as smearing from lower masses from

the steeply falling Drell-Yan spectrum can contaminate the high mass measurements,

especially if the tails of the momentum resolution are not under control. The main

source of systematic uncertainties on the momentum resolution comes from the align-

ment of the muon chambers and the central tracker. Since only ideal MC samples are

used in the analysis, a detailed study of these effects are not performed.

7.6.2 PDF and Theory

The systematic uncertainties due to the Parton Distribution Functions (PDF) are

calculated using the LHAGLUE interface to the parton distribution functions library

LHAPDF [73,74]. Eighteen samples were generated with masses from 10 to 1000 GeV

and apply the re-weighting technique with asymmetric errors as described in [75]. The
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Figure 7.13. Tracker muon identification efficiency as a function of
muon kinematic variables in the Drell-Yan sample. Tracker muon
identification efficiency is the efficiency for a global muon to be also
identified as a tracker muon. The left plots are for single muon iden-
tification efficiencies vs η integrated over all pT , and the right plots
are for the single muon identification efficiencies vs pT integrated over
all η. The solid points denote the tag-and-probe efficiency using the
Z-line fit, the histogram line denotes the MC truth efficiency, and the
open points denote the tag-and-probe efficiency using the side-band
subtraction method.

results using the PYTHIA event generator are shown in figure 7.14 (left), using the

CTEQ6.1 PDF set [13].

In order to derive the PDF uncertainty on the Drell-Yan cross sections ratios to

the Z peak, two approaches are possible:

• ‘Naive’ approach assuming no correlation between the points and just applying

standard error propagation.

• ‘Correlated’ approach [76]: as a set of 40 PDFs for CTEQ6.1 is used, one could

expect the upward or downward deviations from the central value for a given

PDF to be preserved for adjacent mass bins, and thus have a reduced impact

on the cross section ratios to the Z peak.

As a normalization point, events from the Z peak (80–100 GeV) are chosen. For an

integrated luminosity of 100 pb−1, ∼32000 signal events are expected in the dimuon
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Figure 7.14. PDF uncertainties on the Drell-Yan cross sections, esti-
mated with PYTHIA and the LHAGLUE/LHAPDF parton distribu-
tion functions library (left panel). PDF uncertainties on the Drell-Yan
cross sections ratios to the Z peak (right panel). The re-weighting
technique with asymmetric errors is used.

channel for this mass range. The PDF uncertainties on the ratios to the Z peak are

shown in figure 7.14 (right) for CTEQ6.1. The ‘correlated’ approach indeed gives

much smaller uncertainties not far from the normalization point and seems to be

the correct approach. Gradually the correlation is lost and at high masses the error

estimates become comparable, as expected. It is interesting to observe that the PDF

uncertainties on the ratios to the Z peak are more symmetric than the errors on the

cross sections for individual points.

The dependence of the Drell-Yan cross section on QCD corrections is studied in

NLO and NNLO with the program FEWZ [77]. The results in the CMS acceptance

region are shown in figure 7.15. The changes in going from NLO to NNLO are

much smaller, so the two sets of k-factors are quite similar, starting to deviate more

substantially only at the highest mass point. The variation of NNLO k-factors in the

mass region under study is below 5% if a normalization to the Z is used.
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Figure 7.15. Drell-Yan cross sections at LO, NLO and NNLO, com-
puted with FEWZz in the CMS acceptance region for muon pseudo-
rapidities η < 2.4 (left). Mass dependence of k-factors (right).

7.6.3 Luminosity

The luminosity is needed for the absolute cross section measurements. Its uncer-

tainty will enter directly in the final result, and is expected to be about 10% at the

beginning of the LHC data-taking. It is the largest systematic uncertainty for the

cross section measurements.

7.6.4 Summary

All the estimated relative systematic uncertainties are summarized in table 7.4.

The main source of uncertainty is expected from the luminosity measurement. The

uncertainties highly depend on the dimuon mass range. The selection is expected to

have leading effects in the low mass region, while the alignment, especially between

the tracker and muon systems, is expected to have the highest uncertainty in the high

mass region.
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Source Uncertainty (%)

Selection efficiency ∼ 2.0

Offline efficiency ∼ 1.0

Magnetic field ∼ 0.1

Alignment ∼ 1.0

Trigger efficiency ∼ 1.0

Total experiment ∼ 2.5

Total theory ∼ 5.0

Luminosity ∼ 10.0

Total ∼ 12.0

Table 7.4
Relative systematic uncertainties on the Drell-Yan dimuon cross sec-
tion measurement.

7.7 Cross Section Measurement

In figure 7.16 the invariant mass spectrum of the dimuon system after all selection

cuts is shown both in linear and logarithmic scales. It can be observed that all

the selection cuts have been very effective in reducing the QCD events mainly in

the low mass region and tt̄+jets background in the higher mass region respectively.

Figure 7.17 shows the unfolded distribution.

7.7.1 Measurement of the Differential Cross Section

After unfolding the invariant mass distribution the differential Drell-Yan cross

section for each mass bin is calculated by using the formula:

(
dσ

dM
)i =

Ni

εAL∆Mi
. (7.2)
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Figure 7.16. Invariant mass of two muons passing all selection cuts
on a linear scale (left) and on a log(x) scale (right).
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where ε is the total efficiency ε ≡ εonlineεofflineεselection, A is the detector acceptance

which can be estimated by simulation, L is the integrated luminosity, and Ni is the

number of observed events in bin i.
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The resulting Drell-Yan mass spectrum is compared with the SM expectations, as

shown in figure 7.18.
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Figure 7.18. The Drell-Yan differential cross section.

7.7.2 Spectrum Normalized to the Z-Boson

The method of cross section measurement discussed so far depends on the knowl-

edge of the absolute luminosity, which is expected to have large uncertainty. There

is also an alternative approach to utilize the large cross section at the Z peak as a

normalization for the theory predictions. As the number of events at the Z is large

compared to the high-mass “tail”, this approach can provide an anchor independent

of luminosity measurements [78, 79].
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A ratio method can be used in order to reduce the systematic uncertainties both

on the experimental and theory sides. The number of observed events for a given bin

in invariant mass is

Nobs = L · σ · ε (7.3)

where L is the integrated luminosity, σ is the differential cross section for the given

mass bin, and ε counts the effective experimental efficiency including detector ac-

ceptance and smearing. Defining the Z peak region (80–100 GeV) as the zeroth

normalization bin, the experimental ratios can be defined as:

RDATA
i =

ND
i

ND
0

=
σD

i · εD
i

σD
0 · εD

0

. (7.4)

In this ration the luminosity cancels and only the shape of the cross sections and

efficiencies as functions of invariant mass are important, which is a much smaller

effect.

7.8 Summary

Various aspects of the measurement of the Drell-Yan cross section and the full

mass spectrum in the dimuon channel with the CMS detector have been studied.

Efficient signal selection and background rejection in the different mass ranges were

examined and data-driven methods to measure trigger and offline efficiencies were

tested. It was demonstrated that for collisions at
√
s = 10 TeV and an integrated

luminosity of 100 pb−1, the CMS detector can provide a clean first measurement of the

Drell-Yan production cross section with a precision of 5% ⊕ luminosity uncertainty.

The systematic uncertainty will be dominated by the luminosity measurement, but

can be reduced by the ratio method utilizing large statistics of the Z resonance.
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8. CONCLUSIONS

In order to prepare for challenging physics analysis at the LHC, the CMS detector was

designed with a robust and sophisticated muon detection system, including the offline

muon reconstruction software and the high-level trigger system. The performance of

the muon reconstruction and the high-level trigger system is validated by Monte Carlo

samples and real data taken during cosmic runs to have high efficiencies and good

resolutions. The efficiency of global muon reconstruction is generally over 98%, and

the resolution is a few percent up to a few hundred GeV.

The capacity of the physics potential of the CMS detector is demonstrated by real

physics measurements using cosmic ray muons. Measurements of the muon charge

ratio and absolute muon flux are performed using cosmic ray data collected during Oc-

tober and November 2008. Events with high-quality muons traversing the detector are

selected. The cosmic muons are triggered and reconstructed by dedicated configura-

tions and software components. Trigger and reconstruction efficiencies are estimated

by dedicated data-driven methods. The measurements are performed within the de-

tector volume first and then propagated to the earth’s surface. The charge ratio of

positive to negative muons is measured to be 1.26±0.184 for muons with momentum

35−60 GeV and 1.328±0.207 for muons with momentum above 360 GeV, indicating

a slight increasing trend. The muon flux weighted by p3 is measured to be about

0.3 GeV2 cm−2 s−1 sr−1. A peak around 100 GeV followed by a decreasing spectrum

at high momentum is observed. Results of those measurements have shown reason-

able agreements with previous experiments and is able to contribute the theoretical

calculation. The uncertainties are dominated by the understanding of the molasse

material shielding the CMS detector.

In preparation for first collisions at the LHC a study of the Drell-Yan dimuon cross

section measurement using the first 100 pb−1 data from the LHC has been performed.
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It has be demonstrated that this measurement will improve our understanding of

electroweak physics as well as shed a light on the search for new high mass dimuon

resonances. Trigger and reconstruction efficiencies are estimated by dedicated data-

driven methods. Different sources of uncertainties and methods to control the effects

of uncertainties are discussed. The uncertainty of the cross section measurement is

dominated by the uncertainty of the luminosity measurement, which is expected to

be about 10%.

The LHC has produced its first collisions successfully in 2009. In the near future,

first data in a previously unexplored energy regime will be available, which makes

exciting discovery possible. Future physics analyses will benefit from the efforts in

the physics commissioning that is partly presented in this thesis.
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