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Abstract

The production of charged particles (i), and pions (%) with large transverse momenta is
studied in 158 AGeV/c Pb-Au collisions. The analyzed data sample, measured by the CERES/NA45
experiment at the CERN SPS near mid-rapidity (2.1 < y < 2.6), consists of 42 millions of events
taken at the most central 30% of the geometric cross section (oyeo).

Transverse momentum spectra of A~ (0.2 < pr < 2.5 GeV/c) and high-pr pions (1.2 <
pr < 3.5 GeV/c) are nearly exponential over the covered p; range. The average inverse slope
parameter is T' = (195+5) MeV for A~ and T' = (23545) MeV for high-pr pions, respectively.
The local inverse slope rises by about 50% in the p; range of 0.5 to 3.0 GeV/e. In comparison to
scaled p-p data, there is an enhancement in yield at pr > 1 GeV/c observed and a(pr) rises up to
a value of 1.25 at p; = 3.5 GeV/¢, which is ascribed to the Cronin effect.

The main objective is the study of azimuthal anisotropies in order to unravel dijet-like corre-
lations from elliptic flow. For this purpose, we study both the azimuthal distributions of particles
with respect to the reaction plane, and two-particle azimuthal correlations, which might at large
pr reveal also relics of primary scattering in the semi-hard sector. The differential elliptic flow
coefficient vo rises linearly with py and flattens above pr ~ 1.5 GeV/c at about 11% in semi-
central collisions. The measured v, remains below hydrodynamical expectations which indicates
that only a partial equilibration is achieved. Two-pion azimuthal anisotropies for pr > 1.2 GeV/c
exceed the elliptic flow values by about 40% in semi-central collisions. This discrepancy increases
with pr and decreases with centrality. We argue that the observed non-flow anisotropies are due to
near-side and back-to-back jet-like correlations. While the Gaussian width of the near-side compo-
nent remains narrow at o = (0.23+0.03) rad at all centralities and is consistent with fragmentation,
the back-to-back component exhibits centrality dependent broadening up to o = (1.26+0.28) rad
in central collisions of o /oy, = (6-15)% and disappears in the most central collisions. The yield
of the semi-hard components grows with number of binary collisions. Both components display a
weak preference for emission in the reaction plane.
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Introduction

Experimental studies of hot and dense nuclear matter created in collisions of heavy nuclei
are of common interest to nuclear and particle physics, astrophysics and cosmology. The
ultimate goal is the observation and exploration of a new state of matter, the Quark Gluon
Plasma (QGP) and of a related phase transition in which chiral symmetry is restored. It
is believed that the early Universe has consisted of QGP up to a few microseconds after
the Big Bang [1, 2] and QGP may still exist in the interior of neutron stars [3-5].

Many dedicated experiments have been designed and built to study in a systematic
way various signals associated with QGP production. However, its experimental obser-
vation and exploration is still a challenging task because of its elusive characteristics.
Besides the small size of the reaction volume (several fm in diameter) and very short life-
time of QGP (5-10 fm/c), a major problem is posed by the competition between signals
coming from QGP and emission from the hot hadronic gas phase complicated by final
state interaction during the hadronization process. The general opinion is therefore, that
only from a combination of various signatures one might eventually conclude, whether
the quark-gluon plasma was created or not.

The main purpose of the CERES (ChErenkov Ring Electron Spectrometer) experi-
ment is to measure low-mass electron-positron pairs (0.1 < m.+.- < 1.5 GeV/c?) pro-
duced in p-A and A-A collisions at the CERN SPS accelerator. Dileptons, together with
photons, are an especially attractive probe of hot and dense matter since they are produced
at all stages of the collision, and in contrast to hadrons, interact only electromagnetically.
Thus, they probe directly early stages of the collision and carry this information essen-
tially unperturbed to the detectors.

The low-mass region is governed by the light quark flavors — u, d and s. In the limit
of vanishing quark masses, the QCD phase transition is associated with chiral symmetry
restoration which should show up in medium modifications of the light vector mesons
(p, w and ¢). Here, the p meson is of a particular interest because of its short lifetime
(r = 1.3 fm/c) in comparison to the lifetime of the fireball (7 = 10-50 fm/c). Its decays
sample the state of the hot and dense medium during its time evolution.

Low mass dilepton pairs are produced only with a 10 ° fraction relative to pions.
Their detection in the environment of Dalitz decays, conversion pairs and pions is very
difficult [6-12]. Whereas the p-Be and p-Au data at 450 AGeV [13] are well reproduced
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2 1. Introduction

by final state hadron decays, the S-Au measurement at 200 AGeV [14] as well as Pb-Au
measurements at 40 AGeV [12,15] and 158 AGeV [16, 17] show an enhancement of the
yields of low-mass electron pairs above that of known hadron sources by factors of 2—
5, albeit with large errors. Since the final state in A-A collisions is characterized by a
large pion density, the observed increase of the dilepton yield can be mainly attributed to
the 7*7~ — [~ annihilation. The in-medium modifications of the p meson have been
proposed as the solution for the remaining discrepancy [18] . Currently, two different
scenarios are discussed, a dropping vector meson mass scenario [18-21], and broadening
of the p mass peak [22-24]. However, the precision of the data does not allow yet to
distinguish between these two approaches.

A very different, hadronic observable probing the early stages of a heavy-ion collision
is eliptic flow [25, 26] which manifests itself in an azimuthal anisotropy of emitted parti-
cles with respect to the reaction plane. This collective effect is driven by anisotropic pres-
sure gradients built up during early stages of the collision in the geometrically anisotropic
overlap zone. By comparing the magnitude of elliptic flow to hydrodynamical calcula-
tions, the degree of equilibration achieved during evolution and important information
about the equation of state of the nuclear matter may be obtained.

The measurement of two-particle azimuthal correlations, particularly at large trans-
verse momentum (pr), might also reveal, besides elliptic flow, relics of primary scat-
tering in the semi-hard sector which escape complete equilibration. High-py particles,
while traversing the hot and dense medium created in the collision, might loose their
correlations due to scattering or absorption. Therefore, it is interesting to investigate the
centrality behavior of the two-particle correlations as well as its relation to the orientation
of the reaction plane.

In this work, a systematic study of both the azimuthal anisotropies of pions with re-
spect to the reaction plane as well as the two-pion azimuthal correlations is performed in
order to isolate semi-hard scattering from collective elliptic flow. This way, the Cronin ef-
fect which is masking the inclusive transverse momentum distributions at large pr at SPS
energy (y/s = 17 GeV) might be overcome. The full azimuthal acceptance of the CERES
spectrometer together with its capability to detect high momentum pions (p > 4.5 GeV/c)
provide an excellent experimental tool for such studies. The analysis of charged hadrons
and high-pr pions presented in this thesis is based on the Pb-Au data taken at 158 AGeV/c
during six weeks of beam time in the fall of year 1996. Up to now, only dilepton [9-11]
and direct [27] photon analyses on the full data set were performed. On a limited data
sample, inclusive transverse mass spectra of charged hadrons were investigated [28].

The thesis is structured as follows. Chapter 2 introduces to the physics topics dis-
cussed in this work. Chapter 3 describes the overall CERES experimental setup, Chap-
ter 4 the radial silicon drift detectors. Personally, | was involved in the installation of the
equipment at CERN, its testing, and later in analyzing the data from these detectors. An
overview of the tracking strategy, calibration procedures and momentum determination is
given in Chapter 5. Chapter 6 describes the Monte-Carlo simulation of the spectrome-
ter which is essential for various data corrections. In Chapter 7 we discuss the centrality
determination and the event classification. In Chapter 8 we present the results of the inclu-
sive transverse mass spectra of negative charged particles and high-pr pions. The results
are compared to other experiments and hydrodynamical models with an aim to extract in-



formation about the freeze-out parameters. Chapter 9 describes the determination of the
event plane and the results on elliptic flow of charged hadrons and high-p pions obtained
from the analysis of the azimuthal particle distributions with respect to the event plane.
The centrality and transverse momentum dependence of elliptic flow is studied and com-
pared to other experiments and hydrodynamical models. Measurements of two-particle
azimuthal correlations of high-p; pions are presented in Chapter 10 and compared to the
results on collective elliptic flow. The observed non-flow component, presumably of the
semi-hard origin, is studied for different centrality and p selections, and also its relation
to the event plane is investigated. Finally, Chapter 11 contains conclusions and outlook.
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Ultrarelativistic Heavy lon Collisions

The physics program has started in 1986 when the first heavy ion beams became available
both at the Alternating Gradient Synchrotron (AGS) in Brookhaven National Laboratory
(BNL) and at the Super Proton Synchrotron (SPS) at CERN. Since that time many exper-
iments were set up in order to investigate in a systematic way the features of heavy-ion
collisions. This field of physics is still developing and three years ago a new facility, the
Relativistic Heavy lon Collider (RHIC) in BNL, has become operational and another one,
the Large Hadron Collider (LHC), is currently under construction at CERN.

2.1 QCD Predictions

The strong interaction of quarks and gluons, which stabilizes nuclei, is described in the
framework of quantum chromodynamics (QCD). This theory has two remarkable prop-
erties: (1) asymptotic freedom, at short distances the coupling constant goes to zero, and
(2) confinement, at large distances the binding between quarks grows giving thus rise to a
strong attractive force confining quarks into hadrons. As it was soon realized, the asymp-
totic freedom also implies that a transition from hadronic matter to a plasma of quarks and
gluons (QGP) should occur at high temperature and/or when nuclear matter is compressed
to a sufficiently high density.

Another important property which arises from the QCD Lagrangian is that of chiral
symmetry breaking - the quarks confined in hadrons are not massless, but they possess a
dynamically generated mass of a few hundred MeV. The expectation value of the quark
condensate (7)) ~ —(235 MeV)? describes the density of ¢g pairs in the QCD vacuum
and the fact that it is not vanishing is directly related to the chiral symmetry breaking. In
the limit of zero current quark masses, the quark condensate vanishes at high temperature
and chiral symmetry is restored.

On the qualitative level the two extremes of the deconfinement curve can be estimated
from the M.I.T. bag model [29-31]. The asymptotic freedom and the confinement, are in
this simple model incorporated in a crude way. Quarks are treated as massless particles
inside a bag of finite dimensions and are infinitely massive outside the bag. Confinement
in this model is the result of the balance between the bag pressure directed inward and the
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2.2 Space-Time Evolution of a Heavy-lon Collision 5

stress arising from the movement of the quarks. If the pressure of the quark matter inside
the bag is so big that it cannot be balanced anymore an unconfined state is created. This
can happen when a strong compression causes hadrons to overlap significantly, reaching
density 3-5 times higher than that of an ordinary nuclear matter (0.17 fm—3), or when
temperature exceeds a critical value of 7, ~140 MeV.
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Figure 2.1: Energy density (left) and pressure (right) in the lattice QCD calculations with ny = 0,2
and 3 light quarks as well as two light and a heavier (strange) quarks. Arrows indicate the ideal
gas values of energy density and pressure. The figure is taken from [32].

More quantitative results are obtained from the QCD calculations. While in the per-
turbative QCD a lot of progress has been made, the analytical and numerical solutions
in the non-perturbative QCD are still very tedious and difficult to obtain. Based on the
numerical calculations on a lattice with 2 or 3 quark flavours at zero baryon density [32]
the critical conditions for the phase transition are expected to be reached at a temperature
of T,, ~ 170 MeV corresponding to the energy density ¢, ~ 1 GeV/fm? (Fig. 2.1). Due to
the finite size of lattice it is difficult to establish whether one deals only with a transitional
behavior or with a phase transition and if so, of what order.

2.2 Space-Time Evolution of a Heavy-lon Collision

Collisions of two heavy nuclei at high energies provide a unique opportunity to study hot
and dense nuclear matter in laboratory under conditions similar to those that existed in
the early Universe. For a collision at an energy of a few GeV per nucleon in the center of
mass system (CMS), typical for the fixed target experiments at the AGS and at the SPS
accelerators, the separation between the beam and the target rapidities is typically about
3 units. This fact together with the Lorentz contraction of the colliding nuclei, leads to a
high baryon density of the matter created [33] possibly sufficient to create the quark-gluon
plasma with a high baryon content. At much higher energies (/s > 100 GeV), as studied
nowadays at RHIC and in the future at LHC, the separation between the beam and the
target rapidities is much greater than a few units. After a central collision the rapidities of
the beam and of the target baryons remain far away from the mid-rapidity region which
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Figure 2.2: Schematic space-time evolution of a heavy-ion collision with QGP formation sce-
nario. The hyperbola represents a constant proper time. The figure is taken from [34].

results in a very small net baryon content in the central rapidity region. Thus at those
energies net baryon-free QGP can be explored.

Fig. 2.2 shows a schematic picture of the space-time evolution of a heavy-ion colli-
sion. Two incoming nuclei, which move almost with speed of light before their collision,
are depicted as thin discs due to a strong Lorentz contraction (at the SPS 10:1). At the
first instants after the collision a fraction of the original energy, which was deposited in a
small region of space in a short duration of time, is redistributed in nucleon-nucleon colli-
sions into other degrees of freedom, materializing into quarks and gluons after 7 ~ 1 fm/c
(formation time). Parton-parton interactions might then lead, if the energy density is high
enough, to formation of the QGP. The pressure inside the hot and dense medium leads to
an expansion of the system while its temperature and density are decreasing. If created,
the QGP would rapidly cool down during expansion and evaporation, going through a
mixed phase, in which hadrons and blobs of plasma coexist, and finally condensate into
ordinary hadrons. The interacting gas of hadrons further expands and cools to the point
referred to as chemical freeze-out, where all inelastic interactions between the particles
cease and the abundancies of hadrons are fixed. With further decrease of the tempera-
ture/density also the elastic interactions vanish (thermal freeze-out) and particles stream
towards the detectors.

Fig.2.3 represents a phenomenological phase diagram of strongly interacting matter
with temperature ploted versus chemical potential. Distinct phases of nuclear matter can
be identified. Measuring the critical parameters governing the transitions among these
phases is crucial for understanding the nuclear equation of state. The properties of the
system at the freeze-out are quite well known from the systematic study of particle ra-
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Early Universe

J‘ LHC Figure 2.3: Phase diagram
RHIC Quark-Gluon of hadronic matter.  The
ElaEme points show chemical freeze-
out of hadrons extracted from
Chemical Freeze-Out heavy ion collisons at the
SIS, AGS, SPS, and RHIC.

The figure is from [35].

200 l
SPS

150

Temperature T [MeV]

Deconfinement

100 Chiral Restoration

Thermal Freeze-Out

50

Hadron Gas .
Atomic

Nuc‘lei

LA L L B L B ) B ) B

1 ‘ ‘ Neutron Stars

0.2 0.4 0.6 0.8 1 12 14

Baryonic Chemical Potential Mg [GeV]

tios. The extracted temperatures and baryon chemical potentials are at the beam energies
beyond 10 AGeV very close to the expected phase boundary to QGP.

In order to prove the existence of the quark-gluon plasma we need to have observables
(or 'signatures’) sensitive to its presence. During the last years many different experimen-
tal observables were proposed as possible signatures of the QGP formation 1. Among all
of them, studies of collective phenomena allow a systematic comparison between the sit-
uation at lower beam energies dominated by hadron gas, and the higher beam energies
where the new state of matter might be produced. Although many hadronic observables,
like particle ratios [37-40], lose memory of the initial conditions, signatures based on
collective flow, which is driven by the pressure gradients and is built up at all stages of
the collision history, are expected to bring an important information about the properties
of hot and dense matter created.

2.3 Collective Flow in Heavy lon Collisions

The initial compression and heating build up a high pressure that in turn causes a sig-
nificant collective flow of particles which is superimposed on top of the thermal motion.
Provided the local thermal equilibrium is reached in the course of the collision, the ex-
pansion of the hot and dense system can be described by hydrodynamical models offering
tremendous theoretical simplifications. From a hydrodynamical point of view the dy-
namics of the expanding system is described by the energy density ¢, the pressure P,
the temperature 7', and the 4-velocity u* = dx/dr at different space-time points. These
quantities are related by the equation of state (EOS): ¢ = (P, T). Investigation of the
collective motion driven by the pressure gradients provides a diagnostic tool for studying
the compressibility of nuclear matter and thus better understanding of the EOS.

LFor a review of various QGP signatures is reader referred e.g. to [31, 36].
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Assuming that the nuclear matter behaves like a compressible fluid Belenkij and Lan-
dau [41] applied a fluid dynamical model to describe the collisions of nucleons and nuclei.
Later, an idea that a nuclear shock wave could be formed when a projectile moves through
a nucleus at a velocity exceeding the nuclear speed of sound was proposed by Glassgold,
Heckrotte, and Watson already in 1959. However it remained unnonticed until 1970’s,
when it was realized that the passage of a light projectile through the nucleus might not
be sufficient to create the shock wave. This fact together with an increasing availability of
heavy-ion projectiles led Scheid, Muller, and Greiner [42] and others [43-45] to apply the
same concept into heavy-ion collisions and to predict collective flow in transverse direc-
tion. They showed that the matter should be pushed outwards perpendicular to the relative
motion of the colliding nuclei. This effect was later called squeeze-out or sideward flow.

The first experimental evidence of the expected collective motion was obtained at
the Bevalac accelerator in Berkeley [46,47]. The data from 4= detectors confirmed the
expected occurence of the sideward flow. Since that time the flow effects are investigated
in a systematic way in a wide energy range, starting from low and intermediate energy
experiments at /s ~ 0.1 AGeV, through the relativistic energy experiments at /s ~ 1
AGeV to the ultrarelativistic energies /s ~ 10 — 200 AGeV. A detailed review of the
collective flow phenomena is given e.g. in [48,49]. Two types of flow patterns develop as
the hot and dense system created in the collision expands: (i) azimuthally isotropic radial
flow, and (ii) azimuthally anisotropic transverseflow. Since both of them will be accessed
in this thesis, they are discussed separately below.

2.3.1 Radial Flow

The radial flow is very important for a full thermodynamical description of a heavy-ion
collision and the freeze-out parameters. Its existence is nowadays commonly accepted,
since the measured features of the particle spectra can be only understood when the radial
flow velocities are introduced.

Fireball model

The first attempt to describe the cross sections in heavy-ion collisions was based on
the fireball model [50]. Assuming nuclear matter is an ideal gas globally thermalized
at the end of reaction, the cross section can be determined from the thermal momentum
distributions of the particles. The invariant momentum spectrum of particles radiated by
a thermal source of temperature 7' is given by

Ed3N B d*N gV
dBp  mpdmpdydg — (27)3
where E is the energy, ¢ the spin-isospin degeneracy factor for the particle species, p

the grand-canonical potential and V' is the volume of the source. The transverse mass
spectrum is obtained by integrating Eq.(2.1) over rapidity:
dN Vv

— K (
mydmy 27T2mT !

Ee~(E=m/T (2.1)

mr
T

where K is the modified Bessel function, which behaves asymptotically like a decreasing
exponential for my > T'. The basic characteristics of the measured m spectra is indeed

) AV fp el 2.2)
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the “exponential decrease’ over many orders of magnitude with an almost uniform slope
1/T. However, a closer look at the spectra of charged pions shows a significant concave
curvarture ('low-my enhancement’). In addition, the data exhibit a linear dependence
of the temperature on the particle mass as depicted in Fig. 2.4. Moreover, the rapidity
distributions of the emitted particles obtained by integrating Eq. (2.1) over the transverse
components (for details see [60])

dNthermaI
dy
where x = T'/(mcoshy), are too narrow in comparison with the data (cf. Fig. 2.5).

~ m?T (1 + 2x + 2x?)e VX, (2.3)

Blast-wave scenario

Later theoretical approaches lead to an idea, that the observed spectra may be un-
derstood as a consequence of a blast wave of exploding nuclear matter [50]. The blast
wave explosion is a result of frequent collisions of the rapidly moving particles in the hot
matter. In a hydrodynamical approach, valid in the limit of very frequent collisions, the
matter acquires locally an outward-directed macroscopic flow velocity 5, by converting
internal thermal energy into work through a pressure gradient —V P. The velocities v of
particles have thus two components

v = B + Vthermal, (2'4)

where the collective flow velocity [, is assumed to be the same for all particles, and
the velocity viermal 1S deduced from the temperature of the thermal random motion. The
average kinetic energy F of a particle with mass m is then

Vi—;o) o2
While the thermal energy Fiwema IS independent on particle mass, the collective contri-
bution FEqo, IS proportional to mass, in line with the observations (Fig. 2.4). The energy

(E) ~ (Efiow) + (Ethermal) = m ( L 1) + §T. (2.5)
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Figure 2.5: Rapidity density dis-
tribution for different particles in
Au-Au collisions at 10.8 and 11.6
AGeV/c at the AGS. The dashed
line indicates the distribution ex-
pected for isotropic emission from
a thermal source at 7' = 120 MeV.
The solid line includes a collec-
tive longitudinal expansion on top
of the thermal motion. The data
(solid symbols) are reflected about
midrapidity (open symbols). The
figure was taken from [49], where
I "1 a compilation of the data taken

’ p £ A 7 by E802/866 (triangles, [61, 62]),
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distribution in the CMS system obtained from this model is given by

dN sweu/TK T> sinhe T

_ _ _ L cosha| e PIT 2
dBd0 e |[\'TE £ O‘}e ! (2.6)

where E is the total energy, p particle momentum in the CMS system, v = (1 — 52)~'/2
and o = v3,p/T. This expression describes well the ’shoulder arm’ shape of the spectra.

While a common temperature for the radial flow was justified experimentally, the local
flow velocity 3, was found to approximately follow a "Hubble-like relation” 3, = hr at
all times. All observables (density, temperature, pressure, flow, etc.) are then found to be
functions of the scaled radius /R. In [66,67] it was suggested to use a radial velocity

profile of type .
5 =8, (5) - @7

where R is the freeze-out radius of the system, 3, is the maximum surface velocity and n
is the parameter varying the form of the profile.

At low energy collisions, the radial expansion is not only azimuthally isotropic, but
also spherically symmetric. However, at higher energies, which are of interest in this
work, the radial expansion has to be considered separately in transverse and longitudinal
directions due to the already mentioned Lorentz contraction of the colliding nuclei.

Longitudinal expansion

In order to achieve agreement with the rapidity distributions observed in the data,
the boost-invariant longitudinal expansion model originally introduced by Bjorken [68]
was applied. The particle spectrum results from the summation of the spectra of indi-
vidual thermal sources distributed uniformly in flow angle . However, since this model
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was formulated in the limit of asymptotically high energies, it had to be modified to ac-
count for the limited available beam energy by restricting the boost angle 7 to the interval
(Mmin, Mmaz)- The rapidity distribution is then given by

Mmax
dn dnyn

d—y(y) = [ dn 7 (y —mn). (2.8)

Mmin

Comparison to data shows very good agreement as demonstrated in Fig. 2.5 for several
particle species.

Transverse expansion

In the same phenomenological approach [60], the transverse mass distributions (Fig. 2.6)
of particles are the result of a superposition of individual thermal sources, each boosted
with the angle p = tanh !4,

R -
1 aN N - (stmh(p)> K, (mTCOSh(p)> | 2.9)

mr me 0 T T

where I, and K are the modified Bessel functions. It can be shown [60, 69] that in the
limiting case for large m the inverse slope ("temperature’) of the mq spectrum is larger
than the original temperature by a ’blue shift factor’
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2.3.2 Anisotropic Transverse Flow

Another type of flow that develops in the course of an A-A collision is an azimuthally
anisotropic transverse flow. The origin of this flow effect is different from the above dis-
cussed radial flow. It results from the geometrically anisotropic overlap zone of projectile
and target nuclei in non-central collisions which is schematically depicted in Fig. 2.7.
The reaction plane is the plane spanned by the beam axis and the impact parameter of
the two colliding nuclei. The matter has a natural tendency to flow in the direction where

Figure 2.7: Schematic view of a
nucleus-nucleus collision in the
transverse plane. The space asym-
metry in the collision (top) is re-
flected in the momentum asymme-
try (bottom) of the produced parti-
cles. See text.

reaction
plane

space asymmetry

reaction
plane

momentum asymmetry

the pressure gradient is largest. As a consequence, the transverse expansion will gener-
ate collective motion pronounced along the direction of the reaction plane and it will be
reflected in the transverse momenta preferentially oriented along the same direction.

Two types of azimuthally anisotropic flow are distinguished and studied extensively
both, experimentally and theoretically: directed flow and elliptic flow. The first mentioned
type of flow describes sideward motion of particles, the second one is connected with an
elliptic deformation of azimuthal distributions of emitted particles.

The standard and commonly accepted method which enables to extract information
on directed and elliptic flow is a Fourier decomposition of the azimuthal distributions of
emitted particles with respect to the reaction plane [70]

dN =
600 = A{1+ ; 2v,, cos[n(¢ — Ur)]}, (2.11)
where A is the uncorrelated background, ¢ is the azimuthal angle of a particle, ¥ 5 the
reaction plane angle, and n denotes the order of the Fourier harmonics. The first Fourier
coefficient v; quantifies the strength of the directed flow, and the second Fourier coeffi-
cient v, the magnitude of the elliptic flow. However, the orientation of the reaction plane
is a priori unknown in any experiment and it has to be estimated from the measured data.
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Another possibility to extract information on directed and elliptic flow is the method
of two-particle azimuthal correlations [71, 72]. The idea behind is that correlations of
particles with the reaction plane introduce correlations among particles themselves. The
two-particle correlation can be again described using the Fourier method as

N ©
a6y PUT ;2% cos[n(¢i — b;)]}, (2.12)

where B is the uncorrelated background, ¢; and ¢, are the azimuthal angles of the emit-
ted particles. The expected flow signal in two-particle correlation method is very small
in magnitude, since the coefficients v,,, which are of the order of several percent, enter
quadratically. However, there is no need to reconstruct the reaction plane. Moreover,
the two-particle correlations are sensitive to direct particle-particle correlations (see Sec-
tion 2.4 below). 2

We will concentrate in this work on elliptic flow. The excitation function of elliptic
flow displayed in Fig. 2.8 shows a monotonic behavior. A "kink’ at some specific energy
could point to a significant change in the properties of the hot and dense matter created
in the collision and indicate thus a phase transition. As can be seen, elliptic flow vanishes
in two different regions of beam energy and changes its sign in between. What are the
physics mechanisms causing the observed behavior?

elliptic flow in Au+Au collisions
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Figure 2.8: Dependence of the elliptic flow on beam energy. The figure is taken from [76].

2Recently, a cumulant method based on multiparticle correlations was suggested by Ollitrault et al [73—-
75]. This method cannot be applied on the data analyzed here, since at high-p 1 the particle multiplicities
are very small to be able to construct multiparticle correlations.
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The origin of elliptic flow at various beam energies depends on different physics mech-
anisms. While in the regime below 100 AMeV (MSU, GANIL) the angular momentum
transferred by the projectile enhances particle emission from the fast rotating compound
nucleus in the reaction plane giving thus rise to a positive elliptic flow component [77],
at energies of 100-1500 AMeV (SIS, Bevalac), the net nuclear potential is repulsive, and
the passage time of the spectators ranges from 15-45 fm/c. Since considerable compres-
sion and heating of the nuclear matter is reached at these energies, the physics scenario
of a rotating compound nucleus is inappropriate and a vanishing of the elliptic flow is ex-
pected. This disappearance of the elliptic flow was reported close to energy of 100 AMeV
for Au-Au collisions [78]. Above this energy, the magnitude of elliptic flow was found
to be negative or in other words out-of-plane [78-82]. It is a direct consequence of the
shadowing effect of the passing spectators, which reduce the mean free path of particles
emitted in the reaction plane with respect to the emission in the perpendicular direction.
Around 4-6 AGeV (AGS, [83-85]) the elliptic flow vanishes again and above this energy
it is oriented in the reaction plane and increases continuously its strength [86—88] towards
SPS [76,89-91] and RHIC energies [92-95]. This observation was explained by the
counterplay of a reduced shadowing and a preferred in-plane emission of particles from
the fireball [26]. It indicates also an increased pressure builds up along the direction of
the impact parameter as Ollitrault predicted [25]. The transition point, where the elliptic
flow changes its orientation from out-of-plane to in-plane, could therefore be sensitive to
the EOS.

2.4 Jets as a Probe of Hot and Dense Nuclear Matter

Jet production is a direct consequence of parton scatterings predicted by perturbative
QCD. The description of the measured inclusive particle spectra from high energy p-p col-
lisions within the pQCD parton model was one of the early successes of this model [96—
99]. For p-A collisions, the model had to be extended to include the nuclear modification
of the parton distributions [100] and the nuclear enhancement at high-p, [101].

Already in the late 1980’s, jets produced in collisions of two heavy nuclei were sug-
gested as one of possible quark-gluon plasma probes [102-104]. Like other hard pro-
cesses, parton jets with large transverse momentum are produced at early stages of a
heavy-ion collision. In contrast to p-p collissions, jets from heavy-ion collisions have
to travel through the hot and dense nuclear matter produced in the collision before they
hadronize. This may significantly affect the momentum distributions of the outgoing
hadrons. Theoretical studies have shown that partons will suffer a significant energy loss
via induced gluon radiation while propagating through a medium [105-109] . Since the
radiated gluons will eventually become incoherent from the leading parton fragmenting
into high-pr hadrons, one expects a suppression of those particles at large /s. This effect,
commonly referred to as ’jet quenching’, is experimentally observed at RHIC [110-113]
where the charged particle and pion spectra in central collissions are suppressed in yield
as shown in Fig. 2.9. At the SPS, however, an enhanced production of high-p; parti-
cles was observed and interpreted in terms of initial state p, broadening effects (' Cronin
effect’, [101]).
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Figure 2.9: The inclusive pr spectra of A+ (left) and 7° (right) measured by the PHENIX Col-
laboration in Au-Au collisions (/s = 130 GeV) for 60-80% (lower) and 0-10% (upper) fractions
of the geometric cross section. The error bars indicate the statistical errors on the yield; the sur-
rounding brackets indicate the systematic errors. Also shown are the scaled p-p references (the
bands indicate the uncertainty in the p-p reference and in the scaling.). The figure is from [110].

Experimentally, jets are identified in p-p collisions as hadronic clusters whose trans-
verse energy E7 is reconstructed from the energy deposited in calorimeters. However,
in nucleus-nucleus collisions the cluster-finding method becomes difficult or even impos-
sible due to a large background of soft particles. In [114, 115] a study of the transverse
momentum dependence of the two-particle correlations was suggested as an alternative
method to resolve (mini)jet contributions to particle production. Since particles from jet
fragmentation cluster together in phase space, the two-particle correlation is expected to
be enhanced. In particular, two-particle correlation at large pr in the azimuthal angle
difference A¢ should be strongly peaked at both forward (’near-side’) A¢ = 0, and back-
ward (’back-to-back’) A¢ = = directions. Moreover, a pair of minijets can be produced
with a large rapidity gap in between. Therefore, the two-particle correlation in a limited
rapidity window will have reduced minijet contribution to the backward correlation, while
the forward correlation still remains and is even enhanced due a short-range character of
two-particle correlation [114]. At the SPS, besides preliminary reports on v — ~ correla-
tions in Pb-Pb collisions [116, 117], no observation of dijet-like correlations of charged
particles exists.
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The CERES Experiment

Since the CERES/NA45 experiment is dedicated to the measurement of the low-mass
ete” pairs, its experimental setup had to be optimized for this experimentally challeng-
ing measurement. There are two main experimental difficulties which CERES has to
deal with. The number of produced e*e~ pairs compared to the number of produced
charged hadrons is only of the order of 10 5. This difficulty was attacked by using two
RICH detectors with high Cherenkov threshold. The large amount of photons produced in
the collision and e e~ pairs coming from their conversions causes the second difficulty,
which was fight by minimizing material within the spectrometer acceptance.

Fig. 3.1 shows schematically the CERES experimental setup used during data taking
in the years 1995/1996. The spectrometer covers pseudo-rapidity interval 2.1 < n < 2.65
and has full azimuthal acceptance. Beam particles enter the spectrometer from the left
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Figure 3.1: CERES experimental setup in 1995/96.
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hand side and interact in the target. Charged particles produced in the collision gener-
ate first signal in the two silicon drift detectors (SDD1, SDD?2), then cross the radiators
of two ring imaging Cherenkov detectors (RICH1, RICH2) and in between them they
are azimuthally deflected in the magnetic field produced by a superconducting magnet.
The last point of the charged particle trajectory is measured by a multi-wire proportional
chamber (PADC) at the downstream end of the spectrometer. The following sections of
this chapter describe the main features of all detectors.

3.1 The Target Region with Two Radial Silicon Drift De-
tectors

Fig. 3.2 shows the target region of the CERES spectrometer with two radial silicon drift
detectors (SDD1, SDD?2) placed approximately 10 cm behind the target.

Figure 3.2: Target area of the

M CERES spectrometer with two

SDD2 radial silicon drift detectors
Sbb1 | .15 (SDD1,SDD2).
w%ﬁﬁ::jj:i::::: e
beam |
segmented target radiator 1
8 x 25 um Au

10 cm

The segmented target consists of eight Au-discs of 600 xm diameter and 25 pm thick-
ness uniformly spaced by 2.8 mm along the beam axis. The distance between the discs
was chosen such that the particles coming from a collision in a given target disc and falling
into the spectrometer acceptance do not hit any other of the discs. This limits the effective
material to 12.5 um of gold corresponding to an effective radiation length of 0.55%. Each
target disc is supported by 6 xm thick mylar foil and the entire target is precisely assem-
bled in a thin carbon fiber tube. There is a tungsten shield installed around the target in
order to absorb ionizing particles emitted backwards and decrease thus large background
signals in the RICH1 detector.

The two silicon drift detectors form a vertex telescope, which is a central part of the
event and track reconstruction (Fig. 3.2). These detectors provide:

e ameasurement of energy loss and coordinates of hundreds of charged particles with

high spatial resolution and high interaction rate

e avery precise reconstruction of an interaction vertex

e a track segment reconstruction before the magnetic field. For electrons, positrons

and high momentum pions they give a prediction of the ring-center location in the
first RICH detector.



18 3. The CERES Experiment

e a powerful rejection of photon conversions
Since | was actively involved in the silicon drift detector group, there is a special chapter,
Chapter 4, devoted to them.

The target together with both drift detectors and the beam counter BC3 (cf. Sec-
tion 3.5) are mounted in a double-walled carbon fiber tube covered with aluminum and
placed into the RICH1 detector.

3.2 The RICH Detectors

Cherenkov effect
A charged particle traversing a medium with a refraction index n produces Cherenkov
light, if its velocity v is higher than the speed of light in the medium

v = 31)
n
The emission angle . of Cherenkov photons is given by
1
6. = arccos (—) , (3.2)
np

where

5:3:,/1—%. (3.3)
¢ v

From Eq. (3.2) it follows, that there exists a threshold value 3, (1) for which the emis-
sionangle . =0

1 1
= —, = — 3.4
For 5 —1 (v — oo) approaches the emission angle its maximal value given by
1 1
f, = arccos <—> ~—, (3.5)
n Yth

The spectrum of Cherenkov photons is white with respect to their energy. The number
of detected photons NV for a radiator of length L is given by

N = NyLz*sin?4,, (3.6)

where 2z is the charge of the passing particle. The proportionality factor N, represents
the specific response of the detector to Cherenkov spectrum. It includes the quantum
efficiency for photon detection, the transmittance of the optical medium, the mirror re-
flectivity and thus constitutes a figure of merit for comparing different detectors. Using
Eg. (3.2) and Eq. (3.3) we can express the number of Cherenkov photons as

_ 2
N = NLo2 (1 L= (3.7)
1—1/~2
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Figure 3.3: Schematic view of a RICH detector with a spherical mirror. The particle enters from
the left, the emitted Cherenkov photons are reflected backward into a photon detector.

It follows, that the number of photons rises from zero at v = vy, to the asymptotic value

L

TVih
for v — oo.

Principle of RICH detector
A ring imaging Cherenkov detector (RICH) is schematically shown in Fig. 3.2. Pro-
duced Cherenkov photons are reflected by a spherical mirror with a focal length f and
focused onto the photon detector placed at the focal plane of the mirror. The resulting
pattern is a circle of radius
R = f -tanf, (3.9

which approaches for 6. — 6, its maximal value
Ry = f -tanf,. (3.10)

Both, the ring radius and the number of Cherenkov photons, depend on particle momen-

tum and mass as
R M%Yih ?
=y 1= ! 3.11
Ry ( p ) ( )

N M%Yih 2
— =1 . 12
Ny < p ) (3.12)

Knowing the particle momentum, such detector can be used for particle identification, or
the other way around, knowing the particle mass, we can measure its momentum.

and
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CERES has two RICH detectors (RICH1 and RICH2) filled with CH, at atmospheric
pressure. This radiator gas has a high Cherenkov threshold (-, ~ 32) and from

Pmin = my/ 75 — 1 (3.13)

follows that practically only electrons produce Cherenkov light (pmin ~ 17 MeV/c) while
pions, the lightest hadrons, produce Cherenkov light only if their momentum reaches at
least 4.5 GeV/c. Electrons reach the asymptotic ring radius already at p = 120 MeV/c,
pions only at p = 30 GeV/c (cf. Fig. 3.4). The spectrometer is thus insensitive to more
than 95 % of all produced charged hadrons (*hadron blind’), which is very important for
the dilepton measurement. It also offers and excellent tool to study high-p, pions.

The mirrors of the RICH detectors have a high UV-reflectivity and sufficient optical
quality. The first mirror consists of a carbon fiber laminate of focal length f = 126 cm. Its
thickness is only 1 mm corresponding to the radiation length of 0.4%, which significantly
decreases the multiple scattering. The UV-reflectivity is higher than 85%. The quality of
the mirror is excellent and the influence on the resolution is minimal (¢ < 0.10 mrad). The
RICH2 mirror is made of 10 glass segments with thickness of 6 mm. The UV-reflexivity
is comparable to the RICH1 mirror, however the focal length is not uniform and varies
between f = (422-429) cm and consequently the optical quality is significantly worse
(o0 ~ 0.35 mrad).

The Cherenkov photons are registered in a UV detector. It is a gas counter filled
with 94 % He + 6 % CH, at atmospheric pressure. The gas mixture containing TMAE
(Tetrakis-di-Methyl-AminoEthylen) vapor is heated upto 42°C to reach the partial TMAE
pressure necessary for high photoionization. The detector is maintained at 50°C to avoid
TMAE condensation. The UV-detector is separated from the radiator by a UV-transparent
window (CaF, for RICH1 and Quartz for RICH2).

The values of N, (EQq.3.6) were determined to 141 photons for RICH1 and 83 for
RICH2. This corresponds to N, = 11.2 for RICH1 and N, = 9.5 for RICH2.
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3.3 The Multi-Wire Proportional Chamber

The multi-wire proportional chamber with a pad readout (the pad chamber, PADC) is
located closely behind the RICH2 mirror, 3.3 m downstream of the target. It was operated
with Ar/CO, mixture in ratio 90/10. The pad size is, as for UV detector of RICH2,
7.62 x 7.62 mm?. Its angular coverage (7.8°-15.1°) matches the spectrometer acceptance
and corresponds to the pseudo-rapidity interval 2.0 < n < 2.7.

The pad chamber provides an external tracking behind the magnetic field and gives
information about the electron or pion ring center location in RICH2. This reduces the
number of fake rings from high background. As a by-product, which is however of a vital
importance for this work, PADC together with the doublet of silicon detectors allows to
make a charged hadron tracking. The pad chamber plays in addition a very important role
in the geometrical inter-calibration of the detectors, providing a common reference for the
silicon drift and the RICH detectors.

3.4 The Magnetic Field

A pair of superconducting solenoidal coils located between the two RICH detectors pro-
duces a magnetic field for the momentum determination. The currents in the coils have an
opposite sign and produce a sharply located azimuthal kick. The radiator of the RICH1
detector is essentially free of magnetic field and in the RICH2 detector the magnetic field
lines are shaped by a set of warm correction coils such that the field lines are kept parallel
to the particle trajectories (see Fig. 3.1).

Charged particles crossing the region between the RICH detectors are deflected in the
azimuthal direction. The azimuthal deflection measured either between SDD and RICH2,
or between SDD and PADC, gives the momentum measurement

144 mrad 96 mrad

B ¢SDD - ¢RICH2 - ¢SDD - ¢PADC

p (GeV/d. (3.14)

The polar angle remains to the first order unchanged. In the second order, the charged
particle track is slightly bent by an angle

,mrad
rad?

A = 66.2(A¢) (3.15)

towards the beam axis.

3.5 The Trigger

The trigger system consists of three Cherenkov beam counters (BC1, BC2, BC3) filled
with air and two plastic scintillators - a veto counter (VC) and a multiplicity detector
(MD). BCL1 is located 60 m upstream of the experiment, BC3 is directly behind the target
and BC2 is at the downstream end of the spectrometer. VC located 2 m upstream of
the spectrometer is used to veto non target interactions. MD compounding of 24 plastic
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scintillators is used as a fast decision about the charged multiplicity of the collision. It has

a polar angle coverage between 1° and 6° and is placed 5 m behind the pad chamber.
The readout of the detectors is triggered, if a beam particle reaches the target, but does

not enter the spectrometer. This can be schematically expressed in the following way:

BC1+ BC2+ BC3+VC

For the positive trigger decision is moreover required that the charged particle multiplicity
registered by MD is higher than 100. This represents roughly 30 % of the geometric cross
section in Pb-Au collisions.

3.6 The Data Acquisition System

With an average beam intensity of 10° Pb ions per burst! about 1000 triggered collisions
were recorded. This is achieved by a data acquisition system (DAQ) with very high rate
capability combined with a highly compressed data format. Zero suppression and Huff-
mann coding are directly built in hardware of the readout system of each detector.

Information coming from the detectors is stored in memory modules linked by a VME
bus to the DAQ CPUs where an event builder program collects information from all of the
memory modules, packs it for each event to the stream of given data and label structure
and keeps in the memory until ten second long interval between two bursts comes. During
this time the data, corresponding to about 50 kBytes per event, are transferred in parallel
to nine digital audio tapes (DAT). In total, the data corresponding to 3.2 TBytes are stored
on 1800 tapes. The readout and event-builder run asynchronously (two-event pipeline in
between) reducing thus significantly the impact of their dead time.

3.7 The Upgrade by a Time Projection Chamber

In 1998, the spectrometer was upgraded by an additional tracking detector, a Time Pro-
jection Chamber (TPC) with radial drift field, which replaced the pad chamber. The aim
of the upgrade was to achieve the mass resolution of ém/m =2 % at m ~ 1 GeV/c?
which would allow a precise spectroscopy of p/w and ¢ vector mesons.

The CERES TPC is a cylindrical drift chamber filled with Ne/CO, gas mixture in
ratio 80/20. The sensitive volume is about 9 m?3 and the length 2 m. It has 16 readout
chambers with segmented pad-readout placed in a polygonal structure. Along the beam
axis, the TPC is divided into 20 planes, each with 16 x 48 = 768 readout channels on
the circumference. In total, 15360 individual channels with 256 time samples each, can
be read out, allowing a three-dimensional reconstruction of particle tracks. The electric
field is approximately radial and is defined by the inner electrode, which is an aluminum
cylinder at a potential of -30 kV, and the cathode wires of the readout chambers at ground
potential. Details can be found in [118,119].

Thurst = extraction of beam onto a target. SPS ion burst duration is 4.8 s out of 19.2 s total cycle.
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The CERES Radial Silicon Drift
Detectors

CERES was the first experiment using radial silicon drift detectors and looks now back
at several years of successful pioneering work. These detectors have a very good posi-
tion resolution even in the particle densities encountered in the ultrarelativistic heavy-ion
collisions, and compared to both strip and pixel detectors need much smaller number of
readout channels (= \/N,ixe). The principle of operation of silicon drift detectors is de-
scribed in the following sections, and supplemented by some details about the detectors
used in CERES and their performance.

4.1 Principle of Operation

In 1984, E. Gatti and P. Rehak suggested a silicon drift detector based on the principle of a
sideward depletion [120-122]. The principle of operation of such drift detector illustrates
Fig. 4.1. Let’s have a silicon wafer of n~ type with p* electrodes implanted on its flat
sides. The wafer can be fully depleted by applying a reversed bias voltage on a small n*
anode implanted on the wafer edge. The potential created inside the wafer has a parabolic
shape with a minimum along the central dividing plane.

A charged particle traversing the depleted silicon wafer creates electron-hole pairs.
For the creation of one electron-hole pair the ionization energy of 3.6 eV is needed [123].
A minimum ionizing particle traversing 250 pm of silicon creates thus around 25000
electron-hole pairs. By superimposing an additional linear electric field along the z-
axis (Fig. 4.1), the electrons are transported along the field towards the outer part of
the detector, where they are collected on the n™ anodes. Holes are attracted to the p*-
electrodes on the detector surface.

Since the drift time of electrons depends on their drift distance, such detector is a
position sensitive device. Small capacitance of the anodes allows to realize low noise
detection systems with large detectors. However, a practical disadvantage of the drift
detectors is a strong dependence of the electron mobility ;. on temperature T°

o T4 (4.1)

23
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Figure 4.1: The principle of operation of a silicon drift detector. The linear drift field drives the
electron cloud from right to left towards the anodes. The figure is from [124].

and consequently a temperature dependent drift velocity vy
Tariee = pu - E. (4.2)

Here E denotes the applied electric field.

Let us simplify the situation and suppose that holes are instantaneously collected by
the p* electrodes. Then we need to solve the transport of an electron cloud inside the
semiconductor. While drifting towards the anode region the electron cloud increases its
size in the radial and azimuthal direction. This is caused by the electrostatic repulsion,
diffusion and electric field geometry. In the case of small charge densities the broadening
of the electron cloud caused by the electrostatic repulsion can be neglected [125, 126]. If
we denote the charge distribution of the electrons n(Z, ¢) and the electric field £ (7, ¢) then
taking into account the diffusion we can write down the following equation of continuity:

on(Z,t)
ot

Here D is the diffusion constant (D = 35 cm?/s at T' = 300 K), . is the electron mobility
(1 = 1500 cm?/Vs, [128]), and j(Z, t) is given by

=D - An(Z,t) + Vj(&,1). (4.3)

J(@1) = p-n(Z t) - E(&,¢1). (4.4)

By separating the charge distribution n(Z, ¢) into two parts - perpendicular (z) and parallel
(x 1) to the detector surface,

n(fa t) = n(fj_at) ) n(zat)a (45)
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Figure 4.2: Shape of the electric
potential in the radial silicon drift
detector. The figure is from [127].

we can easily solve Eq. (4.3). The solution in the z-direction is a Gaussian curve of width

D
i 4.6
=i (4.6)
The constant factor £ is given by
=Ll (4.7)
€ * €p

where N, is the dopant density (V,, = 9-10*'cm—3) and ¢ denotes the elementary charge.
Constant £ has a value of 1.36 - 1073V um 2 and the initial Gaussian width in the 2-
direction is about o, ~ 4 um.

The broadening in the plane parallel to the detector surface is given by two dimen-
sional time-dependent Gaussian distribution. The corresponding width in the radial direc-
tion is given by
Tmax — T

Ur2,diffusion (r)= 0r2,0 +2-D- _ (4.8)
Udrift
and in the azimuthal direction
U?& diffusion(r) = 0.3)0 +2-D- (Tmax (_Tmax - 1>> . (4.9)
’ ’ Udrift N T

4.2 47 AZTEC Detector

In order to match the symmetry of the CERES spectrometer, the drift detectors were
designed with a radial symmetry. CERES is currently using the second generation of
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the drift detectors with four-inch diameter and the AZTEC design [129], which replaced
previously used three-inch detectors. The silicon wafers have thickness of 280+20 um
and 2-5 kQ2cm specific resistivity. Charge is collected by 360 segmented anodes situated
at the outer part of the detector.

The radial drift field is realized by applying high voltage on the field rings (p*-
implantations) isolated from each other by SiO, stripes. The pitch between successive
rings is 120 um. To every 12-th ring is by wire-bonds attached an external voltage di-
vider and in-between them is voltage distributed using an internal voltage divider. The
internal voltage divider is built up from implanted resistors, which are realized by p*-
implantations between two field rings. Near the center of the detector the resistivity is
higher than outside, minimizing thus the temperature gradient in the wafer. The inter-

60 Figure 4.3: Shape of the electric

field in the vicinity of anodes in
SDD. The figure is from [127].
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nal resistors have the advantage to avoid many wire-bonds. The electric field is about
E =~ 800 V/cm, which corresponds to the drift velocity vgix = 9 pm/ns. The shape of
the electric field between two field rings close to the detector surface is not parabolic, as
it is shown in Fig. 4.3. In the radial direction, the field rings are on several places discon-
nected by narrow SiO, stripes (called rivers), which drain the surface current to the guard
anode.

The second generation of the drift detectors benefits from the progress achieved in
the technology of silicon wafer production and mask design software. Let us summarize
briefly the improvements which increased the detector performance [129]:

1. The progress in the technology of the silicon wafer production enabled an increase
of the detector active area from 32 cm? to 55 cm?. This corresponds to the change
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in the diameter from 3 to 4 inches and allows to install the detectors further away
from the target and decrease thus the hit occupancy.

2. In the old design were the field rings approximated by 120-sided polygons which
caused a deviation from the expected ideal radial field (central anode effect, [130]).
The improvement of a litographic mask design allowed to approximate the field
rings by 360 concentric polygons on both detector sides, which are rotated with
respect to each other by 0.5°. In the middle plane of the detector, where the elec-
trons are transported, the effective geometry is very close to an ideal cylindrical
symmetry.

3. Development of an interlaced anode structure was crucial for the improvement of
the charge sharing between anodes followed by the improvement of the azimuthal
resolution. The azimuthal width of 1° anode is 732,m. Depending on the drift time,
around 68% of the electron clouds reach, however, only the size of 100-300m. The
problem was solved with the new interlaced anode structure (Fig. 4.4), keeping the
number of anodes still at 360 to avoid additional readout investments. Each anode is
subdivided into five segments. The large central part (366 ;m wide) is bonded to the
front-end chip (Chapter 4.3 below) and connected with the two narrower segments
(122 pm wide) and the narrowest segment (61 m wide) of the neighboring anode
on each side. The azimuthal resolution is thus equivalent to 720 simple anodes
without increasing the amount of readout electronics.

s s

| I?I“I?I |

122 61 = 366 um—> 61 122

Figure 4.4: The anode structure of the AZTEC silicon drift detector. Figure from [124].

4.3 The Readout Electronics

The readout chain of the silicon drift detectors is schematically shown in Fig. 4.5. The
signals registered on the anodes are first amplified and shaped in a front-end chip. The
chip consists of a charge sensitive preamplifier, a quasi-Gaussian shaper and a symmet-
rical line driver. To take full advantage of the SDD low capacitance of about 0.1 pF,
the chips are situated on the detector motherboard and directly wire-bonded to the an-
odes. During the ’96 data taking the detectors were equipped with 32-channel front-end
OLA chips (Operational Linear preAmplifier, [131]). During the vertex telescope upgrade
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Figure 4.5: The scheme of the readout system of the radial silicon drift detectors.

(1998-2000) new detectors were built and assembled with new 16-channel CESIPA front-
end chips (CEres Sllicon PreAmplifier, [132]). The CESIPA chips have in many aspects
better performance and especially they do not show any strong oscillation behavior which
necessitated an introduction of damping resistors into the output lines in order to achieve
stable operation of the OLA chips (details can be found in [133]).

During the shaping process, which duration is given by o, a part of the amplitude is
lost. Broad input pulses (oi, > oeec) have smaller output amplitude than narrower pulses
(0in < 0elec) Of the same input amplitude. This frequency dependent signal amplification
causes a ballistic deficit. Since the pulse width depends on the radial position, also the
ballistic deficit is radius dependent as demonstrated in Fig. 4.6.

The bipolar output signals from the front-end chips are sent to the active buffersplaced
already outside of the target area and from there transmitted over 40 m long flat cables
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to the flash analog to digital converters (FADC, DL300). At the input of the FADC’s is
a differential amplifier, which puts the bipolar signals together and amplifies them once
more. The incoming signal Uiy, is sampled with 50 MHz frequency* given by an external
clock and non-linearly digitized with 6-bit resolution:

O — Uinp'lo
N U()“"@'Uvinp'].o

: 64> ,C=0,1,...,63 (4.10)
where U, = 0.5 V and o = 0.75 are fixed in the system. The digitized signal is stored
in 256 discrete time intervals ("time bins', 1 time bin = 20 ns). The FADC modules are
operated in the so called 'common stop mode’: the sampling continues until it is stopped
by an external stop signal. The stop signal occurs with the first-level trigger (FLT) signal
described below. The SDD system acts as its own memory device which stores all hits
during the electron drift time. In the case of a full memory, the FADC channel is from the
beginning continuously overwritten. When the stop signal arrives, there are stored data
from the last 5.12 s in the FADC. This covers fully the detector drift time of 4 us. Since
the FADC is sensitive to the stop signal only at the falling edge (every 20 ns) and it is
not synchronized with the FLT signal, the time difference between the stop signal and the
next negative FADC falling edge has to be measured. This is done in the CAMAC TDC
(Time to Digital Converter) and together with the stop signal stored for every event and
corrected for in the offline analysis (stop pulse correction).

After the arrival of the stop signal, the FADC memory is scanned by a sampling and
scanning module (scanner). The DL357 modules with the scanning frequency of 16 MHz
used before the SDD telescope upgrade were replaced by new modules enabling scanning
upto 100 MHz. Only the channels where at least two following time bins have an am-
plitude above a certain threshold are read out. In the case of the old scanners were two
neighboring channels scanned simultaneously and it was enough if at least one of them

14 ns sampling time in 20 ns time bin.
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fulfilled this condition. The readout continues until a time bin with an amplitude below
the readout threshold is found. Additionally to the time bins with amplitudes above the
threshold, also 5 time bins before and after (pre- and post-samples) are read out for an
off-line reconstruction of the baseline.

From the scanner are the data transferred to the receivers for storage in the FIFO
(First-In-First-Out) memories. In the receivers, the pre-samples are added together and
the sum is written to the address of the 5-th pre-sample. Then are the data sent further to
the memory module and from there continue to the central data acquisition system.

4.4 On-line Monitoring

For best data quality, each detector has to be continuously monitored. For the online mon-
itoring of the silicon drift detectors during the 1998-2000 data taking period a monitoring
program MONITOR has been developed. It is written in T'cl /Tk [134]. Tcl is a scripting
language and Tk is a programming environment for creating graphical user interfaces un-
der X-Windows. MONITOR can work in both, the local (slow) and global (fast) readout
mode of the silicon drift detectors. It enables to monitor:

¢ leakage current, which is one of the limiting factors of the energy and the position
resolution. More leakage current is produced in the Si-SiO, interface than in the
bulk of the silicon drift detector. The measurement of the leakage current (via DC
offset of 0.35 mV/nA) for the silicon drift detectors used during the 2000 data taking
period is presented in Fig. 4.7.

e temperature, which is, as already discussed, an important factor influencing the
drift velocity. The temperature of the silicon wafers is monitored by Pt100 resistors

...............................................................................................................
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Figure 4.7: Monitoring of the leakage current in the second radial silicon drift detector (SDD2).
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glued on both detectors. The output from the thermometer is directly connected to
the computer (PC) placed in the experimental area, where the data are stored. The
corrections for the temperature variations based on the monitoring results are later
incorporated in the offline analysis (cf. Chapter 5.2.1).

e drift time and azimuthal hit distribution (not shown here).

MONITOR offers also two kinds of the SDD event display. The round display pre-
sented in Fig. 4.8 enables a realistic view of the detector. The rectangular one with anode
position along the x-axis and time bin along the y-axis (not shown here), is interactive and
allows zooming of different detector regions for a more detailed inspection. By select-
ing a certain anode it is possible to obtain the pulses on this anode and their neighboring
anodes as displayed in Fig. 4.9.

= o I

SiDC1
Run: 792
nad Spel7
Stream: 0

File: 00
Event: 1

Figure 4.8: The event display of SDD1 from program MONITOR. The colors on the display
correspond to an amplitude at the given (anode,time bin) position going from the lowest amplitudes
in blue to the highest amplitudes in red.
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Figure 4.9: View of the measured charge signal on 3 neighboring anodes of SDD1 in 2000 beam-
time from program MONITOR.

4.5 Drift Velocity Calibration

In order to achieve the best performance of the silicon detectors, a very careful calibration
of the drift velocity is required. From the time information a drift distance can be calcu-
lated. To first approximation, the relation between the drift distance and time is linear. To
the accuracy with which we know the radial extension of the detector active area Ad and
the total drift time At we can calculate the drift velocity as

Ad
ift) = ——- 411
(varin) =+ (4.11)
The length of the drift is
Ad = ’rmax — ’rmin, (4.12)

where r,,;,, is the inner edge of the detector (10 mm, the inner most voltage ring) and 7,4,
is the anode position about 42 mm. The total drift time can be calculated as

At — tmax — tmin, (413)
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where t,,;, is the time corresponding to the particles which don’t drift and fall directly on
the anodes, and t,,,, is the drift time of particles coming from r,,;,. The radial position
is then given by

T = Tmax — Udrift(t - tmin)- (4-14)

Fig. 4.10 shows a typical hit distribution in the drift time for SDD1. By fitting the edges
of the spectrum, the values of ¢,,,;, and #,,,, are determined.

Having done the preliminary calibration of the drift velocity, the geometrical align-
ment of both detectors and the determination of the interaction vertex can be done. All
other corrections, such as the stop-pulse correction, temperature variations influencing the
drift velocity, etc. are done regarding the vertex position and its stability. The calibration
proceeds in an iterative way.

4.6 Analysis Software

The offline analysis software of the silicon detectors is a part of the objected oriented
C++ package ’COOL’ (CERES Object Oriented Library, [27]). In this section we give
an overview of the hit, track and vertex reconstruction.

7000 rTrr[rrrr[rrrr [T rr [T T[T T T[T T T[T T T T[T TTT
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Figure 4.10: Drift time spectrum of SDD1. The global shape of this spectrum is given by the
rapidity distribution of particles emitted in Pb-Au collisions. The small structures in the spectrum
are due to local variations of the electric field and impurities of the silicon wafer.
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4.6.1 Cluster and Hit Reconstruction

The raw data stored in the label structure are first unpacked’. The information about
amplitude in a given anode and time bin is filled to a collection of cells (360 anodes x
256 time bins). A signature left by a charged particle which passed the silicon drift detec-
tor and deposited there a certain amount of its energy is called a hit. A signal produced
by a minimum ionizing particle is spread typically over 8-12 time bins in the radial di-
rection and 2-3 anodes in the azimuthal direction, implying there are around 20-40 cells
belonging to one hit (cf. Fig. 4.11).

Figure 4.11: A magnified part of
the SDD1 event display. The
crosses correspond to reconstructed
hit positions extracted from the am-
plitude information stored in cells.
The color code goes from black,
corresponding to low cell ampli-
tude, to red for high cell amplitude
respectively. The clusters are illus-
trated by blue rectangles. See text.

The cells which possibly belong at least to one hit are joined into a cluster. The
creation of the cluster proceeds in the following way. Starting from one cell with given
(anode, time bin) coordinates all adjacent cells, which have either the same anode or the
same time bin coordinate and do not belong yet to another cluster, are joined to a currently
being created cluster. For all cells which are newly added to the cluster the algorithm calls
recursively itself until no more neighboring cells can be found. A cluster is defined by its
size in the anode and time directions (Fig. 4.11).

Each of the clusters created can be decomposed into subclusters, which are slices of
the cluster in the anode direction containing a group of cells of the same anode coordinate
and without any empty time bin coordinate in between. In a given subcluster, there can
exist one or more local maxima in the amplitude profile of the belonging cells. These
maxima correspond in the most cases to one pulse, but in the case of two (or more)
overlapping pulses also only one maximum is created.

Our motivation for writing of a new cluster and hit finding algorithm was to achieve
an improvement of the two-hit resolution. The existing software had two main disad-
vantages. There was no possibility to resolve double (or multiple) hits along the anode
direction even if a local minimum between two maxima in the amplitude profile was
present. Moreover, we wanted to access the more ambitious problem and to resolve at
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least partially two pulses in the time direction, which overlap without local minimum in
between.

Signatures of overlapping pulses

Since the occupancy in the silicon detectors is not very high, we can assume that it
is very unprobable to have more than two overlapping pulses at the same time (anode)
position. If two pulses are close to each other, but we can still distinguish two local
maxima with a minimum in-between, the situation is easy. The problem arises if only one
broad peak is produced. In order to decide whether we are dealing with such case or not,
we need to have good distinction criteria. In general, we can distinguish two cases:

a) The amplitudes of the overlapping pulses are very different and the smaller one is
hidden under the bigger one. In such case we will observe a pulse asymmetry. It can be
easily tested by looking at the difference between the position of the maximum and the
center of gravity or using equivalently the 3rd central moment, which are both a measure
of the pulse skewness.

b) The amplitudes of both pulses are comparable and the shape of the produced pulse
is symmetric but much wider. It can be quantified by the variance (2nd central moment).

In addition, useful information can be in both cases provided from the neighboring
anodes as shown on one example in Fig. 4.12. The broad pulse located on the anode 358
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and time bin 80 is composed from two overlapping pulses as confirmed by information
from its neighboring anode 357, where two close pulses within the range of the broad
pulse are present.

Pulse shape observed in the data

Before trying to adjust the distinction criteria mentioned above, we have to understand
a typical pulse shape in the data. As already mentioned in Section 4.1, the shape of the
signal is a two-dimensional Gaussian and its width is influenced by diffusion and the drift
geometry. However, because of the presence of the Gaussian shaper of a certain width,
orshaper, the total width of the signal in the radial direction is given by

O-(T) = \/Ugiﬁusion(r) + USQhaper' (4.15)

We have selected in the data a sample of single pulses and applied strong quality criteria in
order to keep the admixture of double or multiple pulses as low as possible. Such selected
pulses were fitted with a single Gaussian function. The obtained dependence of ¢ on the
drift time is shown in Fig. 4.13(a). It is increasing linearly with the drift time. The reason
is that the width of the pulse is dominated by o ghaper Which is about 40 ns (2 time bins).
The data suggest that the pulse width also depends on the pulse height, especially pulses
with amplitude below 45 mV show up strongly this behavior.

Another important quantity to be looked at is the distribution of the skewness parame-
ter (3rd central moment). The measured skewness distribution is presented in Fig. 4.13(b).
Clearly, the pulse shape is not an ideal Gaussian, but is slightly disturbed. Those values of
the "natural pulse skewness’ thus restrict the criteria for finding a candidate for splitting
based on the pulse shape asymmetry.
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Figure 4.13: Gaussian pulse width as a function of the drift time for SDD2 (a). Distribution of
the pulse skewness in SDD2 for the OLA preamplifier chip (b).
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Scheme of the new cluster and hit finding algorithm
Let us here briefly describe the most important features of the new cluster and hit
finding algorithm and its main differences to the old one.

1. In analogy with the old algorithm are first created clusters. Now also dead anodes,
if present, are considered and included into the clusters. This should prevent addi-
tional creation of clusters and consequently artificial hits.

2. Each cluster is further analyzed separately. Subclusters of a given cluster are scanned
to find local maxima in the amplitude profile in the time direction as well as local
minima, if more than one maximum was found. If the amplitude of the minimum
is less than 10% of that of maximum, the two pulses are separated and treated as if
they were two single ones, otherwise the are further considered as two close pulses
(see below).

3. All pulse candidates found have to pass several selection criteria discussed above
in order to distinguish whether they correspond to one pulse or we deal with two
overlapping pulses. Single pulses are fitted with a Gaussian. For the overlapping
pulses a double-Gaussian fit method developed by [135] is used. If two local max-
ima in the amplitude profile can be still distinguished, the starting parameters of the
fit are positions of these maxima. If only one maximum is present, the positions of
pulses on the neighboring anodes are used if they exist. Otherwise are the starting
parameters obtained from the shape of the broad pulse.

4. The obtained time positions of the pulses are eventually combined in the anode
direction within a certain time window into hits. If there are more than two aligned
pulses belonging to a hit candidate, we search for a minimum in the amplitude
profile along the anode direction. If such minimum exists we split the hit candidate
into two hits using the center of gravity to calculate its position along the anode
direction.

Double-hit resolution

To study the double-hit resolution of the new algorithm and to make comparison with
the previously used software, Monte-Carlo studies were performed using two different
samples with two particles per event. The first sample, where the two particles are forced
to be on the same anode and close to each other in time, allows to study the double-hit
resolution in the radial ( = time) direction. In the second sample are the roles exchanged
and the algorithm’s abilities in the anode direction can be tested.

We define the double-hit reconstruction efficiency to be equal to one, if both hits are
found. Fig. 4.14 shows the comparison of the double-hit reconstruction efficiency for
the old and new software. A big improvement in the double-hit resolution in both radial
and azimuthal directions is achieved in the new software. The reconstruction efficiency
reaches 1 in the azimuthal direction already at 2.5 anode separation, and in the radial di-
rection at about 3 time bins separation, respectively. Moreover, in the radial direction, a
substantial reduction of the artificial hit splitting (manifested by the reconstruction effi-
ciency larger than 1, cf. Fig. 4.14), is achieved. However, in real data are the artificially
split hits present, albeit reduced in comparison to the old software. This points to a not
enough realistic simulation of the silicon detectors. A detailed studies on the artificial hit
splitting in the data can be found in [11].
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Figure 4.14: Comparison of the double-hit reconstruction efficiency in Monte-Carlo simulations
for the old (triangles) and new software (circles) in the anode (a) and time (b) directions.

4.6.2 Track and Vertex Reconstruction

Once hits in the silicon detectors are reconstructed, the information about their position
in the laboratory coordinate system can be used to combine them into tracks and find the
location of the collision vertex (vertex position) to which all but very few of the tracks
point to. Since the simple procedure minimizing the quadratic sum of hit mismatches
between the two detectors and its iteration is extremely time consuming, another method
is used in CERES, the robust vertex fitting approach [136]. In this method all hits in
SDD1 and SDD2 are combined to straight track segments and a weighted sum of all their
projected distances to an assumed vertex position is calculated. In the next iteration, this
center of gravity becomes a new starting value for the vertex position and each track
segment gets a new weight according to its deviation from the mean value in the step
before. The procedure converges on average after five iterations and it is approximately
20 times faster than the old fitting method. After the determination of the z-position of the
vertex, its position is refined to the exact position of the closest target disc. An optimized
x-y vertex position is obtained by minimizing the sum of residual distances of the tracks
pointing to the target. After refinement of the vertex position, an optimized set of the
vertex track segments is obtained. Applying this procedure improves the vertex pointing
resolution by 20%.

With respect to the previous analysis of the *96 data, there are some changes done
in the tracking strategy for the data analysis on which these thesis is based. Let us here
mention only the main modifications (details can be found in [11]):

1. For each hit in SDD2, a simple predictor into SDD1 is calculated. However, the
observed tilt of 4° [27] of both drift detectors with respect to the beam axis was
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not treated properly in the old predictor determination and it has been replaced by
a method based on analytic geometry.

2. The size of the searching window for the best matching hit was adjusted to 7 mrad.
It is now based on solid angles rather than polar and azimuthal angles used before.

3. In addition to the track segments sharing a common hit in SDD1 (called V-tracks)
which could originate from a photon conversion in SDD1, also reversed V-tracks
sharing a common SDD2 hit are included in order to keep all partially unresolved
tracks within the detector resolution.

4. For a SDD track composed of a single anode hit in one of the detectors, the ¢-
coordinate of the multiple anode hit in the other silicon drift detector is preferred,
rather than an average of both ¢-coordinates.

Fig. 4.15 shows the vertex distribution along the beam (z) axis. All eight target discs
are clearly resolved with the average Gaussian width of about 250 zm. Projecting the z-y
distribution of the vertices on the z-axis and using high momentum pion tracks in order
to avoid any multiple scattering, we obtain resolution of 28,m.
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Figure 4.15: Top: Reconstructed z-position of interaction vertices. Each peak corresponds to
one target disc. Bottom: Vertex resolution in the z-y plane determined from the high-p- pions
(p >5GeVic).
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4.7 The Energy Loss Distribution and Rejection Power

An example of the measured energy loss distribution in SDD2 for electron and positron
candidate tracks is displayed in Fig.4.16. We can distinguish clearly two peaks. While
the left peak corresponds to the energy loss of one minimum ionizing particle, the right
one is due to the energy loss of two unresolved particles.

N
o

Figure 4.16: The energy loss dis-
tribution in SDD2. The full line
represents the double Landau fit.
The dE /dx distribution of one min-
imum ionizing particle is indicated
by the dashed line, while that of two
unresolved particles is represented
by the dotted line.
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With a thickness of 280.m, the silicon detectors can be still considered as thin ab-
sorbers. The energy loss of charged particles in such absorber is approximated by the
Landau distribution [137]. The form of this distribution is affected by large fluctuations
of the number of collisions involving large energy transfer, which result in a skewed
distribution with a long high energy tail. The double Landau fit (Fig.4.16) apparently de-
scribes the experimental distribution very well. Only at small energy losses (below 600
FADC counts) is the measured distribution distorted by artificially split hits causing its
shift towards the lower dE /dx values.

The measurement of the energy loss in SDDs is of a great importance for the analysis
of low-mass e*e~ pairs. In fact, the contributions of 7° Dalitz decays, photon conver-
sions (in the target and in SDD1), and the single tracks of partially reconstructed pairs
overwhelm by three orders of magnitude the signal from dilepton pairs of interest. The
conversions and Dalitz decays can be distinguished from other sources of dilepton pairs
by their very low mass of m,.,._ < 200 MeV/c?. Since the low momentum tracks with
pr < 60 MeV/c cannot be reconstructed in the magnetic field, such pairs are usually only
partially reconstructed and information about their mass is lost. In such cases, an infor-
mation about the opening angle can help to reject them, because most of them have an
opening angle smaller than 35 mrad. Thus, if an additional hit is found in SDDs in the
vicinity of the electron (positron) candidate, such candidate can be rejected. Although
pairs with opening angle smaller than 2.5 mrad cannot be resolved even in the silicon de-
tectors, they deposit twice the energy of a single particle. Correlating the dE /dx informa-
tion from both detectors as demonstrated in Fig. 4.17 provides a powerful rejection tool.
More details can be found e.g. in [9, 11] specialized on the dilepton analysis. Especially
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Figure 4.17: The energy loss distri-
bution in SDD1 vs SDD2. The area
corresponding to the deposition of
double dE/dz mainly from close
70 Dalitz decays and y-conversions
is surrounded by the dashed line and
rejected in the off-line analysis.

in [11] a very detailed study including corrections of the ballistic deficit effect, anode de-
pendencies and time variations was performed. This study resulted in the decrease of the
width of the Landau distribution by about 30%, improving thereby the single and double

dE /dzx separation.
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Calibration, Tracking and Particle
Identification

The analysis presented in this work starts at the raw data level in order to reconstruct
the event plane for both charged hadron and pion analyses. Compared to the previous
analysis [28] the statistics of the charged hadron sample is significantly increased. In
parallel to the pion analysis, a new dilepton analysis using a mixed-event technique for
detailed background studies was performed [11]. In this chapter we describe the analysis
steps up to the identified particle tracks and the momentum measurement.

5.1 From Raw Data to Particle Tracks

The full 1996 data sample contains 44-10° Pb-Au events. For the electron and pion analy-
ses the full available set was used, for the charged hadron analysis a small fraction was suf-
ficient. The data statistics is summarized in Table 5.1. The combined electron-pion data
production was carried out at the CERN EFF PC cluster for two weeks simultaneously at
40 CPUs. The data for charged hadron analysis were processed at the CERES PC cluster
for 4 days simultaneously at 14 CPUs. Both analyses were performed in the framework

Analysis step Number of events Table 5.1: Event statistics for high-
Available events 44086 792 | P pion and charged hadron analy-
All detectors unpackable 1 699711

Pion analysis

Good quality events 39 509 567

Events with a pion candidate 32 337 569

Charged hadron analysis

Analyzed events 3518972

'Reduction caused by DAQ problems.

42
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of the C++ software package ’"COOL’ (CERES Object Oriented Library, [27]). The out-
put has a form of particle tracks written into the column-wise HBOOK ntuples [138]. For
each particle track necessary information from each detector is stored like hit amplitudes
in the SDDs, number of hits on rings in RICHes, together with global event characteristics
like centrality of collision, interaction vertex position, or event plane information.

The first step in the off-line analysis is similar for all detectors. The compressed raw
data are unpacked in order to obtain primary detector information. In the case of SDDs,
the raw data consist of amplitudes for all non-empty cells in the anode number, time bin
coordinates. For the RICH detectors and the pad chamber it is a collection of pad coordi-
nates (x, y) and corresponding amplitudes. The next step is individual for each detector
type. For the silicon detectors the reconstruction of hits, track segments and interaction
vertex was already described in Section 4.6.2. Since the pad-readout of the RICH detec-
tors and the pad chamber is very similar, they are analyzed in the same way. First, adjacent
pads having one of the two coordinates identical are connected to a cluster. All clusters
then undergo a cleanup necessary to minimize the influence of background signals arising
from various sources like electronic noise, pedestal fluctuations in readout modules, or
ionizing particles [27], and causing later problems for ring recognition algorithms. The
cleanup procedure was carefully studied in order to avoid efficiency losses. Each local
maximum in a given cluster and surrounding pads is identified as a hit of a UV-photon in
the RICH detectors, or as an ionizing particle in the pad chamber.

From now on, complete particle trajectories are reconstructed. The next paragraphs
describe briefly the tracking methods used for charged hadrons, electrons and pions.

5.1.1 Charged Particle Tracks

Once the interaction vertex and the SDD track segments are reconstructed, the trajectory
of charged particles is extrapolated downstream to the pad chamber. If a pad chamber

g 40000 ——————————7— T
S 35000 @11 ()]
c
()
30000 - .
25000 - .
20000 | - .
h+ h-
150001 g
10000 | ' /// -
= g
: __ ]
2 0 2 .01 -005 0 005 01
A6(SDD-PADC) (mrad) A®(SDD-PADC) (rad)

Figure 5.1: Matching distributions between SDDs and PADC for charged track candidates in polar
angle 8 (a), and in azimuth ¢ (b). The hatched area represents the random background determined
using the method of detector rotations.
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hit is found within a certain matching window, a charged particle track candidate is cre-
ated. The size of this window, taking into account multiple scattering, is 3 mrad in 6,
and 100 mrad in ¢ direction corresponding to the lower momentum cut-off of 1 GeV/c
(Fig. 5.1). Since the correct match is not known, all possibilities within this window are
considered as charged track candidates.

The contribution of random background, which is shown by the dashed area in Fig. 5.1,
can be estimated using a method of detector rotations. Since the signal between the two
silicon detectors is highly correlated, the main background contribution comes from the
combination of SDD track segments with hits in PADC. By rotating the PADC hits in
a given event by a random angle with respect to the silicon detectors, the true physics
signal is destroyed and the found ’charged particle tracks’ can be thus ascribed to the
background tracks.

5.1.2 Electron Tracks

The electron identification is based on capabilities of the RICH detectors. Ring pattern
recognition is performed by a point to ring Hough transformation [139]: around each
photon hit a ring with asymptotic radius is created in the transformed plane. The inter-
section of such rings indicates the center of an electron (positron) ring candidate in the
original pad-plane. For precise determination of the ring center, a robust fit procedure
with two free parameters, = and y position of the ring center, is used [140]. Background
ring candidates are rejected by requiring matching with the tracking detectors [9, 27].

Figure 5.2: Event displays of RICH1 and RICH2. A close e¢"e™ — pair is seen at 1 o’clock
position. A ring belonging to a high-p; pion is at 5 o’clock position.

5.1.3 Charged Pion Tracks

Charged pions above the Cherenkov threshold can be distinguished in the RICH detec-
tors from electrons by their smaller ring radii. Their identification makes full use of the
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external tracking detectors. The size of the (@, ¢)-matching window between SDD and
PADC used for the charged hadron tracking can be now decreased in both directions. For
identified pions having momentum at least 4.5 GeV/c is the size of the matching win-
dow in ¢ decreased to +25 mrad. The size of the §-matching window is only driven by
the matching quality between SDD and PADC since the multiple scattering contribution
is negligible. Knowing the coordinates of the pion candidate before and after magnetic
field, the position of the ring centers in the RICH detectors can be predicted. All photon
hits around the predictors are collected and used as an input for a robust free radius fit
procedure [140] which minimizes the function

f(x,y,r):—;Zexp (\/(xi—x)Z—i—(yi_y)?—rZ) | 5.)

Here, z, y are the coordinates of the ring center with radius r, and o is the width of the
distribution of photon hits on the ring with coordinates x; and y;.

Fig. 5.3 shows a correlation between the RICH ring radius and the deflection by the
magnetic field as determined from SDD and PADC. Clearly, there are two isolated islands
present which correspond to positive and negative charged pion tracks, respectively. For
comparison, the dashed curve indicating the expected correlation between the deflection
angle and the pion momentum, expressed in terms of the ring radius (cf. Eq. (3.11) and
Eq. (3.14)), is also plotted.
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Figure 5.3: Correlation between the Cherenkov ring radius and the deflection by the magnetic
field measured by SDD and PADC, for RICH1 (left) and RICH2 (right). The dashed curves indi-
cate the expected correlation between ring radius and deflection angle.

5.2 Spectrometer Calibration

Before starting any particle tracking, all detectors have to be properly intercalibrated.
A precise geometrical alignment of the detectors was carried out in the previous analy-
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Figure 5.4. The #-matching distributions for various detector combinations determined using
charged pions with p > 8 GeV/ec.

sis [27] using a sample of high momentum pions (p > 5 GeV/c), which are almost free of
multiple scattering and therefore serve as an excellent calibration tool. Starting with an
internal calibration of the SDD vertex telescope described in Section 4.5, the remaining
detectors (RICH1, RICH2 and PADC) are aligned with respect to the center of SDD1
used as a reference point.

Fig. 5.4 shows the #-matching distributions for different detector combinations. From
their width we can determine individual detector resolutions according to

Omatching(a-b) = \/OrQesqution(a) + Ur2esoluti0n(b)' (5.2)

Values of the Gaussian width o of the -matching distributions for all possible detector
combinations and from there calculated detector resolutions are summarized in Table 5.2.

5.2.1 Time Stability

During a long data taking period different factors can influence the spectrometer perfor-
mance. Thus the calibration performed on a limited data sample is not necessarily valid
for all data and has to be carefully checked. In the following paragraphs we discuss the
stability of the calibration for all detectors.
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| Detector combination | o, (mrad) | | Detector | gy (mrad) |

SDD1-SDD2 0.40 SDD1 0.28
SDD-RICH1 2.07 SDD2 0.28
SDD-RICH2 1.17 RICH1 1.90
SDD-PADC 0.67 RICH2 0.94

RICH1-RICH?2 2.14 PADC 0.54
RICH1-PADC 1.85

RICH2-PADC 0.95

Table 5.2: Values of the Gaussian width of the #-matching distributions for various detector com-
binations (left) and the extracted #-resolution of the individual CERES detectors (right). Pion
tracks with p > 8 GeV/c were used.

Silicon drift detectors

As mentioned in Chapter 4.1, the drift velocity in silicon detectors is very sensitive to
temperature. Fig. 5.5 shows the temperature measured on the wafers of silicon detectors.
The temperature changes are in both detectors correlated. Despite the water and the air
cooling, the temperature variations are of the order of one degree. This is reflected in
1% relative change of the drift velocity and corresponds to 300 xm shift on the full drift
distance. The temperature variations change the position of the right edge of the drift time
spectrum ¢,,,, (cf. Chapter 4.5). In [141] an automatic procedure was developed which by
fitting the right edge of the drift spectrum determines run-to-run dependent values of #,,,4..
The new approach for hit reconstruction using the Gaussian fit resulted in a systematic
shift of the reconstructed hit position in comparison to the old center of gravity method.
This caused subsequently a systematic offset of the reconstructed vertex position. To
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Figure 5.5: Temperature variations on the wafers of the silicon drift detectors.
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avoid a tedious recalibration of the silicon drift detectors, we decided to use a simplified
approach. We have shortened artificially the radial scale by decreasing the outer radius of
SDD1 by 24;m. The remaining run-to-run dependent offsets between the expected and
the reconstructed vertex position we have corrected by applying a multiplicative factor
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Figure 5.6: Run-to-run stability of the reconstructed z-position (a) and of the Gaussian width (b)
of the interaction vertex for the individual target discs.
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(slightly different from 1.0) on the drift velocities in both detectors.

The top part of Fig. 5.6 shows the obtained z-position of the eight target discs in
different runs. The shift of the SDD1-SDD2 #-matching distribution due to the residual
offset of about 100 ;zm of the reconstructed position from the nominal target disc position
is negligible in comparison to the width of the matching distribution. The bottom part
of Fig. 5.6 displays the corresponding Gaussian width of the vertex distribution in the
z-direction. The better double-hit resolution of the new hit reconstruction software (cf.
Chapter 4.6) improved the vertex resolution in the z-direction on average from 280 um
quoted in [27] to 260 pm.
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Figure 5.7: Run-to-run stability of position and Gaussian width of the 6 and ¢-matching between
SDD1 and SDD2. The vertical line indicates the change of the magnetic field polarity (B+, B-).

The time variations of position and Gaussian width of the 6 and of the ¢-matching
distributions are shown in Fig. 5.7. Since the selection criteria for charged hadrons and
high-pr pions demand certain level of matching quality, the observed time variations have
to be taken into account in order to avoid efficiency losses.
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RICH detectors

The changes of the atmospheric pressure during the data taking influence the value
of the asymptotic ring radius. The time variations of the pressure shown in Fig. 5.8 are
clearly coincident with changes of the asymptotic ring radius determined from the sample
of electron rings in each run. Since the momentum of high-p7 pions is determined from
the measured ring radius (cf. Eq. (5.7)), the observed variations of R, were incorporated
in the off-line analysis.
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Figure 5.8: The run-to-run variations of the asymptotic ring radius of RICH1 (top) and RICH2
(middle) and its correlation with the atmospheric pressure (bottom).

SDD-PADC system

The remaining miscalibration of the vertex telescope is reflected in time variations of
the #-matching between the silicon detectors and PADC shown in Fig. 5.9. Since a cut on
the width of this matching is used in both charged hadron and pion selection criteria, the
observed changes are considered there.

Another important quantity, which needs to be checked, is the correlation between the
deflection in the magnetic field and the ring radius measured in the RICH detectors (cf.
Fig. 5.3). Using a sample of high-p; pions we have discovered an azimuthal dependence
of the deflection angle. This is demonstrated separately for positive and negative pions
and both magnetic field polarities in Fig. 5.10. We have selected pions with momentum
(7.0-7.5) GeV/c determined from the RICH2 ring radius. The expected value of the de-
flection angle calculated from Eq. (3.14) was taken as a reference point for the correction
procedure (Fig. 5.10).
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Figure 5.9: Run-to-run stability of the position (left) and width (right) of the #-matching peak
between SDD and PADC. The vertical line indicates the change of the magnetic field polarity.
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5.3 Momentum Measurement

The CERES spectrometer allows to determine momentum by two different methods - the
azimuthal deflection in the magnetic field and the ring radius in the RICH detectors. Both
methods are described and compared below.

5.3.1 Azimuthal Deflection in the Magnetic Field

As described in Chapter 3.4, a charged particle experiences a 'kick’ in the azimuthal
direction due to the magnetic field configuration, which is inversely proportional to its
momentum. RICH2 measures 100% of the deflection angle, while the deflection at PADC
is only 65% of this value as shown schematically in Fig. 5.11.

o b
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vertex Ao RICH2
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deflection point

Figure 5.11: Schematic geometry of the deflection in the magnetic field (bottom). RICH2 and
PADC measure different fraction of the deflection angle A¢ (top).

Rewriting Eq. (3.14) in a symbolic way

Po
= — 5.3
where ¢, is 144 mrad for RICH2, and 96 mrad for PADC at the full magnetic field, we
can determine the momentum resolution
dp bo p?

ARG T P T R 9
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and the relative momentum resolution
% = £O'A¢. (55)
p 0

There are two factors which determine the o, resolution, the intrinsic resolution of the
detectors, and multiple scattering which is inversely proportional to momentum. We can

therefore write
2
g,
OAg = \/(Up>2 Gev/c)2 + (7%';&3“') : (5.6)

Looking at the momentum dependence of the Gaussian width of the #-matching dis-
tribution between the silicon detectors and the pad chamber demonstrated in Fig. 5.12,
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we observe a clear widening of the distribution towards small momenta due to the in-
creasing importance of multiple scattering. Taking into account the relation between
the polar and the azimuthal angles df = sin(f)d¢ we obtain the momentum resolu-
tion of the deflection method shown in Fig. 5.13. The curve represents a fit according
to Egs. (5.5) and (5.6). The fit parameters are oy~ gev/e = (2.985 4 0.005) mrad, and
Omutscatt. = (7.15 £ 0.02) mrad/(GeV/c).

5.3.2 RICH Ring Radius Measurement

The momentum of charged particles which are sufficiently fast to produce Cherenkov
light in the RICH detectors can be determined from the ring radius R according to

M Mh

T (B[R
where m is the particle mass. Since pions reach R, only for momenta around 30 GeV/c
we can use this method for their identification and momentum measurement. For pion
momenta below 15 GeV/c, the background generated by other particles is negligible.
Kaons start to produce Cherenkov light only if their momentum reaches 16 GeV/c.

Using Eq. (5.7) we derive the momentum resolution

dp R
— hon= (58)

The corresponding relative momentum resolution is given by

(5.7)

Op

Op R OR 9

= 5y mOR=E 5 P

p Roo - R Roo (mﬂ%h)
where o is the ring radius resolution. In the absence of background, oz depends on the
number of hits N, and on the single hit resolution o, as

(5.9)

Osh

™
OR — 5 \/m
Coefficient 3 in the denominator represents the number of degrees of freedom. These are
x, y position of the ring center, and the ring radius. In practice, the background hits dilute
the 1/+/N dependence (for details see Chapter 6.1).

From Eq. (5.9) follows that for very high momenta the momentum resolution diverges
when ring radius approaches its asymptotic value. For momenta in the vicinity of the
Cherenkov threshold, where the number of created photons approaches zero, the resolu-
tion is governed by 1/\/N — 3 term. Since in the praxis we have to have always at least
4 hits in order to find a ring, the term 1//N — 3 influences strongly the reconstruction
efficiency, but it is not visible on the momentum resolution.

(5.10)

5.3.3 Comparison of Both Methods

The sample of high-p; pions provides for a direct comparison of both methods above
p = 5 GeVl/e. Fig. 5.14 shows the correlation between the ring radius in RICH2 and the

1The single hit resolution has value of o, (RICH1)=1.2 mrad for RICH1, and o, (RICH2)=0.76 mrad
for RICH2, respectively [9].
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Figure 5.14: Correlation between the RICH2 ring radius and the azimuthal deflection angle for
different detector combinations (top) and the corresponding momentum resolutions obtained for
high-p pions with the ring radius in the interval of (13,14) pads (p ~ 8 GeV/c) (bottom).

azimuthal deflection obtained using different detector combinations. If only the RICH de-
tectors are used to calculate A¢ (Fig. 5.14(a)), the two bands representing pions with posi-
tive and negative charge strongly overlap. Replacing RICH1 by silicon drift detectors with
much better angular resolution, the two charges become clearly separated (Fig. 5.14(b)).
The charge separation becomes even more pronounced using the SDD-PADC combina-
tion (Fig. 5.14(c)), even though the smaller azimuthal deflection measured by PADC par-
tially compensates its better angular resolution with respect to RICH2.

The momentum resolution can be determined experimentally in the following way. By
choosing a small ring radius interval AR corresponding to a certain momentum interval
Ap the Gaussian width o 5 4 of the resulting A¢ distribution is a measure for the azimuthal
resolution for the chosen momentum interval Ap (see Eq. 5.5). One such example is
depicted in the bottom part of Fig. 5.14(c).

In Fig. 5.15 the momentum resolutions corresponding to the different methods are
shown. The best momentum measurement is given by the RICH2 ring radius measure-
ment. RICH1 momentum resolution shows the same quadratic dependence as RICH2,
however, with a steeper rise caused by higher background contamination in comparison to
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RICH2. The method of azimuthal deflection has the worst resolution. Consequently, the
RICH2 ring radius measurement is chosen for the momentum determination of identified
high-p; pions. For charged particles with momentum below of the Cherenkov threshold
we have to use for the momentum measurement the deflection in the magnetic field.



Monte-Carlo Simulation

Besides rather well defined properties of the spectrometer, like the geometrical and kine-
matical acceptance, or momentum resolution, there is a large variety of complex effects
mostly tied to the analysis software that potentially affect the physics results. Their impact
has to be carefully studied and well understood before the data can be interpreted. Since
the full simulation of a heavy-ion collision based on various models and the subtleties
in response of the apparatus are not realistic enough, we use an overlay Monte-Carlo
technique: one or more particles of interest are embedded into real events serving as a
background. The full Monte-Carlo simulation is employed only to derive corrections
of the measured charged particle multiplicity in the silicon detectors used for centrality
measurement. This correction together with its limitations is discussed in Chapter 7.

The CERES Monte-Carlo simulation proceeds in several steps. The first part is based
on the software package GEANT [142], which allows to define geometry and material
composition of the detectors as well as the magnetic field [143]. It calculates the path of
a particle and all subsequently generated particles passing through the spectrometer mod-
ified by multiple scattering and deflection in magnetic field. In the output of the GEANT
simulation all information necessary for the simulation of the detector responses is stored.
In the second part, the output from GEANT is used to generate detector signals in a for-
mat identical to that of the measured data so that both can be analyzed with the same
analysis software. 1 This allows later to extract the reconstruction efficiency dependent
on momentum, centrality of collision, etc.

6.1 Detector Response

A comparison of the simulated and the measured response of the various detectors is the
first important step to be taken. Several quantities, like hit characteristics in the silicon
detectors, or ring properties in the RICH detectors, have to be checked and tuned in order
to obtain good agreement between the simulated and the measured data.

1The output is stored in column-wise ntuples as for the real data and in addition contains one block with
Monte-Carlo information about the embedded particles.
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Silicon drift detectors

GEANT simulates the ionization processes of a charged particle passing through the
silicon wafer following the Bethe-Bloch formula and calculates the energy deposited in
the detector. For each particle we can calculate the amount of the deposited charge, using
3.6 eV [123] for creation of one electron-hole pair. However, this signal is influenced
by the readout electronics. The preamplifier chip transfers and amplifies the deposited
charge into the voltage signal. This amplification factor has to be tuned such that the
simulated hit amplitude distribution agrees with that observed in the data. The hit am-
plitude is not homogenous over the wafer, because it changes in the radial direction due
to the ballistic deficit and in the azimuthal direction it shows variations due to the anode
dependent gain. These effects have to be taken into account in order to obtain a realistic
description. Fig. 6.1 compares the hit amplitude distribution in the data and with that in
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Figure 6.1: Comparison between the hit amplitude distribution in data (points) and in the Monte-
Carlo simulation (histogram) for SDD1 (left) and SDD2 (right).

the simulation. The agreement is very good for SDD2, but there is a difference at small
hit amplitudes between the data and the simulation in SDD1. It is due to the artificial hit
splitting caused by sensitivity of the hit reconstruction software on the anode dependent
pulse shape which is not implemented with sufficient accuracy in the simulation.

Hit dimensions are controlled in the simulation by several parameters. While in the
azimuthal direction the width of a hit is given solely by diffusion and geometry, in the
radial direction an additional broadening due to the shaping time of the preamplifier chip
comes into play. In the simulation, the generated signal is spread over 13 time bins and
5 anodes, in total 65 cells, using the realistic interlaced anode structure. On top of each
cell is added a Gaussian distributed electronic noise. In the last step the behavior of the
6-bit non-linear FADC and the scanner is simulated. The comparison of the azimuthal hit
width in the data and in the simulation is shown in Fig. 6.2.
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Figure 6.2: Probability distribution of the number of anodes per hit in data (points) and in the
Monte-Carlo simulation (histogram) for SDD1 (left) and SDD2 (right).

RICH detectors

For the RICH detectors, GEANT calculates positions of Cherenkov photon hits in the
UV-detectors produced by charged particles?. The hit position is influenced by several
effects. GEANT takes into account the slight bend of the particle trajectory in the second
radiator due to deviations of the magnetic field lines from straight lines pointing to the
vertex, chromatic aberration, and multiple scattering. Other effects, such as transverse
diffusion of photoelectrons in the conversion zone and the first amplifier stage, mirror
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Figure 6.3: Dependence of the number of Cherenkov photon hits on ring radius (given as a frac-
tion of R..) in data (symbols) and in the simulation (histogram) for RICH1 (a) and RICH2 (b).

2Since PADC is an almost identical copy of the RICH2 UV-detector, its simulation proceeds in an
analogic way and is not described here. Details can be found e.g. in [9].
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quality, and wire digitization, are simulated by an additional Gaussian smearing of the
hit position in the COOL library. The signal created by a photon in the UV-detector
is several times amplified and distributed over 5 x 5 readout pads [144]. In addition,
a Gaussian distributed electronics noise and gain variations of the readout modules are
included. Details can be found in [9].

The simulation of the RICH detectors plays a key role in pion reconstruction. Since
we determine the pion momentum from the ring radius, we have to carefully check the
number of photon hits and the ring radius in the simulation. Fig. 6.3 shows the mean
number of the reconstructed photon hits as a function of the ring radius, which is given
in a fraction of the asymptotic radius. We can see that data and simulation are in very
good agreement for both RICH detectors. According to Egs. (3.11) and (3.12), we would
expect a parabolic increase of the number of hits with ring radius as shown in Fig. 6.4(a).
However, the data show only a linear increase. For small ring radii, where the number
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Figure 6.4: Dependence of the number of GEANT Cherenkov photon hits on the ring radius (a).
Correlation between the number of the reconstructed and the GEANT Cherenkov photon hits (b).

of produced Cherenkov photons is small, background in the detector artificially increases
the number of hits on rings. For larger number of Cherenkov photons, the finite single hit
resolution and the limitations of the hit splitting algorithm, which is not able to resolve
overlapping hits, cause a deficit of the observed hits (Fig. 6.4(b)).

6.2 Matching Description and Magnetic Field

The reconstructed hits (or rings) from all detectors are eventually combined to particle
tracks. The next step in the simulation is to check the matching distributions between
various detectors. In particular, we are interested in a proper description of the match-
ing between the two silicon drift detectors, and between silicon detectors and the pad
chamber, since we employ in the data analysis selection cuts on those distributions (cf.
Chapter 8.2.1). Fig. 6.5 shows the # matching and ¢ matching distributions between
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Figure 6.5: Comparison of the #-matching distributions in the data (points) and Monte-Carlo
(histogram) for the various detector combinations.

SDD1 and SDD2, and the # matching distribution between SDD and PADC. The shape
of the simulated distributions agrees well with those obtained for the measured data.

The good understanding of the magnetic field configuration in the simulation is im-
portant for momentum determination of charged particles. It can be checked by selecting
pions within a small ring radius interval as employed for determination of the momentum
resolution (cf. Chapter 5.3). Fig. 6.6 shows the comparison of the azimuthal deflection
angle measured by RICH2 and PADC detectors with respect to the silicon detectors for
pion tracks with the ring radius R, = (13,14) pads. The agreement is very good.
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Figure 6.6: Comparison of the azimuthal deflection angle in data (points) and in the Monte-Carlo
simulation (histogram) measured between SDD and RICH2 (left), and SDD and PADC (right),
respectively. Identified pions with the ring radius of 13-14 pads were used.
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6.3 Momentum Resolution

The limited momentum resolution of the spectrometer results in a smearing of the mea-
sured particle momentum and has to be corrected for in the data. Using the overlay
Monte-Carlo simulation, we have embedded into real events pions with a uniform mo-
mentum distribution in the interval of p = (0,20) GeV/c.

Fig. 6.7 demonstrates by several examples the effect of the finite momentum reso-
lution. Clearly, we observe a significantly better resolution for the ring radius method
by comparing to the momentum determined from the deflection in the magnetic field as
demonstrated in Fig. 6.7. For both methods, the reconstructed momentum distributions
have tails towards higher momenta. This results in a systematic shift of the measured
momentum to higher values.
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Figure 6.7: Momentum reconstructed from the deflection in magnetic field (a) and from RICH2
ring radius (b) for simulated pion tracks with different input momentum.

6.4 Reconstruction Efficiency

The reconstruction efficiency correction takes into account to our best knowledge various
detector defects (dead regions, gain variations) and inefficiencies in the track reconstruc-
tion algorithm. Below we discuss separately the reconstruction efficiency e of charged
particles and of identified high-pt pions which is determined using the overlay Monte-
Carlo technique. The value of the reconstruction efficiency is obtained by dividing num-
ber of the reconstructed embedded tracks by the number of the embedded tracks. The
reconstruction efficiency correction is applied as the inverse value of e.

6.4.1 Reconstruction Efficiency of Charged Particles

In order to determine the charged particle’s reconstruction efficiency we tracked through
the spectrometer a large sample of charged pions with a uniform distribution in transverse



6.4 Reconstruction Efficiency 63

momentum p, from 0 to 5 GeV/c and in rapidity y = (2.1,2.6).

The track reconstruction efficiency reaches on average 55% and shows only a weak
decrease with increasing centrality of the collision (Fig. 6.8a) which reflects the very good
resolution of the silicon drift detectors and the pad chamber. The transverse momentum
dependence of the charged pion reconstruction efficiency is presented in Fig. 6.8(b). It is
constant above pt > 0.5 GeV/c and decreases only for particles with pr < 0.5 GeV/c due
to the fixed cutoff of 100 mrad applied on the azimuthal deflection corresponding to the
momentum cut of p = 1 GeV/c (cf. Chapter 5.1.1).

The detection efficiency of the various charged particle species, e.g. pions, protons, or
kaons, is from the SDD and PADC point of view identical, while the CERES geometrical
acceptance is not. This issue will be in detail discussed in Chapter 8.
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Figure 6.8: Transverse momentum (a) and centrality (b) dependence of the reconstruction effi-
ciency for .

6.4.2 Reconstruction Efficiency of Identified Pions

The description of the reconstruction efficiency of high-pr pions is more complicated
in comparison to that of the charged particles, because both RICH detectors come into
play. Dependence of the number of generated Cherenkov photons on pion momentum (cf.
Fig. 6.3) is directly reflected in the strong momentum dependence of the reconstruction
efficiency. This behavior is demonstrated in Fig. 6.9 by a steep rise of the efficiency
curve in the vicinity of the Cherenkov threshold (p ~ 5 GeV/c) followed by a plateau
for pions with p = (10-15) GeV/c. For pion momenta above 20 GeV/e, the ring radius
starts to approach its asymptotic value and the finite resolution leads to a decrease of the
reconstruction efficiency.

Centrality of a collision also strongly influences pion recognition in the RICH detec-
tors. The same effect is observed in polar angle 6 due to higher charged particle density
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at smaller polar angles. Taking into account all these facts, we are dealing with a three-
dimensional problem. The following paragraph describes the main features of the effi-
ciency correction procedure e(Nep, 6, p). that has been developed. Dividing the measured
charged particle multiplicity N, and the spectrometer #-acceptance into several bins, we
construct a two dimensional matrix (N¢, x #) schematically shown in Fig. 6.10. We have
chosen the matrix with size (7 x 7), corresponding to a bin size of 50 charged particles
in N, and 15 mrad in #-space. In each of the grid points the momentum dependent
part of the pion reconstruction efficiency ¢(p) derived from the overlay Monte-Carlo is
parametrized by a polynomial function of the 4-th order.
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Figure 6.10: Schematic view of the Ny, X 8 matrix for the high-p; pion Monte-Carlo efficiency
correction.
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Fig. 6.11 shows the ¢(p) values obtained for several grid points. The reconstruction
efficiency varies over the CERES #-acceptance by a factor of two for peripheral and by a
factor of four for central collisions. As it can be seen, the shape of ¢(p) is not constant in
momentum and depends also on N¢, and 6.

The value of the reconstruction efficiency for a given pion in the experiment is ob-
tained in the following way. Knowing the measured polar angle of the pion track and the
event multiplicity, we first find the cell in the two dimensional (V¢ x #) matrix where the
pion track belongs (see Fig. 6.10). This cell is defined by the grid points (x 1, 3, 3, 74).
For the pion momentum (corrected for the finite momentum resolution), we calculate the
values of ¢(p) in the grid points and use a bilinear interpolation [145] between them to
extract the value of the pion reconstruction efficiency.
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Centrality Determination

The centrality of a heavy-ion collision, defined by the impact parameter of the two col-
liding nuclei, strongly influences the evolution of the hot and dense system created. Con-
sequently, various quantities of interest, like inclusive spectra, or the magnitude of ellip-
tic flow, have to be studied in separate centrality classes. Since the direct measurement
of the impact parameter is not possible, it is commonly estimated from the number of
charged particles (/Vg,) emitted, from the total transverse energy (E+) produced, or by a
complementary observable, the longitudinal energy (£,) representing the energy of the
spectators. In the CERES experiment, the centrality of a collision is determined from the
charged particle multiplicity measured by the silicon drift detectors in the pseudo-rapidity
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Figure 7.1: Raw charged particle multiplicity distribution measured by the silicon drift detectors
in the pseudo-rapidity interval 2 < n < 3.
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interval 2 < 1 < 3. In this chapter, we discuss the corrections which need to be applied
to the measured N, distribution and connect the inferred knowledge about the impact
parameter with the nuclear overlap model [146, 147] expectations.

7.1 Corrections of the Multiplicity Distribution

The charged particle multiplicity measured by SDDs in the pseudo-rapidity interval of 2 <
n < 3ispresented in Fig. 7.1. The peak around N, = 50 belongs to non-target interactions
and it is removed in the offline analysis by requiring the interaction vertex. The cutoff
towards small multiplicities corresponds to the multiplicity trigger threshold of 100 hits
in the multiplicity detector (cf. Chapter 3.5). Before we can connect N, measured with
information on impact parameter b, the data have to undergo several corrections.

SDD charged particle reconstruction efficiency

The determination of the SDD charged particle reconstruction efficiency is a rather
complex problem. To the percent accuracy required, the efficiency is influenced not only
by the hardware imperfections (i.e. dead anodes, electronic noise, pulse shape distortion),
but also by capabilities of hit and track reconstruction software. In particular, ’pile-up’
effects due to finite double-hit resolution and artificial hit splitting are the most important
effects to be corrected for. We have accessed this task using the full Monte-Carlo sim-
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ulation based on the UrQMD model [148]. By comparing the number of reconstructed
charged particle tracks in simulated events with the input number (Fig. 7.2), we obtain the
correction function

N,
& — 0-985 + 0.14 * 1073Nch’measured. (7.1)
Nch,measured
The first, constant term, includes not only the losses due to dead anodes, but also gains
from artificial hit splitting. Both effects nearly cancel. The second term presumably
describes the losses due to pile-up.
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It is not too difficult to figure out the pile-up losses for cylindrical detectors exposed
to particle flux of constant rapidity density dN/dy = A. For the total number of hits that
are lost due to pile-up L we obtain the relation (see Appendix B)

01
1 = Aorde ( ! +9) . (7.2)

Az tan 0 0,

Here, z is the distance to the vertex, and 6, 0, describe the acceptance in polar angle.
As it should, the pile-up losses depend quadratically on particle density. The influence
of the two-particle resolution in radial and azimuthal directions is entering via ér, and
d¢, respectively. For a reasonable choice of §r = 560 um and 6¢ = 44 mrad derived
from Fig. 4.14, the pile-up losses for A = 270 particles per unit of rapidity and geometry
6; = 5.7°, 6, = 15.4° yields the average pile-up probability of 3.0%. This corresponds to
the pile-up term of P/A =1.1.10~* which is in a good agreement with that of in Eq. 7.1.
Strictly speaking, this concerns the pile-up of hits, not of tracks between SDD1 and SDD2
we are dealing with. However, hits on tracks in both detectors are highly correlated, and
moreover, we refer here to the Monte-Carlo simulation allowing for reversed V-tracks.
The correction function in Eq. (7.1) gives the average multiplicity of N, =275, which
is by 11% higher than the corresponding number of N, = 250 obtained after the previous
Monte-Carlo correction of the 1996 data [9]. The source of this discrepancy is believed to
reside in the newly introduced feature of the SDD tracking software, the reversed V-tracks:
two tracks are allowed to share the same hit in SDD2, but each of them has a different
hit in SDD1. We went back to the raw data to study the influence of the reversed V-
tracks on charged particle multiplicity. Fig. 7.3 demonstrates the dependence of the mean
charged particle multiplicity (N¢,) on the size of the matching window between SDD1
and SDD2 with and without including the reversed V-tracks. The size of the matching
window governs whether a combination of the SDD1 and the SDD?2 hit pointing to the
vertex is accepted as a charged particle track or not. From about 2 mrad matching window
we observe an increase of the amount of the reversed V-tracks in comparison to the old
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tracking strategy. The artificial hit splitting problem, which still exists, albeit reduced in
comparison to the old hit finding algorithm as shown in [11], makes this increase even
worse. For the matching window of 7 mrad used in the data production, there is an
increase of 13% in (NNg) observed. Without the reversed V-tracks we have obtained the
correction function (cf. Fig. 7.2)

N, ch,true

= 0.993 4 0.28 - 1073 Nep measured
Nch,measured

(7.3)

resulting in (Ng,) = 252. This value is different from that obtained from the correction
function in Eq. (7.1). However, if the simulation is realistic enough, there should be no
difference in the value of corrected multiplicity, which is apparently not the case.

The problematics of the artificial tracks can be also accessed directly from the data [12,
149] by plotting the angular distance distribution between a fixed track and any other one
in the window w = /d#? + d¢? - sin? §. The results both for the simulated and the real
data are presented in Fig. 7.4. The artificial tracks are concentrated in the peak at distances
below 5 mrad. The peak is in both types of the tracking more pronounced in the data then
in the simulation. The probability for a track being associated with an artificial one can
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Figure 7.4: Distribution of the angular distance w between neighboring tracks in SDDs in the
data with (a) and without (b) reversed V-tracks, and in the Monte-Carlo: with (c) and without (d)
reversed V-tracks respectively (see text).
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be calculated from

JY(dN/dw)dw
B Nevents ) <Nch> ’

where we have subtracted from the peak the expected contribution obtained from an ex-
trapolation of the angular distribution for w > 5 mrad to zero depicted by the dashed line
in Fig. 7.4. The extracted values averaged over the covered centralities are summarized
in Table 7.1. For the tracking without the reversed V-tracks the discrepancy between the
data and the simulation is much smaller than for the new tracking. Consequently, an ad-
ditional downward correction of 8% inferred from the difference between the fraction of
the artificial tracks in the data and in the simulation for the new tracking has to be applied.

(7.4)

SDD tracking

Fraction of artificial tracks

Data Monte-Carlo
reversed V-tracks 13.4% 5.7%
no reversed V-tracks | 5.6% 3.5%

Table 7.1: The fraction of the artificial SDD tracks in the data and in the Monte-Carlo simulation
for the tracking software with/without reversed V-tracks.

Time variations in the multiplicity measurement

The positions of the left and of the right edges of the multiplicity distribution have to
be checked for variation in time. Fig. 7.5 shows the positions of both edges as a function
of the run number. We observe large fluctuations in the position of the left edge, which
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Figure 7.5: Run-to-run variations of the position of the left and of the right edges of the charged
particle multiplicity distribution.
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was traced to an unstable voltage supply of the multiplicity detector MD. This resulted
in the variations of the centrality selection. The position of both edges clearly decreases
in a correlated manner towards the end of the data taking. The reason for this behavior
is a gradual decrease of the efficiency of 15 neighboring anodes in SDD2 . This loss in
charged particle multiplicity was corrected for.

Influence of the §-electrons

The d-electrons are created by beam particles traversing the target discs. In case, a
nuclear interaction takes place in one of the discs, the §-electrons production stops. There
are around 25 §-electrons falling into the SDD acceptance [141]. However, the hits created
in both silicon detectors mostly do not align into a track, because in general they do not
originate from the interaction vertex. Even if they do, their position suffers from multiple
scattering due to their low momentum. The amount of reconstructed J-electrons among
all charged particle tracks could be in principle found by comparing the (V) values for
individual target discs. However, the expected signal and the differences in the acceptance
of the discs are within the errors of the multiplicity measurement.

The fully corrected multiplicity distribution is presented in Fig. 7.6. The averaged
charged particle multiplicity in the covered centrality range is (N¢,) = 262. We have
estimated a systematic error of 5% due to the above described correction procedures.

10 6 < Nch, corrected > =262

d Nevent/d Nch, corrected
|_\
o
T IIIIIII
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Figure 7.6: Corrected charged particle multiplicity distribution measured by the silicon drift de-
tectors in the pseudo-rapidity window 2 < 1 < 3. The vertical lines mark the six centrality classes
(labeled C1 to C6) used in the data analysis.

lanode numbers 160-175
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7.2 Cross Section and Impact Parameter

The centrality of a collision characterized via the charged particle multiplicity has to be
calibrated by reference to the fraction of the total geometric cross section o, defined by
the size of the colliding nuclei as

Ogeo — T * (Ra + Rb)Qa Rap =g - A1/3, (7.5)

where R,, and R, is the radius of the projectile, and target nucleus with A nucleons,
respectively. The value of r is typically around 1.2 fm.

The relation between the cut on the charged particle multiplicity and the fraction X of
the covered geometric cross section defined as

x= / N (do /dNen)dNep (7.6)

Ogeo J Ng,-cut

is plotted in Fig. 7.7.

Figure 7.7: Fraction of the geomet-
ric cross section as a function of the
cut on the number of charged parti-
cles measured in one unit of rapid-
ity (2 < n < 3) by the silicon drift
detectors. See text.
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For comparison of data with various models, it is convenient to relate the centrality of
the collision to the impact parameter b using the relation

bmax
o=2m- / b db. (7.7)
bmin

The obtained values of the impact parameter for our six centrality classes are given in
Table 7.2 at the end of this chapter.
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7.3 Glauber Model of Nucleus-Nucleus Collision

The Glauber or "nuclear-overlap’ model [146, 147] provides a quantitative description of
the geometric configuration of two colliding nuclei. It is based on the concept of a mean
free path with the assumption of an elementary baryon-baryon cross section, which is
considered to be constant throughout the passage of the baryon through the other nucleus.

In this model, we describe the density distribution of the nucleus with mass number
A and radius R 4 by a Wood-Saxon parametrization

_ Po

Palr) = T oGmnre (7.8)

with the surface diffuseness parameter £ = 0.54 fm, the nuclear density under normal

conditions py = 0.17 fm—3, and the nuclear radius at half central density given by
relation

Ry = (1.12AY3 — 0.864 1/3) fm. (7.9)

The density distribution is normalized to

/d3rpA(r) = A. (7.10)

For the following considerations it is convenient to introduce the nuclear thickness func-
tion. It is defined as the density distribution integrated along the beam axis (z):

oo

T(oy) = [ depate..2). (7.11)

—00

Number of participants (wounded nucleons)

Participants, also called 'wounded nucleons', are nucleons which have encountered at
least one binary collision and we denote their number as N,,.. They are thought to be
responsible for the soft particle production and energy deposition in a heavy-ion collision.
At SPS energies an almost linear scaling of the multiplicity of charged particles with N4,
is observed [54, 150, 151].

With the help of the introduced thickness function, the mean number of participants
inan A + B collision at impact parameter b can be expressed as

Npart(b) = /dﬂﬁdy {TA(JS +b/2,y) [1 - (1 - M> B} (7.12)

A
+ Ty(z — b/2,y) [1 — (1 — oaTalestiza) } } .

The inner parentheses represent the probability for a nucleon to pass through the nucleus
without any collision:

owTa(,y) y)>A (7.13)

P [lision) = (1 —
(no collision) ( Yl
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However, collisions at a certain impact parameter do not produce a sharp number of
wounded nucleons due to fluctuations resulting from the microscopical structure. In this
sense, the evaluated number of participants is an average number of wounded nucleons at
fixed impact parameter.
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o N T B T
z @ 1 (®)
5 800 4R .
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Figure 7.8: The number of participants (/N,,,:) and of binary collisions (/V.,;) as a function of
impact parameter (a) and of fraction of the geometric cross section (b).

Number of binary collisions

The number of binary collisions becomes of interest in the high energy limit. A parton
travelling through the medium after its first collision can still suffer further hard collisions
with other partons. The occurrence of these binary collisions is easily expressed using the
introduced definition of the thickness function

Nout(B) = oy / dady Ta(x +b/2,y) Te(x — b/2,y), (7.14)

with oy being the inelastic nucleon-nucleon cross section (o xy =30mbat /s =17 GeV).
The centrality dependence of the number of participants and of the number of binary col-
lisions is shown in Fig. 7.8, both as a function of the impact parameter as well as the
fraction of the geometric cross section.

7.4 Results on the Centrality Measurement

We have divided the data sample into six centrality classes, which are indicated by vertical
lines in Fig. 7.6. Important characteristics of these classes including the corresponding
fraction of the geometric cross section, impact parameter, number of participants and bi-
nary collisions are summarized in Table 7.2. The total geometric cross section calculated
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from the nuclear overlap model with the Woods-Saxon density profile and oy y= 30 mb

is 6.94 barn.
Class | Events (10°) | (Neh) | 0/0geo(%) | O(FM) | (Npart) | (Neon)
C1 7.768 147 | 24.2-30.0 | 7.3-8.1 139 255
C2 6.575 198 | 19.3-24.2 |65-7.3 171 332
C3 5.664 234 | 15.1-19.3 |5.7-6.5 203 410
C4 6.058 273 |110.6-15.1|48-5.7 239 501
C5 6.050 321 6.1-10.6 | 3.6-4.8 | 282 612
Cé6 8.156 395 <6.1 < 3.6 360 840

Table 7.2: Definition of centrality classes.
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Transverse Mass Spectra of Negative
Charged Particles and High-pt Pions

In this chapter we present the transverse momentum, or transverse mass, spectra of neg-
ative charged particles (h~), and high-p pions corrected for background contributions,
momentum resolution and reconstruction efficiency. The obtained spectra are studied as
a function of centrality and compared to those from other p-p, p-A and A-A experiments.
At the end of this chapter a hydrodynamical analysis of the spectra is presented.

8.1 The Abundance of Different Hadrons Species at the
SPS and the CERES Acceptance

Since our simple charged particle tracking (cf. Chapter 5.1.1) does not allow for par-
ticle identification, the measured spectra of charged particles are composed of several
kinds of particles. Table 8.1 gives an overview of the yields of the most abundant hadron
species from central Pb-Pb colllisions at the SPS. Disregarding the small 5 contribution,
the spectra of negative particles consist predominantly from 7~ with an 8% admixture
of K~. The spectra of positive particles are more complicated. They are composed of
7+ with a large fraction of protons and K. Without particle identification it is thus
impossible to make a meaningful analysis of the h™ spectra. However, it is possible
to extract ’net-proton’ yields (p — p) from the positive charge excess (h™ — h™) =
(rt —77)+ (p—p) + (K™ — K~). Since Pb-Au collisions are not isospin symmet-
ric, 7~ are more abundant than = in the low-p region (pr < 0.5 GeV/c). With growing

Particle species | Rel. abundance | Reference Table 8.1: Hadron yields for cen-
tral Pb-Pb collisions at 158A GeV/c

K=/~ 0.08 NA49 [152] | 4 the SPS.

K+ /rt 0.17 NA49 [152]

B/ 0.02 NA44 [153]

o/t 0.23 NA44 [153]

76
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pr, the yields of charged pions become almost equal. The unbalanced yield of (K+—K )
remains, however, an important contribution to the net proton spectra. A detailed analysis
of the (h™ — h™) spectra was performed in [28,141] and is not discussed in this work.
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The limited pseudo-rapidity coverage of the CERES spectrometer (n = 2.1-2.65)
results in a different rapidity acceptance for various particles as illustrated in Fig. 8.1 for
pions, kaons and protons. The spectrometer covers uniformly a region of i, = 2.05-2.65
for pions with p7 > 0.2 GeV/c. However, for kaons and protons is the situation different
due to their larger mass. The spectrometer covers a wider range in the rapidity, but the
corresponding p; acceptance is not uniform.

8.2 Analysis Method

In this section we discuss the selection criteria applied on the charged particle and high-p
pion candidate tracks and study the influence of background, finite momentum resolution
and reconstruction efficiency on the shape of the spectra.

8.2.1 Selection Criteria for h~ and High-py Pion Track Candidates

The selection criteria applied on negative charged particle and high-pr pion track candi-
dates are summarized in Table 8.2. Although most matching distributions are not strictly
Gaussian, we use the sigma of a Gaussian fit of the matching distributions (neglecting
possible tails) for track definition. For both types of tracks we apply first a 20 cut on the
SDD1-SDD?2 # and ¢ matching, and for pions also a 2¢ cut on the § matching between the
SDD and PADC detectors. For charged particles the latter cut had to be tightened in order
to increase the signal to background ratio, S/B. The latter is shown as a function of the
# matching window size for three different centrality bins in Fig. 8.2. We have fixed the
cut to 1.3 o, where the S/ B reaches approximately its maximum. Since the # matching
distribution between the silicon detectors and the pad chamber depends on particle mo-
mentum, as already shown in Fig. 5.12, this cut is momentum dependent. The variations
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in the width of the # matching distributions with the target disc position as well as time
variations discussed in Chapter 5 (cf. Fig. 5.7 and Fig. 5.10) were taken into account.

For pions identified in the RICH detectors, another set of cuts is applied. We require a
correlation between the measured ring radius in both RICH detectors, and the deflection
in magnetic field measured by PADC (cf. Fig. 5.3). The two ring radii have to match
within 10% and the momentum determined from the deflection and from ring radius has
to be within 20 of the resolution.

Type of cut Charged particles High-p; pions
6, ¢ matching SDD1-SDD?2 20 20
# matching SDD-PADC 1.3 o, p dependent 20
ring radius in RICH1 and RICH2 - 10% rel. variation
momentum from deflection and ring radius - 20

Table 8.2: Selection criteria applied on the charged particle and high-pr pion candidate tracks.

8.2.2 Background Contribution

Applying the above mentioned quality criteria on track candidates reduces already sig-
nificantly the amount of background tracks. The remaining background, however, has
to be carefully studied. In general, two different types of background contributions can
be distinguished: physics and random. They are discussed below separately for charged
particles and identified pions.

Negative charged particles

For the simple tracking strategy applied for charged particles, the majority of the back-
ground arises from the random combination of SDD track segments with all available
PADC hits falling into the matching window. Applying the mentioned quality criteria to
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Figure 8.3: Raw pr spectrum of A~ integrated over all centralities. The hatched area represents
the random background contribution.

the data as well as to the events, where we have rotated PADC hits with respect to the
SDD detectors at random event-by-event, and integrating over all centralities we obtain a
raw transverse momentum spectrum of negative charged hadrons and the corresponding
random background distribution displayed in Fig. 8.3. As we can infer from this figure,
the S/ B ratio strongly depends on the transverse momentum of charged particle. More
detailed investigation of this behavior is demonstrated for three different centrality cen-
trality classes in Fig. 8.4. For all measured centralities the S/ B ratio is well above one in
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the interval pr = (0.5,1.5) GeV/c. At larger values of pt the small particle yield results in
a deterioration of the S/ B ratio. In the analysis of h~ spectra the background subtraction
is performed in a p;-dependent way for each centrality bin separately. The contamination
of the A~ sample by electrons is negligible for ms — my > 0.1 GeV/c? as was shown
in [141].

High-p; pions

The random background contribution can be again estimated using the method of
detector rotations. We rotate the detectors behind the magnetic field (RICH2, PADC) by
a random angle with respect to the detectors before the magnetic field (SDD1, SDD2 and
RICH1). In this way we can estimate not only the contribution of the fake tracks arising
from a random combination of the SDD track segments with PADC hit and rings in the
RICH detectors, but also partially reconstructed tracks, where behind the magnetic field
was a track associated with a wrong RICH2 ring and a PADC hit. Fig. 8.5 shows the raw
transverse momentum distribution of charged pions together with the estimated random
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Figure 8.5: Raw pr distribution of 7+ (circles) together with the contribution of random back-
ground (triangles).

background. Over the entire range of the spectrum, the background contribution reaches
only a few percent. Thus, in comparison to the spectrum of 4, the spectrum of identified
pions is essentially free of the background.

Physics background at large p; can originate from electron tracks which are misiden-
tified in the RICH detectors. Since electrons with small momenta are deflected stronger in
the magnetic field than pions with momentum above the Cherenkov threshold, the correla-
tion between the measured ring radius and the deflection angle (cf. Section 8.2.1) is used
to filter them out. The remaining electron tracks with high momenta, however, produce
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the same signatures as pions in all detectors. A detailed study of this type of background
was performed in [141] where a sample of 7° Dalitz decays and ~ conversions generated
using GENESIS [6, 154] was embedded into real data. The physics background contribu-
tion was found to be negligible.

8.2.3 Momentum and Reconstruction Efficiency Corrections

After the background subtraction, the inclusive p7 distributions have to undergo momen-
tum and reconstruction efficiency corrections, which were discussed in Chapter 6.

Negative charged particles

The influence of these corrections on the shape of the A~ spectrum is demonstrated in
Fig. 8.6. The shape of the spectrum is mainly distorted due to the finite momentum res-
olution and the background contamination. After the correction for these imperfections,
the spectrum resembles an exponential shape. The efficiency correction is in the p region
of interest independent on the momentum and causes only a constant correction factor.
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Figure 8.6: An example of the individual correction steps for the inclusive pr spectrum of A™.
The data are integrated over centrality.

High-p; pions

For identified pions is the situation different. The background contribution is very
small and also the momentum resolution of the ring radius method is much better than
the deflection in the magnetic field used for ~~. Thus this correction step causes almost
no change of the spectrum below p; ~ 2 GeV/c and becomes important only for larger
momenta as demonstrated in Fig. 8.7. However, the reconstruction efficiency shown in
Fig 6.11 is strongly dependent on pion momentum and polar angle. Below pr ~ 2 GeV/e
the correction factor increases steeply with decreasing transverse momentum.
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Figure 8.7: An example of the individual correction steps for the inclusive pr spectrum of identi-
fied pions. The data are integrated over centrality.

In the off-line analysis we have found that the average number of pion tracks per
event (pr > 1.2 GeV/c) varies with time as depicted in Fig. 8.8. We can observe sev-
eral dropouts caused probably by improper voltage settings in the RICH detectors which
increased background and thus decreased the efficiency to recognize pion rings. The
projection of this distribution weighted with the number of events in each run gives the
average number of 0.24-£0.02 pions per event.
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8.3 Results

The corrected transverse mass spectra of negative charged particles and high-pr pions
are studied in the following sections for centrality dependence, local inverse slope and
compared to other SPS experiments. At the end of this section we extract information on
freeze-out temperature 7" and transverse velocity 3, by employing hydrodynamical fits to
the spectra.

8.3.1 Transverse Mass Spectra of Negative Charged Particles

The transverse mass spectra of negative charged particles are presented in Fig. 8.9 for
six centrality classes defined in Table 7.2. For a better orientation, we have successively
multiplied the spectra by a factor of 10. The statistical errors are within the symbol size.
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Figure 8.9: Fully corrected inclusive transverse mass spectrum of negative particles for six cen-
trality bins. The spectra corresponding to the different centralities are successively multiplied by
a factor of 10.
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We estimate a systematic error of 15% due to the Monte-Carlo corrections.

The transverse mass distributions of negative particles were also investigated by other
experiments. In Fig. 8.10 we compare our results for central collisions with the NA49 [155]
and WA97 [156] experiments, which studied the »~ distribution in Pb-Pb 158A GeV/c
collisions within the rapidity intervals indicated. The spectra were normalized at my —
mo = 0.5 GeV/c2. The agreement between all three experiments is very good in the
transverse mass region below 1 GeV/c?, but at higher m values our data show a steeper
decrease than the other two experiments. We remark that the last bin of the WA97 ex-
periment has width of 0.5 GeV/c? and its mean value is actually shifted to left from the
bin center due to a steeply falling spectrum. This partially compensates the observed
discrepancy.
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Figure 8.10: Comparison of the CERES h~ transverse mass spectrum for central collisions
(0/0geo < 6%) with NA49 [155] and WA97 [156] results for centrality selection of o/aye, < 5%.
The data were measured in the rapidity regions indicated.
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8.3.2 Transverse Mass Spectra of Identified Pions

As for negative charged particles, we present in Fig. 8.11 the corrected m spectra of
charged high-p; pions in six centrality classes successively multiplied by a factor of 10.
The spectra are constructed from both 7= and 7" particles. The statistical errors are
within the symbol size. The systematic errors due to the Monte-Carlo corrections were
estimated to be 15%. They increase in the vicinity of the Cherenkov threshold to 30% due
to a high sensitivity of the pion ring reconstruction in the RICH detectors. The run-to-run
variations of the number of good pion tracks per event shown in Fig. 8.8 and discussed in
the related text, cause an additional systematic error. Taking 20 of the measured spread
of N, /event, we obtain systematic error of 20%.

There are no other data on charged high-py pions from other SPS experiments. The
only data in the high-p; region are m spectra of neutral pions measured by the WAS80 [157]
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Figure 8.11: Invariant transverse mass distribution of charged pions. The spectra corresponding
to six different centralities are successively multiplied by a factor of 10.



86 8. Transverse Mass Spectra of Negative Charged Particles and High-pt Pions

L E I I I I E
Q - 0 ]
©) B o °© WA98 nt 7
™ - o 1
=10 L o Pb-Pb o/5 ., = (1.0-6.8)% |
o E O =
LS r o . + B ]
Z - o e this work (n +m)/2 .
= - i
wo, L °s Pb-Au 6/G,,,< 6% -
c £~ 3
C e ]
L * ]
-1 *
10 = ¢ —
= * =
C * ]
- ¢ i
) 'QD;
10 = - E
C Y -
C ©- .
- -’- -
-3 b
= - =
C * ’
4 -
10 E_ L _E
-5 " T
10 | | | | | | | | | | 1111 | | .| | L1 1] | | |

0 0.5 1 15 2 25 3 3.5 4

m,-m, (GeV/cZ)

Figure 8.12: Comparison of the transverse mass spectrum of charged pions (this work) and neutral
pions measured by the WA98 experiment.

experiment in Pb-Pb collisions at 200A GeV/c, and its successor, the WA98 [157-161]
experiment in Pb-Pb collisions at 158A GeV/c. We will compare here our results with
the WA98 measurement, since it was performed at the same beam energy. Neutral pions
are reconstructed on a statistical basis from the 7% — ~ + ~ decay in the pseudo-rapidity
interval 2.3 < n < 3.0. For a comparison, the results are presented in Fig. 8.12 for
the best matching centrality class available!. The agreement of the two experiments is
very good. Our data are 15% below the WA98 data in absolute terms which is perfectly
within the systematic errors of both experiments. In addition, we remark that the spectra
are measured in two close, but not identical rapidity regions and centrality selections. We
postpone the further discussion on the shape of the two spectra to Section 8.3.5.

1The WA98 data shown in Fig. 8.12 correspond to the centrality class denoted ’class 7” in [160].
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8.3.3 Combined Spectra of Charged Particles and High-pr Pions

Since the spectra of negative charged particles closely resemble those of charged pions,
except for a small contribution of K, we have combined the two data samples into one
picture as shown in Fig 8.13. The very good agreement in absolute terms between the
spectra obtained by two completely different methods in the overlapping region and for
all centrality classes analyzed is remarkable. The combined spectra span a wide range of
almost 3.5 GeV/c? in the transverse mass and about five orders of magnitude. In the next
section we compare the data to pion spectra measured in p-p and p-A collisions.
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Figure 8.13: Transverse mass spectra of negative charged particles (open symbols) and identified
pions (full symbols). The spectra for six different centralities are successively multiplied by a
factor of 10.
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8.3.4 Comparison with p-p and p-A Collisions

Systematic studies of particle production in p-p collisions became available already in
1960’s. While at /s < 3 GeV the total cross section is strongly influenced by the res-
onances, at /s > 3 GeV it remains approximately constant at the value of about 40 mb
with a large inelastic cross section part of 30 mb [162]. The energy available in the
collision is used for production of new particles, mainly pions due to their small mass.
The multiplicity of the produced particles depends on the energy of the collision and is
conveniently parametrized by the relation

(N.y) = 0.88 4+ 0.441n s + 0.188(In 5)°. (8.1)

We have made a compilation of the existing charged pion distributions in p-p collisions
measured by the experiments at the CERN ISR 2 accelerator in 1970’s. The inclusive
cross sections of 7+ and =~ have been precisely measured as a function of rapidity for
different center of mass energies /s = 23 to 63 GeV [163-165]. For our purposes we
restricted the selection to the data at \/s = 23, 31, 45 GeV measured at y¢; = 0°.

.
T \s=23GeV
L

g- \Vs=31GeV
g. \s=45GeV

Alper et al.

>r>»OmO @

.
Busser et al. * g \s=44.8GeV

E d%s/dp® (mb c®/GeV?)
=
X

' ¥

0 05 1 15 2 25 3 35 4 45 5 55 6
p; (GeVic)

Figure 8.14: Invariant cross section of inclusive 7 production in p-p collisions at different /s
energies scaled to /s =17.2 GeV. The dashed line is an exponential fit for pp < 2 GeV/c, the full
line represents a powerlaw fit to the data, and the dotted line is the combined fit. See text.

%ISR = Intersecting Storage Ring
3The published data points were obtained from the online database in Durham, United Kingdom:
http://cpt19.dur.ac.uk/cgi-hepdata/hepreac/88684.
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For comparison with our measurements, these spectra have been scaled to /s = 17.2 GeV
employing a model of relativistic hard-scattering processes [166]. The inclusive cross sec-
tion for the reaction a + b — ¢ + d at ycy, = 0 is in this model given by

pdo (L= 2pr/V/s)"

e X
dp3 a+b—c+d (p%)N

(8.2)

The parameters NV and F' in the exponent can be calculated in the framework of the ' Con-
stituent Interchange Model’ which is based on ¢ + meson — ¢ + meson processes. Their
values are 2N = 8, and F' = 9 respectively [167].

The scaled transverse momentum spectra of charged pions are presented in Fig.8.14.
They exhibit a nearly exponential shape up to p; = 2 GeV/c depicted by the dashed line
which may be surprising by two reasons. First, we cannot expect a thermodynamical equi-
librium to be reached in p-p collisions, and second, most of the pions are not produced
directly but emerge from decays of heavier resonances. Using the bootstrap hypothe-
Sis [168], Hagedorn succeeded to describe the exponential shape of the spectra. Beyond
pr = 2 GeV/c the shape of the spectra starts to strongly deviate from the exponential
shape, which was interpreted as the onset of hard parton scatterings [169,170]. A power-
law parametrization, originally inspired by QCD [168,171],

f(pT)=0( b ) (83)

Pr + Po

is commonly chosen to fit the spectra with C, p,, and n taken as free fit parameters. A link
to the exponential slope parameter 7" is obtained from the derivative of Eq. (8.3) [157],

f(pr) bo  DPr
Towerfaw:_ —— = — + —. 8.4
pover e = = ) Opr  m | m 54
The slope of the transverse momentum spectrum is characterized by po/n in the limit of
pr — 0, and 1/n characterizes its gradient (concave curvature) along pr.
For the scaled charged pion spectrum from p-p collisions we have obtained the fol-
lowing values of the fit parameters

C = (53.6+3.1) ¢*/GeV’
po = (12.44+0.15) GeV/c (8.5)
n = 71.1440.47.

The fit was performed in the region of (1.0 < pr < 6.0) GeV/c and it describes very well
the shape of the spectrum. Below pr < 1.0 GeV/c, however, the data lie above the values
extrapolated from the fit parameters presumably due to contributions of resonance decays.
Thus we have decided to combine the power law parametrization with an exponential
function at momenta below pr < 1.0 GeV/c [168,172],

C (M2r)" exp (B2D)  pr < pry

fpr) = (8.6)

C nT—pr, \" >
nT—pr1+pr pr = Pr1-
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As can be easily seen, the relation to the above defined parameter is po = nT" — py. The
parameters obtained from this fit are

C = (200.4+4.6) c*/GeV?
T = (166.27+0.48) GeV/c (8.7)
n = 36.22+0.48.

We scale now the charged pion spectra from p-p to Pb-Au collisions simply by mul-
tiplying with number of nucleons in Pb and Au nuclei. Taking into account that we have
measured at 30% of the total geometric cross section, we can compare the charged hadron
and pion spectra in absolute terms. As shown in Fig. 8.17, the invariant cross sections
from Pb-Au collisions are clearly below the scaled p-p reference at small transverse mo-
menta; at p ~ 1 GeV/c they cross this reference, and for high p; they lie considerably
above it.

A similar observation was made in p-A already collisions [101,173-176]. The target
mass dependence of particle production is usually parametrized as A1) connecting thus
the p-p and p-A cross sections. From a compilation of the a/(p) parameters determined in
various experiments shown in Fig. 8.16, it is seen that o > 1 for p >2 GeV/c. This effect
is called Cronin effect and was later interpreted as the result of multiple scattering of the
incident partons [177,178] but it is still not fully understood. Successive measurements of
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) Pb+Au 158A GeV/c
>
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Figure 8.15: Comparison of the transverse momentum spectra of A~ and identified pions from
semi-central Pb-Au collisions with p-p collisions described by the combined fit and extrapolated
to Pb-Au collisions.
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p-W, O-W and S-W collisions [179, 180] showed similar behavior also for the projectile
B. Consequently, it has been proposed to parametrize the nuclear dependence of the
spectra as [181]
d3
E—(AB) = (AB)""D E==(pp). (8:8)
P
We have studied the dependence of the o parameter on transverse momentum for our data
integrated over centrality as shown in Fig. 8.17. The « parameter follows the same trend as
that from p-A collisions, i.e. its value increases monotonically from values considerably
below one for pr < 1 GeV/c to values above one for high p7. It reaches the value of 1.25
at pr = 3 GeVle.

5 13 T
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8.3.5 Study of the Inverse Slope Behavior

Assuming the rapidity distribution is flat in our acceptance, we have fitted the transverse
mass spectra with the expression

T

commonly used to extract information on the inverse slope parameter 7. We have per-
formed the fit using the minimum x? method. The fit regions are my — my, = (0.2-
2.5) GeV/c? for the h~ spectra, and my — mg = (1.2-3.5) GeV/c? for the identified pion
spectra. The values of the inverse slope parameter 7" obtained for our six centrality classes
are displayed in Fig. 8.18.

——— =Aexp
mr me

1 dN ( mT> (8.9)
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Figure 8.18: Centrality dependence of the inverse slope parameter T for /= (left) and high-pp
pions (right). The statistical errors are within the symbol size.

Since the m spectrum of negative charged hadrons contains a small admixture of K —
particles, we have performed also a ’two-exponential’ fit of the A~ spectra, i.e.

LN ey — 4 (exp (—7vp%+mgf> +0.08 exp (_7%%()) . (8.10)

mr me T7r TK

The fit takes into account the relative abundance of 8% of K~ /7~ and the measured
inverse slope of the K~ spectra, Tx- = 226 MeV [152] which were kept fixed. This
correction causes a relative decrease of the inverse slope by 3% as demonstrated in the
left panel of Fig. 8.18. The errors of the inverse slope values 7" obtained from the fit are
within the symbol size. We estimate a systematic error of 5 MeV due to the uncertainties
of the input parameters of the fit to Eq. (8.10).

The comparison of the inverse slope values in central collisions with the other SPS
measurements is given in Table 8.3. Since the inverse slope is very sensitive to the fitted
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particle, my range (GeV/c?) | THAT (MeV), experiment | THAT (MeV), CERES
7, (0.28-1.2) 201342, NA44 [153] 20241 (199+1)

7, (0.2-0.7) 18043410, NA49 [152] 19341 (189+1)

h~, (0.2-1.0) 197+2, WA97 [156] 197+1

Table 8.3: Comparison of the inverse slopes with those from other SPS experiments in central
Pb-Pb (Pb-Au) collisions. The CERES inverse slope values in brackets are for K~ corrected
spectra.

range, we have adjusted it to that of an experiment we compare to. The agreement of our
results with that of the other SPS experiments is remarkably good.

The spectra clearly have a concave curvature. This can be demonstrated by calculating
the local slope at each mr given by

Bo\"' d o
Tl =—|FE E ) A1
local < dp3> me < dp3> (8 )

The local inverse slopes were extracted from the adjacent data points within a small
interval of my = 0.5 GeV/c2. The results are plotted in Fig. 8.19. Similar studies
were done for the 7° transverse mass spectra measured by the WA98 experiment [159].
Their measurement shows a change in the local inverse slope from 7" = 180 MeV at
mp —mgy = 0.5GeV/c2to T = 270 MeV at mr —my = 2.9 GeV/c?, in perfect agreement
with our observations.

) 350 ||||||||||||||||| T T | TrTTT1 TrTTT1 T TTT
® B )
= } B
?D/ - o h corrected for K .
S 300 e identified pions ¢
2 R ]
g I T
o - 8o i
> - ® _
£ 2501 g ° e i
E i ° i
9 i o © e ]
200 — o —
— o —
L G/Ggeo<ll% |
150_| 111 | 1111 | 1111 | 1111 | 1111 | 1111 | 111 I_

0 0.5 1 15 2 2.5 3 3.5

m,-m, (GeV/cZ)

Figure 8.19: The my dependence of the local inverse slope parameter for &~ (open symbols) and
identified pions (closed symbols) in central collisions (o /e, < 11%).
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8.3.6 Hydrodynamical Description of the mp-Spectra

The description of transverse mass spectra in heavy-ion collisions by hydrodynamical
models is well established although, it is not clear how well the requirement of local ther-
malization is actually fulfilled. Furthermore, at high transverse momenta hard processes
are expected to significantly contribute to particle production.

In the following paragraphs we assume the validity of the hydrodynamical approach
and extract the freeze-out parameters, the temperature 7" and the transverse velocity 3;,
for two hydrodynamical models. The emission function of the source is generally defined

as

2 1 P —
S(z,P) = Ji—: My cosh(Y — n) exp <—%

or) ) H(x), (8.12)
where J is the spin, y the rapidity, P 4-momentum of the emitted particle, and x the
corresponding chemical potential. The factor My cosh(Y — 7)) describes the geometry
of the freeze-out hypersurface. The Lorentz invariant Boltzmann distribution reflects the
assumption of local thermal equilibrium at freeze-out. The source is described by its
space-time rapidity n = 5 log [(¢ + 2)/(t — z)] and the 4-velocity u(z),

u(z) = (cosh n, cosh n, cos ¢ sinh 1, sin ¢ sinh 7, cosh 7; sinh 1), (8.13)

which expresses the motion of the different fluid elements of the source. The space-time
distribution of the volume elements is expressed by H (x) [182-184]%,

H(z) = G(r) exp <_ (g(_AZ;32> %EAT)Q exp G%) : (8.14)

where G(r) describes the transverse geometry. Two types of G(r) profiles are commonly
used: a Gaussian one

7“2
G(r) = exp <—@> : (8.15)
and a box-shaped one
G(r)=60(Rp —r). (8.16)

The transverse flow rapidity 7, is assumed to increase linearly with the distance from the

collision axis,
T

() = np—- (8.17)

’rrms

The scaling factor 7 specifies the value of 7,(z) at the transverse rms radius given by

Trms = \/iRG (818)
for the Gaussian transverse profile and by

Rp
Trms = —=
V2

4We remark that there exist differences in the normalization between various authors, but the general
form is identical.

(8.19)
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for the box-shaped one. In the literature the transverse flow is often quoted in terms of the
average transverse expansion velocity j;,

fooo rdr tanh n,(r)G(r)
[ rdrG(r) '

B = (8.20)

Its value is approximately given by the radial velocity at the transverse rms radius, 5;(7ms)
tanh 7. The exact solution shown in Fig. 8.20 results, however, in slightly smaller values
of 5;.

The single-particle transverse mass spectrum is obtained from integration of Eq. (8.12)

dmZ :ﬂ/dy/d xS(z, P). (8.21)
Below we describe briefly two different hydrodynamical models used later for the
extracting of the freeze-out parameters from the measured transverse mass spectra.

Model 1 (Chapman et al.)

The model of Chapman et al. [182] employs the Gaussian parametrization of G(r), a
longitudinal expansion of the Bjorken type [68], and linear transverse expansion profile.
Since the integration of Eq. (8.12) is analytically not possible, the authors have used
several approximations to derive an analytical non-relativistic expression for pions (J =
1, = 0) which is given by

1 dN R?
L R2An, |1+ —2 (An)? —
my dmp o Tt [ +2Ré( ).

mr

8T

(An)‘i}

mr B (mz —m?) 0.5y
X exp [_? T ) (A0 + T/mT] . (822)

~
~
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where the parameters R, and 7, are defined as

1 i 1 omr
w = R—é<1+ﬁtT> (8.23)
L _ 1 m (8.24)

(An)? (Ap? T

The transverse geometrical radius of the source R was measured by the CERES exper-
iment and its value for the central Pb-Au collisions is R; = 6.867052 fm [185]. The
width of the source in the space-time rapidity An is related to the width of the rapidity
distribution Ay by

(Ay)? = (An)? + (8.25)

As was shown in [186], the value of the space-time rapidity is An = 1.3+0.1. Keep-
ing fixed the R, and An parameters, there are only two unknown parameters left, the
temperature 7" and the velocity f;.

Model 2 (Wiedemann et al.)

The model of Wiedemann et al. [183] includes contributions from the most important
two- and three-body resonance decays with pion(s) in the final state: p, A, K*, ¥*, K3,
Y, A, n, w, and ', since their contribution is crucial for a correct description of the yield
and shape of the measured spectra. The transverse mass spectra of the directly emitted
resonances (with the rest mass M) are given by the expression

dir

M;Si]\gme x (2, + 1) MT/d5652/2 K, (% cosh nt(§)> I <% sinh nt(f)> ,

(8.26)
where we have introduced ¢ = r/R¢. All integrals are in Model 2 evaluated numerically.®
The geometrical parameters, like R, An, 79, AT affect only the absolute normalization of
the single-particle spectrum, but not its shape as was shown in [60, 187]. The transverse
momentum dependence of the single-particle spectrum is thus fully determined by the
temperature 7' (or T'(¢) if T depends on r), the transverse flow profile 7,(¢), and the
rest masses and chemical potentials of the included resonances. Influence of various
resonance decays on pion transverse mass spectrum is demonstrated in Fig. 8.21. This
spectrum was calculated with Model 2 for the freeze-out temperature of 7' = 160 MeV
and the transverse flow of n; = 0.3. We can see that the main contribution to the spectrum,
besides directly emitted pions, comes from decays of p resonances. Other resonance
species considered in this model influence the spectrum only at low transverse masses,
i.e. below my — my = 0.2 GeV/c?.

Below we apply the above described models to the measured transverse mass spectrum
of h~ in central collisions. The fit to the spectrum was performed with the CERN package
MINUIT [188], in which we have implemented the analytical form of the transverse mass
spectrum from Model 1 given by Eq. (8.22), and the Fortran code of Model 2, respectively.

5The Fortran code calculating transverse mass spectra supplemented to [183] was obtained from
http://www.aip.org/epaps/epaps.html (document number: E-PRVCAN-56-3265).
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Figure 8.21: The pion transverse mass spectrum for freeze-out temperature of ' = 160 MeV
and transverse flow of ; = 0.3 obtained from Model 2 including resonance contributions. The
normalization of this spectrum is arbitrary. The relative normalizations of various resonance con-
tributions are fixed by the assumption of thermal and chemical equilibrium.

Hydrodynamical Fit without Resonance Contributions

The hydrodynamical fits of the A~ spectrum from central collisions which include
only direct pion contribution are for both models presented in Fig. 8.22. The fit was
performed in the transverse mass range of m, — mq = (0.5-2.5) GeV/c?. Both models
describe the overall spectrum, albeit Model 1 shows larger deviations for transverse mass
of mp > 1.5 GeV/c?, which is not the case for Model 2. The best fit values of the freeze-
out parameters obtained from Model 1 are 7' = (145.4+0.1) MeV and 3; = 0.278+0.001,
and from Model 2 7" = (152.9+0.1) MeV and n; = 0.232+0.002, respectively.

Besides the best fits, other combinations of 7" and 3, also allow description of the m
spectrum. Keeping the transverse velocity [, fixed at certain value, we have fitted the
spectrum leaving the temperature and the normalization constant as free fit parameters.
The obtained result is shown in Fig. 8.23. We observe a very different result for the two
discussed models. While in the case of Model 2 the dependence of the freeze-out tem-
perature on /3; shows a steep decrease with increasing /;, for Model 1 and the velocities
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Figure 8.22: The hydrodynamical fits to the transverse mass spectrum of #~ measured in central
Pb-Au collisions (0/04., < 6%). The data were fitted with Model 1 (left) and Model 2 (right),
respectively. The fit range is chosen as my—mg = (0.5-2.5) GeV/c?. Only direct pion contribution
is considered. The given freeze-out parameters are the values of the best fit.

B¢ > 0.4 the temperature is about constant and approaches the value of 7' = 115 MeV.
This behavior of Model 1 can be ascribed to the non-relativistic approximation used.
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Figure 8.23: Dependence of the
freeze-out temperature T on the
transverse velocity S; from the fit
to the h~ spectra obtained from
Model 1 and Model 2. The latter
model was used with/without res-
onance contributions. The fit was
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2.5) GeV/c? range.
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Hydrodynamical Fit with Resonance Contributions

We investigate now the effect of resonance decays implemented in Model 2 on the val-
ues of the freeze-out parameters. Since we require all particle tracks to point back to the
interaction vertex, Model 2 was used including all resonances except A and K. From the
shape of the direct pion spectrum and that of pions emitted from various resonance decays
(cf. Fig. 8.21), we expect to obtain a higher freeze-out temperature if resonance contribu-
tions are included. The results of the best fit are shown in Fig. 8.24. Indeed, the obtained
freeze-out parameters are 7' = (191.5+0.2) MeV and n; = 0.161+0.002. The fit was
again performed in the range of ms — mg = (0.5-2.5) GeV/c2. Its extrapolation to lower
mr values shows an increasing discrepancy between the data and the model. The relative
difference between the data and the model reaches 18% for m; — mg = 0.2 GeV/c?.

3
N; 10 S R L Figure 8.24: The hydrodynamical
8 F g 1 fit to the transverse mass spec-
s, 10 2L R ' - trum of A~ measured in central Pb-
g E A 3 Au collisions (o/0g4e, < 6%) with
T - 1 Model 2 including the resonance
g 10 3 0 05 115 2 25 33 contributions (see text). The fit
2 - MrMo (SeVIEY 3 range is chosen as mz —mg = (0.5-
N_i 1 b /’ . 2.5) GeV/c2. The given freeze-out
— F . ] parameters are the values of the best
£ [ resonances ] fit
= 1 '
=10 ¢ E
e - 1
S 107 _
- . Model 2
10°L T=192Mev J
£ m,=0.16 (B,=0.15) E
10-4_....|....|....|....|....|....|..'"'.-.J_

0O 05 1 15 2 25 3 35
m-m, (GeV/CZ)

We remark at this place that applicability of Model 2 on our A~ spectra is limited,
since the spectra contain also contributions from K ~ and antiprotons. More sophisticated
hydrodynamical calculations are thus necessary including e.g. that of [184, 189, 190].
Such investigations are, however, beyond the framework of this thesis.
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Collective Elliptic Flow

In this chapter we present an analysis of elliptic flow obtained from the azimuthal corre-
lations of particles with respect to the reaction plane using the Fourier expansion method.
We describe first the procedure to determine the event plane together with the corrections
applied. Since the knowledge of the event plane is essential for the flow analysis, we
employ the Monte-Carlo simulations in order to test the reliability of the methods. Next,
we discuss centrality and transverse momentum dependence of elliptic flow for charged
hadrons and high-p, pions. The chapter is closed with the comparison of our results to
other experiments and models. Some of the results are published in [191, 192].

9.1 Fourier Expansion of Azimuthal Distributions

It is very convenient to describe the azimuthal distributions of particles with respect to the
reaction plane by means of a Fourier expansion [70, 72]

SN 1 &N
d*p 27 prdprdy

{1 + 3 2v,, cos[n (¢ — \IIR)]} , (9.1)

where Uy denotes the true reaction plane angle and ¢ the azimuthal angle of an emit-
ted particle. The sine terms vanished due to the reflection symmetry with respect to the
reaction plane.

The essence of the Fourier expansion method is to first estimate the reaction plane,
which we denote event plane in order to distinguish it from the true reaction plane. The
method uses the anisotropic flow itself to determine the event plane (cf. Section 9.2).

Next, the Fourier coefficients in the expansion of azimuthal distribution of particles
with respect to this event plane are evaluated. The physics meaning of the first two Fourier
coefficients is schematically depicted in Fig. 9.1. The coefficient v; quantifies directed
flow. A positive (negative) value of the v, coefficient indicates a shift of the particle
distribution parallel (antiparallel) to the z-axis. The coefficient v, represents the elliptic
deformation of the particle distribution from which the name élliptic flow is derived. If
the major axis of the ellipse-like distribution lies in the reaction plane the value of v, is

100
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Figure 9.1: Schematic picture of azimuthal distributions demonstrating meaning of the 4 and v,
Fourier coefficients.

positive (in-plane eliptic flow). If it is oriented perpendicular to the reaction plane, v, is
negative and it is referred to it as out-of-plane eliptic flow.

Since the finite number of detected particles results in a limited resolution of the event
plane angle, the measured Fourier coefficients have to be corrected up to what they would
be if determined relative to the true reaction plane. This is done by dividing the observed
vy, coefficients by the event plane resolution estimated from the correlation of the event
planes of independent subevents (cf. Section 9.3).

9.2 Event Plane Determination

The standard method for the event plane determination requires knowledge of three-
momentum vectors of the identified particles in the final state [193]. We use the silicon
drift detectors for the event plane determination taking advantage of their full azimuthal
acceptance. However, they do not provide momentum information and thus we have re-
constructed the event plane angle without momentum weighting factors as

N .
U, = 1 retan <@> — Larctan (M) , (9.2)
n o n > i, cos(ng;)

where ¢; is the azimuthal angle of the -th detected particle and n is the order of the
Fourier harmonics.

The two silicon drift detectors can be either used as two independent devices and the
event plane is determined from positions of the detected hits, or as one combined device
using then silicon track segments for the event plane determination. Both approaches
have their pro and con. Since the resolution of the event plane, which will be discussed
later in this chapter (see Section 9.3), improves with the number of particles used for its
reconstruction, the higher number of hits than tracks would favor the first case. More-
over, the influence of the dead regions in the detectors is cumulated if they are used in
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a combined way, which also gives a priority to hits. However, the reconstruction of the
event plane from tracks is favored from point of view of smaller background contamina-
tion originating e.g. from electronics noise or artificially split hits. We have decided to
use both approaches.

Figure 9.2: Definition of the sam-
ple division for the event plane de-
termination.

event plane particle

To avoid autocorrelation effects, we have divided the silicon detectors into 100 slices
in ¢ direction as shown in Fig. 9.2. Every fourth slice is combined into a sample resulting
in four samples, which we have denoted «, b, ¢, and d. In each event we thus obtain four
event plane angles: ¥¢, ¥ ¢ and ¢ for a given order n. For the extraction of the flow
signal we use then non-adjacent slices only, i.e. if the particle is located in the sample a,
the event plane is taken from the sample c.

For an ideal detector with full azimuthal coverage, the distribution of the event plane
angle is isotropic due to random orientation of the collision geometry. However, in reality
different effects like dead regions in the detector, gain inequalities, geometrical offset
between the beam position and the center of the detector in the = — y plane introduce non-
flatness into the event plane angle distribution. An example of the measured event plane
angle distribution is demonstrated in Fig. 9.3 and Fig. 9.4 for the event plane determined
from the SDD hits (for the SDD tracks is the situation similar). Clearly, the shape of
the measured distribution is not uniform. Below we show that the origin of the observed
non-uniformities is very well understood in the Monte-Carlo simulation.

9.2.1 Event Plane Distribution in the Monte-Carlo Simulation

For a detailed understanding of the event plane distribution observed in the data the
Monte-Carlo simulation was performed. It is based on the event generator MEVSM [194]
developed for the RHIC experiments. The main advantage of this event generator, besides
its CPU-speed, is that the user has more control over the simulated particle distributions
compared to standard event generators such as UrQMD [148]. The event plane angle
distribution in the simulation was chosen to be uniform in the interval of (—, 7) and
the multiplicities of charged particles were tuned to those observed in the data. The un-
derlying parametrization of the anisotropic flow in MEVSIM comes from [72]. In the
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simulation we have used value of v, = 4%, which is approximately the magnitude of el-
liptic flow observed at the SPS in semi-peripheral collisions. Strictly speaking, on the top
of the MEVSM simulation a GEANT simulation followed by the CERES analysis chain
as presented in Chapter 6 should be performed. However, since a high statistics GEANT
simulation of about ~ 10> Pb-Au collisions needed for careful studies is too much CPU-
time consuming, we have decided to write a simplified standalone simulation. It includes
to our best knowledge all necessary information about:
¢ the interaction vertex distribution along the beam axis together with the proper dis-
tribution of the reconstructed interaction vertices in the = — y plane reflecting the
beam position on the target discs.
¢ the geometrical alignment of the silicon detectors described by z, y and ¢ offsets.
Moreover, since the aluminum ring on which both SDDs are mounted was inserted
into the carbon target tube with a tilt it is taken into account as well. The tilt is
described by two parameters, an amplitude of the tilt and a tilt angle
¢ the dead and noisy anodes in both SDDs. For a good agreement between the data
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=~ | Z |
% 4000 |- T 4000 -
3500 3500 —
3000 nJJf 3000 [geate? 4
2500 o 2500 2 e
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O i 1 1 I 1 1 1 1 I 1 1 1 1 I 1 O i 1 1 I 1 1 1 1 I 1 1 1 1 I 1 1
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Figure 9.3: Comparison of the event plane angle distribution between the data (histogram) and
the simulation (circles) for SDD1. The vertical lines show the dead regions in SDD1.
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and simulation also the surrounding of the dead anodes needs to be described prop-
erly, since a neighboring anode of a dead anode looks like a "noisy’ anode.

The comparison between the measured and simulated event plane angle distributions
for the four samples is shown in Fig. 9.3 and Fig. 9.4 for the event plane determined from
the hits in SDD1 and SDD2. For the event plane determined from the SDD tracks is
the situation similar (not shown here). Our simulation is able to reproduce very well the
distributions observed in the data. There is a clear difference visible in the event plane
distribution in the two detectors. Since SDD1 had only seven dead anodes (represented by
the vertical lines in Fig. 9.3), the distribution of the measured event plane angles is not so
much distorted and the influence of the geometrical offset, which results in a sine struc-
ture, is visible. SDD2 had on contrary 31 dead anodes concentrated in two big regions
each consisting of 6, and 16 dead anodes, respectively. The effect of the dead anodes
dominates the influence of the geometrical offset.
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Figure 9.4: Comparison of the event plane angle distribution between the data (histogram) and
the simulation (circles) for SDD2. The vertical lines show the dead regions in SDD2.
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9.2.2 Flattening of the Event Plane Distribution

As already shown in the previous section, the distribution of the reconstructed event plane
angles is not uniform (cf. Fig. 9.5(a)) and this non-flatness propagates further and affects
the measurement of the flow signal. To account for this effect the so called ’flattening
procedure’ has to be applied. Several techniques such as re-centering, weighting, mixed
event method, Fourier expansion method, etc. have been developed [72, 88, 195]. The
flattening procedure used in this work is based on the combination of the recentering
and Fourier expansion method. It is a global correction in a sense that the reconstructed
event plane angle distribution is averaged over a run containing typically around 2 - 4-10°
events, supposing that all the distortions are stable within the run. It proceeds in the
following steps:

1. From the data, which are divided into six multiplicity classes, we calculate the mean
values of @, , and @, ,;:

<Qn,x> = <Z COS(n¢i)>

(Quy) = (3 sin(nei)), (9.3)

where (...) indicates the event averaging. Then we shift the raw @, , and @,
distribution to zero, recalculate the event plane and obtain a new one which we
denote T (Fig. 9.5(b)):

1) _ 1 Qny — <Qny>
g = ~arctan (—Qw — <Qn,m>) (9.4)
—~ 5000 . ——— ——
E B [ © |
2 | I )
% 2500 ety e g LA e

recentered 1 L after Fourier
3 1 correction
O MR RS MR R TS M RS
-1.5 0 15 -15 0 1.5 -15 0 1.5
¥, (rad) ¥ (rad) ¥ @ (rad)

Figure 9.5: Individual steps of the flattening procedure. The measured event plane distribution for
n = 2 calculated from the SDD tracks in the sample « (a), after recentering (b), and after Fourier
correction (c).
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2. The final event plane 2, which has already a uniform azimuthal distribution
(Fig. 9.5(c)), is obtained from ¥{" as

\D%Q) _ \Ifgll) 4+ A\I’g), (9.5)
where
A = 3 (Aucos(mn () + By, sin(mnt))) 89)

m

By requiring the m-th Fourier components of the new distribution vanish we can evaluate
the coefficients A,, and B,,,. Using the Taylor expansion we can write

(sin(mn¥@Y)) = (sin(mn¥Y + mnATD))
(sin(mn¥ 1)) + (cos(mn¥ M )ymnAT D)
(sin(mn¥ M)y 4+ mnA,,/2 =0 (9.7)
(cos(mn¥?)) = (cos(mn¥V) + mnATW)Y)
~ (cos(mn¥M)) — (sin(mn¥D)mnATY)

0. (9.8)

The coefficients A,, and B,, have to satisfy the following conditions:

2
= = (s (1)
Apn mn(sm(mnllfn )
2
B, = — o) .
m mn(cos(mn 2)) (9.9)

We have calculated A,, and B,, coefficients upto m = 4, which turned to be enough
precise. The final result of the flattening procedure of the event plane distribution recon-
structed from the hits and tracks for the second Fourier harmonics can be seen in Fig. 9.6.

9.3 Event Plane Resolution

The measured Fourier coefficients are smaller due to the finite resolution of the measured
event plane W¢ (where i = a, b, ¢, or d) as compared to the true event plane ¥ and
they have to be corrected up. For simplicity, we omit below the index n in W . The true
azimuthal distribution is given by Eq. (2.11), however, in the experiment we measure:

dN

do—0) A{1+ n; 20! cosn(p — ¥}, (9.10)

where v/, are the measured Fourier coefficients. Introducing the deviation AU between
the true and the reconstructed event plane angles

AV =0 — Ty, (9.11)
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Figure 9.6: The second Fourier harmonics event plane angle distribution measured (full line)
and after the flattening procedure (dashed line) determined from the SDD1 hits (left), SDD2 hits
(middle) and SDD tracks (right). From top to bottom are shown the 4 ¢-samples a, b, ¢, and d.

we can derive the relation between v,, and v/, coefficients, i.e.

, (Acos(n(¢p—0%)))  (Acos(n(¢p — Vg — AW)))

" (A) - (A)
_ (Acos(n(¢p — Ug))){cos(nAW)) N (Asin(n(¢p — Wg)))(sin(nAW))
(A) (A)
= (A cos(n(¢ — %]R;»(COS(HA\I]» = v, (cos(nAW)), (9.12)

where the sine terms cancelled out because of the symmetry. The true magnitude of the
vy, coefficients is then given by relation

! !

v, v

(cos(nAD)) (cos(n(\Iﬂn —0R))

(9.13)

Up =
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The denominator contains the unknown angle W ; of the true reaction plane which can be
expressed by the measured differences between the event plane angles in the individual
samples ¥* and ¥/, i.e.
cos(n(¥' — W) = cos(n((¥' — Ug) — (¥ — Ug)))
= cos(n(¥" — Wg)) cos(n(W/ — Wg))
+sin(n(¥ — Ug)) sin(n(¥ — Ug))

(9.14)
and the event averaging gives
(cos(n(T" = B7))) = (cos(n(T' — T))cos(n(¥ — Tp)))
+(sin(n ( Wg)) sin(n ( Ur)))
= (cos(n(¥" — Wg)))(cos(n(¥ — Yg)))
+(sin(n ( R))><sm( (¥’ \PR))>
= (cos(n(¥" — Wg)))(cos(n(¥ — Wg))). (9.15)

Analogically, by exchanging j by k, or i by 7, we can write
(cos(n(T" — TF))) = (cos(n(T" — Wp))){cos(n(T* — Wg))), (9.16)

(cos(n(W7 —T*F))) = (cos(n(W — Ug))){cos(n(T* — Wg))). (9.17)
Combining Eq. (9.15) and Eq. (9.16) we can express the denominator of Eq. (9.13) as

Z_ B (cos(n(* — W7))) {cos(n(P* — ¥F)))
(cos(n(¥" — Tr))) = \/<Cos(n(\lfj — Wg))) (cos(n(W* — Wg)))

Substituting for (cos(n(¥’ — W¥R))) using Eq. (9.17), we obtain eventually the desired
relation

(9.18)

i_ _ [ {eos(n(¥’ — W)))(cos(n (V' — U*)))
(cos(n(V' — Tg))) = \/ Tcos(n (V7 — T9))) . (9.19)

In the case of the random sample selection (which is not our case) where are all slices
equally influenced by dead anodes etc., Eq. (9.19) simplifies to

(cos(n(T — Wg))) = (cos(n(W7 — Tg))) = +/(cos(n(Ti — Wi))). (9.20)

Eq. (9.19) provides a way to estimate the event plane resolution in the data using corre-
lation between the samples. An example of such correlation between samples a and b
is shown in Fig. 9.7. Since we have divided each event into four samples, we have for
each of the samples three possibilities to determine the event plane resolution. Fig. 9.8
shows the centrality dependence of these three correction factors for the second Fourier
harmonics event plane. We observe that always two correction factors for a given sam-
ple are very close to each other but the third one exhibits a certain offset. This behavior
is most pronounced for the event plane determined from the SDD1 hits. The described
observation is an evidence of an additional correlation between the samples which is not
due to flow. This issue is discussed in detail in the next section.
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9.3.1 Correction for ’Non-Flow’ Correlations Between Samples

In reality, the subevents (samples) are not completely independent from each other. The
reason for that is existence of “non-flow’ correlations which have either physics origin
(momentum conservation, particle decays, two- and many-particle correlations, jet pro-
duction etc.), or are due to various correlations in detectors used for the event plane es-
timation. The first type of the additional source of correlation will be discussed later in
Section 9.5.2. Here we concentrate only on the second mentioned type.

As for example the E877 experiment at the AGS in BNL reported [196], the show-
ering effect in the calorimeters used for the event plane estimation can induce additional
correlations between the samples. In our case a natural candidate of such correlations is
the artificial hit splitting in the silicon detectors. It increases the strength of the correla-
tion between the neighboring samples since a hit belonging to a certain particle is shared
between two samples. A supporting argument for this explanation is that the observed
difference between the three possibilities of the correction factors is higher in SDD1 than
in SDD2 coinciding with the observation that the artificial hit splitting is higher in the
first of the two detectors [11]. Moreover, there is almost no difference between the three
possible correction factors in the case when the SDD tracks are used for the event plane
estimation.

Let us simplify the notation used in the previous section and define

Cij = (cos(n(¥" — W))), (9.21)

where i and j is one of the 4 samples (a, b, ¢, or d), i # j. If only correlations due to flow
exist, we can write

Ci; = (cos(n(¥" — Wg))) cos(n(¥ — Wg))) (9.22)
and for our four samples the following constraints have to be satisfied

Cabccd = Caccbd = Cadcbc- (923)
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Figure 9.8: Centrality dependence of the 3 possibilities of the event plane resolution correction
factor of the second Fourier harmonics event plane for the event plane determined from SDD1 hits
(left), SDD2 hits (middle) and SDD tracks (right) and different samples (from top to bottom).

However, if in addition non-flow correlations are present Eq. (9.21) is modified to
Cij = (cos(n(’ — Wg))){cos(n(W — Wg))) + fi; = Cij + fis. (9.24)

where the parameters f;; describe the non-flow contributions. Using the new notation, we
can rewrite Eqg. (9.19) as

i _ (Cij + fi)(Cix + fir)
(cos(n(T* — Wg))) = \/ Co + [ot) .

Let us now try to explain the observed behavior of the correction factors (cf. Fig. 9.8).
If the hit splitting is the dominant non-flow contribution, we would expect that f;; > 0
between direct neighbors (fus, fad, foe, fea) @nd fi; = 0 in the case of f,. and f,,. Hence,

(9.25)
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according to Eq. (9.25), the three possibilities of correction factor for sample «a are given
by

(cos(n(T™ — Wp))) = ¢WW*MW%+EJ:¢@ﬂm+ﬁn

(Cbc + fbc) (Cbc + fbc) ’

w2 . (Cab + fab)(Cag + faa) _ [(Cap + fan)(Caa + faa)
(cos(n(¥ Ugr)) = \/ Coa + o) = \/ o :

(Cos(n(\I'“’3 . \I’R))> — \/(Cac + fac) (Cab + fab) _ \/Cac(oad + fad)‘ (926)

(Cad + fad) (Ccd + fcd)

If all of Cj; and f;; factors have approximately the same magnitudes which we denote
C' and f, we can easily see that the first and the third correction factors (which are the
inverse of Eq. (9.26)) behave like 1/4/C and the second one behaves like 1//C + 2.
Here, we have neglected the terms of the order of f2. This situation corresponds exactly
to our observation.

Further check, which supports our explanation, is based on six instead of four samples
used for the event plane determination. Since in the output of the produced data the event
plane is already calculated using only four samples, we have reproduced a small part of
the data for SDD1 and made a new estimation of the event plane using six samples. There
are now 10 possibilities how to construct the correction factor of each sample. They can
be schematically grouped into five types which we denote by A, B, C, D, and E:

, C+f 1
TYPE A: R Y ek
_ c 1
TYPE B: C(C+f)_ %thf’
TYPE C: ¢ _ (9.27)
' C+NHC+]f) VJOT+2f '
, C+f 1
TYPE D: c-c>ﬁ’
] C B 1
TYPE E: m_%.

From these relations we can expect the following ordering of the corrections factors (from
high to low): type D, followed by types A and E, which should have similar values, type
B and finally type C. We remark here that the two types of correction factors in the case
of four samples correspond to the type A and type C. The obtained centrality dependence
of the correction factors is shown in Fig. 9.9 and agrees very well with our expectation.

Since there is no handle how to separate these additional correlations, we use a semi-
empirical approach suggested in [196] to correct for them. A deviation from Eq. (9.23)
can be measured by calculating

A = (CClg — CacCha)® + (CayCld — CadCie)® + (CacCha — CagChe)®.  (9.28)
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Figure 9.9: Centrality dependence of five different possibilities of the resolution correction factor
of the second Fourier harmonics event plane determined from SDD1 hits together with expectation
(for details see text).

Supposing now that the f;; parameters are in the first order independent on centrality, we
can establish their values using a minimization fitting procedure of the function

A=Y A(Na), (9.29)

Nch—bin

where A(N,,) is the A defined by Eq. (9.28) in a given centrality bin. Table 9.1 shows
the values of the six f;; parameters derived from the numerical minimization of Eq. (9.29)
for the second Fourier harmonics event plane.

| | SDD1 hits | SDD2 hits | SDD tracks |

Table 9.1: The values of the f;; pa-

Ja 0.0177 0.0160 0.0101 rameters obtained from the mini-
Jac 0.0000 0.0000 0.0000 mization procedure.

Jad 0.0138 0.0089 0.0042

e 0.0162 0.0100 0.0119

Jd 0.0000 0.0000 0.0000

Jed 0.0163 0.0000 0.0051
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Figure 9.10: Centrality dependence of the 3 possibilities of the event plane resolution correction
factor of the second Fourier harmonics event plane determined from SDD1 hits (left), SDD2 hits
(middle) and SDD tracks (right) and different samples (from top to bottom) after correction for
"non-flow’ effects between samples. For completness are also shown correction factors calculated
according to Eg. (9.20) (open circles).

9.4 Extraction of the Flow Signal

Let us here explain how is the flow signal extracted. As already mentioned, in order to
avoid autocorrelation effects we have to be careful which of four possible event planes in
a given event to use. Since we have four samples, there exists always a pair of samples
which is separated by another sample and is free of the autocorrelation effects. This
means, if a particle of interest belongs to the sample a, we correlate it with the event
plane determined in the sample ¢ and analogically for other combinations. The measured
flow values are in each sample corrected with the corresponding correction factor for the
event plane resolution. The final flow value is obtained by averaging over the samples. For
the determination of directed flow we use the event plane of the first Fourier harmonics,



114 9. Collective Elliptic Flow

and for the elliptic flow the second Fourier harmonics event plane, respectively.

9.4.1 Flow Signal in the Monte-Carlo Simulation

Before coming to the evaluation of the flow signal in the data, let us prove that in the
Monte-Carlo simulation, which includes all known detector deffects and geometrical off-
sets, we obtain the flow value which was used as an input, namely v, = 4.0 %. The
elliptic flow values obtained from the simulation after applying the flattening procedure
(cf. Section 9.2.2) and corrections for the event plane resolution (cf. Section 9.3) for all
three possibilities of the event plane determination, are listed in Table 9.2. They are all
within the errors consistent with the input value. Thus, we can be sure that all correction
procedures applied lead to correct flow results, even in the case of the large distortions of
the measured event plane distribution.

event plane determination | v, [%] Table 9.2: Values of the elliptic

ideal 4.0 flow obtained in the simulation for
- the three different event plane deter-

SDD1 hits 4.090+0.041 minations.

SDD2 hits 4.012+0.045

SDD tracks 4.050+0.047

9.4.2 Flow Signal in the Data

An example of the measured azimuthal distribution is shown in Fig. 9.11 for charged
particles with respect to the first and second Fourier harmonics event plane determined
from the sample a in semi-central collisions (centrality class 1). Both distributions are
integrated over the transverse momentum and pseudo-rapidity. The data show a cosine
shape typical for anisotropic flow. The distribution of particles with respect to the first
Fourier harmonics event plane has maximum at ¢ — U{ = 0, which means that the
directed flow is oriented in the event plane. This is in line with our expectations because
we measure left from the mid-rapidity. Elliptic flow is also oriented in the event plane
as confirmed from the observed maxima of the azimuthal distribution with respect to the
second Fourier harmonics event planeat ¢ — ¥ =0and ¢ — ¥§ = 7.

The results on directed flow measured by the CERES experiment can be found in [76,
90]. Below we concentrate only on the analysis of elliptic flow, which is analyzed with
respect to the event plane determined from the SDD tracks. The values of elliptic flow
agree very well with each other for the event plane determined from the SDD1 and the
SDD2 hits. The elliptic flow obtained from the correlations with respect to the event
plane reconstructed from the SDD tracks is about 15-20% higher than from the hit event
planes. Our explanation of this effect is that our effort to account for the additional "non-
flow’ correlations between samples due to the hit splitting as described in Chapter 9.3.1 is
not realistic enough. But still, the confirmation of the results obtained from correlations
with respect to event plane determined in two different ways is satisfactory.
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Figure 9.11: Example of experimental azimuthal distributions of A= integrated over transverse
momentum and pseudo-rapidity in semi-central collisions with respect to the first (left) and the
second (right) Fourier harmonics event plane determined from the SDD1 hits in the sample a.

9.5 Results

9.5.1 Differential Elliptic Flow of A* and High-pt Pions

Since the elliptic flow is constant within the small CERES pseudo-rapidity coverage of
2.1 < n < 2.65, we study in detail only its centrality and transverse momentum depen-
dence. The centrality dependence of the v, parameter is shown separately for charged
hadrons and identified pions in Fig. 9.12. For h* were the data integrated over the pr
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Figure 9.12: Centrality dependence of v, for charged hadrons (a) and high-p; pions (b).
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range of (0.5-2.5) GeV/c. For pions the transverse momentum cut of pr > 1.0 GeV/c
was used. In both cases, we observe a linear decrease of the elliptic flow magnitude with
centrality. In the most central collisions values of v, have to approach zero since there is
no more asymmetry in the transverse plane present. However, in the most central bins are
the v, values slightly negative. This is caused by the poor event plane resolution in very
central collisions. The systematic uncertainties in v, are mainly caused by the finite event
plane resolution which is quantified by the spread in the correction factors. We have esti-
mated the absolute systematic errors in v, to vary between 0.005 for the most peripheral
events, to 0.015 for the most central events.

Comparing the v, magnitudes for charged particles, where low p7 selection is applied,
with those for high-p; pions in the same centrality bins, we can infer that the magnitude of
elliptic flow is increasing with transverse momentum. The dependence of v, on transverse
momentum is shown for three different centrality classes in Fig. 9.13 for charged particles
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Figure 9.13: Transverse momentum dependence of w for charged hadrons in three centrality
selections.

and in Fig. 9.14 for high-p7 pions, respectively. Indeed, in all presented centralities the
strength of v is increasing linearly with p; with a trend to level off at p ~ 1.5 GeV/c.

This trend is more pronounced if we combine the data on charged hadrons, which are
from 85% compound from pions (cf. Table 8.1), and high-p, pions together. In order
to decrease the statistical errors we have integrated the data over the first three centrality
classes. This corresponds to the fraction of the geometric cross section of o/oge, = (15-
30)%. The combined results are shown in Fig. 9.15. The transverse momentum de-
pendence of v, is measured for the first time at the SPS with good statistics from low
transverse momenta up to pr = 3 GeV/c. Charged particles with p; < 0.3 GeV/c were
discarded from the elliptic flow analysis due to high background contamination, which
cannot be corrected for on contrary to the analysis of the transverse momentum distribu-
tions.
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Figure 9.14: Transverse momentum dependence of v, for identified pions in three centrality se-
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9.5.2 Effects of HBT Correlations on Flow Measurement

Various non-flow effects influence the flow measurement and have to be accounted for.
Transverse momentum conservation influences only directed flow [197], which is not
discussed in this work. The effect of resonance decays is not very clear at present, and
here is no procedure available. We will discuss in this section the effects resulting from
quantum HBT correlations following [198].

Since about 85% of particles produced in a Pb-Au collision at 158A GeV/c are pions,
we can expect that subsamples become partially correlated due to the HBT effect among
identical pions if one pion of the HBT pair belongs to one sample and the second one into
the neighboring one. The HBT effect produces a space-momentum correlation between
two pions (of the same charge), if the product of their momentum difference and the
source radius R is below the uncertainty limit, i.e. |p2 — p1| < A/R. In semi-central
collisions, R is typically 4-5 fm (cf. Table 9.3), and consequently 1/R ~ 50 MeV/c is
much smaller than (p;) ~ 400 MeV/c. The HBT effect thus correlates only pion pairs
with low relative momenta. Moreover, the azimuthal correlation due to the HBT effect is
short-ranged and is significant only if |¢o — ¢1| < 1/(Rpr) ~ 0.1. For pions as bosons
the correlation is positive as flow itself, and therefore applying the flow analysis to the
HBT correlations would result in a spurious flow.

Let us first introduce the notation used. Following [198] any two-particle distribution
can be generally written as

dN B dN dN
d*p1d®p2 B d*p1 d*po

(14 C(p1,p2)), (9.30)

where C'(p1, p2) is the two-particle correlation function, which vanishes for independent
particles. The Fourier coefficients of order n of the relative azimuthal distribution are
given by

ff cosn ¢1 ¢2) d¢1d¢2
cn (P11, Y1, P12, Y2) = (cosn(pr — ¢o)) = . (9.31)
ff d3p d3 d¢1d¢2

We can write ¢,, as the sum of two terms,

Cn(pTla Y1, P12, yz) (pr Y1, P12, yz) + " ﬂow(p:m, Y1, P12, y2), (9-32)
where the first term is due to collective flow
HOW (PTb Y1, P12, yz) = Up (pTla y1)Un (pT2; y2)7 (9-33)

and the remaining results from any direct two-particle correlation,

ron_flow Jf cosn(¢1 = ¢2)C(p1, p2) d%N o

Cn (Pr1, Y1, P12, Y2) = P 2 . (9.34)
ff d3p d3 ¢1 ¢2
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Let us denote the average value of ¢,, over (pr9,y>) in the domain D by ¢, (pr1, y1, D),
and the average over both (pry,y1) and (pr2, y2) by ¢, (D, D). Averaging now Eq.(9.33)
over (pr1,y1) and (pro, y2) in the domain D, we obtain:

va(D) = £1/cn(D, D). (9.35)

Finally, integrating Eq. (9.33) over (pr2, y2), and using Eq. (9.35), we get the expression
for differential v, (pr, y1) as a function of the Fourier coefficient ¢,

vn(pr1,41) = en(Pr1, 91, D)
n ) Cn(D,D) .

Let us come back to the non-flow contribution from the HBT effect. For the parametriza-
tion of the HBT correlation function we use the standard Bertsch-Pratt Gaussian parametriza-
tion [199, 200]

(9.36)

C(pl, p2) X )\eiqszideRiide7q;2)uthut7q?ongRlzong (937)

and we choose the so called ’longitudinal co-moving system’ (LCMS), which is the frame
boosted along the beam axis such that p,, + p2, = 0. In this frame, qiong, Gout, AN Gside
denote the projections of p,—p; along the beam axis, the direction of p; +p» and the third
direction, respectively. The corresponding parameters Rgige, Roui, and R;op, describe the
source dimensions. The remaining parameter \ is the so called chaoticity parameter and
it was introduced to describe the coherence of the particle source. Experimentally, the A
parameter is influenced by decays of long-lived resonances, momentum resolution, and
by contamination from particle pairs in which at least one of the two particles is not a
primary pion. For the chosen HBT parametrization, the correlation function yields [198]

1 dN

A7r3/? ( n? ) m—Tcpi pr.d
) 1 T10Y1
C 'l Y1, o p° |
nI (pr1,91, D) Rgidge Rout Riong 4PT21R§ide /7Nd2pT2d?J?
d?*prydy
D T2W52

(9.38)
At pr ~ 1/R the exponential term has to be substituted by

n2 \/7_T 2 XZ XZ
- Y™ Tpos [ ) 4 Lo [ 2 .
() e (e (3) 12 (5) e

where x = R q.pr and I, is the modified Bessel function of order k£. Numerical estimates
were upto now performed only for the data measured by the NA49 experiment [198] and
we will use the same approach. Assuming for simplicity that the ps and y dependence of
the particle distribution factorize, we can parametrize the rapidity distribution of charged

pions as
2

d—y_o' 2 202

with o = 1.4 and mid-rapidity y,,;¢ = 2.9. The normalized p distribution is parametrized

by
dN em/T

Ipr 21T (m+T

s (—%) . (9.41)



120

9. Collective Elliptic Flow

O/Ogeo AE AN Rlong + ARlong Rside + ARside Rout + ARout
(%) (fm) (fm) (fm)
15-20 | 0.199+0.003 4.89+0.07 4.00+0.05 4.38+0.06
10-15 | 0.190+0.003 5.05+0.06 4.09+0.04 4.56+0.05
5-10 | 0.187+0.002 5.26+0.05 4.42+0.04 4.94+0.05
<5 | 0.189+0.002 5.63+0.05 4.70+0.03 5.31+0.04

Table 9.3: Centrality dependence of the HBT parameters in Pb-Au collisions at 158A GeV/c
integrated over pion pair transverse momentum ky.

with 7' ~ 180 MeV from [152]. This parametrization underestimates the number of low-
pr pions. The values of A, R, Rsiqe and Ry,  Used in our computations were obtained
from the CERES HBT data [119,185] after integrating over the transverse pair momentum
kr [201]. Their values for four centrality selections are summarized in Table 9.3.

Substituting the correlation calculated from Eq. (9.38) into Eq. (9.36), we obtain the
spurious flow due to the HBT effect which we denote v/”57. The domain D is in our case
the acceptance of the silicon drift detectors 1.9 < y < 3.1. We assume that the charged
particles in D are from 85% charged pions, half =+, half 7=. To obtain the apparent HBT
flow of an identified pion, e.g. 7, the right hand side of Eq. (9.36) has to be multiplied
by a factor expressing probability that a particle in D is also 7= ~. As can be easily viewed,
this multiplicative factor is 0.85 x 0.5.

Fig. 9.16 demonstrates its dependence on the transverse momentum for the first two
Fourier harmonics. As expected, v/757 depends on the order of the Fourier harmonics n
only at low p7, where it vanishes due to the exponential factor in Eq. (9.38). HBT correla-
tions, which follow the momentum distribution, also vanish if p is much larger than the
average transverse momentum. It is due to this behavior that the HBT effect influence the
elliptic flow values only for p; < 0.4 GeV/c while its influence is negligible for higher
transverse momenta. However, keeping in mind that the event plane is determined from
all charged particles without momentum cut, there remains influence on the event plane
determination. The HBT effect improves the event plane resolution so that values of the
correction factors for finite event plane resolution are underestimated.

0.06
Figure 9.16: Apparent directed
0.05 (full line) and elliptic (dashed line)
0.04 flow from HBT correlations as a
function of transverse momentum.
viBT 0.03
0.02
0.01
0 200 400 600 800 1000
pr [MeV/c]



9.5 Results 121

The elliptic flow values corrected for the HBT effect are then obtained using relation

o (D) —UHBT D UHBT
UQ(pT)corrected: 2( ) 2(pT) 2 ( ) 2 (pT). (942)

V (12(D))? — (v}"PT(D))?

The integrated spurious flow v 7 (D) reaches values of 0.9% for the most central colli-
sions and 1.3% for our most peripheral centrality class. As follows from Eq. (9.42), for
values |vy(D)| < [vdIBT(D)] is the denominator negative. Consequently, in such case is
the applicability of the HBT correction questionable.

Qualitatively we expect from Eq. (9.42) that the correction factors will change the sign
and become negative at small pr. At pr > 0.5 GeV/e, where the direct contribution from
vs BT is negligible, there is only a common relative HBT correction factor. Dependence
of these relative correction factors on v, (D) for the centrality classes listed in Table 9.3 is
shown in Fig. 9.17 by the full lines. Since the HBT parameters were measured by TPC, not
by the silicon drift detectors used for the event plane determination, one can expect that the
value of \ parameter does not need to be exactly the same, since it depends on the detector
resolution. Varying A by +50%, and taking into account also measured uncertainties in
the Riong, Rside, and R, parameters we have obtained the relative correction factors
indicated by the dashed lines in Fig. 9.17. For the transverse momenta pr < 0.5 GeV/c,
where the direct HBT contributions cannot be neglected, the HBT correction factors have
to be evaluated at each p; point separately.
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Figure 9.17: Dependence of the relative HBT correction factors on (D) for pions with
pr > 0.5 GeV/c in the centrality classes given by Table 9.3 (full lines). The dashed lines in-
dicate the upper and lower boundaries estimated from the uncertainties in the HBT parameters.
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The relative corrections in semi-central collisions were found to vary between -15%
of vy at pr = 0.25 GeV/c and +10% of v, at pr > 1.0 GeV/e. The HBT corrected
transverse momentum dependence of v, is shown in Fig. 9.18 below.

9.5.3 Comparison with Other Experiments

The elliptic flow was studied also by other experiments at the SPS. Here, we compare to
the recently available data from Pb-Pb collisions measured by the NA49 experiment [91]
in the rapidity range of 1.1 < y < 3.1. Their transverse momentum dependence of v
in semi-central collisions is presented in Fig. 9.18 together with our results. The errors
shown are only statistical. The authors give a systematic error of Av, = 0.005. We
observe a very good agreement between both experiments for p; < 0.5 GeV/c. At higher
transverse momenta our v, data show a different slope than those of NA49. This results in
an average discrepancy of about 25% for 1.0 < pr < 2.0 GeV/e. At this stage of analysis,
the reason for this discrepancy between our results and that of NA49 is not understood.
It requires to evaluate the NA49 data in a smaller rapidity interval corresponding to the
CERES acceptance as well as revisiting of the centrality measurement between the two
experiments. Since the elliptic flow magnitude falls steeply with increasing centrality,
a difference in the centrality estimation could lead to the observed discrepancy. The
centrality dependence of elliptic flow measured by the NA49 experiment decreases about
linearly with centrality as our data. However, due to different p, cuts applied a direct
guantitative comparison is not possible.

We compare our v, results also to the measurements done at RHIC. The transverse
momentum dependence of v, measured by the STAR experiment [202] in Au-Au colli-
sions at /s = 200 GeV is shown in Fig. 9.19 for three centrality selections. We observe
that our transverse momentum dependence of v, has certain similarities with the RHIC
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Figure 9.18: Transverse momentum dependence of elliptic flow in semi-central Pb-Au (Pb-Pb)
collisions measured by the CERES (NA49) experiment.
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Figure 9.19: Transverse momentum dependence of elliptic flow of charged particles for three
centrality selections measured by the STAR experiment at RHIC (/s = 200 GeV).

data, albeit the magnitude of elliptic flow at the SPS is smaller. Up to pr =~ 1.5 GeV/c,
the elliptic flow at RHIC energy increases its magnitude about linearly and then it starts
to level off and eventually saturates at p; > 3 GeV/c.

9.5.4 Comparison with Hydrodynamical Models

Elliptic flow reflects the rescattering among particles produced in a heavy-ion collision
which transfers the initial spatial anisotropy of the nuclear overlap region in the transverse
plane to the observed distribution of particle yields. For a given initial spatial deforma-
tion, the largest elliptic flow is obtained in the hydrodynamical limit where rescattering is
so intense that the matter in the reaction zone reaches a state of local thermal equilibrium.
Since the spatial anisotropy is largest at the beginning of the evolution and decreases
thereafter due to flow itself, the magnitude of elliptic flow is especially sensitive to the
early stages of the evolution [26]. A measurement of v, thus provides access to the fun-
damental thermalization time scale in the early stages of a relativistic heavy-ion collision.
We compare our results on elliptic flow to ideal hydrodynamical calculations of P. Huovi-
nen [203] based on [204] and adjusted to our centrality and p; selections. Since the full
hydrodynamic treatment of a non-central collision is a tedious 3+1 dimensional problem,
the authors reduced its complexity to 2+1 dimensions by assuming boost-invariant longi-
tudinal flow. The evolution of the system is determined by conditions and the equation of
state. The initial conditions were fixed by requiring a good fit to the p;--spectra of negative
charged particles and protons in central Pb-Pb collisions at the SPS [205]. The calcula-
tions were performed for the equation of state with the first order phase transition to QGP
at the temperature 7' = 165 MeV and freeze-out at 7y = 120 MeV. The differences in the
calculations for a pure hadron gas and freeze-out at 7y = 140 MeV are only marginally
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Figure 9.20: Centrality dependence of v, for charged hadrons (a) and pions (b).

The centrality dependence of v, in the data and in these calculations is compared in
Fig. 9.20. We can observe, that the magnitude of v, remains well below the expected
hydrodynamical values, both for charged hadrons and high-pr pions. The discrepancy is
in both cases increasing with decreasing centrality.

We turn now to the transverse momentum dependence of v,. Since the difference in
vy Magnitude between hadrons and pions is very small and it is within the errors of our
measurement, we compare the data in semi-central collisions to hydrodynamical calcula-
tion performed for pions. As can be seen from Fig. 9.21, the data are again significantly
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Figure 9.21: Comparison of the transverse momentum dependence of v in semi-central collisions
with the hydrodynamical predictions (full line). The data points correspond to charged hadrons
(open circles) and pions (full circles), respectively. Correction for the HBT effects is applied.
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below the hydrodynamical expectations and the observed discrepancy is increasing with
pr. At pr = 1 GeV/c the model predicts v, = 12% while the data are close to v, = 7%.

A better agreement with the data can be naturally reached for a higher freeze-out tem-
perature of Ty = 160 MeV [206], which may as well be consistent with the freeze-out
parameters extracted from the inclusive transverse mass distributions (cf. Chapter 8.3.6)
and freeze-out densities of hadrons [37,207,208]. Such calculations predict v, = 10% at
pr = 1 GeV/e. The authors of [206] has also shown that similar results can be obtained
by coupling the above discussed hydrodynamical model with 7'; = 120 MeV to a trans-
port model. In both cases, the data would still remain below the calculations. Another
possibility to reduce the magnitude of elliptic flow in calculations is a recently introduced
hydrodynamical model including viscosity [209, 210]. This model has been up to now
only applied for RHIC energies, and calculations for SPS energies are not yet available.
Given these facts, the hydrodynamical models tend to overestimate elliptic flow at the
highest SPS energy which suggests that thermalization is achieved only partially.

. 25l ¢ STAR Figure 9.22: Comparison of the
S | PHENIX - transverse momentum dependence
~ .- of vy for charged particles at mid-
> 20r — EOSQ ’,—"E | rapidity in minimum bias collisions
--- EOS H s % % at /s = 130 AGeV with hydrody-
15¢ namical calculations. The figure is
taken from [211].
10r
5F 4
h*'~
O0 1 2 3 4
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This discussion would be incomplete without referring to a comparison to transverse
momentum dependence of elliptic flow measured at RHIC energies with hydrodynamical
calculations. The data measured by the STAR [92,93,212] and PHENIX [213] collabo-
rations at /s = 130 AGeV are compared in Fig. 9.22 to the hydrodynamical calculations
with a first order phase transition (EOS Q) and without it (EOS H). The kinetic freeze-out
temperature was fixed to 7y = 130 MeV [211]. In marked contrast to the situation at the
SPS, the RHIC the data exhaust the hydrodynamical calculations below pr = 2 GeV/e
and fall below only for high transverse momenta.

9.5.5 Scaled Elliptic Flow

Elliptic flow reflects both the spatial asymmetry of the overlap zone and the response of
the system to pressure gradients created in the course of a heavy-ion collision. As pointed
out in [214] one may try to disentangle the purely geometric effects from the dynamics
by studying the properties of the elliptic flow divided by the initial spatial asymmetry e.
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This asymmetry is defined in the framework of the Glauber model (cf. Chapter 7.3) as

) — (@)
RENa) (549

where (x?) and (y?) describe the initial geometrical extension of the system in z and
y directions. The brackets indicate averaging over the relevant density function under
investigation. Dependence of = on the impact parameter for participating nucleons and
binary collision distributions is demonstrated in Fig. 9.23(a).
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Figure 9.23: Initial spatial anisotropy (a) and the area (b) of the initial overlap zone in the partic-
ipant and binary collision distributions for Pb-Au collisions at\/s = 17 AGeV.

In the hydrodynamical limit, the mean free path is much smaller than the system size,
and the centrality dependence of elliptic flow is governed by the eccentricity . In the
other limiting case, the so called low density limit (LDL) applicable for dilute systems,
the mean free path is comparable or larger than the system size. Rescattering during
the evolution changes the particle momenta on average therefore only very little. Con-
sequently, the corresponding change in the distribution functions can be treated as a first
order perturbation to the collisionless limit [215]. Under this assumption, elliptic flow is
proportional to the initial particle space density dN/dy, which is related to the probability
of particles to rescatter, and to the initial spatial anisotropy of overlap region ¢,

Vg X 5%% (9.44)
The parameter S is the area of the overlapping zone in the transverse plane S = 7R, R,
with R? = (z?) and R} = (y®). Dependence of this area on the impact parameter for
both above discussed density distributions is shown in Fig. 9.23(b).

We have studied the centrality behavior of the scaled elliptic flow for different p,
selections, which may provide greater sensitivity to pressure gradients and energy den-
sities associated with the expanding system. The results are presented in Fig. 9.24 for
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pr > 0.5 GeVic, pr > 1.4 GeVle, and pr > 2.0 GeV/c. The observed centrality de-
pendence is for all three pr selections compatible with ¢ scaling. Only in the last two
centrality classes there seems to be an indication of different behavior for low-p; than for
high-pr particles. The corresponding errors are however rather large. We remark that the
correction factors for HBT effects (not applied, for reasons see Section 9.5.2) grow con-
tinuously with centrality and they would lead to a relative increase of the scaled elliptic
flow magnitude by about 20% between our most peripheral and the most central class.



10

Two-Particle Azimuthal Correlations

In this chapter a study of azimuthal correlations of two high-p7 pions is presented with an
aim to disentagle possible contributions of semi-hard processes from collective dynamics.
After the description of the method and corrections which need to be taken into account,
we compare the obtained results on v, with those from the event-plane measurement
(cf. Chapter 9). The observed discrepancy between the two methods is attributed to a
“non-flow’ component of presumably semi-hard origin and we discuss its centrality and
transverse momentum dependence. The study is concluded with the measurement of the
degree of alignment of the semi-hard particles with respect to the reaction plane. Some of
the results are published in [191, 192].

10.1 Description of the Method

In analogy to correlations of particles with respect to the reaction plane, we can write
the Fourier decomposition of the pair-wise distribution in the azimuthal angle difference
(A¢p = ¢; — ¢,) between pairs of emitted particles as [72]

deairs
AN

= B[l + i 2py, cos(nAg)], (10.1)

where the coefficient B corresponds to the uncorrelated pair background. To obtain the
relation of the Fourier coefficients p,, to the coefficients v,, describing anisotropy of parti-
cles with respect to the reaction plane, we write the latter as

v, = Re(eM®~¥R)), (10.2)

Then it can be easily shown that in the case of pure collective flow, the relation is p,, = v2,
I.e.

Py = Re<ein(¢i*¢j)> - Re<ein(¢i*‘1’R)ein(\I’R*¢j)> - Re<ein(¢i*‘1’R)>Re<ein(\I’R*¢j)> — UTQL_
(10.3)
Generally, however, this is not the case and we have to write (in a symbolic way)

Pn = 'U72L -+ Cn,s (104)

where the coefficients ¢, describe genuine particle-particle correlations.

128
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10.2 Two-Particle Correlations Observed in the Data

The two-particle azimuthal distribution is constructed by incrementing into a spectrum
event-by-event the azimuthal angle difference A¢ = ¢; — ¢; for all possible pair combi-
nations as schematically displayed in Fig. 10.1. An example of the measured distribution

Py

T2 T1

T3

Figure 10.1: Schematic view of the
construction of the two-particle az-
imuthal correlation function in the
transverse plane.

for pion pairs with p > 1.2 GeV/c is shown in Fig. 10.2. In semi-central collisions, the
measured distribution has a cos(2A¢) shape with a peak at A¢ = m, which seems to
disappear in central collisions. Unfortunately, the region at A¢ =~ 0 is strongly affected
by the finite two-track resolution of the spectrometer which is manifested by a dip in the
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Figure 10.2: The measured azimuthal correlation for pions (pr > 1.2 GeV/c) in semi-central
(0/04e0 = (24-30)%) (a) and central collisions (o/gge0 <6%) (b).
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a0 012 T T T | T T T | T T T | T . .
= L 4 Figure 10.3: The measured az-
© - - imuthal correlation for pions
"’8 o1 B G/Ggeo = (15-30)% N (pT_ > 1.2 GeV/c) in semi-central
x i i collisions (0/0ge0 = (15-30)%)
< L - after applying a separation cut
3 \ tes Af = 62 mrad
= R ey 4, | = .
. 4 - —
=} L i
5 006 — A6 >62mrad ]
= B p;>1.2GeVic |
004 I_ | | | | | | | | | | | I_
0 2 4
Ad (rad)

correlation function. The two-track resolution is dominated by the two-ring resolution of
the RICH detectors, the magnitude of which is set by the asymptotic ring radius of about
30 mrad. It can be accounted for by using the Monte-Carlo simulations described in detail
below.

An alternative way, which avoids the Monte-Carlo correction of the efficiency loss at
A¢ =~ 0 altogether, is to enforce the two rings in the RICH detectors to separate by apply-
ing a cut on polar angle difference between the pion tracks. In Fig. 10.3 the correlation
function after applying Ad = 62 mrad cut is displayed. This cut assures full separation of
the pion rings in the RICH detectors.With this provision, clearly a peak is observed also
at A¢ = 0. This method, however, suffers from poor statistics. As can be inferred from
Fig. 10.4, which illustrates the relative decrease in the number of pairs as a function of
the size of the A# cut, only about 10% of the data is left for the cut of A# = 62 mrad.
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10.3 Corrections for Momentum Resolution and Recon-
struction Efficiency

The measured correlation function still have to undergo several corrections before it can
be interpreted. First of all, we have to apply the momentum and reconstruction efficiency
correction procedures developed in Chapter 6.4. The reconstruction efficiency of a pion
pair can be found as a product of the single pion efficiencies

€(my, me) = €(my) - €(m3), (10.5)

where m; and m, denote two pions forming the pair. This approach is valid provided
the two pion tracks are sufficiently displaced to not be influenced by the finite two-track
resolution of the spectrometer.
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Figure 10.5: Azimuthal distribution of charged pion tracks with pr > 1.2 GeV/c integrated over
centrality.

Next, non-uniformities in the azimuthal acceptance could propagate to two-particle
azimuthal distribution and influence thus its shape. Fig. 10.5 shows the azimuthal distri-
bution of pion tracks with p; > 1.2 GeV/c which is clearly far from being uniform. To
account for this acceptance effect, we employed the mixed event method. Mixed events
were obtained by randomly selecting each member of a particle pair from different events
having similar charged particle multiplicity. The two-pion azimuthal distribution obtained
from the mixed events and integrated over centrality is plotted in Fig. 10.6. The efficiency
loss at small azimuthal angle differences (A¢ = 0) is not present in this distribution. This
Is due to a fact that two tracks from two different events can come infinitely close to each
other in space and do not suffer from the finite spectrometer resolution. Rather, the mixed
event distribution has a sharp peak around A¢ = 0 which reflects the sharp structures in
the single track azimuthal acceptance.
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In order to obtain the proper correction function, full Monte-Carlo simulations of
the region A¢ ~ 0 are required. We have tracked uncorrelated pion pairs displaced by
|A¢| < 7/2 through the GEANT simulation of the CERES spectrometer and embed-
ded them into the measured events. This correction was determined in an iterative way
in order to reproduce the measured transverse momentum, 6 and ¢ distributions. After
this correction, all observables show the proper distributions as in the experiment. The
remaining part of the A¢ region, which is not affected by the finite two-ring resolution,
is corrected by the mixed event method, which has also advantage of high statistics and
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Figure 10.7: Combined two-particle azimuthal correlation obtained from the Monte-Carlo simu-
lations in |A¢| < 7/2 and in the mixed event method without (a) and with (b) the cut on polar
track separation A6 > 20 mrad.
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does not introduce additional statistical errors. The two correction functions, the simu-
lated one and that from the mixed event method, are then smoothly connected to each
other at |A¢| ~ 1 rad. The combined correction function is shown in Fig. 10.7. The
correction for the pair efficiency according to Eq. (10.5) is done independently.

The azimuthal distribution in semi-central collisions shown in Fig. 10.2(a) including
all correction steps is represented by full symbols Fig. 10.8(a). For completeness, the
open symbols which correspond to the azimuthal distribution after applying only the pair
efficiency correction are shown as well. As we can see, we have recovered the peak at
A¢ = 0 which is in line with the results shown in Fig. 10.3, where we forced the rings to
separate by employing the cut on the polar angle track separation Af = 62 mrad.
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Figure 10.8: The azimuthal correlations of high-py pions (pr >1.2 GeV/c) in semi-central col-
lisions after Monte-Carlo corrections without (a) and with (b) A8 = 20 mrad cut applied. Open
symbols show the raw correlation corrected for two-pion reconstruction efficiency, closed symbols
are after additional accounting for the two-track resolution.

However, in order to render results less dependent on details of the Monte-Carlo cor-
rection of the dip, we make a compromise and apply a moderate cut of Ad > 20 mrad on
the polar two track separation. On one hand, we still keep about 60% of the data statistics
as can be seen from Fig. 10.4. On the other hand, this cut diminishes at the same time
the instrumental anomaly by a factor of four as can be viewed by comparing the open
symbols in top and bottom of Fig. 10.8(b).
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10.4 Results

10.4.1 Centrality and Transverse Momentum Dependence of Two-
Particle Azimuthal Correlations

The fully corrected two-particle azimuthal distributions of pions with pr > 1.2 GeV/c are
displayed in Fig. 10.9 for six centrality classes defined in Table 7.2. Assuming that only
contributions due to collective flow are present, the distributions were fitted according to
Eq. (10.1). The anisotropy is quantified by ,/p, parameter in analogy to the event plane
method.
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Figure 10.9: Two-particle azimuthal distribution of pions (pr > 1.2 GeV/c, A > 20 mrad) for
six different centralities, going from semi-central (C1) in (2) to central (C6) in (f). The full line
shows cos(2A¢)-fit according to Eq. (10.1). The data are fully corrected. Please note the zero
suppressed y-scale.
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Figure 10.10: Centrality dependence of \/p; from 77 (triangles) and v, from event plane cor-
relations (circles) for pr >1.2 GeV/e. The triangles in (a) are obtained from the full A¢ range,
while in (b) the back-to-back (closed triangles) and near-side (open triangles) correlation peaks
are investigated separately.

Extracting ,/p, parameter from the full A¢ range, we obtain the centrality depen-
dence displayed in Fig. 10.10(a). The results are compared to the v, values obtained from
the event plane method. The anisotropies from 77 correlation are systematically higher
than the elliptic flow values. In semi-central collisions they exceed the flow values by
about 50% demonstrating a presence of a strong non-flow component. Accounting for
the quantum HBT effects discussed in Section 9.5.2, this excess is reduced to 40%. It is
unlikely that elliptic flow values obtained from the event plane method are significantly
lowered due to a bias on the event plane reconstruction by the high-p; particles due to
their very small abundance of about ~ 102 of all charged particles used for the event
plane determination.

Let us now investigate separately the centrality behavior of the | /p; anisotropy for the
back-to-back, and near-side correlation peak, respectively. The corresponding values of
/P2 are shown in Fig. 10.10(b) and compared again to the v, values from the event plane
method. With increasing centrality, the  /p, anisotropy at back-to-back angles decreases
more strongly and approaches the elliptic flow values to reach zero for central collisions.
The near-side correlation, however, remains finite also in central collisions.

We turn now to the transverse momentum dependence of two-particle correlations.
The results for semi-central collisions, where the observed discrepancy between . /p; and
vy 1S largest, are plotted in Fig. 10.11. We distinguish here two types of presentation. In
Fig. 10.11(a), the pr bins are differential, i.e. both pions have pr within a given pr bin.
Since this approach costs a tremendous amount of the data statistics, we have decided to
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Figure 10.11: Transverse momentum dependence of ,/pz from 7 (triangles) and v, from event
plane correlations (circles) in semi-central collisions (o /ge, = (24-30)%) for differential (a), and
threshold (b) py bins (for definition see text).

use a threshold p bin representation as well. In this representation, we demand that p;- of
both pions is above a certain p;- threshold value indicated by a point in Fig. 10.11(b). The
discrepancy between the results obtained from the two-particle correlation and the event
plane method has a tendency to increase with transverse momentum.

10.4.2 Extraction and Properties of Semi-Hard Components

Clearly, the observed excess in the v, magnitude reported in the previous section is due
to direct pion-pion correlations. An interpretation of this non-flow component in terms of
resonance decays is unlikely in view of a high invariant mass required. For a resonance
decaying into two pions with pr = 1.2 GeV/c which fall into the CERES pseudo-rapidity
acceptance and have the azimuthal angle difference of A¢ = , the invariant mass would
reach a value of about 2.5 GeV/c?.

The shape of the two-particle azimuthal distribution suggests a description by two
Gaussians centered at A¢p = 0 and A¢ = m, respectively, situated on top of elliptic flow
modulated background. We have fitted the data with the function

C(A¢) = B (1 + 2v5c0s(2A0)) + Agexp (—%) + Azexp (—%ﬁ) (10.6)

0 g

Fit parameters are the Gaussian amplitudes A, and A, the widths o, and o, of the Gaus-
sian peaks, and the background B. The v, values are fixed independently from the event
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plane method. The results of the fit for the studied six centrality classes are shown in
Fig. 10.12 by the full line. The dashed line in the same figure indicates the contribution
due to the collective flow as given by the first term in Eq. (10.6).
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Figure 10.12: Two-particle azimuthal correlation of pions with pr > 1.2 GeV/c for six central-
ity classes. The full line shows Gaussian fits to semi-hard components on top of elliptic flow
modulated background (dashed line). Please note the zero suppressed y-scale.

The centrality dependence of the Gaussian widths obtained from the fit is for both
peaks summarized in Fig. 10.13. The two peaks show very different behavior. The near-
side peak stays narrow at oy = (0.2340.03) rad, which is consistent with the fragmenta-
tion [216]. On the other hand, the back-to-back peak broadens with increasing centrality
up to o, = (1.2640.28) rad. This centrality corresponds to the number of binary colli-
sions of N.,; ~ 550. In more central collisions, the semi-hard back-to-back component
cannot be discerned from background anymore.
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The yields of the semi-hard pion pairs are calculated as Gaussian areas. Their cen-
trality dependence is displayed in Fig. 10.14, alternatively by the number of participants
Nyqri and number of binary collisions N, respectively. Within the statistical errors the
yield of the near-side component as contained in the Gaussian peaks grows linearly with
centrality. However, for scaling with the number of binary collisions the better fit qual-
ity is obtained. This supports the interpretation of the semi-hard origin of the non-flow
component. The back-to-back component escapes detection in central collisions due to
broadening described above, but does not appear to be suppressed in yield.
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Figure 10.14: Centrality dependence of the semi-hard yield of pion pairs for the near-side (open
symbols) and back-to-back (closed symbols) peaks. The centrality is expressed in terms of number
of binary collisions N.,; (a), and number of participants N, respectively (b). The full line
shows a linear fit to the yield of pion pairs in the near-side peak.
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10.4.3 pr Broadening

Partonic rescatterings in medium cause a transverse momentum imbalance perpendicular
to the initial hard scattering plane [102, 103, 217]. In a statistical analysis, summing
over many events leads to a broadening of the relative azimuthal angle of two hadrons
that originate from back-to-back parton scattering. This is reflected in the width of the
back-to-back peak [218]. In contrast, the near-side peak is not affected because the pions
originate from fragmentation of the same parton and propagate as color singlets. A related
quantity, more appropriate to describe the underlying physics processes, is the transverse
momentum broadening (Ap2.)'/2. We approximate the p; broadening by

(Ap2)2 & (pr) (a2 — o2)V?, (10.7)

where (pr) = 1.45 GeV/c for the pr cut of 1.2 GeV/c. Using this approximation we
obtain for (N,,;) = 550 value of (Ap2)'/? = (1.840.4) GeV/c. However, this intuitive

parton

Figure 10.15: Schematic view of hard scattering in transverse plane. Two back-to-back produced
partons fragment and produce high-p; particles.

approximation is only valid in the limiting case of small angles. A more appropriate
result can be obtained in the spirit of the parton model. Let us denote by p,,; the out-of-
plane component of the momentum formed by the beam and the trigger particle. In the
following, we sketch an analysis of p; broadening effects in p-p collisions formulated in
the framework of the parton model [96,219,220]. In this analysis, two effects are believed
to produce finite values of p,,;: the intrinsic transverse momentum k- of the partons that
enter the hard scattering, and the transverse momentum relative to the jet axis j;, which
a produced particle obtains during the fragmentation of its parent parton after scattering,

(lar]) = (pr) sin(|di — Pjet])- (10.8)
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In our analysis of nucleus-nucleus collisions, a new source of broadening is due to colli-
sions of partons after the primary hard scattering inside the medium which does not exist
in p-p collisions. However, these two contributions to & cannot be distinguished.

Since we can only measure the mean relative azimuthal angle difference between two
"jet fragments’

oo =1/ ((di — ¢;)%), (10.9)
and assuming a Gaussian distribution? in o, we can rewrite Eq. (10.8) into
. h)2
i) = o) sin O (prysin 22 (1010)

In this picture, the relationship between these quantities can be approximated by [96,
219, 220]

(Ipoul)* = 2{|kr])* 2 + (lir[)*(1 + ), (10.11)
where (|kr|) and {|jr|) are the average values of the components of k7 and jr out of the
scattering plane, and

o7 - P, 1 2

v = =L TS cos((|Ag)) = —cos(\ﬁaﬂ), (10.12)
|thrig| m

where in the last step we have expressed (|A¢|) with the help of the measured o, assum-

ing again it is Gaussian distributed. As can be inferred from Fig. 10.15

(Ipout]) = (pr) sin({|Ad])) = (pr) Sin(\/govr) (10.13)

and with the help of Eq. (10.10), Eq. (10.12) and simple trigonometric relations, we obtain
from Eq. (10.11) for (|kr|) the expression [124]

(|kr[) = (pr) cos % %tan2 <\/ga7r> — tan? (\/;Io), (10.14)

which contains only the measured quantities. Inserting the Gaussian widths of the near-
side and back-to-back angle peaks for N.,; ~ 550, we get (|kr|) = (2.840.6) GeV/e.

The effects of a nucleus on partons which have undergone hard scattering, were inves-
tigated in a systematic way in p-A collisions at 400 GeV/c [218], where clear dijet events
were observed for nuclei ranging from H to Pb. While those data shown that the angu-
lar size of individual jets is only slightly different from that in p-p collisions, a dramatic
change in the coplanarity of the two jets in dijet events was found. For hydrogen data, an
rms value of k7 = (0.940.2) GeV/c was measured, which increases to (2.04+0.2) GeV/c
for p-Pb collisions. Our values from Pb-Au collisions are higher than those from ’cold
nuclear matter’ created in p-Pb collisions, however within the errors quoted the two mea-
surements agree. We remark here that we cannot exclude a larger broadening from our
data in the most central collisions where the pion detection efficiency in the RICH detec-
tors is very small due to a high background contamination.

Wwe remlnd reader that the average value of 2 which is Gaussian distributed is given by
fzexp_2 %/ (207 ) dz _ \/7
J[exp—= “[exp-22/(202) dg
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10.4.4 Correlation of Pion Pairs with the Event Plane

It is very interesting to find out whether the observed semi-hard components bear any
relation to the event plane. Due to the asymmetric shape of the overlap zone in non-
central collisions, the yield of the semi-hard components could be suppressed if those
propagate perpendicular to the reaction plane rather than along it. Up to now no similar
studies have been described in literature, only [221] reports on some preliminary results
obtained from HIJING and RQMD event generators.

leading
particle

soft
particles

leading
particle

out of plane

Figure 10.16: Definition of the in-plane and of the out-of-plane regions of size +7 /4 around the
reconstructed event plane ¥. The true event plane is denoted by ¥z and the difference between
U and ¥ is defined by d.

We construct two-particle correlation functions by keeping one particle fixed in a cer-
tain region with respect to the event plane. In particular, we study the shape of the correla-
tion under conditions confining one particle in the in-plane or out-of-plane regions which
are schematically displayed in Fig. 10.16. The in-plane region is defined by a "conus’ (in
two dimensions) of +7/4 around the reconstructed event plane ¥, and the out-of-plane
region is a conus of the same size centered perpendicularly to W. The difference between
the reconstructed event plane angle ¥ and the true reaction plane angle ¥ in a given
event is denoted by the parameter d.

Properties of the in-plane/out-of-plane correlations for collective elliptic flow

Let us first discuss the general properties of the in and out-of-plane distributions in the
case of pure collective flow. We restrict ourselves to elliptic flow and define the correlation
of particles with respect to the reaction plane ¥ as

f(gi — Ur) = A{1 + 20y cos[2(¢; — Upl}. (10.15)
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The two-particle correlation we write in the form

c(¢i — ¢;) = B{1 + 2pcos[2(¢; — ¢;)]}- (10.16)
For the in and out-of-plane correlations, we obtain
and
Cout(¢i - ¢]) - Bout{1 + 2pout COS[2(¢7J - ¢])]}7 (1018)

respectively.?

Our aim is to express parameters B;,, Bou:, pin @and p,,; in terms of the parameters B
and p from the standard two-particle correlation function of Eq. (10.16). Confining one
particle in the pair to a restricted region of (a, b) results in

b
. J(x)cos(2z)dx
Pajp = V2 - J (b) (22) (10.19)
[, f(@)da
where z = ¢ — . In analogy, the constant term B, , can be expressed as
b
d
ah = VB . Ju 1) x, (10.20)

> P
Assuming perfect resolution of the reaction plane, we obtain with the help of the integrals
evaluated in Appendix C (for d = 0) the following relations,

7TU2+2 7TU2—2

in — ) out — ) 10.21
p U27T + 4’U2 Pout ,U27T — 4’U2 ( )
and
B 4 B 4
Bn=2(1+"2) |, Buu=2(1--2). (10.22)
2 T 2 v

An example is shown in Fig. 10.17. We can see that the two functions are shifted in
phase by 7 /2. It is easy to visualize the observed behavior: by fixing one particle directly
in the reaction plane, the flow pattern stays in phase, i.e. correlation function will have
maxima at A¢ = 0 and A¢ = 7 and will show larger anisotropy. On the other hand, if
we confine one particle perpendicular to the reaction plane orientation, the pattern shifts
by 7 /2 since the largest particle yield will be at A¢ = 7/2 and A¢ = 37 /2, respectively,
and the anisotropy will be reduced.

In the experiment, however, the orientation of the reaction plane is a priori unknown
and we have to take into account the finite dispersion of the measured event plane. As it
is shown in Appendix C, for our conus selection we obtain

Ty + 2 cos(2d)
P v, cos(2d)’
vy — 2 cos(2d)
7 — 4dvg cos(2d)’

Pin = (10.23)

(10.24)

Pout = V2

2For simplicity, we have dropped out the subscript *2” indicating the second Fourier harmonics in the
parameter p.
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g B Figure 10.17: Illustration of the
g i ] two-particle correlation function c,
_g L c(A¢) for v,=10% i together with the in-plane ¢;,, and
>S 1 0 — the out-of-plane «¢,,; correlation
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and
B 4
B == {1 + 2 cos(2d)] , (10.25)
2 s
B 4
Bou = 5 {1 2 cos(2d)] . (10.26)
™

We can notice that the cos(2d) term corresponds to the correction factor for the finite
dispersion of the measured event plane which was used for elliptic flow (cf. Eq. (9.19)).
Fig. 10.18 shows a comparison of the ¢;, and c¢,,; correlation functions for v, = 10% for
the true reaction plane and for the event plane with finite dispersion. We can observe that
the absolute values of p;,, and p,,; parameters are smaller than those obtained for the true

) 08 _1IIII|IIII|IIII|IIII|IIII|IIII|IIII|IIII|IIII|_I
g - . Figure 10.18: Illustration of ¢,
< o7f Cin(Ad) 2 and ¢,y functions for v, = 10% in
_g L - the case of the true reaction plane
> 06 - (full lines) and after accounting for
© N 4 the finite resolution of the measured

0.5 — _ event plane (dashed lines).

0.4 | :

03 = Cout(A0) .

02 TIIIIlIIIIlIIIIlIIIIlIIII|IIII|IIII|IIII|IIII|_I

3 2 1 0 1 2 3 4 5 6
A¢:¢i-¢j (rad)
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reaction plane. This is easy to understand, since the finite event plane resolution causes
that the in-plane region receives also contributions from the out-of-plane region and vice
versa.

The dependence of the studied parameters on v, is displayed in Fig. 10.19. While the
lines are calculated for the true reaction plane (cf. Eq. (10.21) and Eqg. (10.22)), the points

—‘_,0.15""I""I""I""I""I"" *5‘0.7""I""I""I""I""I""
g )
o p(ideal) | @
c - Poy(ideal)] | £ Bufideal
Q d
0.1r b
Bin
0.05f 1 Bout
" B, (ideal) |
0 |||||||||||||||||||||||||||| 0.3 PR T T T [ T T T N N TR ST T T [N TN ST ST WO [ SO TN S T M S T T
0 0.05 0.1 0.15 0.2 0.25 0.3 0 0.05 0.1 0.15 0.2 0.25 0.3
Vo Vo

Figure 10.19: Dependence of the p;,,, pour parameters (left) and B;, and B,,; parameters on vy
for the true reaction plane (lines) and for the measured event plane (circles). The band around the
circles indicates upper and lower limit as expected for different centrality selections.

are obtained for the measured event plane. Since the event plane resolution strongly de-
pends on centrality of the collision, we have studied the parameters for different centrality
classes. The results are indicated by a band around the points in Fig. 10.19, which cor-
responds to the lower and upper limits on the values of the studied parameters for the
covered centrality range of 30% of geometric cross section (cf. Chapter 7).

In-plane/out-of-plane two-particle correlations in the data

We turn now to the measured in-plane and out-of-plane two-particle azimuthal distri-
butions. The data for semi-central collisions are displayed in Fig. 10.20 together with the
expected contribution due to collective elliptic flow, which was calculated with v, = 8.5%
and is depicted by the dashed line. We can observe that in both cases, the data lie above
the elliptic flow reference.

After subtracting the contributions due to flow, we can again extract the yields of the
semi-hard components from the Gaussian fit parameters as it was done for the conven-
tional two-particle correlation (cf. Fig. 10.14). For the near-side component we have
obtained the ratios of the in-plane to out-of-plane yields (1.324+0.37). For the back-to-
back component has this ratio value of (1.39+0.44). In addition to the statistical errors,
we estimate a systematic uncertainty due to subtraction of the expected collective flow
contribution to 15%. We can conclude that within the errors quoted both semi-hard com-
ponents exhibit only a weak preference to the reaction plane.
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Figure 10.20: Measure in-plane (a) and out-of-plane (b) two-pion azimuthal distributions. Dashed
lines are calculated for pure elliptic flow as measured by the event plane method and corrected for
HBT correlations. Data are for centrality o/oge, = (15-30)%, pr > 1.2 GeVle, A9 > 20 mrad
cut, and are efficiency corrected.

10.4.5 Comparison with Other Experiments

At the SPS, there are no experimental results on two-particle azimuthal correlations of
high-p charged pions available. Azimuthal - — ~ correlations at high-p, were studied by
the WA98 experiment [116, 117] in search for jet-like structures. These photons mainly
originate from decays of neutral hadrons, 7°, and 7. A clear indication of back-to-back
correlations was found in p-A collisions and in peripheral Pb-Pb collisions. In the lat-
ter, the shape of the correlation is not well described by pure elliptic flow. The authors
of [117] have investigated the v — ~ correlations using cuts in pseudo-mass M which
is defined as M = pyy + pro. For Pb-Pb collisions at V,,,, = 60 and the pseudo-mass
cut of 1.2 < M < 1.8 GeV/c, elliptic flow reaches a value of v, = 0.085+0.005. 3
Fitting the data with a Gaussian peak at A¢ = = on the elliptic flow modulated back-
ground reduces the v, value to v, = 0.06540.007. For the higher pseudo-mass cut of
1.8 < M < 2.4 GeVlc, the data suffer already from quite large statistical errors, how-
ever, there is about 15-30% relative discrepancy in v, observed in the centrality range of
50 < N,ere < 250. We remind here that our results correspond to even higher pseudo-
mass cut of M > 2.4 GeV/e, since we require both pions to have transverse momentum
of pr > 1.2 GeV/e.

Azimuthal two-particle correlations of large transverse momentum charged hadrons
have been recently reported by the STAR Collaboration at RHIC [202, 222-224]. The
measurement was done both for p-p and Au-Au collisions at /syy = 200 GeV. Their
results on two-hadron azimuthal correlations around A¢ = 0 in Au-Au collisions at

SRemark: This v, coefficient corresponds to our ,/p> coefficient.



146 10. Two-Particle Azimuthal Correlations

pr > 4 GeV/e show a quantitative agreement with the p-p data implying that nearly
all hadrons in the mentioned transverse momentum range originate from jet fragmenta-
tion. The near-side correlations are present in all centralities up to the most central ones
(Fig. 10.21) indicating that the fragmentation is not substantially modified in the hot and
dense medium created in the Au-Au collision. However, strong back-to-back correlations
exist only in peripheral Au-Au collisions and they are considerably reduced in the most

1.8 e Au+Au data O p+p data + flow
- 7‘ T 17T ‘ T 1T ‘ T 1T ‘ T 1T ‘ T 1T ‘ T 1T ‘7
L E~S ]
31626':0: N . =Q=_ ] 0_5%_0_-(7:
14" =
D | —— B(1+2vZcos(2A0))
Z1.2- < .
% o e 10-20% o]
[ RIPEN - 2 e
Z T -
= 0.8 ]
L O ]
0.6 P g 30-40% g
0.4- o ag® e ettv
r < . 1
025 - 60-80% _ o
oj‘ | ‘ L1 ‘ L1 ‘ L1 ‘ L1 ‘ L1 F
-3 -2 -1

1 2 3
A¢ (radians)

Figure 10.21: Azimuthal distributions (0 < |Ap| < 1.4, 4 < pﬁfig < 6 GeVlc) for Au-Au
collisions at \/syn = 200 GeV measured by STAR (solid circles) and their comparison to the
expected distributions from p-p data (open circles). Also shown is the elliptic flow contribution
for each centrality (solid line). The figure is taken from [222].

central Au-Au collisions. This points to a significant interaction of the hard-scattered
partons and their fragmentation products while traversing the medium and it is also in
line with observed strong suppression (jet quenching) of inclusive yields at RHIC ener-
gies [110,112].

Our results on two-particle correlations show similar features as the findings of the
STAR experiment, but the back-to-back correlation disappears in our case in central col-
lisions without sign of its suppression or quenching. Moreover, at RHIC energies there
is hardly any difference between the v, values obtained from correlation of particles with
the reaction plane and from two-particle correlations below p; = 3 GeV/c [225] .



11

Conclusions and Outlook

The observation of dijet-like two-particle azimuthal correlations at large transverse mo-
menta of charged pions embedded in collective flow is novel for SPS energies. The broad-
ening of the back-to-back correlation with increasing centrality suggests that we observe
in-medium partonic scattering which affects both parts of a dijet independently. Although
the back-to-back correlation disappears in central collisions, there is no sign of its sup-
pression. The absence of broadening of the near-side correlation supports the view that
the pions originate from fragmentation of the same parton.

Novel in this work is also the method and the study of appearance of the semi-hard
components with respect to the reaction plane, probing the thermalization of the high-pr
pions passing through the anisotropic overlap region of the colliding nuclei. A rather
weak alignment of the semi-hard pions with the reaction plane points to a ‘weak rescat-
tering* and is corroborated by the large excess of the two-particle azimuthal anisotropies
above the elliptic flow. Semi-hard particles, if well aligned with the reaction plane, would
raise v, Up to similar magnitudes. This, combined with the small rapidity acceptance
of the CERES spectrometer, might explain the exceptionally large excess of two-particle
correlations above the elliptic flow.

The elliptic flow depends on centrality and small transverse momenta as expected
from hydrodynamical calculations with the kinetic freeze-out temperature of 7y = 120 MeV
but remains below in magnitude. This indicates that only a partial equilibration is reached
even at the highest SPS energy (/s = 17 AGeV). A better agreement can be reached for
higher freeze-out temperatures of about 160 MeV which would not be in contrast with
the freeze-out parameters extracted from the hydrodynamical analysis of the inclusive
transverse mass distributions of /™.

The transverse momentum dependence of elliptic flow was measured with high statis-
tics up to pr = 3 GeV/c and enlarges significantly our knowledge on v, (pr) behavior at
the SPS. The observed onset of flattening around p; = 1.5 GeV/c is very similar to the
findings at RHIC energies.

Our results thus exhibit similar features, but also important differences, to the re-
cent findings at RHIC. At RHIC, there is hardly any difference between the elliptic flow
magnitude determined from the event plane method and two-particle correlations below
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pr = 3 GeV/c and the data exhaust for pr < 2 GeV/c also the hydrodynamical calcula-
tions. At this place we thus allow ourselves to conjecture that high-p; particles at RHIC
are well aligned with the reaction plane because of jet-quenching.

In 2000, a high statistics Pb-Au data sample consisting of 33 millions of events
was taken with the CERES spectrometer upgraded by the large time-projection cham-
ber (TPC). We expect that the analysis of this data set will bring more information on
the physics topics discussed in this work. The analysis of not identified charged particles
measured by TPC alone is expected to increase the covered p range up to 4 GeV/c. This
in combination with the excellent position resolution of TPC will avoid the large effi-
ciency losses at small two-track separation from which suffered the analysis of the 1996
data presented here.



Appendix A

Frequently Used Kinematic Variables

This appendix summarizes the variables commonly used throughout this work. The reader
is also referred e.g. to Chapter 2 of [31].

A.1 Transverse Momentum and Mass

In fixed target experiments, the transversal plane is usually the plane perpendicular to the
beam axis (z direction). We can define the transverse momentum as

pr =p-sind, (A1)

where 6 is the polar angle of a particle track. Since CERES covers only ¢ angles between
8 and 15 degrees, it allows us to make an approximation pr = p/5.

Having defined the transverse momentum, we can define another useful quantity, the

transverse mass,
mr = \/p%—i_m%a (A2)

where my is the rest mass of particle.

A.2 Rapidity and Pseudo-Rapidity

The rapidity y is a very useful variable for description of the longitudinal motion of par-
ticles with non zero rest mass. If the particle has an energy £ and momentum component
along the beam axis p,, we can define its rapidity as

_}nEerz

The definition looks at the first glance complicated, but its advantage shows up in the
Lorentz transformation between different reference systems. Suppose, we have two ref-
erence systems S; and S,. If the system S, is moving with respect to the S; with the
velocity 3, along the z-axis, its rapidity y g, differs from yg, just by an additive constant

y (A3)

ySz - y51 - yﬁ) (A4)
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where

1 In 1+ 3,
is the rapidity of the moving frame. In our case, the beam has momentum p = 158 AGeV/c,
the target has rapidity yrger = 0, and the beam ypeam = 5.84.

For symmetric systems, the center of mass moves with the rapidity of

(A.5)

Yems=0.5Ybeam,
called therefore mid-rapidity.

However, to calculate the rapidity, the mass and particle’s momentum has to be known.
Much easier is to determine the so called pseudo-rapidity n given by

n= —In(tang), (A.6)
where it is enough to measure the polar angle # of the particle track. The CERES spec-
trometer covers the pseudorapidity range of n=(2.1,2.65). In the case of small masses and
large rapidities n ~ v.



Appendix B

Pile-Up Effect in Cylindrical Detectors

In this appendix, we give an estimation of pile-up losses in cylindrical detectors on the
hit level [226]. These losses are directly connected with the finite position resolution of
a given detector, and in addition with the double-hit resolution of a hit reconstruction
algorithm employed.

We divide a detector into n cells, where the cell size is the largest size for which
multiple hits cannot be resolved. Let us assume that we have N particles distributed
randomly among n cells and we measure the particle number by counting the number of
hits, or number of cells which are occupied,

Noccupied = n(l - 67”)- (B.l)

Here 1 = N/n is the mean occupancy. The pile-up loss L is then defined as the difference
between the count of the cells occupied and the number of particles N falling onto the
detector, i.e.

L =N — ngceupied = N —n(1l —e7H). (B.2)

Correspondingly, the pile-up probability P is given by

L 1
P=_"_=1—-"(1—-e*) ~ B.3
N M( € ) I ( )

2=

where the approximation holds for p < 1.
To figure out how many particles fall onto a ring of width d#, we assume a constant
particle rapidity density
dN/dy = A = const., (B.4)

which is certainly good for CERES small acceptance?!, and also that pseudo-rapidity is a
fair replacement for rapidity,
AN _dNdy A
d9 — dy df  sinf’

(B.5)

1The correct cosh-dependence can be easily installed in numerical calculations.
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The occupation of particles per ring is

_ AN _ dNdn
=" = o do-
Here the first term is given by Eq. (B.5), and the second one can be easily calculated. We

divide the detector area into concentric rings of width dr and work out how many cells of
size or, d¢ there are per ring:

(B.6)

2nrdr  2wdr
_ _ , B.7
= Soor ~ gor (B.7)

Expressing geometry entirely by angles and the distance z from the interaction vertex to
the detector via dr/df = z/ cos® §, we obtain

dn 27wz

—_— = B.8
df  0¢drcos? O (B8)

The number of cells per ring would be actually constant would not the projection produce

a weak 6 dependence. Inserting Eq. (B.5) and Eq. (B.8) to Eq. (B.6) we obtain

Abpdr cos? 0
LL ==

(B.9)

21z sinf

To calculate the pile-up loss, we multiply the pile-up probability P with the number of
particles per ring and obtain

1 A%5¢6r  db
L = PdN ~ —dN = — B.1
d d 2 d 4z tan?f (8.10)
from which we may calculate the total pile-up loss
A25p0r [ 1 o
L= 0| . B.11
Az [tan 6 T ]92 ( )

(B.12)



Appendix C

In-plane and Out-of-Plane Correlation
Functions for Elliptic Flow

In this appendix the parameters describing the strength of the in-plane and out-of-plane
two-particle azimuthal correlations are evaluated in the case that only correlations due to
collective elliptic flow are present. For completeness let us here once more repeat the
definitions already introduced in Chapter 10.4.4.

We describe the correlations of particles with the event plane ¥ due to collective
elliptic flow by function

f(z) = A[l + 20, cos(2z)] (C.1)
with x = ¢ — U, where ¢ is an azimuthal angle of the emitted particle. The two-particle
correlation we write in the form

c(x) = B[l + 2pcos(2z)] (C.2)

with z = ¢; — ¢; and ¢; and ¢; being the azimuthal angles of the emitted particles ¢, ;.
Confining one particle in the pair in a region restricted by ¢ = (a,b), then the Fourier
coefficient p,, is calculated according to relation

b
x) cos(2z)dx

Do = s Ja f(b) (2z)dz ©3)

fa f(z)dzx

Analogically, the constant term B, , can be expressed as
b

d

By = VB [ f(@)dr (C.4)

2 fab dx

As can be easily seen for a choice of « = —n/2 and b = 7/2, we again obtain the well
known relation p = v3.
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In order to evaluate Eg. (C.3) and Eq. (C.4) the three following types of integrals are
needed:

I = y (x) cos(2x)dx = Alva (b — a)

+ %[(sin(%) — sin(2a)) cos(2d) + (cos(2b) — cos(2a)) sin(2d)]

+ %[(sin(élb) — sin(4a)) cos(4d) + (cos(4b) — cos(4a)) sin(4d)]]  (C.5)

J = " f(z)dz = Alb — a + va(sin(2b) — sin(2a)) cos(2d)
a+d
+ wg(cos(2b) — cos(2a)) sin(2d)] (C.6)
b+d
K = /a+d dr=b—a (C.7)

For our choice of the conus size we obtain using results on I and .J following relations
for the p;,, and p,.; coefficients:

Ty + 2 cos(2d)

P T 4v, cos(2d) (8
and 2 cos(2d)
Uy — 2 COS
out — . C.9
o127 — 4w, cos(2d) (€9)
Analogically, using J and K and our border definitions we get
B[. 4 |
Bin == |14 —2 cos(2d) (C.10)
2 0 s |
and BT A i
Bour =5 [1- =2 cos(2d) | . (C.11)
s
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