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Abstract

This note describes updates to the reconstruction and identification algorithms devel-
oped to efficiently select hadronically decayingτ leptons (τhad-vis) in ATLAS. These updates
are with respect to the baseline algorithms applied to the 2010 data. Two independent mul-
tivariate methods to discriminateτhad-vis from QCD jets have been re-optimised. Another
identification method to reject electrons mis-identified asτhad-vishas also been re-optimised.
For a signal identification efficiency of approximately 50%, rejection factors in the range
20–130 against QCD jets and approximately 300 against electrons are achieved. A new pro-
cedure has also been developed to reject mis-identified muons. For a signal identification
efficiency of 96%, a muon rejection factor of approximately 2 is achieved. Four differ-
ent “tag-and-probe” measurements of theτhad-vis identification efficiency and the electron
to τhad-vis mis-identification probability based on 2011 data are presented. The measured
τhad-vis identification efficiencies are in agreement with those estimated using Monte Carlo
simulation, within uncertainties of 4-5% forτhad-vis pT > 22 GeV.
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1 Introduction

Theτ leptons play an important role in the ATLAS physics program as they provide a useful signature
in searches for the Standard Model Higgs boson and new phenomena in a wide range of theoretical
models [1]. This note describes updates to the reconstruction and identification algorithms [2] developed
to efficiently select hadronically decayingτ leptons (τhad).

Theτ lepton is very similar to an electron or a muon, but with a massof 1776.82± 0.16 MeV [3], it
is the only lepton heavy enough to decay into hadrons as well as into leptons. Due to its short lifetime,
2.9 × 10−13 seconds [3], the proper decay length ofτ leptons is 87.11 µm. Thus they decay inside the
LHC beam pipe and their decay products are used for identification.

The leptonicτ decay modes have the following branching fractions [3]: Br(τ→ eνeντ) = 17.8% and
Br(τ → µνµντ) = 17.4%. In the remaining cases (64.8%)τ leptons decay hadronically, predominately
into one or three charged pions, a neutrino and often additional neutral pions. There is also a contribution
from Cabibbo-suppressed modes to kaons with a branching fraction of 2.9%. Hadronically decayingτ
leptons are categorised by the number of charged decay products, observed as the number of tracks
or “prongs”. Hadronic 1-prong decays (τ1-prong) are the most common, 49.5% relative to allτ decays,
followed by 3-prong decays (τ3-prong), 15.2%.

The reconstruction and identification ofτ leptons at hadron colliders are challenging from the ex-
perimental point of view. Since purely leptonicτ decays are very difficult to distinguish from prompt
electrons or muons, theτ identification algorithms are developed to efficiently reconstruct and identify
the visible part (without the neutrino) of the hadronic decay modes, referred by the termτhad-vis in this
document. The challenge when identifying hadronicτ decays is that their signatures in the detector are
very similar to quark- or gluon-initiated jets from QCD processes (referred to as QCD jets). In addition,
these background processes have cross sections many ordersof magnitude greater than the cross sections
for weak interaction processes involvingτ leptons. The most discriminating features for identifying
τhad-vis from this multi-jet background are theτ lepton’s characteristic 1- or 3-prong signature and the
relatively narrow clustering of tracks and energy depositsin the calorimeters. Electrons and muons can
also be misidentified asτ1-prong. Separate procedures have been developed for rejecting electrons and
muons as their signatures are different from QCD jets.

After the initial observation of hadronically decayingτ leptons in ATLAS [4,5], there has been rapid
development of analyses featuringτ leptons, including theW→ τν andZ → ττ cross section measure-
ments [6, 7], theτ polarisation measurement [8] as well as the searches for theHiggs boson [9–11] and
supersymmetry [12,13]. These studies have increased demand for improvedτ reconstruction and identifi-
cation performance. The reconstruction and identificationof τ leptons have been re-optimised compared
with that described in Refs. [2, 14, 15]. The main focus of there-optimisation was to make theτ re-
construction less sensitive to changes in the number of overlapping proton-proton interactions per bunch
crossing (pile up), which increased significantly in the 2011 data runs and reached the maximum average
of 17 interactions per beam crossing. Two independent identification methods that discriminateτ leptons
from QCD jets are discussed: a log-likelihood method (LLH) and a method using boosted decision trees
(BDT). Another identification method has also been re-optimised to reject electrons mis-identified as
τhad-vis leptons using BDT as discrimination. In addition, a new procedure has been developed to reject
muons mis-identified asτhad-viscandidates.

This note also describes four different “tag-and-probe” measurements of theτhad-vis identification ef-
ficiency and of the electron toτhad-vismis-identification probability on 2011 data. The electron to τhad-vis

mis-identification probability is measured usingZ → ee events. Theτhad-vis identification efficiency
measurements are based onZ → ττ and W → τν events and use different background estimations.
The measured efficiencies are compared to the ones estimated by Monte Carlo simulations and data/MC
correction factors are then extracted. The Monte Carlo simulations used for theW andZ events in the
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“tag-and-probe” measurements are produced with the ALPGEN[16] generator. These events are com-
pared to simulations made with the PYTHIA [17] generator forthe systematic uncertainty estimations.
The default physics list for the signal simulation isQGSP_BERT [18]. All simulated events are passed
through the full simulation of the ATLAS detector using GEANT4 [19] and are reconstructed with the
same software as used for data.

2 Reconstruction of Hadronic Tau Decays

Theτhad-vis reconstruction algorithm relies on the inner detector and calorimeter information [14]. The
inner detector provides information on the single or collimated track system. The charge of the decaying
τ lepton can be directly determined from the charge(s) of its associated track(s). Particular attention
has been given to minimising the amount of charge mis-identification and of migration between then-
prong categories during the reconstruction (Section 2.2).Calorimetry provides information on the energy
deposits from the visible decay products. Hadronically decayingτ leptons are well-collimated resulting
in a relatively narrow shower in the electromagnetic calorimeter with, for 1-prong decays with one or few
π0’s, a significant electromagnetic component. The calorimeter and tracking information should match,
with narrow calorimeter clusters being found near the track(s) impact point in the calorimeter.

The τhad-vis reconstruction and identification algorithms in ATLAS follow these steps. Theτhad-vis

reconstruction is “seeded” from reconstructed jets by considering each jet as aτhad-vis candidate. The
list of calorimeter clusters associated with eachτhad-vis candidate is then refined and used to calculate
kinematic quantities. Tracks satisfying dedicated selection criteria are associated with the calorimeter
clusters. A list of identification variables is then calculated from the tracking and calorimetry informa-
tion. These variables are combined into multivariate discriminants to reject fake candidates from QCD
jets and electrons. Finally, selection on the output of the discriminants is used at the analysis level to
select a sample ofτhad-viscandidates with the desired level of background rejection and signal efficiency.

2.1 Theτhad-vis Reconstruction

Theτhad-vis reconstruction algorithm is seeded from jets reconstructed using the anti-kt algorithm [20],
with a distance parameterR = 0.4. Topological clusters [21] made of calorimeter cells calibrated with
the Local Hadron Calibration (LC) [22] are used as an input for the jet algorithm. All jets with transverse
momentumpT > 10 GeV and pseudorapidity|η| < 2.5, which corresponds to theη-coverage of the
ATLAS tracking system, seed theτhad-vis reconstruction algorithm.

The reconstructed four-momentum of theτhad-vis candidate is defined in terms of three degrees of
freedom1: pT, η, andφ. Theη andφ are taken from the seed jet, which are determined by calculating
the sum of the four-vectors of the constituent topological clusters, assuming zero mass for each of the
constituents [23]. The mass of theτhad-viscandidate is defined to be zero and consequently the transverse
momentum,pT, and the transverse energy,ET = E sinθ, are identical. Because hadronicτ decays
consist of a specific mixture of charged and neutral pions, the energy scale of hadronicτ candidates is
calibrated independent of the jet energy scale. The reconstructed energy ofτhad-viscandidates is corrected
to the final energy scale by a Monte Carlo based calibration procedure using clusters, within∆R =
√

(∆η)2 + (∆φ)2 < 0.2 of the seed jet barycentre axis. Theτhad-visenergy calibration is described in detail
in a separate document in Ref. [24]. The finalη position of theτhad-vis candidate is also determined by

1The ATLAS Coordinate System [14] is a right-handed system with thex-axis pointing to the centre of the LHC ring, the
y-axis pointing upwards, and thez-axis following the beam line. The spherical coordinatesφ andθ are defined in the usual
way, with the azimuthal angle,φ, measuring the angle in thexy-plane from the positivex-axis, increasing towards positive
y. θ measures the angle from the positivez-axis, but this coordinate is often specified by the pseudorapidity, η, defined as
η = − ln(tan θ2).
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the energy calibration procedure, which takes into accountclusters reconstructed in poorly instrumented
regions of the calorimeter [24].

2.2 Track Association

Tracks are associated with eachτhad-vis candidate if they are within thecore cone, defined as the region
within ∆R < 0.2 of the axis of the seed jet, and satisfy the following quality criteria based on the inner
detector pixel and SCT silicon detectors:

• pT > 1 GeV,

• Number of pixel hits≥ 2,

• Number of pixel hits+ number of SCT hits≥ 7,

• |d0| < 1.0 mm,

• |z0 sinθ| < 1.5 mm,

whered0 is the distance of closest approach of the track to the reconstructed primary vertex in the
transverse plane, whilez0 is the longitudinal distance of closest approach.

As the number of interaction vertices per beam crossing, or pile up, increases, the ability for general
tracking to correctly identify the primary vertex degradeswhen using the “default” primary vertex, which
is defined as the primary vertex candidate with the highest

∑

(ptrk
T )2 [25]. Theτhad-vis track association, in

particular the|z0 sinθ| requirement, is very sensitive to the selected primary vertex, which in turn affects
bothτhad-visreconstruction and identification. A new algorithm used to mitigate these effects is presented
in Section 2.3.

Theτhad-vis candidates are classified asn-prong depending on the numbern of tracks counted in the
core cone. Multi-prong refers toτhad-viscandidates with more than one track. Tracks within theisolation
annulus, defined by 0.2 < ∆R < 0.4 of the axis of the seed jet, are also counted for variable calculations
and are required to satisfy the same track quality criteria.

2.3 Vertex Association

The probability of incorrectly assigning a pile up vertex asthe primary vertex has increased with the
larger number of pile up collisions in 2011. This causes tracks to fail thez0 impact parameter require-
ment, as observed in simulatedZ → ττ events. Figures 1(a) and 1(b) demonstrate theτhad-vis track
selection efficiency at different pile up conditions, whereτhad-vis track selection efficiency is defined as
the probability for a real charged pion from aτhad decay to be associated with a reconstructedτhad-vis

candidate.
As illustrated in Figures 1(a) and 1(b), theτhad-vis track selection performance is degraded with

increased pile up conditions. These inefficiencies affect the number of tracks associated with the recon-
structedτhad-vis objects as well as the calculation of many variables used by the τhad-vis identification
algorithms (Sections 2.4 and 3.1).

To ensure that theτhad-vis track association method is robust with respect to pile up conditions, a
new algorithm has been developed to correctly identify the primary vertex hypothesis for eachτhad-vis

candidate. This new algorithm, called Tau Jet Vertex Association (TJVA), is built using the existing Jet
Vertex Association (JVA) algorithm. The JVA algorithm works by finding for each jet a vertex candidate
with the highest Jet Vertex Fraction (fJVF), calculated using the following formula:

fJVF(jet|vtx) =

∑

ptrk|vtx
T

∑

ptrk
T
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(a) Trueτ1-prong.
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Figure 1: Theτhad-vistrack selection efficiency with respect to the average number of pile up interactions
per bunch crossing (µ) for reconstructedτhad-viscandidates inZ→ ττ simulated events. Only
τhad-viscandidates withpT > 15 GeV matching to a truth-tau within∆R< 0.2 are considered.
With TJVA, theτhad-vis track multiplicity is less sensitive to pile up and a smallerdegradation
in efficiency is observed as pile up increases.

where fJVF(jet|vtx) is the jet vertex fraction of a jet given a vertex candidate, “trk|vtx” refers to a track
matched to a given vertex and “trk” in the denominator refersto tracks in the jet. This track-vertex match
can be customised using the impact parameter and the longitudinal distance. Moreover, the set of tracks
used in the calculation offJVF can be customised by applying selection criteria on the track kinematics
and quality criteria. Figure 2 illustrates the JVA algorithm.

Figure 2: Depiction of the jet-vertex fraction discriminant.

TJVA uses Tau Jet Vertex Fraction (fTJVF), which is calculated similarly tofJVF. The track-vertex
match criteria are the same as forfJVF but the track selection parameters forfTJVF have been optimised
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for tracks fromτhad decays. These optimised track selection criteria are the same criteria described in
Section 2.2, except for the impact parameter requirements that are not used for this track selection. It is
important to stress that these selection criteria are only used to calculatefTJVF, and thus, in the choosing
of a primary vertex candidate for theτhad-viscandidate. Once the new impact parameters are recalculated
with respect to the TJVA primary vertex candidate,τhad-vis tracks are selected using the criteria described
in Section 2.2, which include the impact parameter requirements.

Figures 3(a) and 3(b) show the correctedτhad-vis track multiplicity, where it can be seen that a large
fraction of its degradation due to pile up interactions can be recovered by the TJVA algorithm, especially
for τ1-prongdecays.
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Figure 3: Distribution of the number of tracks associated with a reconstructedτhad-vis candidate inZ→
ττ simulated events with no pile up,µ = 20, andµ = 20 with TJVA. Onlyτhad-vis candidates
with pT > 15 GeV matching to a trueτhadwithin ∆R< 0.2 are considered and the distributions
are normalised to unity. With TJVA, theτhad-vis track multiplicity is less sensitive to pile up,
especially inτ1-prongdecays.

2.4 Reconstructed Variables

The reconstruction ofτhad-vis candidates provides very little rejection against the QCD jet background
to hadronically decayingτ leptons. This rejection is provided in a separate identification step, using
discriminating variables that are calculated during the reconstruction. These variables are defined in
Appendix A and are used for identification as discussed in Section 3.

3 Identification of Hadronic Tau Decays and Lepton Veto

3.1 Algorithms for τhad-vis Identification

Two independentτhad-vis identification methods using boosted decision trees (BDT) and log-likelihood
(LLH) as discriminants are discussed in the following. The set of variables used by each method remain
unchanged with respect to previous definitions [15].
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Theτhad-vis candidates fromZ → ττ, Z′ → ττ andW → τν simulated events and background data
samples enriched with QCD jets are used for the re-optimisation of theseτhad-visidentification algorithms.
Z′ → ττ events withZ′ masses of 500 GeV, 750 GeV, 1000 GeV and 1250 GeV are included to enhance
the number ofτhad-viscandidates with higherpT. The background events are data events recorded in 2011
by applying a QCD di-jet event selection: two highpT back-to-back jets (∆φ(jet1, jet2) > 2.7, pjet1

T > 30

GeV andpjet2
T > 15 GeV) in which the jet with the highest transverse momentumis used to tag the event

and the other one is used as the mis-identifiedτhad-viscandidate.
The τhad-vis identification efficiency is defined as the fraction of the number of identified 1-prong

(multi-prong) τhad-vis candidates matching to a trueτ1-prong (τ3-prong) over the number of trueτ1-prong

(τ3-prong); trueτhad with pT > 20 GeV and|η| <2.5 are considered and∆R <0.2 is used as matching cri-
teria. The background efficiency, measured with the QCD di-jet data sample, is defined as the number of
probe jets reconstructed and identified as aτhad-viscandidate over the number of probe jets reconstructed
asτhad-viscandidates.

3.2 Boosted Decision Trees Identification

The boosted decision tree identification method remains unchanged from the identification previously
documented in Ref. [15]. To compensate for small changes in the distributions of the input variables and
for higher pile up conditions, only the criteria on the BDT score corresponding to theloose, medium,
and tight signal efficiency working points have been adjusted. For 1-prong candidates these working
points are signal efficiencies of 60%, 50% and 30% and for multi-prong candidates they are 65%, 55%
and 35%. The higher multi-prong efficiency compensates for the lower relative contribution of 3-prong
τhad-vis in the multi-prong category. Due to the dependence of the BDTscore distributions on thepT of
theτhad-viscandidates, these working points must be determined as functions of the reconstructedτhad-vis

pT to yield approximately constant efficiency overpT. Reconstructedτhad-vis candidates from signal
events are split into 20 variable-widthpT bins from 20 GeV to 100 GeV containing approximately an
equal number ofτhad-vis. Requirements on the BDT score which yield the target signalefficiencies are
then determined separately in each bin for 1 and multi-prongcandidates. The threshold values are then
interpolated between bin centres and are constant above 100GeV.

To provide working points that are also approximately independent of the pile up conditions, the
above procedure is performed in separate bins of the number of vertices (nvtx ≤ 3; 3 < nvtx ≤ 5;
5 < nvtx ≤ 7 andnvtx > 7).

3.3 Log-likelihood Identification

The log-likelihood method used for this optimisation is based on the previous one described in Ref. [15].
No re-training was performed, i.e. the same probability density functions were used. Similarly to Sec-
tion 3.2, the threshold value on the likelihood score is calculated as a function ofpT to obtain a constant
signal efficiency as a function of the transverse momentum of theτhad-vis candidate. This procedure
accounts for thepT dependence of the input variables and hence of the score itself. Furthermore, the
target efficiencies defining theloose, mediumand tight working points have been adjusted to yield on
average 60%, 50% and 30% signal efficiency for 1-prongτhad-viscandidates and 65%, 55% and 35% for
multi-prongτhad-vis candidates, respectively. The threshold values are adjusted to also yield a flat signal
efficiency as a function of the number of reconstructed vertices, nvtx.

3.4 τhad Identification Results

The signal efficiency as a function of the the number of reconstructed vertices is summarised in Figure 4
for both identification methods. As expected, the efficiency does not have a strong dependence on the
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number of vertices.
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Figure 4: Signal efficiency for 1-prong (left) and multi-prong (right) formediumidentification work-
ing point as a function of the number of reconstructed vertices in the event. Differences in
the actual efficiencies shown here and the target efficiencies arise from differences in pile up
conditions that were simulated between the samples used to determine theloose, medium, and
tight cuts on the discriminant output, and the Monte Carlo samplesused to evaluate theτhad-vis

identification performance throughout this note.

The performance of theτhad-vis identification methods are illustrated in Figure 5, in whichthe in-
verse background efficiency as a function of the signal efficiency for 1-prong and multi-prongτhad-vis

candidates are shown.

3.5 Electron Veto

The characteristic signatures of hadronically decaying 1-prongτ leptons can be mimicked by electrons.
Despite the similarity ofτ lepton and electron signatures, there are properties that can be used to distin-
guish between them. For example, the electromagnetic shower produced by aτ lepton in the calorimeter,
which tends to be longer and wider than an electron-induced shower. These properties can be used to
defineτhad-vis identification discriminants specialised in rejecting electrons mis-identified asτhad-viscan-
didates. In the following, the discriminant using boosted decision trees (electron BDT) is described.
Three working points:loose, mediumand tight, corresponding to efficiencies of 95%, 85% and 75%,
respectively, are optimised for the electron BDT discriminants. The signal efficiency used for the per-
formance evaluation is defined as the fraction of reconstructed 1-prongτhad-vis candidates matching a
true 1-prongτhad-vis passing loose cut-basedτhad-vis identification2 that also satisfies the electron BDT
discriminant.

The electron BDT is optimised using simulatedZ → ττ events for signal and simulatedZ → ee
events for background. The signal candidates are required to match to a trueτ1-prong lepton and back-
ground candidates are required to match to a true electron, both within ∆R < 0.2. All candidates are
required to havepT > 20 GeV.

The electron BDT discriminant is performed in four regions of |η|: barrel (|η| < 1.37), crack (1.37<
|η| < 1.52), endcap (1.52 < |η| < 2.0) and forward endcap (2.0 < |η| < 2.3). The best performing and
best modelled variables in each|η| region are used for training. The variables are listed in Appendix A.
The following variables illustrated in Figure 6 were added since the previous version of the electron
BDT training: the electromagnetic energy over track momentum (f EM

P ), the calorimeter presampler strip

2Anotherτhad-vis identification algorithm described in Ref. [2] that has not been re-optimised.
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Figure 5: Inverse background efficiency versus signal efficiency for all discriminants on 1-prong (left)
and multi-prong (right)τhad-vis candidates. The top row shows the lowpT range, 20 GeV<
pT ≤ 40 GeV. The bottom row shows highpT, i.e. pT > 40 GeV. Theloose, mediumand
tight working points have 60%, 50% and 30% signal efficiency for 1-prongτhad-viscandidates
and 65%, 55% and 35% for multi-prongτhad-viscandidates.

energy fraction (fPS) and the ratio of electromagnetic energy of charged pions over calorimetric electro-
magnetic energy (f π

±

EM). These variables are defined in functional form in AppendixA. The output score
of the electron BDT discriminant for electrons andτ1-prong selected from simulated events is shown in
Figure 7. The electron BDT output score demonstrates good separation between electrons andτ1-prong.
Three working points:loose, medium, and tight are defined to be a electron BDT score greater than
0.465, 0.565 and 0.645, respectively.

The efficiency for MC simulated signalτ candidates versus the electron rejection efficiency is shown
in Figure 8. The efficiencies are shown for the electron BDT discriminant in central (|η| < 2.0) and
forward endcap (|η| > 2.0) regions. The figures were produced with 1-prong reconstructedτhad-vis can-
didates truth-matched to either electrons orτhad-vis candidates, withpT > 20 GeV and identified by the
loosecut-basedτhad-vis identification algorithm.

3.6 Muon Veto

As minimum ionising particles, muons do not deposit a significant amount of energy in the calorimeters
and therefore a muon is unlikely to be reconstructed as aτhad-vis candidate. However, when a cluster of
energy in the calorimeter is associated with a muon, the muontrack and the calorimeter cluster objects
can be mis-identified as aτhad-vis. Therefore, a dedicated cut-based muon veto has been developed to
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Figure 6: The distributions of the three new variables used in this current version of the electron BDT
training, for the barrel region of ATLAS (|η| < 1.37).
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Figure 7: Score of the BDT-based electron veto for MC simulatedτ1-prong and electrons both recon-
structed as 1-prongτhad-viscandidates with|η| < 2.0.

reduce backgrounds from muon fakes, as described here.
Muons mis-reconstructed asτhad-vis candidates can be classified according to the source of the asso-

ciated calorimeter clusters:

• Case 1: The muon itself leaves anomalously large energy deposits in the calorimeter.

• Case 2: The energy comes from elsewhere, either collinear radiation from the muon prior to enter-
ing the calorimeter, or coincidental overlap with some other calorimeter clusters.

9



Signal Efficiency

0.5 0.6 0.7 0.8 0.9 1

In
ve

rs
e 

B
ac

kg
ro

un
d 

E
ffi

ci
en

cy

1

10

210

310

ATLAS Preliminary Simulation

 | < 2.0η> 20 GeV, |
T

1-prong, p

BDT-based electron veto

Signal Efficiency

0.5 0.6 0.7 0.8 0.9 1

In
ve

rs
e 

B
ac

kg
ro

un
d 

E
ffi

ci
en

cy

1

10

210

310

ATLAS Preliminary Simulation

 | > 2.0η> 20 GeV, |
T

1-prong, p

BDT-based electron veto

Figure 8: Inverse background (electron) efficiency as a function of signal efficiency for 1-prong recon-
structedτhad-vis candidates withpT > 20 GeV, in the central (|η| < 2.0) and forward endcap
(|η| > 2.0) regions, for the electron BDT discriminant.

The two cases can be clearly distinguished by the different shower shapes in the calorimeter: in Case
1, the muon will typically pass through the electromagneticcalorimeter, and so most of the energy
will be deposited in the much deeper hadronic calorimeter; while in Case 2, the radiation is mostly
electromagnetic and leakage into the hadronic calorimeteris minimal. Figure 9 shows the fraction of
transverse energy of theτhadcandidate deposited in the electromagnetic calorimeter,fEM, with the peaks
at low and high values corresponding to Case 1 and Case 2, respectively. Additionally, in both cases there
is no match between the track momentum and the calorimeter energy, so that the lead track momentum
fraction (ftrack) may be much higher than expected for trueτhad. Figure 10 shows this variable for the
low and high fEM regions.
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Figure 9: The electromagnetic fraction for reconstructedτhad-vis candidates matched to true muons and
to trueτhad.

To optimise the muon veto algorithm, trueτhad and muons withpT > 20 GeV from simulated
Z→ ττ andZ→ µµ samples were used. Because the muon veto is normally appliedto muons that were
not identified by the muon identification algorithm [1], an overlap removal was performed with respect
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Figure 10: Lead track momentum fraction (ftrack) for reconstructedτhad-vis candidates matched to true
muons and to trueτhad, in the low fEM (left) and highfEM (right) regions.

to muons identified by the muon identification algorithm withthe tight working point. Objects are first
classified intolow, medium, andhigh fEM regions, with mediumfEM objects automatically passing the
veto. In the low and highfEM regions, separate upper thresholds onftrack are then applied. These four
parameters (the bounds on the low and highfEM regions and theftrack thresholds in each region) were
optimised to give maximum muon rejection for a targetτhad-vis efficiency of 96%. Both efficiency and
rejection are defined with respect to BDTmediumτhad-vis identification, theloosecut-based electron veto
and muon overlap removal. The efficiency is the fraction of such candidates passing the muon veto, and
the rejection is the fraction of candidates failing the veto. The resulting parameter values are 0.22 and
0.81 for the boundaries of thefEM regions, and 1.2 and 1.4 for theftrack threshold in the low and high
regions, respectively. Approximately 55% of muons mis-identified asτhad-vis are rejected by this veto;
however, the performance can depend strongly on the detailsof the overlap removal performed by an
analysis.

4 Measurement of the Electron toτhad-visFake Rate

This section describes the measurement of the electron mis-identification probability withZ→ eeevents
in 2011 data. The electron mis-identification probability is measured using different combinations of
working points for jet and electron discrimination and different types of overlap removals between the
τhad-vis candidates and reconstructed electrons. The events used are a very pure sample of electrons that
are reconstructed asτhad-vis and they are selected with a tag-and-probe method inZ → eeevents. The
tagging object is an electron passing the tight electron identification [26] and the probe is a reconstructed
τhad-vis with the tag-probe invariant mass in the range [80, 100] GeV.The minimum transverse momen-
tum required for the probeτhad-vis is 20 GeV. Such a measurement has already been performed on early
2011 data and described in more detail in Ref. [27]. The background events are mainly QCD multi-jet
events and they are estimated with a two-dimensional side-band extrapolation method, which assumes
that the charge product between the tag electron and the probe τhad-vis and the number of tracks of the
probeτhad-vis are not correlated. After the event selection, a good agreement is observed between data
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Figure 11: Invariant mass of the electron-τhad-vis pair in the selected events. On the left plot, no dis-
crimination is applied on the probeτhad-vis. The right plot shows only those events where the
probeτhad-vishas passed the BDTlooseτhad-vis identification and BDTmediumelectron veto.

andZ → eeMonte Carlo simulations even without any background subtraction, as shown in Figure 11
(left). However, after the application of the jet and the electron discrimination, the purity of electron
events in data is significantly reduced, as shown in Figure 11(right), and an estimation of the back-
ground events is needed to measure correctly the mis-identification probability. After the background
subtraction, the mis-identification probability is measured in data and compared with that estimated in
Z → eeMonte Carlo simulations. The data/MC correction factors are then extracted from the ratio of
the two probabilities. The main source of systematic uncertainties is the background subtraction and this
is estimated in a conservative way by comparing the data/MC correction factors with and without the
background subtraction and taking the difference as uncertainty. Another source of systematic uncer-
tainty comes from the event selection. The identification requirement and the energy scale of the tagging
electron have been varied and the observed differences in the data/MC correction factors are also taken
as a systematic uncertainty. The measurement has been performed in four pseudorapidity regions, which
are defined using theτhad-vis leading track direction: barrel (|ηtrk| < 1.37), crack (1.37 < |ηtrk | < 1.52),
endcap (1.52< |ηtrk| < 2.0) and forward endcap (|ηtrk | > 2.0). The estimated data/MC correction factors
are found to be independent of the tightness of theτhad-vis identification applied to the probeτhad-vis and
of the type of electron overlap removal. For this reason onlycorrection factors for different working
points of the electron discrimination are reported in Table1.

electron BDT veto |ηtrk| < 1.37 1.37< |ηtrk| < 1.52 1.52< |ηtrk| < 2.00 |ηtrk| > 2.00

loose 0.96±0.22 0.8±0.3 0.47±0.14 1.7±0.4

medium 1.3±0.5 - 0.5±0.4 2.8±1.3

Table 1: The data/MC correction factors for the efficiency of the electron discrimination applied to elec-
trons mis-identified asτhad-vis with pT > 20 GeV. The correction factors are not dependent
on the tightness of theτhad-vis identification or on the type of electron overlap removal. The
quoted uncertainties are the sum in quadrature of statistical and systematic uncertainties. Some
measurements are not available due to lack of sufficient data statistics.
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5 Measurements of theτhad-visIdentification Efficiency

This section describes the measurements of theτhad-vis identification efficiency with 2011 data and the
evaluation of the data/MC correction factors. Three measurements have been performed, two based on
Z → ττ and one based onW → τν events. These two processes have been chosen because they have
specific signatures which can be selected by tag-and-probe methods and with such methods it is possible
to get highly-pure samples of realτhad without any identification requirement. The tags used to select
Z → τµτhad andW → τhadντ events are an isolated muon and the presence of high missing transverse
energy, respectively. Each measurement is different from the others not only in the event selection, but
also in the background estimation strategy. Two measurements estimate the fraction of real and mis-
identified τhad-vis from the fit of the track multiplicity distribution of the probe τhad-vis and one from
a two-dimensional side-band extrapolation. Because of these differences, the definitions of the probe
candidate used for the efficiency measurement are not the same. Table 2 outlines the main features of
each measurement and each probe definition that is describedin this section. Even though the measured
efficiencies cannot be directly compared, the agreement or disagreement between what is measured in
data and what is estimated in Monte Carlo simulations shouldbe similar across all measurements.

Section 5.2 Section 5.3 Section 5.4

Events Z→ τµτhad Z→ τµτhad W→ τhadντ

Background Estimation side-band extrapolation track fit track fit

Probe Definition

pT > 20 GeV,|η| < 2.47 pT > 20 GeV,|η| < 2.47 pT > 20 GeV,|η| < 2.5

Ntracks=1 or 3 Ntracks≥ 1 Ntracks≥ 1

|charge| = 1 |charge| = 1 -

elec. BDT score>0.3 elec. BDT score>0.3 looseelec. BDT

jet BDT score>0.3 jet BDT score>0.3 -

Niso tracks<2 - -

1-prong, 3-prong
and multi-prong
definitions based on:

default Ntracks pT-corr. Ntracks pT-corr. Ntracks

Table 2: Outline of the threeτhad-vis identification efficiency measurements presented in this section and
definitions of each selection of the probe candidates.

The identification efficiency,εid, is defined as the fraction of the probeτhad-vis (Table 2) that pass the
τhad-vis identification. This efficiency is measured in data and estimated in Monte Carlo simulations using
the same event selection. The data/MC correction factors are extracted as:

Cid
data/MC =

εidData

εidMC

(1)

whereεidData andεidMC are the identification efficiencies measured in data and estimated in Monte Carlo
simulations, respectively. The correction factors have been measured for different combinations ofτhad-vis

identification, electron veto and muon veto working points,as shown in Table 3.
TheZ → ττ measurement using the side-band background extrapolation, Section 5.2, and theW→

τνmeasurement, Section 5.4, were already performed with datacollected in early 2011 and documented
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τhad-vis ID Electron Veto Muon Veto

BDT loose BDT loose no

BDT medium BDT medium yes

BDT tight BDT tight yes

LLH loose BDT loose no

LLH medium BDT medium yes

LLH tight BDT tight yes

Table 3: Definitions of the identification working points used to measure the data/MC correction factors.

in Ref. [15]. This section describes the update of these measurements also including the data recorded in
late 2011, which are characterised by a higher average number of interactions per bunch crossing. The
Z → ττ measurement using the track multiplicity distribution fit,Section 5.3, is new. In Section 5.5, a
summary of the results of these studies is presented. All measurements use apT-correlated track counting
as track isolation requirement or in the track multiplicitydistribution fit. This counting is described in
Section 5.1. The measurements are performed on two different sets of events. TheZ → ττ analyses use
data collected with a single muon trigger corresponding to an integrated luminosity of 3.6 fb−1, while the
W → τν measurement is based on data collected by missing transverse energy and missing transverse
energy combined with jet triggers corresponding to an integrated luminosity of 4.6 fb−1.

5.1 ThepT-correlated Track Counting

This track counting is aimed at improving the discrimination power of the track multiplicity distribution
between realτhad-vis and QCD jets. In theτhad-vis reconstruction, the track association is performed in
the core cone of radius∆R ≤ 0.2 with respect to theτhad-vis direction. This choice of radius is intended
to ensure that only the tracks produced by the hadronic decayare selected. This means that the size of
the cone is optimal for theτhad-vis reconstruction, but it is unlikely that many tracks from a QCD jet can
be selected in such a narrow cone. Therefore the track counting is performed in a wider cone of radius
∆R≤ 0.6 to improve the discrimination power. With a cone of such a size the realτhad-visstill have a track
multiplicity distribution peaked at 1 and 3 and the QCD jets are characterised by a much higher number
of tracks. This leads to very different track multiplicity templates to describe real and fake τhad-vis.

The track counting algorithm is similar to the one used in theanti-kT - or kT -clustering jet algo-
rithm [20, 28]. It selects only the tracks in the region 0.2 < ∆R ≤ 0.6 pT-correlated to the ones in the
corecone (∆R ≤ 0.2) in order to avoid tracks from underlying or pile up events.The track multiplicity
is then the sum of the tracks in∆R ≤ 0.2 and the selected tracks in 0.2 < ∆R ≤ 0.6. The method was
first demonstrated in Ref. [1] and then used in the previousτhad-vis identification efficiency measure-
ments [15, 29]. In this note, this counting is used in Section5.2 to apply a track isolation cut, while in
Sections 5.3 and 5.4 it is used as the input variable for the track multiplicity distribution fit and defines
the 1-prong and multi-prongτhad-vis.

5.2 Measurement of theτhad-vis Identification Efficiency with Z→ ττ Events

This section describes the measurement of theτhad-vis identification efficiency withZ → τµτhad events
in 3.6 fb−1 of data collected in 2011. The dataset is split into two sub-samples: one corresponding to
1.8 fb−1 collected in early to mid 2011 with low pile up (mean average number of interactions per bunch
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crossing of< µ >= 6) and the other corresponding to 1.9 fb−1 collected in late 2011 with high pile
up (< µ >= 11). The efficiencies measured in both data periods are found to be in goodagreement
with the corresponding efficiency from the simulation. The analysis is performed as in Ref. [15], with
additional event selection requirements (described in Section 5.2.1), which allow a higher signal purity
to be obtained. The dominant backgrounds are from QCD multi-jet processes andW + jets production.
The QCD multi-jet contribution is estimated from data usinga two-dimensional side-band extrapolation
method. TheW + jets contribution is estimated from Monte Carlo simulations and scaled by a data/MC
scale factor (kW) obtained in a control region dominated byW+ jets events. The remaining backgrounds
where the probeτhad-vis is an incorrectly selected jet or electron, likeZ + jets andtt̄ events, are estimated
from simulation. The dominant systematic uncertainty comes from the normalisation of the QCD multi-
jet background.

5.2.1 Event Selection

The event selection is very similar to what has been used in the previous study [15]. In the tag selection
only two changes have been made. Firstly, due to the increased instantaneous luminosity in late 2011
data, the muon trigger has been tightened to keep the output event rate within the allowed bandwidth.
Secondly, the isolation requirement has been tightened to increase the suppression of QCD multi-jet
events, but only in the first data period. Indeed, in the second data period the average energy deposited
in the calorimeter around the muon direction is increased due to the higher pile up environment and
this tighter isolation cut causes a significant signal loss.The tag selection is then a muon which has
no additional associated tracks in a cone of radius∆R < 0.4, and whose sum of transverse energy
deposited in the annulus 0.05 < ∆R < 0.2 with respect to its direction is less than 2% of its transverse
momentum in the first data period, or less than 4% in the seconddata period. The probe selection is
also very similar to the previous analysis. Theτhad-vis candidate is required to havepT > 20 GeV,
|η| < 2.47, a charge magnitude of one and one or three associated tracks. Then, instead of applying the
tight cut-base discrimination for mis-identified electrons as in the previous study, theτhad-vis candidate
needs to have an electron BDT score greater than 0.3. This is alooser requirement that reduces the bias
on theτhad-vis candidate and provides enough discrimination against backgrounds with mis-identified
electrons, likeZ → τµτe. Figure 12 (left) shows the electron BDT score for the probeτhad-vis. A
loose threshold of 0.3 on the jet BDT score is also applied. This requirement does not bias the probe
selection, but suppresses a large amount of background. Thejet BDT score is shown in Figure 12 (right).
Finally, theτhad-vis candidate is required to have less than two tracks in the annulus 0.2 < ∆R < 0.4
around its direction, counted using the algorithm described in Section 5.1. Figure 12 (bottom) shows this
track multiplicity distribution. The complete probe selection is summarised in Table 2. The other event
selection criteria are the same as in Ref. [15]. Events must have a reconstructed primary vertex with
at least 4 associated tracks, pass a set of jet cleaning requirements, have exactly one muon, no selected
electrons and at least one selectedτhad-vis candidate. The removal of overlapping muons, electrons and
τhad-vis candidates is performed. A further selection is applied to suppress theW + jets background,
by requiring

∑

cos∆φ = cos∆φ(τhad-vis,Emiss
T ) + cos∆φ(µ,Emiss

T ) > −0.15 and transverse massmT =
√

2pµT · E
miss
T (1− cos∆φ(µ,Emiss

T )) < 50 GeV. If more than oneτhad-vis candidate satisfies the selection
and overlap removal, the candidate with highest transversemomentum is chosen as the probeτhad-vis.

5.2.2 Background Estimation and Systematic Uncertainties

The contributions from the dominant processes are summarised in Table 4. The dominant background
processes areW + jets and QCD multi-jet production. The QCD multi-jet contribution is estimated
from data using a two-dimensional side-band extrapolationmethod. The side-bands are defined using
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Figure 12: Z → ττ (side-band extrap.) measurement: Discriminants used to increase the purity of
theτhad-vis sample without biasing the probeτhad-vis selection. Electron and jet BDT scores
are shown in the top left and right. The number of tracks in theannulus 0.2 < ∆R < 0.4
around the probeτhad-vis based on thepT-correlated counting is shown at the bottom. Each
distribution is shown using only data collected in the low pile up period after the full event
selection, without the cut on the variable itself.
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the charge product between the tag muon and the probeτhad-vis, and the isolation of the tag muon.
No alterations to the method have been made with respect to Ref. [15]. The W + jets contribution is
taken from Monte Carlo simulations and scaled by a data/MC scale factor (kW), measured in a control
region obtained by reversing the selection onmT and

∑

cos∆φ. Different scale factors are used before
and after applying theτhad-vis identification. As an addition to the previous analysis, thekW factors
are measured independently for opposite-sign (OS) and same-sign (SS) events, which have been shown
to give significantly different values [7]. Typical values before applying theτhad-vis identification are
kOS

W = 0.748± 0.006 andkSS
W = 0.812± 0.011, and after applying BDTtight identification arekOS

W =

0.531± 0.025 andkSS
W = 0.715± 0.076. The uncertainties include only the statistical error.ThesekW

factors are independent of theτhad-vis transverse momentum. All other backgrounds are estimated from
Monte Carlo simulations. The impact of systematic uncertainties on the muonpT and reconstruction
efficiency, theτhad-vis energy scale and the luminosity are taken from the previous analysis. Although
this is slightly conservative, as the uncertainties have been reduced [24], the experimental systematic
uncertainties are small compared to the QCD multi-jet uncertainty.

As Table 4 shows, with the new event selection a purity of 42% or higher is achieved before identi-
fication for the inclusive and 1-prong measurements. The QCDmulti-jets andW+ jets are the dominant
backgrounds, with other processes contributing about 6%. The purity for 3-prongτhad-viscandidates be-
fore identification is much lower than the one for 1-prongτhad-viscandidate and this leads to much larger
systematic uncertainties.

Process contributions before ID (%)

Inclusive 1-prong 3-prong

Signal 42 49 28

W+jets 21 19 25

QCD multi-jets 30 26 40

Other 6 6 7

Table 4: Z→ ττ (side-band extrap.) measurement: Fractional contributions of processes in the analysis
before theτhad-vis identification is applied. After applying theτhad-vis identification, the purity
increases to 70-92%. The purity for 3-prong candidates is lower and leads to larger systematic
uncertainties.

5.2.3 ThepT-inclusive Measurement

This section presents the efficiencies measured in data and the corresponding data/MC correction factors
for the pT-inclusive measurement. The visible mass distributions ofthe muon-τhad-vis pair system are
shown in Figure 13 before and after identification. Reasonable agreement is observed between data and
the sum of the estimated contributions. Since the uncertainty on the inclusive measurement is dominated
by the uncertainty on the background estimation, only the data collected in the low pile up period have
been used. Because of the looser isolation cut in the high pile up period, the selected events in the second
data period have higher contamination from QCD multi-jet events and therefore the method is affected
by higher systematic uncertainties. A summary of the efficiencies measured in data and from Monte
Carlo simulations, including all measurement uncertainties is given in Table 5. The individual contribu-
tions to the uncertainty on the efficiency measured from data are: the statistical uncertainty, ∆εstat, the
normalisation uncertainties on theW + jets and QCD multi-jet backgrounds,∆εW+jets and∆εQCD, and
the experimental uncertainties on muons andτhad-vis and on the integrated luminosity,∆εexp. The total
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uncertainty is obtained from pseudo-experiments treatingall uncertainties as uncorrelated. For both the
1-prong and 3-prong measurements the statistical uncertainty is comparable to the uncertainty from the
QCD multi-jet normalisation, while for the combined measurement the QCD multi-jet uncertainty dom-
inates. The data/MC correction factors for inclusive, 1-prong and 3-prongτhad-viscandidates for the low
pile up period are found to be consistent with unity, as summarised in Table 6. The correction factors
measured in the high pile up period are also consistent with unity.
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Figure 13: Z→ ττ (side-band extrap.) measurement: Visible mass distributions before applyingτhad-vis

ID (left) and after applying the BDTmediumidentification (right) to the probeτhad-vis for the
low pile up period.

Uncertainty contributions (%)

ID εMC(±stat) εData ∆εstat ∆εW+jets ∆εQCD ∆εexp. ∆εTotal

BDT loose 0.748±0.003 0.822 2.3 0.3 3.9 2.2 5.1

BDT medium 0.534±0.003 0.574 2.5 0.3 4.2 2.2 5.4

BDT tight 0.282±0.003 0.297 2.9 0.3 4.3 2.2 5.8

LLH loose 0.833±0.002 0.936 2.0 0.3 3.3 2.2 4.5

LLH medium 0.607±0.003 0.669 2.3 0.3 3.9 2.2 5.1

LLH tight 0.332±0.003 0.358 2.8 0.3 4.3 2.2 5.6

Table 5: Z → ττ (side-band extrap.) measurement: Inclusiveτhad-vis identification efficiencies in MC
and measured from data for the low pile up period with all measurement uncertainties. The
total uncertainty is obtained from pseudo-experiments treating all uncertainties as uncorrelated.

5.2.4 ThepT-binned Measurement

In this section, the study is repeated in bins of thepT of the probeτhad-vis candidate. The method is
identical, except that a sliding window on the visible mass is used to increase the signal purity in each
τhad-vis pT bin: x < m(µ, τhad-vis) < x + 25 GeV, wherex is the sum of the lower thresholds on the tag
muon and probeτhad-vis. The threshold on the muons is 20 GeV and theτhad-vis pT bins are: 20, 25, 30, 35,
40, 50, 60 GeV. To increase the sample size in each bin, the lowand high pile up periods are combined
together. Figure 14 shows theτhad-vis identification efficiencies measured in data and estimated in Monte
Carlo simulation for 1-prong and 3-prong candidates for theBDT mediumidentification working point.
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ID inclusive 1-prong 3-prong

BDT loose 1.10±0.06 1.07±0.04 1.18±0.13

BDT medium 1.07±0.06 1.05±0.05 1.16±0.13

BDT tight 1.05±0.06 1.00±0.05 1.19±0.14

LLH loose 1.12±0.05 1.09±0.04 1.23±0.11

LLH medium 1.10±0.06 1.06±0.05 1.23±0.13

LLH tight 1.08±0.06 1.04±0.05 1.19±0.14

Table 6: Z → ττ (side-band extrap.) measurement:pT-inclusive data/MC correction factors including
the combined systematic and statistical uncertainty measured in the low pile up period.
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Figure 14: Z → ττ (side-band extrap.) measurement:τhad-vis identification efficiencies in bins of the
τhad-vis pT for 1-prong (left) and 3-prong (right) candidates for the BDT mediumidentifica-
tion working point. The errors on the measured efficiencies include systematic and statistical
uncertainties, while the errors on the simulated efficiencies are only statistical uncertainties.
The data/MC correction factors are shown at the bottom and their errorbars include only the
statistical uncertainty. The yellow band includes the systematic uncertainty of the measure-
ment and the statistical uncertainty of the simulated efficiencies.
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Table 7 summarises the data/MC correction factors, SF, for the BDTmediumworking point for the in-
clusive case and details each of the individual contributions to the uncertainty: the statistical uncertainty,
∆SFstat, the normalisation uncertainties on theW + jets and QCD multi-jet backgrounds,∆SFW+jets and
∆SFQCD, and the experimental uncertainties on the muon,τhad-visand the integrated luminosity,∆SFexp.
The uncertainties for the other working points are similar.For 1-prong (3-prong) candidates, the sys-
tematic uncertainty from the QCD multi-jet normalisation is slightly smaller (larger), due to the lower
(higher) level of QCD multi-jet contamination. As Figure 14shows, at lowpT the measurement is dom-
inated by the systematic uncertainty on the QCD multi-jet normalisation, due to the higher level of QCD
multi-jet contamination. In the mid-range the uncertainties are very low, and the efficiency ratios are in
good agreement with unity. At high-pT the measurement is dominated by statistical uncertainty asthere
are very fewZ→ ττ events in this range. For most working points, the ratios arein agreement with unity
within uncertainty over the wholepT range.

data/MC correction factor uncertainty contributions (%)

pT [GeV] SF ∆SFstat ∆SFW+jets ∆SFQCD ∆SFexp ∆SFTotal

15–20 1.14± 0.30 9.8 1.5 21.6 1.3 26.6

20–25 1.08± 0.13 5.4 0.7 10.2 1.4 12.0

25–30 1.04± 0.07 3.8 0.5 5.4 1.4 7.0

30–35 1.05± 0.05 3.3 0.4 3.4 1.4 5.2

35–40 1.01± 0.05 3.3 0.4 2.3 1.5 4.6

40–50 0.99± 0.05 3.6 0.4 2.1 1.5 4.8

50–60 1.49± 0.29 17.9 2.3 4.9 1.0 19.5

Table 7: Z → ττ (side-band extrap.) measurement: Inclusive data/MC correction factors for the BDT
mediumworking point, measured in bins ofτhad-vis pT with statistical and systematic uncertain-
ties.

5.3 Alternative Method for Measurement of theτhad-vis Identification Efficiency with Z→
ττ Events

This section describes the measurement of theτhad-vis identification efficiency with the sameZ→ τµτhad

events as the ones used in Section 5.2, but with an alternative background estimation based on the fit
to the track multiplicity spectrum of theτhad-vis candidate, similar to that used also in Section 5.4. The
track multiplicity used is based on thepT-correlated counting described in Section 5.1 and offers a good
separation between signal and background. This backgroundestimation does not suffer the limitation
coming from background normalisation which affects the method described in the previous section. In
this section, if not mentioned otherwise, the track multiplicity of the probeτhad-vis is computed with the
pT-correlated algorithm.

5.3.1 Event Selection

The selection applied on the tagging muon is similar to that used in Section 5.2.1 with some differences.
For the entire dataset, the sum of transverse energy deposited in the annulus 0.05 < ∆R < 0.2 with
respect to the muon direction has to be less than 4% of the muontransverse momentum. In addition,
∆φ(τhad-vis, µ) > 2.4 andpµT < 40 GeV are required to suppress theW + jets background. This different
event selection is motivated by the fact that the requirement of one or three tracks used in Section 5.2.1
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cannot be applied here. Indeed, since the background estimation is based on the fit of the track mul-
tiplicity distribution of the probeτhad-vis, all candidates with at least one track are accepted. Such a
looser selection decreases the purity of theτhad-vis candidate before applying theτhad-vis identification
and, therefore, a tighter event selection is needed. Such differences in the selection of the probeτhad-vis

have to be taken into account when comparing theτhad-vis identification efficiencies and the data/MC
correction factors measured with this background estimation with the ones in Section 5.2. The estimated
contributions before identification are reported in Table 8, for the signal region, where opposite-signed
charges between the probeτhad-visand the muon are required (OS), and for the same-sign region,where
same-signed charges are required (SS). TheW+ jets background is scaled by thekW factors described in
Section 5.2.2.

Process contributions before ID (%)

OS SS

Signal 32 1

W+jets 18 17

QCD multi-jets 46 76

Other 4 6

Table 8: Z → ττ (track fit) measurement: Fractional contributions of processes beforeτhad-vis identifi-
cation. TheW+ jets background is scaled by thekW factors described in Section 5.2.2. Values
are shown in the signal region (OS) and in the control region (SS). After the BDTmedium
identification a signal purity of 78% is reached.

The background is dominated by QCD multi-jet andW+jets events. In the fit only two templates are
used: the signal template, which is taken fromZ → ττ Alpgen MC simulation requiring truth-matching
in the OS signal region, and the background template, which is taken from data in the SS control region.
The background template models the QCD jets from both QCD multi-jet andW+ jet events. No electron
template is needed, given that the electron contribution inthe track multiplicity spectrum is strongly
suppressed by selecting candidates with an electron BDT score > 0.3. In general no separate lepton
template is needed, because the electron contribution is negligible, and the Z→ µµ background is already
included in the total background template.

TheW + jets background is known to have a charge correlation and this causes the OS region to be
more enriched in quark-initiated jets, that are then mis-identified asτhad-vis candidates, with respect to
the SS region. In general, quark- and gluon-initiated jets have different track multiplicity distributions.
However the difference is minimised by applying a loose cut on the jet BDT score, as shown in Figure 15,
where the track multiplicity distribution for simulatedW → µν+jets events is plotted in OS and SS
regions, before and after applying this cut. The drawback ofthis is that the background template becomes
more peaked at lower values of the track multiplicity, but itstill provides adequate discrimination.

5.3.2 Fitting Strategy

The efficiency of all ID methods and working points is measured usinga single simultaneous fit to the
track multiplicity distributions in data, obtained beforeand after applying each of the different identifi-
cation working points. In order to measure the 1-prong and multi-prong efficiency, the fit is performed
splitting the signal template in two parts: the first bin, forthe measurement of the 1-prong efficiency, and
the rest of the spectrum for the measurement of the multi-prong efficiency. For the measurement of the
inclusive efficiencies, the signal template is not split. As an example of the performance of the fit, Fig-
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Figure 15: Z→ ττ (track fit) measurement: Track multiplicity distributionsfor simulatedW→ µν+jets
background in OS and SS regions beforeτhad-visID. The left plot shows the distributions with
no requirement on the jet BDT score, and the right plot shows the distributions selecting can-
didates with a jet BDT score> 0.3. The application of this selection reduces the differences
in the shapes between OS and SS regions.

ure 16 shows the result for the inclusive measurement beforeidentification (top left) and after the BDT
loose(top right), themedium(bottom left) and thetight (bottom right) identification working points.
Pseudo-experiments are used to check the stability of the fitting method against correlations between the
templates and it is found that no corrections are needed.
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Figure 16: Z → ττ (track fit) measurement: Simultaneous fit for the measurement of the inclusive
identification efficiencies. Here only the BDT identification working points are shown, but
in the fit all identification methods and all working points are included at the same time.
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5.3.3 Systematic Uncertainties

The effect of various sources of systematic errors has been estimated for both signal and background.

Signal template: Effects that could change the signal model are studied by repeating the fit with sig-
nal templates generated from Monte Carlo simulations with different configurations. These new
signal templates are obtained from different Monte Carlo generators (ALPGEN vs. PYTHIA),
different detector geometries, different hadronic shower models (QGSP [30] andFTFP_BERT [31]),
and different Monte Carlo tuning (Perugia [32]) since they all mightaffect the track multiplicity
distributions before and afterτhad-vis identification.

Pile up: The effect of different pile up conditions has been estimated for signal by repeating the fit with
two different signal templates built in low pile up conditions (number of additional vertices≤ 6)
and in high pile up conditions (number of additional vertices> 6).

Background template: Differences in the background shapes between the OS signal region and SS
control region (OS-SS uncertainty) mainly come from the different relative fractions of quark-
and gluon-initiated jets in the two regions. This is correlated to the different contaminations of
W+ jets in the two regions. In order to estimate this uncertainty, the fit is repeated after subtracting
theW→ µν+jets contribution in SS region from the background template(after properly scaling
this contribution with the scale factors described in Section 5.2.2) and adding theW → µν+jets
contribution in the OS region.

The full set of systematic uncertainties for the inclusive measurements is listed in the Table 9. For
the inclusive, as well as for the 1-prong, measurement the dominant systematic uncertainty is represented
by the hadronic shower model. This is due to the lack of statistics in the simulation sample used for the
comparison and not to the method itself. The uncertainties for the multi-prong measurements are bigger
and dominated by the OS-SS uncertainty.

pT > 20 GeV inclusive efficiency measurement systematic uncertainties (%)

ID Generator Hadronic Shower Geometry MC Tune Pile up OS-SS Total

BDT loose 0.1 1.8 2.6 1.9 0.5 1.4 4.1

BDT medium 0.3 4.8 0.3 3.6 0.8 2.1 6.4

BDT tight 0.4 16.6 5.3 2.6 2.4 0.8 18.1

LLH loose 0.5 2.0 2.5 0.25 1.2 1.4 3.8

LLH medium 0.8 0.9 0.9 2.5 3.1 1.5 4.5

LLH tight 0.1 5.5 2.1 3.3 3.1 2.6 7.9

Table 9: Z → ττ (track fit) measurement: Systematic uncertainties on the inclusive efficiency mea-
surement. The dominant uncertainty is represented by the shower shape modeling. The total
uncertainty is the quadratic combination of all the listed uncertainties.

5.3.4 ThepT-inclusive Measurement

The efficiencies measured in data with statistical and systematic uncertainties for the inclusive case are
listed in Table 10. The efficiencies expected from Monte Carlo simulations are also quoted along with
their statistical uncertainty. The data/MC correction factors are listed in Table 11.
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Uncertainty contributions (%)

ID εMC εData ∆εstat
Fit ∆ε

syst
Fit ∆εTotal

BDT loose 0.717±0.008 0.729 2.1 4.1 4.7

BDT medium 0.508±0.006 0.508 2.3 6.4 6.9

BDT tight 0.263±0.004 0.313 3.1 18.1 18.4

LLH loose 0.809±0.009 0.826 1.9 3.8 4.4

LLH medium 0.587±0.006 0.589 2.1 4.5 5.1

LLH tight 0.318±0.004 0.313 2.5 7.8 8.4

Table 10: Z → ττ (track fit) measurement:pT-inclusive efficiencies in MC and measured in data with
the measurement uncertainties.

ID inclusive 1-prong multi-prong

BDT loose 1.02±0.05 1.02±0.05 1.00±0.25

BDT medium 1.00±0.07 1.00±0.07 0.95±0.24

BDT tight 0.96±0.18 0.96±0.13 0.93±0.27

LLH loose 1.02±0.04 1.03±0.03 1.08±0.20

LLH medium 1.00±0.05 1.01±0.03 1.04±0.16

LLH tight 0.98±0.08 0.98±0.06 0.91±0.25

Table 11: Z → ττ (track fit) measurement:pT-inclusive data/MC correction factors including the com-
bined systematic and statistical uncertainty.
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5.3.5 ThepT-binned Measurement

The same measurement is also performed in bins ofpT of the probeτhad-vis. Table 12 compares the
data/MC correction factors in thepT-binned andpT-inclusive measurements for the BDTmediumiden-
tification working point. The measurement is totally dominated by systematic uncertainties, even in the
low- and high-pT bins where the statistical uncertainties are increased because of the higher background
contamination and the smaller statistics, respectively.

BDT ID (inclusive) medium

pT bin SF ∆SFstat(%) ∆SFsyst(%)

pT > 20 GeV 1.00 2.6 6.4

15< pT < 20 GeV 0.85 7.7 28

20< pT < 25 GeV 1.08 5.8 17

25< pT < 30 GeV 1.01 5.2 18

30< pT < 40 GeV 0.94 4.5 15

pT > 40 GeV 0.94 7.6 32

Table 12: Z → ττ (track fit) measurement: Data/MC correction factors measured inclusively and inpT

bins for the BDTmediumidentification working point.

5.4 Measurement of theτhad-vis Identification Efficiency with W→ τν Events

In this section, the measurement of theτhad-vis identification efficiency usingW→ τν events is presented.
The measurement is documented in Refs. [15,29] for the earlydata taking period and it is repeated here
for all 2011 data. The analysis is a tag-and-probe method where the events are tagged by a large missing
transverse energy and the probe is a reconstructedτhad-vis. Because of this tag selection,W+ ≥ 1 jet
events are enhanced. The number of realτhad-vis before and after identification is estimated by fitting
the distribution of the number of tracks associated to the candidate using thepT-correlated counting,
as described in Section 5.1. The fit is performed using three templates, one for realτhad-vis, one for
mis-identified muons and electrons and one for mis-identified QCD jets. The tau and lepton templates
are taken from Monte Carlo simulations, while the jet template is extracted from data in a control re-
gion. If not specified otherwise, in this section the track multiplicity is computed with thepT-correlated
algorithm.

5.4.1 Event Selection

The event selection is the same as the one used in Ref. [15] except for the tag selection. Due to the
higher instantaneous luminosity in late 2011, the trigger threshold for missing transverse energy was
raised from 60 to 80 GeV and accordingly also the offline tag selection has been tightened. Therefore,
in this measurement events are selected if they are triggered by a missing transverse energy trigger or
a combined trigger requiring both missing transverse energy and a jet and they have more than 100
GeV of reconstructed missing transverse energy. Moreover,in order to reject events with mis-measured
missing transverse energy and QCD multi-jets events, no jets orτhad-viswith pT > 20 GeV may be found
within ∆φ < 0.5 with respect to the direction of the missing transverse energy. As in Ref. [15], the
presence of a good vertex, event quality criteria and the lepton veto is required. Furthermore, in order
to increase the purity of the selection, the probeτhad-vis is required to have∆φ(τhad-vis,Emiss

T ) < 1.5 and
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mT =

√

2Emiss
T pT(τhad-vis) cos∆φ(τhad-vis,Emiss

T ) < 80 GeV. In case that more than one candidate fulfills
these requirements, then only the one withmT closest to 50 GeV is chosen. Table 13 shows the expected
contributions of processes estimated with Monte Carlo simulations, expressed as fractions of the total
number of events seen in the data. The contribution from QCD multi-jets events is not estimated.

Process contributions before ID (%)

Signal 21

W+ jets (jet) 23

W+ jets (lep) 5

Table 13: W → τν measurement: Fractional contributions of processes in theanalysis yields before
theτhad-vis identification estimated by Monte Carlo predictions. The contribution from QCD
multi-jet events is not estimated. The label “lep” means that the selected probeτhad-vis is truth
matched to a lepton and the label “jet” means that the probeτhad-vis is not truth matched to any
τhad or lepton.

5.4.2 Track Templates

In the fit of the track multiplicity distribution, three different templates are used. The ones for realτhad-vis

and for leptons (e/µ) are taken from truth-matched candidates inW→ τν andW→ eν, µν Monte Carlo
simulation samples, respectively. The template for QCD jets is extracted from data events in a control
region which is defined by the same selection as the one used for the signal region, but with at least two
leptons. This control region has changed with respect to theprevious study [15] where at least one lepton
was required. This new template has smaller contamination from realτhad-visand it could not be used in
the previous measurement because of the smaller data set. The jet templates after theτhad-visidentification
have been compared with Monte Carlo simulations where the selected probe is a mis-identified jet. Good
agreement is observed and any remaining difference is taken as a shape uncertainty.

5.4.3 Track Fit

The track fit is performed simultaneously before identification and after theloose, mediumand tight
identification as described in Ref. [15] and in Section 5.3.2. The fit parameter for thelooseidentification
efficiency is constrained to be greater than that for themediumefficiency, which is in turn constrained
to be greater than that for thetight efficiency. The lepton normalisation is constrained by Monte Carlo
prediction and this allows the 1-prong and multi-prong efficiencies to be measured separately. The same
linear corrections estimated in Ref. [15] to correct for correlations between the three templates are applied
to correct biases in the fit. These corrections are estimatedwith pseudo-experiments by performing a
linear fit of the estimated efficiencies as a function of the efficiencies used to generate the pseudo-data.
They are less than 3% in all the working points.

5.4.4 Systematic Uncertainties

The systematic uncertainties considered are on the lepton normalisation and on the shapes of the track
multiplicity templates for taus and jets. The lepton normalisation beforeτhad-vis identification is con-
strained to the Monte Carlo prediction. Afterτhad-vis identification, a conservative 50% uncertainty is
applied to the predicted yields to account for the uncertainties in the electron toτhad-vis fake rates (see
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Section 4). The shape uncertainty for the tau template is estimated comparing Monte Carlo simulations
with different detector geometries, different hadronic shower models and different underlying events,
similar to what is done in Section 5.3.3. The shape uncertainty for the jet template comes from the differ-
ent relative fraction of quark- and gluon-initiated jets inthe signal and control regions. This systematic
uncertainty is estimated by varying the offline Emiss

T threshold from 100 GeV down to 70 GeV where the
fraction of QCD multi-jets events is enhanced. In addition,the jet template is also compared with Monte
Carlo simulations since the template from the data has less statistics. The impact of different pile up
conditions on the track counting is estimated by taking the difference of the nominal template with the
templates built with events with eitherµ < 6 orµ > 12. This uncertainty is estimated for both the tau and
the jet templates. The main source of systematic uncertainties is the hadronic shower model. Table 14
summarises all sources of systematic uncertainties estimated for the BDT identifications.

Template Systematics (%) Inclusive 1-prong Multi-prong

loose medium tight loose medium tight loose medium tight

Lepton Electron Normalization 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1

Tau Underlying Event 2.4 0.8 1.7 1.0 0.3 0.8 5.0 1.7 3.0

Geometry 0.0 1.0 0.6 0.4 0.1 0.7 1.5 2.9 3.3

Hadronic Shower 4.8 3.1 2.3 2.8 2.9 1.7 8.5 3.6 3.4

Jet quark/gluon Fraction 2.8 3.0 3.0 2.5 2.6 2.5 3.3 3.8 3.9

Shape 4.9 2.9 1.7 2.1 2.5 1.3 9.9 3.7 2.5

Tau/Jet Pile up 0.8 1.6 1.2 0.8 1.4 0.8 0.9 2.1 1.9

Total 7.8 5.7 4.7 4.5 4.8 3.5 14.5 7.5 7.5

Table 14: W→ τν measurement: Systematic uncertainties for BDT identification for τhad-viscandidates
with pT ≥ 22 GeV. The total uncertainty is the quadrature sum of each systematic component,
so it does not always represent the actual overall uncertainty from the fitter.

5.4.5 Results

Forτhad-viswith transverse momentum higher than 22 GeV, the efficiency estimated in data is consistent
with the one in Monte Carlo simulations, but forτhad-vis with transverse momentum lower than 22 GeV
the agreement is worse, as Table 15 reports. More data are needed to understand whether this tension is
really due to mis-modeling ofτhad-vis in the Monte Carlo simulations or due to mis-modeling of the jet
template. Therefore, in this study only the results of the identification efficiency measurement forτhad-vis

with pT > 22 GeV are reported.

pT range BDT loose BDT medium BDT tight LLH loose LLH medium LLH tight

pT > 20 GeV 0.93± 0.03 0.92± 0.03 0.96± 0.04 0.90± 0.04 0.93± 0.04 0.92± 0.04

pT > 25 GeV 1.00± 0.03 0.97± 0.04 1.03± 0.03 0.95± 0.05 1.01± 0.03 1.00± 0.04

20< pT < 25 GeV 0.85± 0.07 0.88± 0.07 0.91± 0.09 0.84± 0.09 0.89± 0.10 0.87± 0.08

pT > 22 GeV 0.96± 0.03 0.93± 0.04 0.99± 0.04 0.95± 0.06 0.97± 0.04 0.97± 0.05

Table 15: W→ τνmeasurement: Inclusive data/MC correction factors in differentpT-ranges. The errors
include the statistical and systematic uncertainties estimated by the fitter.
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The results of the track multiplicity fitting forτhad-vis candidates withpT ≥ 22 GeV are shown in
Figures 17 (a) before and (b) after the BDTtight identification as an example. Note that the fitting is
simultaneously done for all the identification working points, i.e. for loose, mediumand tight. The
performance of this method is shown in Figure 18 where (a) theBDT score, (b) the likelihood score,
(c) the calorimeter radiusRCalo and (d) the track radiusRtrack before identification are plotted.RCalo and
Rtrack are defined in Appendix A. An excellent agreement is found between data and simulation.
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Figure 17: W→ τνmeasurement: Track multiplicity distributions (a) beforeand (b) after the BDTtight
identification forτhad-vis candidates withpT ≥ 22 GeV. Here only thetight identification is
shown but the efficiency is simultaneously determined by the track multiplicity fitting in all
the identification working points.

The measured identification efficiencies are summarised in Table 16 for all working points and for
1-prong plus 3-prong candidates. In this measurement, 1- and 3-prong refer to the number of tracks
computed with thepT-correlated counting. Therefore these efficiencies are not exactly the same as the
ones for 1-prong and 3-prongτhad-vis in the default definition. The agreement between data and Monte
Carlo predictions is within approximately±5% which is covered by the systematic uncertainty.

ID εData data/MC correction factor

BDT loose 0.73± 0.03(stat)± 0.04(syst) 0.96± 0.04(stat)± 0.05(syst)

BDT medium 0.59± 0.02(stat)± 0.03(syst) 0.93± 0.04(stat)± 0.04(syst)

BDT tight 0.37± 0.01(stat)± 0.01(syst) 0.99± 0.04(stat)± 0.03(syst)

LLH loose 0.79± 0.05(stat)± 0.04(syst) 0.93± 0.06(stat)± 0.05(syst)

LLH medium 0.70± 0.03(stat)± 0.03(syst) 0.97± 0.04(stat)± 0.05(syst)

LLH tight 0.46± 0.02(stat)± 0.03(syst) 0.96± 0.05(stat)± 0.06(syst)

Table 16: W → τν measurement: Identification efficiencies and data/MC correction factors for 1- plus
3-prongτhad-viscandidates withpT ≥ 22 GeV.
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Figure 18: W→ τνmeasurement: (a) The BDT score, (b) the likelihood score, (c) the calorimeter radius
and (d) the track radius distributions before identification for τhad-vis candidates withpT ≥
22 GeV. The normalisations of realτhad-vis, leptons and jets come from the track multiplicity
fitting.
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5.5 Summary of theτhad-vis Identification Efficiency Measurements

Three different measurements have been presented. The first measurement (Section 5.2) is based on
Z → ττ events and uses a two-dimensional side-band extrapolationfor the background estimation. The
second one (Section 5.3) is also based onZ → ττ events, but the background estimation is performed
with a fit of the track multiplicity distribution of the probeτhad-vis. The third measurement (Section 5.4)
is based onW → τν events and also uses a fit of the track multiplicity of the probe τhad-vis for the
background estimation. As described in Table 2, all of thesemeasurements have many common features,
but also significant differences, especially in the definition of the probeτhad-vis. A direct comparison
of identification efficiencies and data/MC correction factors cannot be made since the definitions of
the denominator inεid are different. Nonetheless it is remarkable that no significant deviation from
unity has been observed in the correction factors in all three measurements. This means that theτhad-vis

identification efficiency is well reproduced in simulations.
Based on the results of these studies, the data/MC correction factors for 2011 data are set to unity

for all the identification working points, for any track multiplicity and any transverse momentum of the
τhad-vis candidate. The uncertainties on these factors are estimated from the first and the third measure-
ments presented in this section which are the most precise. Since these studies are almost orthogonal
in the event selections and the background estimations, foreach working point and forτhad-viscandidate
with pT > 22 GeV the smallest of the two estimated uncertainties is used and listed in Table 17.

20< pT ≤ 22 GeV pT > 22 GeV

τhad-vis ID Inclusive 1-prong 3-prong Inclusive 1-prong 3-prong

BDT loose 8 8 16 4 4 8

BDT medium 8 10 16 4 5 8

BDT tight 8 8 14 4 4 7

LLH loose 10 8 20 5 4 10

LLH medium 8 10 20 4 5 10

LLH tight 10 10 22 5 5 11

Table 17: Uncertainty in percent on theτhad-vis identification efficiency data/MC correction factors for
2011 data for different working point, different ranges ofτhad-vis transverse momentum and
number of tracks. The data/MC correction factors are one for all identification workingpoints,
all numbers of tracks and for any transverse momentum.

In the pT-range below 22 GeV, bigger uncertainties are provided in order to cover the discrepancy
between the two measurements. In fact, the correction factors in this range are still compatible with one
within 2σ, but a slight indication of opposite trends in the two measurements has been observed. In this
range, the uncertainties in both studies are dominated by the uncertainties on the background estima-
tion, therefore it is hard to directly compare the results. Possible biases from the different background
estimations or the different probe definitions might affect the measurement in different directions.

The second measurement withZ → ττ events also measured correction factors compatible with
unity in all theτhad-vis pT-range confirming the results of the other studies. However,due to the large
uncertainties, it is difficult to draw conclusions from the comparison with the other two measurements.
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6 Conclusions

The re-optimised algorithms used for reconstruction and identification ofτhad in the full 2011 dataset
were described. The re-optimisation was performed using both QCD multi-jet andZ → eebackground
samples selected from 2011 ATLAS data and Monte Carlo simulated signal samples. With respect to
a previous implementation described in Ref. [2], the identification algorithms became less sensitive to
pile up effects by developing a new algorithm to select the correct primary vertex, by increasing the use
of tracking-based variables and by binning the discriminants in variables sensitive to pile up conditions.
Jet rejection factors up to 130 at 50% signal efficiency and electron rejection factors of approximately
300 for 50% signal efficiency were achieved. A new procedure has been also developed to reject mis-
identified muons. For a signal identification efficiency of 96%, a muon rejection factor of approximately
2 is achieved.

Measurements of theτhad-vis identification efficiency and the electron toτhad-vis mis-identification
probabilities were made usingZ → ττ, W→ τν andZ → eetag-and-probe analyses on 2011 data. The
electron toτhad-vis mis-identification probability is found to be independent of the τhad-vis identification
working point and of the electron overlap removal. Data/MC correction factors for the mis-identification
probabilities are estimated for different electron BDT working points and for different ranges in pseu-
dorapidity. Theτhad-vis identification efficiency has been measured in three different analyses based on
Z → ττ andW → τν events. The measured efficiencies are in agreement with the ones estimated in
Monte Carlo simulations and the data/MC correction factors are consistent with unity for all the iden-
tification working points. The uncertainties on these correction factors are dominated by systematic
uncertainties and range from 4% to 5% forτhad-vis with pT > 22 GeV. Larger uncertainties affect thepT

range from 20 to 22 GeV. A new method to measure the identification efficiency in theZ → ττ events
has been presented. This study uses a background estimationsimilar to the one used in theW → τν
tag-and-probe analysis. Results from this study confirm what is measured by the other two analyses.
Studies are ongoing to try to understand the correlations between these measurements and to improve
the background estimation strategies in order to reduce theuncertainties, especially in the low-pT range.
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A Tau Reconstruction and Identification Variables

This appendix defines all reconstruction and identificationvariables used by the jet and electron and
muon discriminants. The variables are:

Hadronic radius (RHad): Transverse energy weighted shower width in the hadronic (Had) calorimeter

RHad =

∑∆Ri<0.4
i∈{Had} EEM

T,i ∆Ri

∑∆Ri<0.4
i∈{Had} EEM

T,i

,

wherei runs over cells in the hadronic calorimeter and also layer 3 of the EM calorimeter. The
energy is calibrated at EM scale. Only cells in a cone of∆R < 0.4 around the cluster barycentre
are considered.

Calorimetic radius (RCal): Shower width in the electromagnetic (EM) and hadronic (Had)calorimeter
weighted by the transverse energy of each calorimeter part.

RCal =

∑∆Ri<0.4
i∈{EM 0−2} EEM

T,i ∆Ri +
∑∆Rj<0.4

j∈{Had} EEM
T, j ∆Rj

∑∆Ri<0.4
i∈{EM 0−2} EEM

T,i +
∑∆Rj<0.4

j∈{Had} EEM
T, j

,

wherei runs over cells in the first three layers of the EM calorimeter(pre-sampler, layer 1, and
layer 2) andj runs over cells in the hadronic calorimeter and layer 3 of theEM calorimeter. Only
cells in a cone of∆R < 0.4 around the cluster barycentre are considered. All cell energies are
calibrated at EM scale.

Track radius (Rtrack): pT weighted track width:

Rtrack =

∑∆Ri<0.4
i pT,i ∆Ri
∑∆Ri<0.4

i pT,i

,

wherei runs over all core and isolation tracks of the tau candidate,within ∆Ri < 0.4. ∆Ri is defined
relative to the tau jet seed axis andpT,i is the track transverse momentum. Note that for candidates
with only one track total in the core cone and isolation annulus,Rtrack simplifies to the∆Rbetween
the track and the axis of the seed jet.

Leading track momentum fraction ( ftrack):

ftrack =
ptrack

T,1
∑∆Rj<0.4

j∈{all} EEM
T, j

,

whereptrack
T,1 is the transverse momentum of the leadingpT core track of the tau candidate andj

runs over all cells in∆R< 0.4. The cell calibration at the EM scale is used.

Note that for candidates with one track,ftrack is the fraction of the candidate’s momentum attributed
to the track, compared to the total momentum of the candidate, which can have contributions from
the calorimeter deposits fromπ0s and other neutrals.

Core energy fraction (fcore): Fraction of transverse energy in the core (∆R< 0.1) of the tau candidate:

fcore=

∑∆Ri<0.1
i∈{all} EEM

T,i
∑∆Rj<0.4

j∈{all} EEM
T, j

,

wherei runs over all cells associated to the tau candidate within∆R < 0.1 of the tau jet seed axis
and j runs over all cells in∆R< 0.4. The cell calibration at the EM scale is used.
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Electromagnetic fraction ( fEM): Fraction of transverse energy of the tau candidate deposited in the EM
calorimeter:

fEM =

∑∆Ri<0.4
i∈{EM 0−2} EEM

T,i
∑∆Rj<0.4

j∈{all} EEM
T, j

,

whereET,i (ET, j) is the transverse energy, calibrated at the EM energy scale, deposited in celli ( j),
andi runs over the cells in the first three layers of the EM calorimeter, while j runs over the cells
in all layers of the electromagnetic calorimeter.

Cluster mass (mclusters): Invariant mass computed from the constituent clusters of the seed jet, calibrated
at the LC energy scale.

Track mass (mtracks): Invariant mass of the track system, where the tracks used forthe invariant mass
calculation use both core and isolation tracks.

Transverse flight path significance (Sflight
T ): The decay length significance of the secondary vertex for

multi-track tau candidates in the transverse plane:

Sflight
T =

Lflight
T

σLflight
T

,

whereLflight
T is the reconstructed signed decay length, andσLflight

T
is its estimated uncertainty. Only

core tracks are used for the secondary vertex fit.

TRT HT fraction ( fHT): The ratio of high-threshold to low-threshold hits (including outlier hits), in the
Transition Radiation Tracker (TRT), for the leadingpT core track. Since electrons are lighter than
pions, and therefore have higher Lorentzγ factors, they are more likely to produce the transition
radiation that causes high threshold hits in the TRT [33]. This variable can be used to discriminate
hadronic 1-prong tau candidates from electrons.

Ring isolation ( fiso):

fiso =

∑0.1<∆R<0.2
i∈{all} EEM

T,i
∑∆R<0.4

j∈{all} EEM
T, j

,

wherei runs over calorimeter cells in the associated topocluster of the tau candidate in a annulus
within 0.1 < ∆R < 0.2 around the seed andj runs over cells in a cone of∆R < 0.4. The energy is
calibrated at electromagnetic scale.

Leading track IP significance (Slead track): impact parameter significance of the leading track of the
tau candidate:

Slead track=
d0

σd0

,

whered0 is the distance of closest approach of the track to the reconstructed primary vertex in the
transverse plane, andσd0 is its estimated uncertainty.

Maximum ∆R (∆Rmax): The maximal∆R between a track associated to the tau candidate and the tau
axis. Only core tracks are considered.

First 2(3) leading cluster energy ratio (f2 lead clusters( f3 lead clusters)): the ratio of the energy of the first
two (three) leading clusters (highest energy first) over thetotal energy of all clusters associated to
the tau candidate.

36



Number of tracks in isolation annulus (N0.2<∆R<0.4
trk ): Number of tracks reconstructed within 0.2 < ∆R<

0.4 around the seed axis.

Electromagnetic energy over momentum of track system (f EM
P ):

f EM
P =

∑Nclus
l=1 EEM

l
∑∆R<0.2

i ptrk
i

,

wherel runs over calorimeter clusters associated to tau candidate, EEM
l denotes the part of cluster

energy deposited in the electromagnetic part of each cluster (presampler and first two layers) and
i runs over tracks associated to tau candidate in the core region. The cluster energy is calibrated at
the LC scale.

Presampler strip energy fraction (fPS):

fPS=

∑Nclus
l=1 EPS

l
∑Nclus

l=1 El

,

wherel runs over calorimeter clusters associated to tau candidate, EPS
l denotes the part of cluster

energy, calibrated at the LC scale, deposited in the Presampler layer of calorimeter andEl is the
total energy of a calorimeter cluster.

Electromagnetic energy of charged pions over calorimetricelectromagnetic energy (f π
±

EM):

f π
±

EM =

∑∆R<0.2
i ptrk

i −
∑Nclus

l=1 EHad
l

∑Nclus
l=1 EEM

l

,

wherel runs over calorimeter clusters associated to tau candidate, EHad
l denotes the part of cluster

energy deposited in the hadronic part of each cluster,EEM
l is the part of cluster energy deposited

in the electromagnetic part of each cluster (presampler andfirst two layers) andi runs over tracks
associated to tau candidate in the core region. All clustersare calibrated at the LC energy scale.
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