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Abstract

This note describes updates to the reconstruction andifidation algorithms devel-
oped to diciently select hadronically decayirdeptons {hagd-vi9 in ATLAS. These updates
are with respect to the baseline algorithms applied to tH® 2iata. Two independent mul-
tivariate methods to discriminatg,ag.vis from QCD jets have been re-optimised. Another
identification method to reject electrons mis-identifiedag.vishas also been re-optimised.
For a signal identification ficiency of approximately 50%, rejection factors in the range
20-130 against QCD jets and approximately 300 againstrefecare achieved. A new pro-
cedure has also been developed to reject mis-identified saueor a signal identification
efficiency of 96%, a muon rejection factor of approximately 2 éhiaved. Four dfer-
ent “tag-and-probe” measurements of thgq.vis identification déficiency and the electron
to Thad-vis Mis-identification probability based on 2011 data are priesk The measured
Thad-vis Identification dficiencies are in agreement with those estimated using Moat® C
simulation, within uncertainties of 4-5% fofag.vis P > 22 GeV.
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1 Introduction

Thet leptons play an important role in the ATLAS physics prograsritey provide a useful signature
in searches for the Standard Model Higgs boson and new plemeiin a wide range of theoretical
models [1]. This note describes updates to the reconstruatid identification algorithms [2] developed
to dficiently select hadronically decayingeptons ¢had)-

Ther lepton is very similar to an electron or a muon, but with a nask/7682 + 0.16 MeV [3], it
is the only lepton heavy enough to decay into hadrons as wétita leptons. Due to its short lifetime,
2.9 x 107%3 seconds [3], the proper decay lengthrdeptons is 8711 um. Thus they decay inside the
LHC beam pipe and their decay products are used for ideridita

The leptonicr decay modes have the following branching fractions [3]:7B# evev;) = 17.8% and
Br(r — pv,v;) = 17.4%. In the remaining cases (64.8%)eptons decay hadronically, predominately
into one or three charged pions, a neutrino and often additioeutral pions. There is also a contribution
from Cabibbo-suppressed modes to kaons with a branchintjdinaof 2.9%. Hadronically decaying
leptons are categorised by the number of charged decay gimpchbserved as the number of tracks
or “prongs”. Hadronic 1-prong decays:(yrong are the most common, 49.5% relative toaliiecays,
followed by 3-prong decays 4. prong), 15.2%.

The reconstruction and identification ofleptons at hadron colliders are challenging from the ex-
perimental point of view. Since purely leptonicdecays are very flicult to distinguish from prompt
electrons or muons, theidentification algorithms are developed ti@ently reconstruct and identify
the visible part (without the neutrino) of the hadronic deo@odes, referred by the termag.visin this
document. The challenge when identifying hadroniecays is that their signatures in the detector are
very similar to quark- or gluon-initiated jets from QCD pesses (referred to as QCD jets). In addition,
these background processes have cross sections manyafrdexgnitude greater than the cross sections
for weak interaction processes involvingleptons. The most discriminating features for identifying
Thad-vis from this multi-jet background are thelepton’s characteristic 1- or 3-prong signature and the
relatively narrow clustering of tracks and energy depdaithie calorimeters. Electrons and muons can
also be misidentified as;.prong Separate procedures have been developed for rejectiogogls and
muons as their signatures aréfeient from QCD jets.

After the initial observation of hadronically decayindeptons in ATLAS [4, 5], there has been rapid
development of analyses featurindeptons, including th&V — v andZ — rr cross section measure-
ments [6, 7], ther polarisation measurement [8] as well as the searches fdiitigs boson [9-11] and
supersymmetry [12,13]. These studies have increased deimamprovedr reconstruction and identifi-
cation performance. The reconstruction and identificatifonleptons have been re-optimised compared
with that described in Refs. [2, 14, 15]. The main focus of t@ptimisation was to make there-
construction less sensitive to changes in the number ofapyging proton-proton interactions per bunch
crossing (pile up), which increased significantly in the P@4ta runs and reached the maximum average
of 17 interactions per beam crossing. Two independentifitatton methods that discriminatdeptons
from QCD jets are discussed: a log-likelihood method (LLHQY @ method using boosted decision trees
(BDT). Another identification method has also been re-op#u to reject electrons mis-identified as
Thad-vis leptons using BDT as discrimination. In addition, a new phae has been developed to reject
muons mis-identified as,aq.vis candidates.

This note also describes fouridirent “tag-and-probe” measurements ofthg.visidentification ef-
ficiency and of the electron to,,q.vis Mis-identification probability on 2011 data. The electrontag.vis
mis-identification probability is measured usidg— eeevents. Thernag.vis identification dficiency
measurements are based on— rr andW — 7v events and use filerent background estimations.
The measuredficiencies are compared to the ones estimated by Monte Carldations and datyC
correction factors are then extracted. The Monte Carlo Isitians used for th&V andZ events in the



“tag-and-probe” measurements are produced with the ALP@EBINgenerator. These events are com-
pared to simulations made with the PYTHIA [17] generatortfar systematic uncertainty estimations.
The default physics list for the signal simulationQ6SP_BERT [18]. All simulated events are passed
through the full simulation of the ATLAS detector using GEAN[19] and are reconstructed with the
same software as used for data.

2 Reconstruction of Hadronic Tau Decays

The thag-vis Feconstruction algorithm relies on the inner detector adraneter information [14]. The
inner detector provides information on the single or cadlied track system. The charge of the decaying
7 lepton can be directly determined from the charge(s) of $soeaiated track(s). Particular attention
has been given to minimising the amount of charge mis-ifleation and of migration between tme
prong categories during the reconstruction (Section Za)orimetry provides information on the energy
deposits from the visible decay products. Hadronicallyaglewy T leptons are well-collimated resulting
in a relatively narrow shower in the electromagnetic catetier with, for 1-prong decays with one or few
7¥'s, a significant electromagnetic component. The calogmand tracking information should match,
with narrow calorimeter clusters being found near the tfgjcknpact point in the calorimeter.

The thag-vis reconstruction and identification algorithms in ATLAS fodl these steps. Thgag-vis
reconstruction is “seeded” from reconstructed jets by ickamsg each jet as @hag-vis candidate. The
list of calorimeter clusters associated with eagky.vis candidate is then refined and used to calculate
kinematic quantities. Tracks satisfying dedicated silactriteria are associated with the calorimeter
clusters. A list of identification variables is then cal¢athfrom the tracking and calorimetry informa-
tion. These variables are combined into multivariate dhisicrants to reject fake candidates from QCD
jets and electrons. Finally, selection on the output of tiserininants is used at the analysis level to
select a sample af,aq.viscandidates with the desired level of background rejectimhsagnal éiciency.

2.1 TheTthagis Reconstruction

The thag-vis reconstruction algorithm is seeded from jets reconstduating the antk; algorithm [20],
with a distance paramet& = 0.4. Topological clusters [21] made of calorimeter cells malted with
the Local Hadron Calibration (LC) [22] are used as an inputtie jet algorithm. All jets with transverse
momentumpr > 10 GeV and pseudorapidity) < 2.5, which corresponds to thgcoverage of the
ATLAS tracking system, seed thgag.visreconstruction algorithm.

The reconstructed four-momentum of theg.vis candidate is defined in terms of three degrees of
freedont: pr, 7, and¢. Thern and¢ are taken from the seed jet, which are determined by caioglat
the sum of the four-vectors of the constituent topologidasters, assuming zero mass for each of the
constituents [23]. The mass of thgg.viscandidate is defined to be zero and consequently the trassver
momentum,py, and the transverse enerdyy = E sing, are identical. Because hadroniadecays
consist of a specific mixture of charged and neutral pioresethergy scale of hadroniccandidates is
calibrated independent of the jet energy scale. The rewanst energy ofhag.viscandidates is corrected
to the final energy scale by a Monte Carlo based calibratiacquure using clusters, withitiR =
V(An)? + (Ag)? < 0.2 of the seed jet barycentre axis. Thgg.visenergy calibration is described in detail
in a separate document in Ref. [24]. The fipglosition of therpag-vis candidate is also determined by

1The ATLAS Coordinate System [14] is a right-handed systeth #ie x-axis pointing to the centre of the LHC ring, the
y-axis pointing upwards, and tteaxis following the beam line. The spherical coordinatesndd are defined in the usual
way, with the azimuthal anglej, measuring the angle in thg-plane from the positivex-axis, increasing towards positive
y. 6 measures the angle from the positxaxis, but this coordinate is often specified by the pseyudity, n, defined as
n=—In(tan®).



the energy calibration procedure, which takes into accolusters reconstructed in poorly instrumented
regions of the calorimeter [24].

2.2 Track Association

Tracks are associated with eaghg.vis candidate if they are within theore cone defined as the region
within AR < 0.2 of the axis of the seed jet, and satisfy the following gyatitteria based on the inner
detector pixel and SCT silicon detectors:

e pr>1GeV,

e Number of pixel hits> 2,

e Number of pixel hitst number of SCT hits 7,
e |dg] < 1.0 mm,

e |Zp sing| < 1.5 mm,

wheredy is the distance of closest approach of the track to the rémated primary vertex in the
transverse plane, whilg is the longitudinal distance of closest approach.

As the number of interaction vertices per beam crossingil®up, increases, the ability for general
tracking to correctly identify the primary vertex degragd®en using the “default” primary vertex, which
is defined as the primary vertex candidate with the higEeépE{k)z [25]. Thethag-vistrack association, in
particular thdzy sing| requirement, is very sensitive to the selected primaryexeshich in turn &ects
boththa4-visreconstruction and identification. A new algorithm used togate these €ects is presented
in Section 2.3.

The thag-vis candidates are classified agrong depending on the numbepf tracks counted in the
core cone. Multi-prong refers tgaq.viscandidates with more than one track. Tracks withinigodation
annulus defined by @ < AR < 0.4 of the axis of the seed jet, are also counted for variableutations
and are required to satisfy the same track quality criteria.

2.3 \Vertex Association

The probability of incorrectly assigning a pile up vertexths primary vertex has increased with the
larger number of pile up collisions in 2011. This causeskisdo fail thezy impact parameter require-
ment, as observed in simulategd —» 7t events. Figures 1(a) and 1(b) demonstratehg..is track
selection éiciency at diferent pile up conditions, whereq4.vis track selection giciency is defined as
the probability for a real charged pion fromrgyg decay to be associated with a reconstructed.vis
candidate.

As illustrated in Figures 1(a) and 1(b), thgag-vis track selection performance is degraded with
increased pile up conditions. Thesefiimencies &ect the number of tracks associated with the recon-
structedrhag-vis Objects as well as the calculation of many variables usec®yag-vis identification
algorithms (Sections 2.4 and 3.1).

To ensure that thepnaq.vis track association method is robust with respect to pile upitimns, a
new algorithm has been developed to correctly identify thimary vertex hypothesis for eaafag.vis
candidate. This new algorithm, called Tau Jet Vertex Asdmm (TJVA), is built using the existing Jet
Vertex Association (JVA) algorithm. The JVA algorithm waerky finding for each jet a vertex candidate
with the highest Jet Vertex Fractiofy(r), calculated using the following formula:

trk|vtx
favr(etvix) = ———

Z trk
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Figure 1: Therhag.vistrack selection @iciency with respect to the average number of pile up intenast

per bunch crossingu for reconstructedhag.vis candidates itz — rr simulated events. Only
Thad-vis Candidates wittpr > 15 GeV matching to a truth-tau withitR < 0.2 are considered.
With TIVA, thethag-vistrack multiplicity is less sensitive to pile up and a smatlegradation

in efficiency is observed as pile up increases.

where fyyr(jetivtx) is the jet vertex fraction of a jet given a vertex candgddtrk|vtx” refers to a track
matched to a given vertex and “trk” in the denominator refersacks in the jet. This track-vertex match
can be customised using the impact parameter and the ldigatudistance. Moreover, the set of tracks
used in the calculation ofy,s can be customised by applying selection criteria on thektkaeematics
and quality criteria. Figure 2 illustrates the JVA algonith

TJIVA

JVF[jet2, PV1] = o
JVF[jet2, PV2] = 1

)

JVF[jetl, PV1]=1- f
JVF[jet1, PV2] = f

Figure 2: Depiction of the jet-vertex fraction discriminant.

uses Tau Jet Vertex Fractioffirfve), which is calculated similarly tdjyr. The track-vertex

match criteria are the same as figyr but the track selection parameters fogyr have been optimised



for tracks fromrhag decays. These optimised track selection criteria are the saiteria described in
Section 2.2, except for the impact parameter requireméatsare not used for this track selection. Itis
important to stress that these selection criteria are ogdyl o calculatdr vk, and thus, in the choosing
of a primary vertex candidate for thgag.viscandidate. Once the new impact parameters are recalculated
with respect to the TIVA primary vertex candidatg,g.vistracks are selected using the criteria described
in Section 2.2, which include the impact parameter requares)

Figures 3(a) and 3(b) show the correctegdy.vis track multiplicity, where it can be seen that a large
fraction of its degradation due to pile up interactions camdzovered by the TIVA algorithm, especially
for 1prongdecays.
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Figure 3: Distribution of the number of tracks associated with a retttedra4.vis candidate irz —
7t simulated events with no pile up,= 20, andu = 20 with TIVA. Only thag.vis candidates
with pr > 15 GeV matching to a trus,aqwithin AR < 0.2 are considered and the distributions
are normalised to unity. With TJVA, tha,aq.vis track multiplicity is less sensitive to pile up,
especially inry.prongdecays.

2.4 Reconstructed Variables

The reconstruction ofna4-vis Candidates provides very little rejection against the Q€Cbpackground

to hadronically decaying leptons. This rejection is provided in a separate identificastep, using
discriminating variables that are calculated during theonstruction. These variables are defined in
Appendix A and are used for identification as discussed ini&e8.

3 ldentification of Hadronic Tau Decays and Lepton Veto

3.1 Algorithms for thaq.yis Identification

Two independenthag.vis identification methods using boosted decision trees (BDifl)lag-likelihood
(LLH) as discriminants are discussed in the following. Thedf variables used by each method remain
unchanged with respect to previous definitions [15].



The Thag-vis candidates fronz — rr, 2’ —» rr andW — tv simulated events and background data

samples enriched with QCD jets are used for the re-optiinisaf theserng-visidentification algorithms.

Z’ — 17 events withZ” masses of 500 GeV, 750 GeV, 1000 GeV and 1250 GeV are inclodethiance

the number ofhag.viscandidates with highger. The background events are data events recorded in 2011
by applying a QCD di-jet event selection: two high back-to-back jetsA¢(jety, jety) > 2.7, p'Tetl > 30

GeV andp'Tet2 > 15 GeV) in which the jet with the highest transverse momeritinsed to tag the event
and the other one is used as the mis-identifigd..is candidate.

The thag-vis identification dficiency is defined as the fraction of the number of identifiegkdng
(multi-prong) thad-vis candidates matching to a tru€.prong (73-prong 0Over the number of truei-prong
(T3-prong); true Thag With pr > 20 GeV andp| <2.5 are considered amR <0.2 is used as matching cri-
teria. The backgroundfgciency, measured with the QCD di-jet data sample, is defisgdeanumber of
probe jets reconstructed and identified as4a.viscandidate over the number of probe jets reconstructed
AaSThad-vis candidates.

3.2 Boosted Decision Trees ldentification

The boosted decision tree identification method remainfiamged from the identification previously
documented in Ref. [15]. To compensate for small changdgeinistributions of the input variables and
for higher pile up conditions, only the criteria on the BDTose corresponding to theose medium
andtight signal dficiency working points have been adjusted. For 1-prong ciatels these working
points are signalféiciencies of 60%, 50% and 30% and for multi-prong candiddtey are 65%, 55%
and 35%. The higher multi-prondheiency compensates for the lower relative contribution-pf@&g
Thad-vis IN the multi-prong category. Due to the dependence of the BE&ore distributions on thpr of
thethag.vis candidates, these working points must be determined atidnsmf the reconstructethag-vis
pr to yield approximately constantficiency overpr. Reconstructedhag.vis candidates from signal
events are split into 20 variable-widity bins from 20 GeV to 100 GeV containing approximately an
equal number ofnhaq.vis Requirements on the BDT score which yield the target sigfialiencies are
then determined separately in each bin for 1 and multi-pieanglidates. The threshold values are then
interpolated between bin centres and are constant abov&é&d0

To provide working points that are also approximately iretegent of the pile up conditions, the
above procedure is performed in separate bins of the nunfbegrtices vix < 3; 3 < nyx < 5;
5< nyx <7 andnyy > 7).

3.3 Log-likelihood Identification

The log-likelihood method used for this optimisation iséxen the previous one described in Ref. [15].
No re-training was performed, i.e. the same probabilitysitgrfunctions were used. Similarly to Sec-
tion 3.2, the threshold value on the likelihood score iswaked as a function gbr to obtain a constant
signal dficiency as a function of the transverse momentum ofrhg.is candidate. This procedure
accounts for thepr dependence of the input variables and hence of the scote iB&thermore, the
target éficiencies defining théoose mediumandtight working points have been adjusted to yield on
average 60%, 50% and 30% signéil@ency for 1-prongrhag.vis candidates and 65%, 55% and 35% for
multi-prong thag-vis candidates, respectively. The threshold values are adjustalso yield a flat signal
efficiency as a function of the number of reconstructed vertizgs

3.4 Thaqldentification Results

The signal éiciency as a function of the the number of reconstructedogstis summarised in Figure 4
for both identification methods. As expected, tliécéency does not have a strong dependence on the



number of vertices.
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Figure 4: Signal dficiency for 1-prong (left) and multi-prong (right) fanediumidentification work-
ing point as a function of the number of reconstructed vestim the event. [ierences in
the actual #iciencies shown here and the targfitoiencies arise from élierences in pile up
conditions that were simulated between the samples usezt¢aaine thdoose medium and
tight cuts on the discriminant output, and the Monte Carlo samyded to evaluate theag.vis
identification performance throughout this note.

The performance of thenag.vis identification methods are illustrated in Figure 5, in whible in-
verse backgroundfigciency as a function of the signaffieiency for 1-prong and multi-prongnag-vis
candidates are shown.

3.5 Electron Veto

The characteristic signatures of hadronically decayiqyahgr leptons can be mimicked by electrons.
Despite the similarity ot lepton and electron signatures, there are properties #imalbe used to distin-
guish between them. For example, the electromagnetic stpweuced by & lepton in the calorimeter,
which tends to be longer and wider than an electron-indubesver. These properties can be used to
definerhag.visidentification discriminants specialised in rejectingotlens mis-identified ag,ag-visCan-
didates. In the following, the discriminant using boostextigion trees (electron BDT) is described.
Three working pointsloose mediumandtight, corresponding tof&ciencies of 95%, 85% and 75%,
respectively, are optimised for the electron BDT discriamits. The signalf&ciency used for the per-
formance evaluation is defined as the fraction of reconstdut-prongrhag-vis candidates matching a
true 1-prongrpad.vis Passing loose cut-basedaq.vis identificatior? that also satisfies the electron BDT
discriminant.

The electron BDT is optimised using simulatéd— 77 events for signal and simulatefl —» ee
events for background. The signal candidates are requiresatch to a true.prong lepton and back-
ground candidates are required to match to a true electath, Within AR < 0.2. All candidates are
required to havepr > 20 GeV.

The electron BDT discriminant is performed in four regiofigng barrel (7] < 1.37), crack (137 <
Inl < 1.52), endcap (B2 < || < 2.0) and forward endcap @ < || < 2.3). The best performing and
best modelled variables in eagliregion are used for training. The variables are listed inexmx A.
The following variables illustrated in Figure 6 were addéucs the previous version of the electron
BDT training: the electromagnetic energy over track momen¢fPE’V'), the calorimeter presampler strip

2Anotherthag.visidentification algorithm described in Ref. [2] that has neeb re-optimised.



10°

=
(@]
)

=
o

Inverse Background Efficiency

10?

=
o

Inverse Background Efficiency

10°

ATLAS Preliminar

2011 data, J’ dtL =130 pb*
[ 1-prong, 20 < p; < 40 GeV
L L L |

-BDT
=-LLH

2 03 04 05 06

0.7

P TR RS
0.8 09 1
Signal Efficiency

T T TTTTH

| ATLAS Preliminary

2011 data, [dt L = 130 pb*

[ 1-prong, P, > 40 GeV
s L

-BDT
“-LLH

2 03 04

L
05 o0

6

0.7

P (RN NS
08 09 1
Signal Efficiency

Inverse Background Efficiency

Inverse Background Efficiency

[y
o
w

[y
o
)

=
o

10°

10?

=
o

B

ATLAS Preliminary

-BDT
“LLH

ATLAS Preliminary

2011 data,_[dt L =130 pb?
multi-prong, P, > 40 GeV
[PRREN SR

§2011 data,_[dt L =130 pb* E
| muprong. 20 <pr<t0eey ]
2 03 04 05 06 07 08 09 1

Signal Efficiency

2 03 04

05 0.6

0.

PRI TR N
7 08 09 1
Signal Efficiency

Figure 5: Inverse backgroundflciency versus signalfieciency for all discriminants on 1-prong (left)
and multi-prong (right)rhag.vis candidates. The top row shows the Iy range, 20 Gelk
pr < 40 GeV. The bottom row shows highy, i.e. pr > 40 GeV. Theloose mediumand
tight working points have 60%, 50% and 30% signgiagency for 1-prongrpag-viscandidates
and 65%, 55% and 35% for multi-prongag.vis candidates.

energy fraction fps) and the ratio of electromagnetic energy of charged pioes o&lorimetric electro-
magnetic energyfgﬂ). These variables are defined in functional form in ApperdiX he output score
of the electron BDT discriminant for electrons angdyrong Selected from simulated events is shown in
Figure 7. The electron BDT output score demonstrates gooaraton between electrons antprong
Three working points:loose medium andtight are defined to be a electron BDT score greater than
0.465, 0.565 and 0.645, respectively.
The dhiciency for MC simulated signal candidates versus the electron rejectifiicency is shown
in Figure 8. The fiiciencies are shown for the electron BDT discriminant in @dnis < 2.0) and
forward endcap|f| > 2.0) regions. The figures were produced with 1-prong recoct&diyag-vis can-
didates truth-matched to either electronsr@yy.vis candidates, withpr > 20 GeV and identified by the
loosecut-basedrhag.vis identification algorithm.

3.6 Muon Veto

As minimum ionising particles, muons do not deposit a sigaift amount of energy in the calorimeters
and therefore a muon is unlikely to be reconstructed agdyis candidate. However, when a cluster of
energy in the calorimeter is associated with a muon, the nnamhk and the calorimeter cluster objects
can be mis-identified asaaq.vis Therefore, a dedicated cut-based muon veto has been gdedelo
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reduce backgrounds from muon fakes, as described here.
Muons mis-reconstructed agag.vis candidates can be classified according to the source of e as
ciated calorimeter clusters:

e Case 1: The muon itself leaves anomalously large energysiepo the calorimeter.

e Case 2: The energy comes from elsewhere, either collindatian from the muon prior to enter-
ing the calorimeter, or coincidental overlap with some ottedorimeter clusters.



=
o
w
T T
Lnuld
=
o
w
[EREEL (!
Lol

10?

=
o
N

BDT-based electron veto BDT-based electron veto

=
o

=
o

Inverse Background Efficiency
L1 Ll \‘
Inverse Background Efficiency

ATLAS Preliminary Simulation ATLAS Preliminary Simulation

[y
T

1-prong, p,> 20 GeV, || < 2.0
o b b e

[y
T

1-prong, p_> 20 GeV, || > 2.0
o b b by

05 06 07 08 09 T 05 06 07 08 09 1
Signal Efficiency Signal Efficiency

Figure 8: Inverse background (electronffieiency as a function of signatf&ciency for 1-prong recon-
structedrnag-vis candidates wittpr > 20 GeV, in the centrall{| < 2.0) and forward endcap
(Il > 2.0) regions, for the electron BDT discriminant.

The two cases can be clearly distinguished by tlfedint shower shapes in the calorimeter: in Case
1, the muon will typically pass through the electromagnetdorimeter, and so most of the energy
will be deposited in the much deeper hadronic calorimetédrilenin Case 2, the radiation is mostly
electromagnetic and leakage into the hadronic calorimisterinimal. Figure 9 shows the fraction of
transverse energy of thg,qg candidate deposited in the electromagnetic caloriméter, with the peaks

at low and high values corresponding to Case 1 and Case 2ctegby. Additionally, in both cases there
is no match between the track momentum and the calorimeggggrso that the lead track momentum
fraction (frack) may be much higher than expected for trygs Figure 10 shows this variable for the
low and highfgy regions.
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Figure 9: The electromagnetic fraction for reconstructegy..is candidates matched to true muons and
to truethag.

To optimise the muon veto algorithm, truga,g and muons withpy > 20 GeV from simulated
Z — tt andZ — uu samples were used. Because the muon veto is normally appliedons that were
not identified by the muon identification algorithm [1], areokap removal was performed with respect
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to muons identified by the muon identification algorithm wtitle tight working point. Objects are first
classified intdow, medium andhigh fzu regions, with mediuntgy objects automatically passing the
veto. In the low and higHgy regions, separate upper thresholdsfgpy are then applied. These four
parameters (the bounds on the low and hfgly regions and thdick thresholds in each region) were
optimised to give maximum muon rejection for a targeiq.vis efficiency of 96%. Both ficiency and
rejection are defined with respect to Bblediumryag-visidentification, thdoosecut-based electron veto
and muon overlap removal. Théfieiency is the fraction of such candidates passing the mutm sad
the rejection is the fraction of candidates failing the vette resulting parameter values are 0.22 and
0.81 for the boundaries of thigy regions, and 1.2 and 1.4 for tHg,ck threshold in the low and high
regions, respectively. Approximately 55% of muons misitifeed asthag.vis are rejected by this veto;
however, the performance can depend strongly on the defaile overlap removal performed by an
analysis.

4 Measurement of the Electron tornag-visFake Rate

This section describes the measurement of the electroiidemgification probability withiz — eeevents

in 2011 data. The electron mis-identification probabilgymeasured using fiierent combinations of
working points for jet and electron discrimination andfelient types of overlap removals between the
Thad-vis candidates and reconstructed electrons. The events usadvary pure sample of electrons that
are reconstructed a$ag.vis and they are selected with a tag-and-probe methdf in eeevents. The
tagging object is an electron passing the tight electrontifieation [26] and the probe is a reconstructed
Thad-vis With the tag-probe invariant mass in the range [80, 100] Qé¥ minimum transverse momen-
tum required for the probe,aq.visis 20 GeV. Such a measurement has already been performedlpn ea
2011 data and described in more detail in Ref. [27]. The baekyl events are mainly QCD multi-jet
events and they are estimated with a two-dimensional sietextrapolation method, which assumes
that the charge product between the tag electron and the pralpyis and the number of tracks of the
probethag-vis are not correlated. After the event selection, a good ageaem observed between data
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Figure 11: Invariant mass of the electramzg.vis pair in the selected events. On the left plot, no dis-
crimination is applied on the proh@ag.vis The right plot shows only those events where the
proberhag-vishas passed the BO®oserhag-visidentification and BDTmediumelectron veto.

andZ — eeMonte Carlo simulations even without any background sakitva, as shown in Figure 11
(left). However, after the application of the jet and thectien discrimination, the purity of electron
events in data is significantly reduced, as shown in Figuréright), and an estimation of the back-
ground events is needed to measure correctly the mis-iatittn probability. After the background
subtraction, the mis-identification probability is mea=iin data and compared with that estimated in
Z — eeMonte Carlo simulations. The d#k4C correction factors are then extracted from the ratio of
the two probabilities. The main source of systematic uagaties is the background subtraction and this
is estimated in a conservative way by comparing the/MiZacorrection factors with and without the
background subtraction and taking théfelience as uncertainty. Another source of systematic uncer-
tainty comes from the event selection. The identificatiaqunement and the energy scale of the tagging
electron have been varied and the observéi@@inces in the dafdC correction factors are also taken
as a systematic uncertainty. The measurement has beempedfin four pseudorapidity regions, which
are defined using thesaq.vis leading track direction: barrelngk| < 1.37), crack (137 < |ngkl < 1.52),
endcap (B2 < gkl < 2.0) and forward endcapirg«| > 2.0). The estimated datdC correction factors
are found to be independent of the tightness ofrifg.vis identification applied to the probe,g.visand

of the type of electron overlap removal. For this reason @algrection factors for dierent working
points of the electron discrimination are reported in Tdble

electron BDT veto |nyk| < 1.37 137 < gkl < 1.52 152 < Iy < 2.00 |y > 2.00
loose 0.96+0.22 0.80.3 0.4%0.14 1.7+0.4
medium 1.3+0.5 - 0.5+0.4 2.8+1.3

Table 1: The datAMC correction factors for theficiency of the electron discrimination applied to elec-
trons mis-identified ashag.vis With pr > 20 GeV. The correction factors are not dependent
on the tightness of thenag.vis identification or on the type of electron overlap removal.eTh
quoted uncertainties are the sum in quadrature of statistitd systematic uncertainties. Some
measurements are not available due to lack fif@ant data statistics.
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5 Measurements of therpaq.visldentification Efliciency

This section describes the measurements ofrtheyis identification dhiciency with 2011 data and the
evaluation of the datMC correction factors. Three measurements have been perthrtwo based on

Z — 7t and one based oW — 7v events. These two processes have been chosen becauseuihey ha
specific signatures which can be selected by tag-and-prabeaas and with such methods it is possible
to get highly-pure samples of real,q without any identification requirement. The tags used tedel

Z — 1,Thad@NdW — Thagvr €vents are an isolated muon and the presence of high misaingyerse
energy, respectively. Each measurement fiiedént from the others not only in the event selection, but
also in the background estimation strategy. Two measurtsrestimate the fraction of real and mis-
identified Thag-vis from the fit of the track multiplicity distribution of the pbe thag-vis and one from

a two-dimensional side-band extrapolation. Because detltdferences, the definitions of the probe
candidate used for thedfeiency measurement are not the same. Table 2 outlines thefesures of
each measurement and each probe definition that is desaniltteid section. Even though the measured
efficiencies cannot be directly compared, the agreement ogrdisment between what is measured in
data and what is estimated in Monte Carlo simulations shelgimilar across all measurements.

Section 5.2 Section 5.3 Section 5.4
Events Z — T,Thad Z — T,Thad W = Thadvs
Background Estimation side-band extrapolation track fit track fit
pr > 20 GeV,|nl <247 pr>20 GeV,[nl <247 pr>20 GeV,lpl <25
Ntracks=1 or 3 Nracks = 1 Niracks = 1
Probe Definition Ichargé=1 |chargé= 1 -
elec. BDT score0.3 elec. BDT score0.3 looseelec. BDT
jet BDT score-0.3 jet BDT score0.3 -

Niso tracks <2 - -
1-prong, 3-prong default Nracks pr-corr. Nracks Pr-COrT. Nyacks
and multi-prong
definitions based on;

Table 2: Outline of the threea4.visidentification dficiency measurements presented in this section and
definitions of each selection of the probe candidates.

The identification #iciency,£'9, is defined as the fraction of the probgg.vis(Table 2) that pass the
Thad-visidentification. This ficiency is measured in data and estimated in Monte Carlo atioak using
the same event selection. The d&t@& correction factors are extracted as:

id

. &€
id _ “Data
CdateyMC - id (l)
Emc

whereeig'ata andei\‘,‘IC are the identification ficiencies measured in data and estimated in Monte Carlo
simulations, respectively. The correction factors havenbaeasured for fierent combinations af,ag-vis
identification, electron veto and muon veto working poiatsshown in Table 3.

TheZ — r measurement using the side-band background extrapgl&emiion 5.2, and thé/ —

Tv measurement, Section 5.4, were already performed withodditcted in early 2011 and documented
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Thad-vis ID Electron Veto Muon Veto

BDT loose BDT loose no
BDT medium BDT medium yes
BDT tight BDT tight yes
LLH loose BDT loose no
LLH medium BDT medium yes
LLH tight BDT tight yes

Table 3: Definitions of the identification working points used to maasthe datdC correction factors.

in Ref. [15]. This section describes the update of these uneasents also including the data recorded in
late 2011, which are characterised by a higher average numfili@eractions per bunch crossing. The
Z — vt measurement using the track multiplicity distribution 8tction 5.3, is new. In Section 5.5, a
summary of the results of these studies is presented. Akarements usey-correlated track counting
as track isolation requirement or in the track multipliaitigtribution fit. This counting is described in
Section 5.1. The measurements are performed on tfiereit sets of events. TiZe— rr analyses use
data collected with a single muon trigger correspondingntmeegrated luminosity of .8 fb~2, while the

W — v measurement is based on data collected by missing trapseeesgy and missing transverse
energy combined with jet triggers corresponding to an iratisgl luminosity of 4 fb™2.

5.1 Thepr-correlated Track Counting

This track counting is aimed at improving the discriminatfwower of the track multiplicity distribution
between reatyaq-visand QCD jets. In thehag.vis reconstruction, the track association is performed in
the core cone of radiusR < 0.2 with respect to thenag.vis direction. This choice of radius is intended
to ensure that only the tracks produced by the hadronic deeagelected. This means that the size of
the cone is optimal for thenag.vis reconstruction, but it is unlikely that many tracks from a@jet can
be selected in such a narrow cone. Therefore the track capistiperformed in a wider cone of radius
AR < 0.6 to improve the discrimination power. With a cone of suclea e reatn,q.visStill have a track
multiplicity distribution peaked at 1 and 3 and the QCD jats eharacterised by a much higher number
of tracks. This leads to veryflierent track multiplicity templates to describe real andefalgg.vis

The track counting algorithm is similar to the one used in &néky- or kr-clustering jet algo-
rithm [20, 28]. It selects only the tracks in the regio2 & AR < 0.6 pr-correlated to the ones in the
corecone AR < 0.2) in order to avoid tracks from underlying or pile up eveniibe track multiplicity
is then the sum of the tracks ikR < 0.2 and the selected tracks il20< AR < 0.6. The method was
first demonstrated in Ref. [1] and then used in the previaus.is identification déficiency measure-
ments [15, 29]. In this note, this counting is used in Secli¢hto apply a track isolation cut, while in
Sections 5.3 and 5.4 it is used as the input variable for #gektmultiplicity distribution fit and defines
the 1-prong and multi-pronghag-vis

5.2 Measurement of ther,,q.is Identification Efficiency with Z — 77 Events

This section describes the measurement ofrfag.is identification dficiency withZ — 7,4 €vents
in 3.6fb™! of data collected in 2011. The dataset is split into two saysles: one corresponding to
1.8fb! collected in early to mid 2011 with low pile up (mean averageber of interactions per bunch
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crossing of< u >= 6) and the other corresponding to 1.9%xollected in late 2011 with high pile
up (< u >= 11). The dficiencies measured in both data periods are found to be in gogmkment
with the correspondingficiency from the simulation. The analysis is performed aseaf R5], with
additional event selection requirements (described ini@e6.2.1), which allow a higher signal purity
to be obtained. The dominant backgrounds are from QCD ratlfirocesses and/ + jets production.
The QCD multi-jet contribution is estimated from data usinigvo-dimensional side-band extrapolation
method. ThaV + jets contribution is estimated from Monte Carlo simulati@nd scaled by a d#kaC
scale factorky) obtained in a control region dominated W+ jets events. The remaining backgrounds
where the probenag.visis an incorrectly selected jet or electron, like- jets andt events, are estimated
from simulation. The dominant systematic uncertainty cefnem the normalisation of the QCD multi-
jet background.

5.2.1 Event Selection

The event selection is very similar to what has been useckiptévious study [15]. In the tag selection
only two changes have been made. Firstly, due to the inatdastantaneous luminosity in late 2011
data, the muon trigger has been tightened to keep the ouipat eate within the allowed bandwidth.
Secondly, the isolation requirement has been tightenedd®ase the suppression of QCD multi-jet
events, but only in the first data period. Indeed, in the secata period the average energy deposited
in the calorimeter around the muon direction is increasesl tduthe higher pile up environment and
this tighter isolation cut causes a significant signal loSke tag selection is then a muon which has
no additional associated tracks in a cone of radil&s < 0.4, and whose sum of transverse energy
deposited in the annulus@® < AR < 0.2 with respect to its direction is less than 2% of its transeer
momentum in the first data period, or less than 4% in the sedatal period. The probe selection is
also very similar to the previous analysis. Thgg.vis Candidate is required to haye > 20 GeV,

Il < 2.47, a charge magnitude of one and one or three associatéd.tfBeen, instead of applying the
tight cut-base discrimination for mis-identified electsoas in the previous study, thgag-vis candidate
needs to have an electron BDT score greater than 0.3. Thie@sar requirement that reduces the bias
on thethag.vis candidate and provides enough discrimination againstgrackds with mis-identified
electrons, likeZ — t,7e. Figure 12 (left) shows the electron BDT score for the preRg.vis A
loose threshold of 0.3 on the jet BDT score is also appliedis Téquirement does not bias the probe
selection, but suppresses a large amount of backgroundeTBBT score is shown in Figure 12 (right).
Finally, the thag-vis candidate is required to have less than two tracks in thelasf)2 < AR < 0.4
around its direction, counted using the algorithm desdribeSection 5.1. Figure 12 (bottom) shows this
track multiplicity distribution. The complete probe sdlen is summarised in Table 2. The other event
selection criteria are the same as in Ref. [15]. Events masgt la reconstructed primary vertex with
at least 4 associated tracks, pass a set of jet cleaning@emgrits, have exactly one muon, no selected
electrons and at least one selectggl.is candidate. The removal of overlapping muons, electrons and
Thad-vis candidates is performed. A further selection is appliedujgpsess thaV + jets background,
by requiring Y. cosA¢ = COSAG(Thad-vis E$"53 + COSA@(u, E?‘SS) > —0.15 and transverse masg =

\/pr; . ET"“SS(l — COSA@(u, E.’p‘ss)) < 50 GeV. If more than oneyag-vis candidate satisfies the selection
and overlap removal, the candidate with highest transvam®entum is chosen as the prahgg.vis

5.2.2 Background Estimation and Systematic Uncertainties

The contributions from the dominant processes are sumethiisTable 4. The dominant background
processes ar@/ + jets and QCD multi-jet production. The QCD multi-jet cohtriion is estimated
from data using a two-dimensional side-band extrapolati@thod. The side-bands are defined using
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the charge product between the tag muon and the prghg,is and the isolation of the tag muon.
No alterations to the method have been made with respectftdBé. The W + jets contribution is
taken from Monte Carlo simulations and scaled by a/8éfascale factor Ky), measured in a control
region obtained by reversing the selectionrmopand ), cosA¢. Different scale factors are used before
and after applying thenaq.vis identification. As an addition to the previous analysis, kljefactors
are measured independently for opposite-sign (OS) and-sainé€SS) events, which have been shown
to give significantly difterent values [7]. Typical values before applying thgg.vis identification are

o° = 0.748+ 0.006 andk3® = 0.812+ 0.011, and after applying BDTight identification arek3> =
0.531+ 0.025 andk3> = 0.715+ 0.076. The uncertainties include only the statistical erfidreseky
factors are independent of thig,q.vis transverse momentum. All other backgrounds are estimabed f
Monte Carlo simulations. The impact of systematic unceties on the muorpr and reconstruction
efficiency, therpag.vis €nergy scale and the luminosity are taken from the previoasysis. Although
this is slightly conservative, as the uncertainties hawnbeduced [24], the experimental systematic
uncertainties are small compared to the QCD multi-jet uagey.

As Table 4 shows, with the new event selection a purity of 42%igher is achieved before identi-
fication for the inclusive and 1-prong measurements. The @ii-jets andW + jets are the dominant
backgrounds, with other processes contributing about 846.purity for 3-prongrpag-vis Candidates be-
fore identification is much lower than the one for 1-pramgy.viscandidate and this leads to much larger
systematic uncertainties.

Process contributions before ID (%)

Inclusive 1-prong 3-prong
Signal 42 49 28
W-+jets 21 19 25
QCD multi-jets 30 26 40
Other 6 6 7

Table 4: Z — 7 (side-band extrap.) measurement: Fractional contribataf processes in the analysis
before therhag.vis identification is applied. After applying the,aq.vis identification, the purity
increases to 70-92%. The purity for 3-prong candidatesngt@nd leads to larger systematic
uncertainties.

5.2.3 Thepr-inclusive Measurement

This section presents théfieiencies measured in data and the correspondingh@taorrection factors

for the pr-inclusive measurement. The visible mass distributionthefmuonzpag.vis pair system are
shown in Figure 13 before and after identification. Reaslenafireement is observed between data and
the sum of the estimated contributions. Since the unceytaimthe inclusive measurement is dominated
by the uncertainty on the background estimation, only tha dallected in the low pile up period have
been used. Because of the looser isolation cut in the highupiperiod, the selected events in the second
data period have higher contamination from QCD multi-jedrég and therefore the method tse&ted

by higher systematic uncertainties. A summary of thiiencies measured in data and from Monte
Carlo simulations, including all measurement uncertagis given in Table 5. The individual contribu-
tions to the uncertainty on thefieiency measured from data are: the statistical uncertahaty,;, the
normalisation uncertainties on thN€ + jets and QCD multi-jet backgroundagw jets and Asgcp, and

the experimental uncertainties on muons apg.is and on the integrated luminositiseyp. The total
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uncertainty is obtained from pseudo-experiments treatlhgncertainties as uncorrelated. For both the
1-prong and 3-prong measurements the statistical unegriai comparable to the uncertainty from the
QCD multi-jet normalisation, while for the combined measuent the QCD multi-jet uncertainty dom-
inates. The datMC correction factors for inclusive, 1-prong and 3-pramgg.vis candidates for the low
pile up period are found to be consistent with unity, as sunwed in Table 6. The correction factors
measured in the high pile up period are also consistent withy.u
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Figure 13: Z — rr (side-band extrap.) measurement: Visible mass distdbatbefore applyinghag-vis
ID (left) and after applying the BDTMediumidentification (right) to the probenag.visfor the
low pile up period.

Uncertainty contributions (%)

ID evmc(£Stat)  epata  Asstat Aswijets AeQeD  Afexp  AfTotal

BDT loose 0.748:0.003 0.822 2.3 0.3 3.9 2.2 51
BDT medium 0.534:0.003 0.574 2.5 0.3 4.2 2.2 5.4
BDT tight 0.282:0.003 0.297 2.9 0.3 4.3 2.2 5.8
LLH loose 0.833:0.002 0.936 2.0 0.3 3.3 2.2 4.5
LLH medium 0.607%40.003 0.669 2.3 0.3 3.9 2.2 51
LLH tight 0.332:0.003 0.358 2.8 0.3 4.3 2.2 5.6

Table 5: Z — 77 (side-band extrap.) measurement: Inclusiygy.vis identification dficiencies in MC
and measured from data for the low pile up period with all meament uncertainties. The
total uncertainty is obtained from pseudo-experimentsitng all uncertainties as uncorrelated.

5.2.4 Thepr-binned Measurement

In this section, the study is repeated in bins of fheof the probernag.vis candidate. The method is
identical, except that a sliding window on the visible masssed to increase the signal purity in each
Thad-vis Pt Bin: X < m(u, Thagvid < X + 25 GeV, wherex is the sum of the lower thresholds on the tag
muon and probenag.vis The threshold on the muons is 20 GeV anddth@.vis pr bins are: 20, 25, 30, 35,
40, 50, 60 GeV. To increase the sample size in each bin, thahalhigh pile up periods are combined
together. Figure 14 shows thgyg.visidentification dficiencies measured in data and estimated in Monte
Carlo simulation for 1-prong and 3-prong candidates forBBS mediumidentification working point.
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ID inclusive 1-prong 3-prong
BDT loose 1.10:0.06 1.040.04 1.180.13
BDT medium 1.07+0.06 1.050.05 1.160.13
BDT tight 1.05:0.06 1.0@0.05 1.190.14
LLH loose 1.12+0.05 1.020.04 1.230.11
LLH medium 1.10:0.06 1.06:0.05 1.230.13
LLH tight 1.08:0.06 1.040.05 1.190.14

Table 6: Z — 77 (side-band extrap.) measuremept-inclusive dataMC correction factors including
the combined systematic and statistical uncertainty nredsa the low pile up period.
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Figure 14: Z — 77 (side-band extrap.) measuremenjzag.vis identification dficiencies in bins of the
Thad-vis P1 for 1-prong (left) and 3-prong (right) candidates for the BBiediumidentifica-
tion working point. The errors on the measurdiicgencies include systematic and statistical
uncertainties, while the errors on the simulatéiicencies are only statistical uncertainties.
The dat@C correction factors are shown at the bottom and their dxaos include only the
statistical uncertainty. The yellow band includes the aysttic uncertainty of the measure-
ment and the statistical uncertainty of the simulat@tiencies.
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Table 7 summarises the dA%C correction factors, SF, for the BDMediumworking point for the in-
clusive case and details each of the individual contrilmgtito the uncertainty: the statistical uncertainty,
ASFsiay, the normalisation uncertainties on té+ jets and QCD multi-jet backgrounda&SFy jets and
ASFgcp, and the experimental uncertainties on the muggy.visand the integrated luminosithSFexp.
The uncertainties for the other working points are similéor 1-prong (3-prong) candidates, the sys-
tematic uncertainty from the QCD multi-jet normalisatiansiightly smaller (larger), due to the lower
(higher) level of QCD multi-jet contamination. As Figure §dows, at lowpr the measurement is dom-
inated by the systematic uncertainty on the QCD multi-jetmadisation, due to the higher level of QCD
multi-jet contamination. In the mid-range the uncertaistare very low, and thdfeciency ratios are in
good agreement with unity. At highy the measurement is dominated by statistical uncertaintiyeas
are very fewZ — rr events in this range. For most working points, the ratiosraagreement with unity
within uncertainty over the wholpr range.

datgMC correction factor uncertainty contributions (%)

pr [GeV] SF ASFstat ASI'_W+jets ASI:QCD ASI:exp ASI:I'otal
15-20 1.14+ 0.30 9.8 15 21.6 13 26.6
20-25 1.08+ 0.13 5.4 0.7 10.2 14 12.0
25-30 1.04+ 0.07 3.8 0.5 54 1.4 7.0
30-35 1.05+ 0.05 3.3 0.4 3.4 1.4 5.2
35-40 1.01+ 0.05 3.3 0.4 2.3 15 4.6
40-50 0.99+ 0.05 3.6 0.4 21 15 4.8
50-60 1.49:0.29 17.9 2.3 4.9 1.0 19.5

Table 7: Z — 7 (side-band extrap.) measurement: Inclusive é@acorrection factors for the BDT
mediumworking point, measured in bins ofaq.vis Pt With statistical and systematic uncertain-
ties.

5.3 Alternative Method for Measurement of thern,q.vis Identification E fficiency with Z —
7t Events

This section describes the measurement ofrthg.isidentification éficiency with the sam& — 7,7had
events as the ones used in Section 5.2, but with an alteenagigkground estimation based on the fit
to the track multiplicity spectrum of the,q.vis candidate, similar to that used also in Section 5.4. The
track multiplicity used is based on the-correlated counting described in Section 5.1 afidre a good
separation between signal and background. This backgrestiithation does not fiigr the limitation
coming from background normalisation whicfiexts the method described in the previous section. In
this section, if not mentioned otherwise, the track muktipl of the probernag.visis computed with the
pr-correlated algorithm.

5.3.1 Event Selection

The selection applied on the tagging muon is similar to tisatin Section 5.2.1 with somefidirences.
For the entire dataset, the sum of transverse energy de@daitthe annulus.05 < AR < 0.2 with
respect to the muon direction has to be less than 4% of the rmansverse momentum. In addition,
A¢(Thad-vis 1) > 2.4 andp < 40 GeV are required to suppress et jets background. This fierent
event selection is motivated by the fact that the requirdroEone or three tracks used in Section 5.2.1
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cannot be applied here. Indeed, since the background éistiiria based on the fit of the track mul-
tiplicity distribution of the proberpag.vis all candidates with at least one track are accepted. Such a
looser selection decreases the purity of thgy.vis candidate before applying th@ag.vis identification

and, therefore, a tighter event selection is needed. Stidratices in the selection of the probgg.vis

have to be taken into account when comparingthg.vis identification dficiencies and the datdC
correction factors measured with this background estomatiith the ones in Section 5.2. The estimated
contributions before identification are reported in Tahléo8 the signal region, where opposite-signed
charges between the probgg.visand the muon are required (OS), and for the same-sign regtuogre
same-signed charges are required (SS).Whejets background is scaled by thg factors described in
Section 5.2.2.

Process contributions before ID (%)

0Ss SS
Signal 32 1
W+jets 18 17
QCD multi-jets 46 76
Other 4 6

Table 8: Z — 77 (track fit) measurement: Fractional contributions of peses beforeag.vis identifi-
cation. TheWw + jets background is scaled by thg factors described in Section 5.2.2. Values
are shown in the signal region (OS) and in the control reg®®8)( After the BDTmedium
identification a signal purity of 78% is reached.

The background is dominated by QCD multi-jet anvdjets events. In the fit only two templates are
used: the signal template, which is taken frdm» 7t Alpgen MC simulation requiring truth-matching
in the OS signal region, and the background template, whitékien from data in the SS control region.
The background template models the QCD jets from both QCDi#jetilandW + jet events. No electron
template is needed, given that the electron contributiothéntrack multiplicity spectrum is strongly
suppressed by selecting candidates with an electron BDie s€0.3. In general no separate lepton
template is needed, because the electron contributiomgigyiide, and the Z> uu background is already
included in the total background template.

TheW + jets background is known to have a charge correlation asdcthises the OS region to be
more enriched in quark-initiated jets, that are then mésiidied asrpag.vis Candidates, with respect to
the SS region. In general, quark- and gluon-initiated jetgehdiferent track multiplicity distributions.
However the dference is minimised by applying a loose cut on the jet BDTescas shown in Figure 15,
where the track multiplicity distribution for simulatedd — uv+jets events is plotted in OS and SS
regions, before and after applying this cut. The drawbadhisfis that the background template becomes
more peaked at lower values of the track multiplicity, bugtill provides adequate discrimination.

5.3.2 Fitting Strategy

The dficiency of all ID methods and working points is measured usirgingle simultaneous fit to the
track multiplicity distributions in data, obtained befand after applying each of thefféirent identifi-
cation working points. In order to measure the 1-prong antlifprong dficiency, the fit is performed
splitting the signal template in two parts: the first bin, tiee measurement of the 1-pron@i@ency, and
the rest of the spectrum for the measurement of the multigpeficiency. For the measurement of the
inclusive dficiencies, the signal template is not split. As an exampléefierformance of the fit, Fig-
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Figure 15: Z — 7 (track fit) measurement: Track multiplicity distributiofts simulatedW — uv+jets
background in OS and SS regions befegg;.vis|D. The left plot shows the distributions with
no requirement on the jet BDT score, and the right plot shinveglistributions selecting can-
didates with a jet BDT score 0.3. The application of this selection reduces théedences
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ure 16 shows the result for the inclusive measurement bélerdification (top left) and after the BDT
loose (top right), themedium(bottom left) and thdight (bottom right) identification working points.
Pseudo-experiments are used to check the stability of tihmgfinethod against correlations between the
templates and it is found that no corrections are needed.
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5.3.3 Systematic Uncertainties

The dfect of various sources of systematic errors has been estif@tboth signal and background.

Signal template: Effects that could change the signhal model are studied by iageht fit with sig-
nal templates generated from Monte Carlo simulations wiffeent configurations. These new
signal templates are obtained fronffdient Monte Carlo generators (ALPGEN vs. PYTHIA),
different detector geometriesfigirent hadronic shower mode3GSP [30] andFTFP_BERT [31]),
and diferent Monte Carlo tuning (Perugia [32]) since they all migffiect the track multiplicity
distributions before and aftetaq4.visidentification.

Pile up: The dfect of diferent pile up conditions has been estimated for signal byatapy the fit with
two different signal templates built in low pile up conditions (nwnbf additional vertices 6)
and in high pile up conditions (humber of additional versicet).

Background template: Differences in the background shapes between the OS signah r@gibSS
control region (OS-SS uncertainty) mainly come from thféedent relative fractions of quark-
and gluon-initiated jets in the two regions. This is conedato the diferent contaminations of
W+ jets in the two regions. In order to estimate this uncernyaihi fit is repeated after subtracting
theW — uv+jets contribution in SS region from the background temp{after properly scaling
this contribution with the scale factors described in Sech.2.2) and adding the&/ — uv+jets
contribution in the OS region.

The full set of systematic uncertainties for the inclusiveasurements is listed in the Table 9. For
the inclusive, as well as for the 1-prong, measurement theérint systematic uncertainty is represented
by the hadronic shower model. This is due to the lack of siedisn the simulation sample used for the
comparison and not to the method itself. The uncertaintethie multi-prong measurements are bigger
and dominated by the OS-SS uncertainty.

pr > 20 GeV inclusive fiiciency measurement systematic uncertainties (%)

ID Generator Hadronic Shower Geometry MC Tune Pileup OS-SS al Tot
BDT loose 0.1 1.8 2.6 1.9 0.5 14| 4.1
BDT medium 0.3 4.8 0.3 3.6 0.8 21| 64
BDT tight 0.4 16.6 5.3 2.6 2.4 0.8] 18.1
LLH loose 0.5 2.0 2.5 0.25 1.2 1.4/ 3.8
LLH medium 0.8 0.9 0.9 2.5 3.1 15| 45
LLH tight 0.1 55 21 3.3 3.1 26| 7.9

Table 9: Z — 7 (track fit) measurement:. Systematic uncertainties on thiisive dficiency mea-
surement. The dominant uncertainty is represented by theeshshape modeling. The total
uncertainty is the quadratic combination of all the listedertainties.

5.3.4 Thepr-inclusive Measurement

The dficiencies measured in data with statistical and systematertainties for the inclusive case are
listed in Table 10. Theféciencies expected from Monte Carlo simulations are alsdeglualong with
their statistical uncertainty. The dA%C correction factors are listed in Table 11.
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Uncertainty contributions (%)

ID emc epata A2 A Aerom

BDTloose  0.71%0.008 0.729 2.1 4.1 4.7
BDT medium 0.508:t0.006 0.508 2.3 6.4 6.9
BDTtight  0.263:0.004 0.313 3.1  18.1 18.4
LLH loose 0.809:0.009 0.826 1.9 3.8 4.4
LLH medium 0.587%0.006 0.589 2.1 4.5 5.1

LLH tight ~ 0.318:0.004 0.313 25 7.8 8.4

Table 10: Z — 7 (track fit) measurementpr-inclusive dficiencies in MC and measured in data with
the measurement uncertainties.

ID inclusive l-prong  multi-prong
BDT loose 1.02:0.05 1.020.05 1.0@0.25
BDT medium 1.00:£0.07 1.0@0.07 0.950.24
BDT tight 0.96:0.18 0.960.13 0.920.27
LLH loose 1.02:0.04 1.030.03 1.0&0.20
LLH medium 1.00:0.05 1.0%0.03 1.040.16
LLH tight 0.98:0.08 0.980.06 0.91%0.25

Table 11: Z — 77 (track fit) measuremenfpr-inclusive datdVIC correction factors including the com-
bined systematic and statistical uncertainty.
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5.3.5 Thepr-binned Measurement

The same measurement is also performed in binprobf the probernag.is Table 12 compares the
datdMC correction factors in th@r-binned andpr-inclusive measurements for the BDdediumiden-
tification working point. The measurement is totally dontéthby systematic uncertainties, even in the
low- and highpr bins where the statistical uncertainties are increasedusecof the higher background
contamination and the smaller statistics, respectively.

BDT ID (inclusive) medium
pr bin SF  ASP™(%) ASF¥*(%)
pr > 20 GeV 1.00 2.6 6.4
15< pr<20GeV | 0.85 7.7 28
20< pr <25GeV | 1.08 5.8 17
25< pr<30Gev | 1.01 5.2 18
30< pr<40GeV | 0.94 4.5 15
pr > 40 GeV 0.94 7.6 32

Table 12: Z — 77 (track fit) measurement: DaMC correction factors measured inclusively andpin
bins for the BDTmediumidentification working point.

5.4 Measurement of therpaq.vis Identification Efficiency with W — v Events

In this section, the measurement of thgy.isidentification dhiciency usingV — tv events is presented.
The measurement is documented in Refs. [15, 29] for the eatlytaking period and it is repeated here
for all 2011 data. The analysis is a tag-and-probe methodenxthe events are tagged by a large missing
transverse energy and the probe is a reconstrugigd,is Because of this tag selectiow+ > 1jet
events are enhanced. The number of read.vis before and after identification is estimated by fitting
the distribution of the number of tracks associated to thadickte using ther-correlated counting,
as described in Section 5.1. The fit is performed using theewlates, one for real aq.vis One for
mis-identified muons and electrons and one for mis-idedtifCD jets. The tau and lepton templates
are taken from Monte Carlo simulations, while the jet tertgpla extracted from data in a control re-
gion. If not specified otherwise, in this section the tracKtiplicity is computed with thepr-correlated
algorithm.

5.4.1 Event Selection

The event selection is the same as the one used in Ref. [1Bpekar the tag selection. Due to the
higher instantaneous luminosity in late 2011, the triggeeeshold for missing transverse energy was
raised from 60 to 80 GeV and accordingly also tlfiéiree tag selection has been tightened. Therefore,
in this measurement events are selected if they are tridderea missing transverse energy trigger or
a combined trigger requiring both missing transverse gnargl a jet and they have more than 100
GeV of reconstructed missing transverse energy. Moreaverder to reject events with mis-measured
missing transverse energy and QCD multi-jets events, sB®@jat,aq.visWith pt > 20 GeV may be found
within A¢ < 0.5 with respect to the direction of the missing transversaggneAs in Ref. [15], the
presence of a good vertex, event quality criteria and thettepeto is required. Furthermore, in order
to increase the purity of the selection, the prehg.visis required to have\@(thag-vis E?‘SS) < 1l5and
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my = \/ZE’T“‘SSpT(Thad-\,ig COSAP(Thad-vis E’T“‘S3 < 80 GeV. In case that more than one candidate fulfills
these requirements, then only the one withclosest to 50 GeV is chosen. Table 13 shows the expected
contributions of processes estimated with Monte Carlo Etians, expressed as fractions of the total
number of events seen in the data. The contribution from Q@Ii4jets events is not estimated.

Process contributions before ID (%)

Signal 21
W + jets (jet) 23
W + jets (lep) 5

Table 13: W — 7v measurement: Fractional contributions of processes irattadysis yields before
the Thag-vis identification estimated by Monte Carlo predictions. Thatdbution from QCD
multi-jet events is not estimated. The label “lep” means tha selected probg,ag.visis truth
matched to a lepton and the label “jet” means that the prahgisis not truth matched to any
Thad OF lepton.

5.4.2 Track Templates

In the fit of the track multiplicity distribution, threefilerent templates are used. The ones forrgalvis
and for leptonsd/u) are taken from truth-matched candidatein- v andW — ey, uv Monte Carlo
simulation samples, respectively. The template for QCB igextracted from data events in a control
region which is defined by the same selection as the one usdkfgignal region, but with at least two
leptons. This control region has changed with respect tptinous study [15] where at least one lepton
was required. This new template has smaller contaminat@m fealra4-visand it could not be used in
the previous measurement because of the smaller data sgetTémplates after the,q.visidentification
have been compared with Monte Carlo simulations where tleetsel probe is a mis-identified jet. Good
agreement is observed and any remainirfted@nce is taken as a shape uncertainty.

5.4.3 Track Fit

The track fit is performed simultaneously before identifaratand after thdoose mediumand tight
identification as described in Ref. [15] and in Section 5.3l fit parameter for thiwoseidentification
efficiency is constrained to be greater than that forrttesliumefficiency, which is in turn constrained

to be greater than that for thight efficiency. The lepton normalisation is constrained by MontddCa
prediction and this allows the 1-prong and multi-proffigcencies to be measured separately. The same
linear corrections estimated in Ref. [15] to correct forreations between the three templates are applied
to correct biases in the fit. These corrections are estimaitdpseudo-experiments by performing a
linear fit of the estimatedficiencies as a function of thdfeiencies used to generate the pseudo-data.
They are less than 3% in all the working points.

5.4.4 Systematic Uncertainties

The systematic uncertainties considered are on the legionalisation and on the shapes of the track
multiplicity templates for taus and jets. The lepton norigalon beforerpag.vis identification is con-
strained to the Monte Carlo prediction. Aftefaq.vis identification, a conservative 50% uncertainty is
applied to the predicted yields to account for the uncelitsgrin the electron tenhag.vis fake rates (see
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Section 4). The shape uncertainty for the tau template imattd comparing Monte Carlo simulations
with different detector geometries fidrent hadronic shower models andfelient underlying events,
similar to what is done in Section 5.3.3. The shape uncéyt&in the jet template comes from thefir-
ent relative fraction of quark- and gluon-initiated jetdlire signal and control regions. This systematic
uncertainty is estimated by varying th&lme E?‘Ssthreshold from 100 GeV down to 70 GeV where the
fraction of QCD multi-jets events is enhanced. In additithe, jet template is also compared with Monte
Carlo simulations since the template from the data has tesistcs. The impact of dtierent pile up
conditions on the track counting is estimated by taking tifikecence of the nominal template with the
templates built with events with eithgr< 6 oru > 12. This uncertainty is estimated for both the tau and
the jet templates. The main source of systematic unceadaiig the hadronic shower model. Table 14
summarises all sources of systematic uncertainties estihfiar the BDT identifications.

Template| Systematics (%) Inclusive 1-prong Multi-prong
loose medium tight loose medium tight loose medium tight
Lepton | Electron Normalization 0.1 0.1 0.1]| 0.1 0.1 01| 0.1 0.1 0.1
Tau | Underlying Event 2.4 0.8 17| 1.0 0.3 0.8| 5.0 1.7 3.0
Geometry 0.0 1.0 06| 04 0.1 0.7 15 2.9 3.3
Hadronic Shower 4.8 3.1 23| 2.8 2.9 17| 85 3.6 3.4
Jet | quarklgluon Fraction 2.8 3.0 30| 25 2.6 25| 3.3 3.8 3.9
Shape 4.9 2.9 17| 21 25 13| 9.9 3.7 25
TayJet | Pile up 0.8 1.6 12| 0.8 14 08| 0.9 2.1 1.9
Total 7.8 5.7 47| 45 4.8 35| 145 7.5 7.5

Table 14: W — v measurement: Systematic uncertainties for BDT identiiodfor th,4.vis candidates
with pr > 22 GeV. The total uncertainty is the quadrature sum of eastesyatic component,
so it does not always represent the actual overall uncéytiiom the fitter.

5.4.5 Results

For thag-vis With transverse momentum higher than 22 GeV, tfieiency estimated in data is consistent
with the one in Monte Carlo simulations, but fefag.vis With transverse momentum lower than 22 GeV
the agreement is worse, as Table 15 reports. More data adechém understand whether this tension is
really due to mis-modeling ofyag.vis in the Monte Carlo simulations or due to mis-modeling of thie |
template. Therefore, in this study only the results of tlemtdication dficiency measurement fofag-vis
with pr > 22 GeV are reported.

pr range BDT loose BDT medium BDTtight | LLH loose LLH medium LLH tight

pr > 20 GeV 0.93+0.03 0.92+0.03 0.96+0.04| 0.90+0.04 0.93+0.04 0.92+0.04
pr > 25 GeV 1.00+ 0.03 0.97+0.04 1.03+0.03| 0.95+0.05 1.01+0.03 1.00+0.04
20< pr <25 GeV| 0.85£0.07 0.88+0.07 0.91+0.09| 0.84+0.09 0.89+0.10 0.87+0.08
pr > 22 GeV 0.96+0.03 0.93+0.04 0.99:£0.04| 0.95+0.06 0.97+0.04 0.97+0.05

Table 15: W — v measurement: Inclusive dAtC correction factors in dierentpy-ranges. The errors
include the statistical and systematic uncertaintiesnegéd by the fitter.
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The results of the track multiplicity fitting forpag.vis candidates withpr > 22 GeV are shown in
Figures 17 (a) before and (b) after the BE@ht identification as an example. Note that the fitting is
simultaneously done for all the identification working gsini.e. forloose mediumandtight. The
performance of this method is shown in Figure 18 where (a)Bib& score, (b) the likelihood score,
(c) the calorimeter radiuRc50 and (d) the track radiuByack before identification are plottedRc, 0 and
Rirack are defined in Appendix A. An excellent agreement is foungvbeh data and simulation.
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Figure 17: W — v measurement: Track multiplicity distributions (a) befared (b) after the BDTight

identification forrhag-vis candidates wittpy > 22 GeV. Here only théight identification is
shown but the ficiency is simultaneously determined by the track multipliitting in all

the identification working points.

The measured identificatiorffieiencies are summarised in Table 16 for all working pointd fam
1-prong plus 3-prong candidates. In this measurement, d-3gorong refer to the number of tracks
computed with thepr-correlated counting. Therefore thediaencies are not exactly the same as the
ones for 1-prong and 3-prongag.vis in the default definition. The agreement between data andélon
Carlo predictions is within approximately5% which is covered by the systematic uncertainty.

ID EData datdMC correction factor

BDT loose 0.73+ 0.03(staty 0.04(syst)| 0.96+ 0.04(statk 0.05(syst)
BDT medium| 0.59+ 0.02(stat)x 0.03(syst)| 0.93+ 0.04(staty 0.04(syst)
BDT tight 0.37+ 0.01(staty 0.01(syst)| 0.99+ 0.04(statk 0.03(syst)
LLH loose 0.79+ 0.05(staty 0.04(syst)| 0.93+ 0.06(stat} 0.05(syst)
LLH medium| 0.70+ 0.03(stat}x 0.03(syst)| 0.97 + 0.04(stat)}+ 0.05(syst)
LLH tight 0.46+ 0.02(staty 0.03(syst)| 0.96+ 0.05(statk 0.06(syst)

Table 16: W — 7v measurement: Identificatiorffieiencies and datslC correction factors for 1- plus

3-prongrhag.vis candidates wittpr > 22 GeV.
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Figure 18: W — rv measurement: (a) The BDT score, (b) the likelihood scojehécalorimeter radius
and (d) the track radius distributions before identificatfor ,a4.-vis Candidates withpr >
22 GeV. The normalisations of realaq.vis leptons and jets come from the track multiplicity
fitting.
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5.5 Summary of thetpaq.vis Identification E fliciency Measurements

Three diferent measurements have been presented. The first measti@&eetion 5.2) is based on
Z — 77 events and uses a two-dimensional side-band extrapol@tidhe background estimation. The
second one (Section 5.3) is also basedZow 77 events, but the background estimation is performed
with a fit of the track multiplicity distribution of the proba,ag.vis The third measurement (Section 5.4)
is based onV — v events and also uses a fit of the track multiplicity of the prokyg.vis for the
background estimation. As described in Table 2, all of tmeasurements have many common features,
but also significant dierences, especially in the definition of the pralgy.vis A direct comparison

of identification dficiencies and dat®IC correction factors cannot be made since the definitions of
the denominator irx'® are diferent. Nonetheless it is remarkable that no significantadiewi from
unity has been observed in the correction factors in aletlmeasurements. This means that4h@.vis
identification dficiency is well reproduced in simulations.

Based on the results of these studies, the/MiTacorrection factors for 2011 data are set to unity
for all the identification working points, for any track miplicity and any transverse momentum of the
Thad-vis candidate. The uncertainties on these factors are estinfrat@ the first and the third measure-
ments presented in this section which are the most precigee $hese studies are almost orthogonal
in the event selections and the background estimationgaitin working point and forhag.vis Candidate
with pr > 22 GeV the smallest of the two estimated uncertainties id asd listed in Table 17.

20< pr £22 GeV pr > 22 GeV
Thad-vis ID Inclusive 1-prong 3-prong Inclusive 1-prong 3-prong
BDT loose 8 8 16 4 4 8
BDT medium 8 10 16 4 5 8
BDT tight 8 8 14 4 4 7
LLH loose 10 8 20 5 4 10
LLH medium 8 10 20 4 5 10
LLH tight 10 10 22 5 5 11

Table 17: Uncertainty in percent on ths,aq.vis identification dficiency datAVIC correction factors for
2011 data for dferent working point, dferent ranges ofnag-vis transverse momentum and
number of tracks. The datdC correction factors are one for all identification workiogints,
all numbers of tracks and for any transverse momentum.

In the pr-range below 22 GeV, bigger uncertainties are provided deoto cover the discrepancy
between the two measurements. In fact, the correctionraatdhis range are still compatible with one
within 20, but a slight indication of opposite trends in the two meamsents has been observed. In this
range, the uncertainties in both studies are dominated dyticertainties on the background estima-
tion, therefore it is hard to directly compare the resultesdtble biases from thefékrent background
estimations or the flierent probe definitions mightfact the measurement infféirent directions.

The second measurement with— 77 events also measured correction factors compatible with
unity in all the thag.vis pr-range confirming the results of the other studies. Howealige, to the large
uncertainties, it is diicult to draw conclusions from the comparison with the otkar ineasurements.
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6 Conclusions

The re-optimised algorithms used for reconstruction amdtification ofrpaq in the full 2011 dataset
were described. The re-optimisation was performed usitiy QD multi-jet andZ — eebackground
samples selected from 2011 ATLAS data and Monte Carlo sitmailsignal samples. With respect to
a previous implementation described in Ref. [2], the idariion algorithms became less sensitive to
pile up efects by developing a new algorithm to select the correctammertex, by increasing the use
of tracking-based variables and by binning the discrimisamvariables sensitive to pile up conditions.
Jet rejection factors up to 130 at 50% signfilaiency and electron rejection factors of approximately
300 for 50% signal &iciency were achieved. A new procedure has been also dedetopeject mis-
identified muons. For a signal identificatioffieiency of 96%, a muon rejection factor of approximately
2 is achieved.

Measurements of thenaq.vis identification d€ficiency and the electron tenaq.vis mis-identification
probabilities were made usingj— rr, W — v andZ — eetag-and-probe analyses on 2011 data. The
electron tornhag.vis Mis-identification probability is found to be independehth® 144.vis identification
working point and of the electron overlap removal. D@ correction factors for the mis-identification
probabilities are estimated forftiérent electron BDT working points and forfidirent ranges in pseu-
dorapidity. Therpag.visidentification éficiency has been measured in threffedent analyses based on
Z —» rrandW — 1v events. The measuredfieiencies are in agreement with the ones estimated in
Monte Carlo simulations and the d&#C correction factors are consistent with unity for all tidenmn-
tification working points. The uncertainties on these odiom factors are dominated by systematic
uncertainties and range from 4% to 5% f@gq.viswith pr > 22 GeV. Larger uncertaintiesfact thepy
range from 20 to 22 GeV. A new method to measure the identificatticiency in theZ — 7t events
has been presented. This study uses a background estirsatidar to the one used in the/ — v
tag-and-probe analysis. Results from this study confirmtuhaneasured by the other two analyses.
Studies are ongoing to try to understand the correlatiobhsdmn these measurements and to improve
the background estimation strategies in order to reducaribertainties, especially in the lopt range.
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A Tau Reconstruction and Identification Variables

This appendix defines all reconstruction and identificatiariables used by the jet and electron and
muon discriminants. The variables are:

Hadronic radius (Ryag): Transverse energy weighted shower width in the hadronid)ldalorimeter
AR <04 —EM .
YicHad ETi AR
AR <0.4 —EM
DiciHad ET,

Riad =

wherei runs over cells in the hadronic calorimeter and also layef tBe@ EM calorimeter. The

energy is calibrated at EM scale. Only cells in a conéRf< 0.4 around the cluster barycentre
are considered.

Calorimetic radius (Rca): Shower width in the electromagnetic (EM) and hadronic (Hadyrimeter
weighted by the transverse energy of each calorimeter part.

AR<0.4 EM AR ARj<04 —gm
Qim0 Bt AR+ X Eri AR

Real = je{Had |
al =

AR <0.4 EM ARj<0.4 —gm

2icEM 0-2) ETi T ZjeiHag ETj

wherei runs over cells in the first three layers of the EM calorimépee-sampler, layer 1, and
layer 2) andj runs over cells in the hadronic calorimeter and layer 3 ofEhecalorimeter. Only

cells in a cone ofAR < 0.4 around the cluster barycentre are considered. All celigie® are
calibrated at EM scale.

Track radius (Ryack): pr Weighted track width:

2 pri AR

2R pry
wherei runs over all core and isolation tracks of the tau candidaithjn AR, < 0.4. AR, is defined
relative to the tau jet seed axis apgl; is the track transverse momentum. Note that for candidates
with only one track total in the core cone and isolation angiR; 4k simplifies to theAR between
the track and the axis of the seed jet.

Rtrack =

Leading track momentum fraction ( fyack):

ptrack

T,1

ftrack = m,
jefall} T,]

where ptTralC" is the transverse momentum of the leadmgcore track of the tau candidate and

runs over all cells imR < 0.4. The cell calibration at the EM scale is used.

Note that for candidates with one tradkack is the fraction of the candidate’s momentum attributed
to the track, compared to the total momentum of the candigdtih can have contributions from
the calorimeter deposits fronfs and other neutrals.

Core energy fraction (fcore): Fraction of transverse energy in the coR(< 0.1) of the tau candidate:
AR<0.1 —EM
I Dicialy  ETi
core = AR;<O0
jetall)
wherei runs over all cells associated to the tau candidate witlitnc 0.1 of the tau jet seed axis
andj runs over all cells iR < 0.4. The cell calibration at the EM scale is used.

ET j
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Electromagnetic fraction (fgm): Fraction of transverse energy of the tau candidate depldsithe EM
calorimeter: AR <04 ey
i <U.
2icem 0-2) ETi
AR;j<0.4 EM >
Z:Je{JaII E

fem =

whereEr; (Et j) is the transverse energy, calibrated at the EM energy ,stapesited in cell (j),
andi runs over the cells in the first three layers of the EM caloténenhile j runs over the cells
in all layers of the electromagnetic calorimeter.

Cluster mass (qusters:  INvariant mass computed from the constituent clusterseo$éled jet, calibrated
at the LC energy scale.

Track mass (Myackg: Invariant mass of the track system, where the tracks usethéoinvariant mass
calculation use both core and isolation tracks.

Transverse flight path significance (Sﬂ'ght) The decay length significance of the secondary vertex for

multi-track tau candidates in the transverse plane:

| fight
fight _ Lt
gliont _ 1
g, flight
Lo
whereLl'9" i

is the reconstructed signed decay length, @pd is its estimated uncertainty. Only
T
core tracks are used for the secondary vertex fit.

TRT HT fraction ( fyt): The ratio of high-threshold to low-threshold hits (inclagioutlier hits), in the
Transition Radiation Tracker (TRT), for the leadipg core track. Since electrons are lighter than
pions, and therefore have higher Loremtfactors, they are more likely to produce the transition
radiation that causes high threshold hits in the TRT [33]sTariable can be used to discriminate
hadronic 1-prong tau candidates from electrons.

Ring isolation (fisp): O LAR-02 EM
< <
Z|e all} E
AR<0.4 EM ’
ZJe{all E

fiso

wherei runs over calorimeter cells in the assomated topoclusftdreotau candidate in a annulus
within 0.1 < AR < 0.2 around the seed arjduns over cells in a cone &R < 0.4. The energy is
calibrated at electromagnetic scale.

Leading track IP significance Siead rack): impact parameter significance of the leading track of the

tau candidate:
do
SIead track= —»
T4,

wheredp is the distance of closest approach of the track to the réwaned primary vertex in the
transverse plane, antl, is its estimated uncertainty.

Maximum AR (ARnay): The maximalAR between a track associated to the tau candidate and the tau
axis. Only core tracks are considered.

First 2(3) leading cluster energy ratio (f2 ead clusterd f3 lead clusterd):  the ratio of the energy of the first
two (three) leading clusters (highest energy first) overtda energy of all clusters associated to
the tau candidate.
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Number of tracks in isolation annulus (N%2<AR<04): Number of tracks reconstructed withir2< AR <
0.4 around the seed axis.

Electromagnetic energy over momentum of track systemf@'\"):

2 Neius EEM

fEM
AR<0 2 trk’
2 pi

wherel runs over calorimeter clusters associated to tau candiﬂﬁ%denotes the part of cluster
energy deposited in the electromagnetic part of each clgstesampler and first two layers) and

i runs over tracks associated to tau candidate in the corerreghe cluster energy is calibrated at
the LC scale.

Presampler strip energy fraction (fpg):

2 Neius EPS

PS= Z Nclus E

wherel runs over calorimeter clusters associated to tau candiﬂﬁ%denotes the part of cluster

energy, calibrated at the LC scale, deposited in the Prdsamager of calorimeter and is the
total energy of a calorimeter cluster.

Electromagnetic energy of charged pions over calorimetri@lectromagnetic energy (E;A)'

. ZAR<02 p::rk ZNcIus EHad

fig =
EM ™ ZNcIus EEIVI

wherel runs over calorimeter clusters associated to tau candiﬂﬁf’é denotes the part of cluster
energy deposited in the hadronic part of each cIuﬁE'Y! is the part of cluster energy deposited
in the electromagnetic part of each cluster (presampleffisstdwo layers) and runs over tracks
associated to tau candidate in the core region. All clustergalibrated at the LC energy scale.
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