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Qutline :

® What is Condition data and how is it
accessed through Frontier

® Squid performance and site evolution

® Development of AGIS and monitoring
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What is conditions data

Conditions data is defined as event independent time
varying data

® |n ATLAS there are two elements to conditions database
access:

® Access to the relational database

® Access to POOL files storing large calibration objects
® The relational database can either be:

® Oracle database

® SQLite file

® Frontier allows access to the Oracle database
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Conditions data size

Plot showing how the Oracle
conditions database has grown in 201 |
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What is Frontier 5

® The Frontier system distributes data from central

databases that are read by many client systems around
the world

® The Frontier setup relies on two levels of caching.

® Squid cache at every site

® Squid cache in front of every Frontier accelerator

Tl

aqll

> Streaming

= : = L -
Resilient launchpad

Alastair Dewhurst, 22nd May 2012




Squid Load

Plots show load on one of the
squid servers at RAL in the last month

RAL has 2 squid, ~6000 job slots, ~45%
allocated to ATLAS

Tiny load on CPU and bandwidth

High hit ratio

Moy 12 2012 16:39 UTC

18.4 k

138 Kk

perainute
o
~N
»

Alastair Dewhurst, 22nd May 2012

lcgsquido687.gridpp.rl.ac.uk CPU last month

100
.
=
v
- 50
v
[+
¢ L A —

Week 16 Week 17 Week 18 Week 19

B User CPU O Nice CPU Bl Systen CPU 0O WAIT CPU
[J Idle CPU

Lcgsquido687.gridpp.rl.ac.uk Network last month

4.0Mt

v 30N ’
o I | |
~ 1
S 2.0M
- | l +
e ‘ vy "1- ‘

"4 | h (

] 1 l._ )

Week 16 Week 17 Week 18 Week 19
B In B Out
squid_byte hit_ratios

o*

Week 16 Week 17 Week 18 Week 19
B \cgsquid0687.gridpp.rl.ac.uk last month (now 98.40)




Frontier load 7

® The amount of caching at the Frontier level is significantly
less than at the site squid level.

® Assite squid will have possibly thousands of different jobs
accessing the same data where as a Frontier should only
have to deal with tens of site squids

® Second level of caching does still help and protects the
Oracle database should things failover.
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Oracle Evolution

It has been demonstrated that as long as your site has a
squid cache you do not need to be near a Frontier

Since 2010 Oracle database at Taiwan and PIC have been
decommissioned

In mid 201 | IN2P3 switched from direct Oracle access at
their Tier | to using Frontier.
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Site evolution

o

It has been demonstrated that it is not essential to be
near a Frontier launchpad

RPMs have been developed. Default settings more
sensible for Frontier use case

There has been a large increase in the number of site
squids in the last year.

Squids being used frequently for other services such as
CVMFS
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Failover policy °

® |[f a squid breaks and a request fails the client can try
other combinations of squids and Frontier launchpads to
try and get the data.

® ATLAS decided to ask sites to failover to nearby
“friendly” sites.

® The problem with automatic failover is that because jobs
won’t fail the problem is not obvious until it’'s a much
larger one.

® An easy to use monitoring system needed to be
developed.
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AGIS use case "

o

At the start of 201 | Frontier configuration for ATLAS was
controlled via a single text file “Tiersofatlas.py”

Configuration changes were slow to make, a single typo
could break everything.

It was not possible in Tiersofatlas to configure monitoring.

The ATLAS Grid Information Service was being developed
at the time. ldeal for Frontier use.
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Frontier setup in AGIS

12

AGIS Squid Frontier class diagram. 10 April 2011

Service Site
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type = SQUdCYMFS, SquidFrontier

stype specifies the type of service,
if it's loadbalanced or round-robin service
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+fbadkup_sites: ListOfSites

AN

frontier: primary fronbier service,
ordered lists of backup sites for Squid Frontier




Monitoring squids :
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Failover testing ‘

® Recommendation for squids is to restrict incoming requests
to a local subnet.

® Also option to allow destination sites to be restricted to 6
Frontier launchpads.

® Need to regularly check each site allows failover correctly.

® Simple test job run on each site testing all combintations of
primary and backup squids and reporting warning if some
fail and error if all fail.
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AVVstats s

http://frontier.cern.ch/awstatsatlas.html
Visitors domains/countries (Top 10) =~ Fulllist

Domains/Countries PG s [TBandwidth
BE  USA Educational edu 8206618 8206618 53.23G8
BE  USA Government gov 5776678 5776678 75.78 GB e ——
@ Non-Profit Organizations org 4492962 4492962 28.05 GB o —
B Taiwan tw 1089097 1089097 8.21GB
Ml Canada ca 15410 15410 264.15MB |
7 Unknown ip 8972 8972 103.91 M8 |
3 switzerland ch 8640 8640 6.13MB |
B Australia au 4606 4606 105.64 MB |
BB South Africa za 20 20 336.03 KB |
Others 0 0 0

Frequency(/s] [EIHiES I [T Percent ]

0-44 6.33216 16412814 83.6 %
. . . -100
Awstats monitoring of Frontier i

. 100-500 0.00184 4766 0 %

launchpads allows debugging of most  s00-1x 0.07751 200906 1%
problems. 1K-2K 0.35872 929797 4.7 %

2K-5K 0.03153 81716 0.4 %

5K+ 0.76546 1984060
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Conclusion .

o

ATLAS have used Frontier to successfully access their
conditions data throughout 201 |

System is scaleable and capable of handling the extra load
in 2012 and beyond

Developing detailed monitoring allows ATLAS to choose
the best failover strategy for each site

Tier O has started using Frontier and work is starting to
move all conditions access to Frontier
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