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Problem to solve 

 The ECS will use the configuration DB to get all 
information necessary to configure and monitor the 
detector according to: 

– A partition : part of the detector which can run 
independently and concurrently 

 Which subsystems? How are they interconnected? 

– A running mode or an activity : what settings for 
the devices in the given partition? 

 

     Need to find what and how to store them 

 

 

 



   Configuration DB: what to store? 

Settings of controllable devices according to a 

running mode such as: 

• All Electronics Boards (Register settings, etc.) 

• HV, LV Power Supplies (Voltage settings, etc.) 

• Trigger Algorithms (Job options, etc.) 

Information about partitioning 

• All connectivity between devices per subsystem 

• Destination and routing tables 

• Configuration files 

 

 

 

 



Dataflow Example 
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for a running mode 

Monitoring data 
(at regular intervals) 

if Archive On 

if Passes Conditions filter 

if Needed for next run settings 
(Pedestal Followers)  



The Conf DB : inside 

LHCb specific : 

Devices in the partition?  

How to interconnect the 

subsystems ? 

JCOP : 

Device settings for the  

selected activity such as  

physics, cosmics ?  

 

 
 

   
  JCOP  
-Configuration of devices  
Data related to running modes  
- Common to the 4 experiments 
 

 
 
 
 LHCb specific 
Connectivity (data related to 
partition) 
 
 
 
 



VELO subsystem 

Calibration run 

 

 

Ex: calibration run for VELO 
LHCb tool 

VELO 

FEs DAQ 

TFC 

ECS 

PVSS 

Which devices are involved in the partition? Here VELO 

Get connectivity between the VELO and TFC to send the clock. 

Get connectivity between VELO and DAQ to configure the network 

(data path) 
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Ex: calibration run for VELO  
 (JCOP tool) 

VELO 

FEs DAQ 

TFC 

calibration run 

ECS 

PVSS 

Load parameter values  to 

configure VELO devices, 

Farm nodes and  TFC 

devices for a calibration 

run 

Farm 



JCOP tool : Functions 

• Framework to use with PVSS (SCADA system) 
• Concept of recipes : snapshot of a set of parameters  
 and their values which change with the running mode. 
• Save and load recipes for a device or a set of devices 

(hierarchy) into/from the configuration DB 
• Possibility of tagging recipes (versioning) 
• Recipe cache : save and load recipes without 

connecting to the DB. Useful for 
– Testing setting values 
– Load recipes for successive runs once. 

• More info about the JCOP tool… 

http://itcobe.web.cern.ch/itcobe/Projects/Framework/welcome.html


  JCOP Tool : in practice 



Connectivity 

• Description of the 
physical links between 
devices on its output and 
its input using the system 
dataflow 

• Useful to determine  
– Exactly the data path 
– Destination/routing 

tables 
– Config files (e.g. DHCP) 
– What devices need to 

be configured given a 
partition 

– How to interconnect all 
the subsystems with 
TFC, DAQ and ECS 
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Connectivity design 



Table Schema 

 



Implementation 

• Library confDB in C using OCI, to query information 
related to connectivity 

 

• confDB library has been extended to Python using 
BOOST (confDBpython module). 

 

• confDB library has been extended to PVSS using the 
Generic External Handler (module provided by JCOP)  

 



CDbVis 

• Python tool (using confDB library)  

• Nice view of the content of the database 

• Check consistency (error when inserting 
connectivity between devices) 

• Not all the features are implemented yet: 

– You can view the connectivity and get some 
information about the devices 

– But you can’t insert anything  



Component View 

TFC Switch 

Transmitter (opt) 

Coupler (opt) 



Conclusions 

• Prototype exists 

• Possibility to save and load recipes in/from DB and 
recipe cache for one or a set of devices. 

• Possibility to save and query connectivity information 

• Need to finish the implementation of CDBVis 

• Need to implement update functions for the confDB 
library 

 


