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Abstract

This note presents the results of a search for charged Higgs bosons, H±, in 1.03 fb−1

of proton-proton collision data recorded at
√
s = 7 TeV with the ATLAS experiment at the

LHC using the τ+jets channel in tt̄ decays with a hadronically decaying τ lepton in the final

state. The data agree with the Standard Model expectation leading to a limit on the product

of branching ratios BR(t → bH±)× BR(H± → τν) of 0.03−0.10 for H± masses in the range

90 GeV < mH± < 160 GeV. In the context of the Minimal Supersymmetric Standard Model

values of tan β larger than 22−30 are excluded in the mass range 90 GeV < mH± < 140 GeV.



1 Introduction

The charged Higgs boson is predicted by many non-minimal Higgs scenarios [1, 2], such as models con-

taining Higgs triplets and Two-Higgs-Doublet Models (2HDM) [3]. The observation of charged Higgs

bosons1, H±, would indicate physics beyond the Standard Model (SM). The analysis in this note consid-

ers the type II-2HDM [3], which is also the Higgs sector of the Minimal Supersymmetric Standard Model

(MSSM) [4]. For charged Higgs boson masses, mH+ , smaller than the top quark mass, mt, the dominant

production mode at the LHC for H+ is through top quark decay via t → H+b. The dominant source of

top quarks at the LHC is through tt̄ production; the cross section for charged Higgs boson production

from top quark decays in single-top events is much smaller and not considered here. For tan β > 3, where

tan β is the ratio of the vacuum expectation values of the two Higgs doublets, charged Higgs bosons de-

cay mainly via H+ → τν [5]. Recent limits on light charged Higgs boson production come from the

Tevatron [6], where the observed upper limit on BR(t → H+b) assuming BR(H+ → τ+ν) = 1 is 0.17 for

mH+ = 120 GeV. Direct searches at LEP [7] give a lower limit of mH+ ≃ 90 GeV for BR(H+ → τ+ν) = 1.

Preliminary results for charged Higgs boson searches in top quark decays have recently been made public

by the CMS experiment [8].

This note describes the search for charged Higgs bosons in tt̄ events in the topology shown in Fig. 1,

for the case where both the τ lepton and theW decay hadronically (τ+jets channel).

The H+ search uses proton-proton collision data collected with the ATLAS experiment [9] at the

LHC at a center-of-mass energy of
√
s = 7 TeV in 2011. The total integrated luminosity amounts to

1.03 fb−1 .

The background processes that enter these searches include the production of tt̄, single-top, W+jets,

Z/γ∗+jets, and multi-jet events where there is either a true τ lepton, or another object misidentified as

a hadronically decaying τ. In this note, all significant backgrounds, i.e. events with correctly identified

hadronically decaying τ leptons (hereafter referred to as τ jets), or with jets or electrons misreconstructed

as τ jets, are estimated using data-driven methods.
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Figure 1: Example for a leading-order Feynman diagram for the production of a charged Higgs boson

through gluon fusion in tt̄ decays.

2 Physics processes and their cross sections

All relevant backgrounds are estimated using data-driven techniques. However, for backgrounds with

intrinsic missing transverse energy and objects misidentified as τ jets, simulation is used to model any

aspects not related to the probability of the object to be misidentified as a τ jet. For backgrounds without

1Hereafter the charged Higgs bosons will be denoted H+, with the charge-conjugate H− always implied.
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intrinsic Emiss
T

(multi-jet background), simulation is used to subtract the electroweak and tt̄ contribution

in the control region. Simulation is also used for comparison with the results of the data-driven estimates.

The Monte Carlo (MC) simulation of tt̄ and single-top events is based on MC@NLO [10] using

HERWIG [11] for the hadronization process and JIMMY [12] for simulating multi-parton interactions.

Overlap between tt̄ and single-top final states is taken into account [13]. A tt̄ production cross section

of 165 pb [14] obtained from approximate NNLO calculations [15] is used (both for SM tt̄ decays and

decays via a charged Higgs boson). The MC@NLO cross sections are used for single-top production.

Throughout this note, a top quark mass of 172.5 GeV is assumed.

ALPGEN [16] is used for the generation of W+jets and Z/γ∗+jets events with up to five partons

from the hard matrix element, again together with HERWIG/JIMMY. The ALPGEN cross sections are

rescaled by a factor 1.20 (W) and 1.25 (Z/γ∗) to match NNLO calculations [17]. The H+ signal events

are generated with PYTHIA [18], using TAUOLA [19] for τ lepton decays and PHOTOS [20] for photon

radiation off charged leptons. Event generators are tuned to describe ATLAS data, and the parameter

sets AMBT1 [21] and AUET1 [22] are used for this purpose for events hadronized with Pythia, and with

HERWIG/JIMMY, respectively.

Table 1: Simulated events used in this study. The W/Z+jets as well as the s- and t-channel single-top

events are only simulated for decays involving leptons (ℓ denotes e, µ, or τ), and the cross section given

includes this branching ratio. The NLO+NNLL cross section is used for tt̄, NLO for single-top, and

NNLO for W/Z+jets. The H+ sample uses mH+ = 130 GeV, BR(t → bH+) = 0.1 and BR(H+ → τ+ν) is
assumed to be 1.

Process Generator Cross section [pb]

tt̄ with ≥ 1ℓ MC@NLO 89.4

single-top (s, t, Wt channel) MC@NLO 21.4, 1.41, 14.6

W → ℓν+jets ALPGEN 3.1 · 104
Z/γ∗ → ℓℓ+jets ALPGEN 3.2 · 103
tt̄ → bH±bW with H± → τν PYTHIA 29.6

All events are propagated through a detailed GEANT4 [23, 24] simulation of the ATLAS detector

and reconstructed by the same algorithms as the data. Cross sections and simulated event samples are

summarized in Table 1.

3 Object reconstruction

A description of the ATLAS detector can be found elsewhere [9]. In this section, the criteria used to

identify and reconstruct physics objects such as leptons or jets are described.

Data quality: For both the H+ event selection and the data-driven background estimates, the following

requirements are applied [25]: The sub-detectors relevant to the analyses have been operational, the LHC

delivered stable beams, and there are no jets in the event consistent with coming from instrumental effects

such as coherent noise in the electromagnetic calorimeter, or non-collision backgrounds. To further reject

non-collision backgrounds, only events with a reconstructed primary vertex with at least five associated

tracks are considered.

Jets: Jets are reconstructed with the anti-kt algorithm [26, 27] with a size parameter value of R = 0.4.

The jet finder uses three-dimensional noise-suppressed clusters [28] in the calorimeter, reconstructed at
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the electromagnetic (EM) energy scale. Jets are then calibrated to the hadronic energy scale with Monte-

Carlo-based correction factors which depend on their transverse momentum (pT) and pseudorapidity (η).

The jet energy scale uncertainty is estimated to be (2.5 − 14)%, depending on pT and η, with methods

described in Ref. [29] but based on a larger data set. Jets considered in this analysis are required to have

pT > 20 GeV and |η| < 2.5.

b jets: To identify jets initiated by b quarks, a combination of a 3D-impact-parameter-based discrim-

inant and a secondary-vertex-tagger [30] with an identification efficiency of about 60% for b jets with

pT > 20 GeV in tt̄ events is applied.

τ jets: For the reconstruction of τ jets, all anti-kt jets in the calorimeter with ET > 10 GeV are consid-

ered as τ candidates [31]. A dedicated algorithm is used to reject electrons (called tight electron veto).

Only candidates with 1 or 3 associated tracks reconstructed in the inner detector are considered. Hadronic

τ decays are identified using a likelihood quality criterion (corresponding to an efficiency of about 30%

for τ leptons with pT > 20 GeV in Z → ττ events, and a rejection factor of about 100-1000 for quark-

and gluon-initiated jets, depending on pT, η, and the number of associated tracks). For this analysis, they

are required to have a visible pT > 20 GeV and to be within |η| < 2.3. In some control regions, a loose

τ identification is used instead; this corresponds to an efficiency of 60%, and a jet rejection of about 10,

depending on pT and η.

Electrons: Electrons are reconstructed by matching clustered energy deposits in the electromagnetic

calorimeter to tracks reconstructed in the inner detector [32]. They are required to meet quality require-

ments based on the expected shower shape of electrons [33]. Electrons are required to have ET > 20 GeV,

and be isolated (defined by requiring less than 3.5 GeV of transverse energy – after corrections for pile-

up and leakage – in a cone of ∆R = 0.2 around the electron2, excluding the electron itself). Electrons

are required to be in the fiducial volume of the detector, |η| < 2.47. Electrons in the transition region

1.37 < |η| < 1.52 are excluded.

Muons: Muon candidates are required to have a match of an inner detector track with a track recon-

structed in the muon spectrometer [34]. Candidates are required to have pT > 10 GeV and |η| < 2.5.

Only isolated muons are accepted by requiring that in a cone of ∆R = 0.3 around the muon (excluding

the muon itself), both the energy deposited in the calorimeters and the momentum of all inner detector

tracks total less than 4 GeV of transverse energy.

Missing transverse energy, transverse energy sum: The reconstructed missing transverse energy,

Emiss
T

, is based on the energy deposited in the calorimeter and the momentum of tracks identified as

associated to muons. Only noise-suppressed clusters of cells are used, and corrections for unclustered

cells are applied. The contribution of the calorimeter cells is calibrated differently depending on which

object they are associated to. For all jets, the same hadronic calibration scheme as for jet reconstruction

is used while electrons are calibrated at the electromagnetic energy scale [35].

The transverse energy sum,
∑

ET, is defined as the sum of the transverse energy of all the objects

which have been reconstructed as detailed in this section, including missing transverse energy.

2∆R =
√

(∆η)2 + (∆φ)2, where ∆η is the difference in pseudorapitidy of the two objects in question, and ∆φ the difference

of their azimuthal angles.
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Overlap removal: When candidates selected using the above criteria overlap geometrically with one

another (within ∆R < 0.2), this conflict is resolved by only selecting one candidate in the following order

of priority: muon, electron, τ jet, or jet.

General systematic uncertainties The main detector-related systematic uncertainties are listed in Ta-

ble 2. These are mostly related to identification efficiencies and the energy/momentum resolution and

scale of the physics objects described above. Uncertainties on trigger efficiency, luminosity, cross sec-

tions and acceptance are also listed.

To assess the impact of most sources of systematic uncertainty on the result of the analysis, selection

cuts for each analysis are re-applied after shifting a particular parameter by its ±1 standard deviation

uncertainty. The luminosity and the trigger uncertainty with respect to the offline efficiency serve directly

as scale factors on the event yield.

Table 2: Systematic uncertainties. Uncertainties on the tt̄ cross section include variations of the parton

density functions (pdf) and of the factorization and renormalisation scale. A scale factor is the ratio of

efficiencies in data and simulation, and is here denoted as ”SF”. The difference in acceptance for tt̄ events

at LO and NLO is used as systematic uncertainty on the signal acceptance.

Quantity Uncertainty

Luminosity [36] ±3.7%
Jet energy resolution (JER) ±(10 − 30)%, depending on pT and η

Jet energy scale (JES) ±(2.5 − 14)%, depending on pT and η

Emiss
T

Uncertainty due to scale/resolution uncertainties (e.g. JES);

additional 10% of pile-up-related uncertainty

b-tagging efficiency SF unc. ±(0.05 − 0.15), depending on pT and η

b-tagging mistag rate ±(0.16 − 0.39), depending on pT and η

b jets JES uncertainty an additional ±2.5% on top of the standard JES

τ identification efficiency ±(8.5 − 9.9)%, depending on pT
τ energy scale ±(4.5 − 6.5)%, depending on pT, η, number of associated tracks

τ electron mis-id correction factors ±(23 − 100)%, depending on η; for one-prong only

τ+Emiss
T

trigger ±9%
e reco. efficiency SF ±(0.7 − 1.8)%, depending on η

e identification efficiency SF ±(2.2 − 3.8)%, depending on ET and η

e energy scale ±(0.3 − 1.8)%, depending on pT and η

e energy resolution ±(0.5 − 2.4)% (additional constant term), depending on pT and η

µ reco. efficiency SF ±(0.25 − 0.55)%, depending on the data-taking period

µ momentum scale and resolution ±(0.4 − 0.7)%, depending on η

Initial/final state radiation modelling -16% / +19% (tt̄ signal and background)

Acceptance ± 4% (background), ± 10% (signal)

tt̄ cross section 165+4−9(scale)
+7
−7(pdf) pb

4 Event selection

This study describes the search for a charged Higgs boson in the topology

tt̄ → [H+b] [W−b̄]→ [(τ+had + ν)b] [(qq̄
′)b̄], (1)

where both the W boson and the τ lepton decay hadronically. This topology has the advantage that the

W boson can be fully reconstructed, the H+ candidate can be reconstructed in the transverse plane, and
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the branching ratio of the W boson decay to quarks is larger than that to leptons; but it needs to be

distinguished from a large multi-jet background.

The following selection cuts are applied, based on the reconstructed physics objects described in

Section 3:

1. Event preselection:

(a) Data quality cuts.

(b) Emiss
T

plus tau trigger [37, 38], with a threshold of 29 GeV on the τ object, of 35 GeV on

Emiss
T

, and no muon corrections on Emiss
T

. The signal efficiency is about 70%, depending on

mH+ .

(c) At least 4 jets (excluding τ jets) with pT > 20 GeV and |η| < 2.5.

2. A τ jet with pτ
T
> 35 GeV within |η| < 2.3 is required. This τ jet must be matched to the τ trigger

object within ∆R < 0.1. Events with a second identified τ jet with pτ
T
> 20 GeV are vetoed.

3. Events are vetoed if any identified electrons (ET > 20 GeV) or muons (pT > 10 GeV) are present.

4. The missing transverse energy Emiss
T

is required to be larger than 40 GeV.

5. Events with large reconstructed Emiss
T

due to the limited resolution of the energy measurement

are rejected with a cut on the ratio
Emiss
T

0.5·
√
∑

ET
> 8 GeV1/2, using the

∑

ET definition described

in Section 3. Considering the minimum
∑

ET required to pass all other selection cuts, this also

corresponds to raising the cut on Emiss
T

to about 50 GeV.

6. At least one b-tagged jet is required.

7. Topologies consistent with a top decay are identified by requiring that the qqb candidate with the

highest p
qqb

T
value must satisfy m(qqb) ∈ [120, 240] GeV.

For events passing the above selection cuts the transverse mass, mT, is defined as

mT =

√

2pτ
T
Emiss
T

(1 − cos∆φ), (2)

where ∆φ is the azimuthal angle between the τ jet and the missing energy direction. This final discrimi-

nating variable is related to the W boson mass in the W → τν background case, and the H+ mass for the

signal hypothesis.

At the end of the selection cut flow, after applying data-driven methods as detailed in the sections

that follow, 37±7 background events are expected for mT > 40 GeV. Of those, 21±5 events are expected
with a correctly identified τ jet; about 2 events each for the case where an electron or a jet have been

misidentified as a hadronically decaying τ lepton in a tt̄ or electroweak background process. The multi-

jet contribution is expected to be 12 ± 5 events. A potential signal yield depends on the charged Higgs

boson mass and the branching ratio t → bH+; for example, 70 events are expected for mH+ = 130 GeV

and BR(t → bH+)=0.1.

5 Data-driven background estimation

The main source of background events to charged Higgs boson searches at the LHC are those coming

from production processes such as tt̄, multi-jet, single top-quark, and W+jets, in this order of relevance.

The individual contributions from these backgrounds are determined in a data-driven way. They can
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be divided into two categories: backgrounds with intrinsic Emiss
T

from W decays, and backgrounds with

Emiss
T

caused by detector effects (multi-jet events). For the first category, the contribution from events in

which electrons or jets are misidentified as τ jets are predicted using appropriate control samples while

events with correctly identified τ jets are studied with the embedding method. The multi-jet background

can be estimated using the shape of its Emiss
T

distribution in a suitable control region.

5.1 Methods based on measuring misidentification probabilities

The background from events where an electron or a jet is misidentified as a hadronically decaying τ

lepton is estimated in a data-driven procedure from suitable control samples. The probability for an

electron or jet to be misidentified as a τ jet is defined as

misidentification probability =
number of τ candidates passing event selection, τ ID and electron veto

number of τ candidates passing event selection
.

(3)

5.1.1 Electron-to-τ misidentification probability with a tag-and-probe method

The Method A tag-and-probe method on Z/γ∗ events in collision data is used to measure the misiden-

tification probability of electrons. The result is compared to simulation, and the ratio of the misidentifica-

tion probability as measured in data to that determined in simulation is called a scale factor. This factor

is then used to correct the description of the electron-to-τ misidentification probability in simulation.

The method used is identical to that described in [39] though based on a larger data set. The process

Z/γ∗ → ee allows the selection of a clean sample of electrons from data. An electron trigger with a

threshold on the electron ET of 20 GeV is used. The tag electron is required to have a pT > 30 GeV and

to be located in the central region (|η| < 2.47) of the detector (but outside the transition region between

the barrel and the end-cap, 1.37 <|η|< 1.52). It must be isolated (the sum of the momenta of tracks in

a cone of ∆R = 0.4 around the electron is required to be less than 6% of the electron momentum) and

must pass tight electron identification criteria [33]. Furthermore, a match within ∆R = 0.1 to the trigger

electron is required. The probe electron is considered for further analysis if it is reconstructed as a τ

jet candidate with pT > 20 GeV with exactly one associated track. The probability of electrons to be

misidentified as 3-track τ jets is negligible. The pair with the highest scalar ET sum is chosen from all

possible e-τ pairs that are separated by ∆R > 0.4. Additionally, the tag and the probe objects are required

to have opposite electric charges. Events with Emiss
T
> 20 GeV are discarded to reduce the background

contamination from W → eν decays, and the invariant mass of the e-τ pair is required to be between 80

and 100 GeV.

The selected probe sample of τ jet candidates then contains electrons originating from Z bosons with

a purity (estimated from simulation) of about 99%. The main backgrounds are multi-jet events,W → eν,

and Z/γ∗ → ττ, in that order. The multi-jet background is estimated using a two-dimensional sideband

subtraction method [39], the electroweak backgrounds using simulation.

Results The misidentification probabilities (as defined in Eq. 3) are extracted for the τ candidates

which pass the τ selection (including overlap removal with electron candidates) and the electron veto

criteria as used in the H+ selection. In the denominator, the probe objects are not required to pass the

τ jet identification, whereas the numerator contains the number of events with the probe objects both

passing the identification and not being discarded by the electron veto. The results for the scale factor

and misidentification probability are shown in Table 3 for the different calorimeter regions. Only the

scale factors are used in the following. No significant dependence of the scale factor on the pT of the τ

lepton candidate is observed.
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Application of the method to estimate the e → τ misidentification background The misidentifica-

tion probability from this study is applied by scaling simulated events in which the selected reconstructed

τ jet originates from a true electron. The scale factor used is given by the ratio of the misidentification

probability in data to that in Monte Carlo.

Table 3: Scale factors and measured e→ τ misidentification probabilities for τ candidates with ET > 20

GeV in the barrel (0<|η|< 1.37), transition (1.37<|η|< 1.52) and end-cap (1.52 <|η|< 2.5) regions passing
the τ identification and a tight electron veto, for a τ identification efficiency of about 30%. The scale

factors are given with statistical and systematic uncertainties combined.

Region Scale factor Misidentification probability (data)

0 < |η| < 1.37 1.1 ± 0.3 0.0028 ± 0.0006

1.37 < |η| < 1.52 1.0 ± 1.0 0.0005 ± 0.0004

1.52 < |η| < 2.5 1.6 ± 0.5 0.009 ± 0.003

Systematic uncertainties Five main sources of systematic uncertainties on the electron-τ jet misiden-

tification probability are studied. The systematic uncertainty due to the subtraction of multi-jet and

electroweak backgrounds is at the level of only 1%, but can reach up to 25% in the transition region.

Ideally, the measurement should be independent of the tag selection. To test any potential correlation,

this selection has been varied (using medium electron identification criteria instead of tight ones in order

to study the bias of only selecting very well-reconstructed tag electrons), leading to an estimate of a

systematic uncertainty of 10%. Other systematic uncertainties are negligible in comparison. The choice

of the mass window size around mZ applied to the tag-and-probe objects which could result in a bias

by only studying objects with well-reconstructed momentum and the uncertainty of the electron energy

scale (via the cut on the tag electron energy) only give a small contribution. The total uncertainties on

the scale factors (combining the statistical and systematic uncertainties of the measurement) are 24%

in the barrel, 29% in the end-caps, and 100% in the transition region. Except for the end-cap, they are

dominated by the statistical uncertainties.

In total, the expected contribution of events with electrons misidentified as τ jets in the signal region

is about 2 events which is about 5% of the expected background. Thus reducing the relatively large

uncertainties would only lead to a minor improvement of the H+ sensitivity.

5.1.2 Jet-to-τmisidentification probability from photon+jets

To study the probability for jets to be misidentified as hadronically decaying τ leptons, a γ-jet control

sample is used. Like jets from the hard process in the dominant H+ background tt̄, jets in this control

sample originate predominantly from quarks as opposed to gluons. A measurement of the probability

for a jet to be misidentified as a hadronically decaying τ lepton is performed using 1.03 fb−1 of data and

is used to predict the yield of jet-to-τ misidentification events from the most important SM backgrounds

with intrinsic Emiss
T

. The main difference between tt̄ and γ-jet events is the different fraction of b jets

which is smaller in γ-jet events. However, the probability for a b jet to be misidentified as a τ jet is

smaller than the corresponding probability for a light-quark jet: The average track multiplicity of b

jets is higher, and variables which measure the mass of the τ candidate allow a good discrimination.

Hence using the γ-jet misidentification probability leads to a higher background estimate and is thus

conservative.
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Figure 2: Jet→ τ misidentification probability measured from γ-jet events for jets with 1 or 3 associated

tracks as a function of pT and η. The error bars indicate the size of the statistical uncertainties.

The Method Events are required to pass a single-photon trigger (with an ET threshold of 15, 20 or

40 GeV). The photon candidate must be isolated (less than 6 GeV of ET deposited in a ∆R = 0.2 cone

around the photon), is required to match a trigger object, pass the photon selection [40], and have either

zero or two associated tracks to include photon conversions. The photon candidate must have |η| < 2.37,

not be located in the transition region, and must have a transverse energy of at least 15 GeV. The selected

γ-jet sample consists of events with one photon candidate and a jet with pT ≥ 20 GeV, separated in φ

by at least 2.84 radians. The difference in transverse energy between the jet and the photon must be less

than half of the total transverse energy of the photon. Any additional jets are required to have less than

20% of the photon transverse energy.

The misidentification probability is measured as a function of both pT and η. The denominator of

the calculated misidentification probability is the number of events with a τ candidate (i.e. no τ ID

applied) with pT greater than 20 GeV and |η| < 2.3, which passes an electron veto. The misidentification

probability is evaluated separately for the case of candidates with 1 or 3 associated tracks. Among all

jets with ET > 20 GeV and |η| < 2.3, the fraction of light-quark jets which are considered as such τ

candidates is about 27%. The numerator in the calculated misidentification probability consists of events

with objects which pass the full τ identification. They must not be within ∆R = 0.2 of any e or µ. The

measured misidentification probabilities are shown in Fig. 2.

Systematic uncertainties The dominant systematic uncertainties on the misidentification probability

are (the ranges given on each systematic uncertainty show the variation with the pT and η of the τ

candidate):

• Contamination of the control sample with true τ jets from Z → ττ and W → τν events, evaluated
using simulation: (1 − 3)%.

• Contamination of the control sample with multi-jet events which have a larger gluon-initiated jet

fraction than γ-jet events. The associated systematic uncertainty is evaluated by modifying the

photon ID requirements, in particular loosening the photon isolation which increases the impurity

from multi-jet events in the control sample: (5 − 9)%.

• Contamination of the control sample by three-jet events. The associated systematic uncertainty is

evaluated by varying the selection cuts (vetoing events with additional jets with less than 0.1 of the
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photon momentum), and by splitting the control sample in a part which fulfills even tighter require-

ments and one which does not, and then taking the variation of the misidentification probability

due to these changes as the uncertainty: (11 − 17)%.

• The measurement of the misidentification probability on the probe object is assumed to be un-

correlated from the selection of the tag object. To evaluate uncertainties from a violation of this

assumption, correlations between the tag and the probe objects are studied by changing the re-

quirements on the tag object (requiring a photon with a looser quality criterion) and studying the

impact on the measurement of the misidentification probability on the probe object: (7 − 14)%.

Additionally, the statistical uncertainty of the measurement of the misidentification probability enters as

uncertainty on any application of the misidentification probability. The total systematic uncertainty is

about (15 − 24)%, depending on pT and η. The systematic uncertainties on the misidentification prob-

ability are propagated into the background prediction for the baseline selection and enter the statistical

evaluation as shape uncertainties.

Application to estimate the jet→ τ misidentification background To predict the background in H+

searches, the measured jet→ τ misidentification probability is applied to simulated tt̄, single-top, and

W+jets events. These events are required to pass the full event selection except for the τ identification.

For these events, τ candidates fulfilling the same requirements as in the misidentification probability

definition which do not overlap with a true τ lepton are identified. Out of the remaining τ candidates,

each one is considered to be potentially misidentified as a τ jet separately. The identified jet that corre-

sponds to the τ candidate is removed from the event, affecting the number of reconstructed jets, the Emiss
T

significance of the event, and the number of b-tagged jets. If, after taking this into consideration, the

event still passes the selection, then the event is counted as background event with a weight given by the

misidentification probability corresponding to the pT and the η of the τ candidate. The predicted number

of events from the tt̄ sample, together with a comparison to the MC prediction using truth information,

is shown in Table 4. All other jet→ τ misidentification backgrounds with intrinsic Emiss
T

are at least two

orders of magnitude smaller than tt̄.

Table 4: Application of the misidentification probability obtained from γ-jet events. The numbers shown

are the expected number of events in collision data after the H+ selection. The prediction based on the

misidentification probability measurement (statistical and systematic uncertainties), as well as the MC

prediction (statistical uncertainties), are given.

Sample Data-driven prediction [number of events] MC prediction [number of events]

tt̄ 2.8 ± 1.0(stat) ± 0.5(syst) 3.8 ± 0.6(stat)

5.2 Multi-jet background estimate

As the uncertainties on the multi-jet expectation are large, it is necessary to avoid using any multi-jet

simulation to estimate this background. Thus an approach different from estimating the jet→ τ misiden-

tification contribution in events with intrinsic Emiss
T

, as described in the previous section, is chosen.

The Method The multi-jet background is estimated by fitting its Emiss
T

shape (and the Emiss
T

shape of

other backgrounds) to data. In order to study this shape in a data-driven way, a control region is defined

9



where the τ identification and b-tagging requirements are inverted. The τ candidates must pass a loose

τ identification but fail the tight τ identification used in the baseline selection. In addition, the event is

required not to contain any b-tagged jets and therefore also the requirement on the qqb mass (selection

cut 7) is removed.

Assuming that the shapes of the Emiss
T

and mT distributions are the same in the control sample and

signal regions (see Fig. 3 for a comparison early in the selection cut flow), the shape of the Emiss
T

distribu-

tion is used to model the Emiss
T

distribution for the multi-jet background (after subtracting the background

from other processes). The Emiss
T

distribution measured in data (for the baseline selection) is then fitted

using two shapes: this multi-jet model, and the sum of other processes (dominated by tt̄, W+jets) for

which the shape and the relative normalisation are taken from MC simulation. The free parameters in

the fit are the overall normalisation (to the one in data) and the multi-jet fraction.
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Figure 3: Distribution of Emiss
T

, after subtracting the expectation from tt̄, W+jets, and single-top simula-

tion; compared are the distributions after requirement 3 of the baseline selection as detailed in Section 4,

with the exception that in the control region, the τ selection and the b-tagging requirements have been

inverted. The shaded area indicates the size of the statistical uncertainties.

Systematic uncertainties The dominant systematic uncertainties are:

• The uncertainty on the assumption that the Emiss
T

shape is identical in the signal and control re-

gions. This is studied by varying the number of entries in each bin separately within the maximum

differences observed early in the selection cut flow (a factor of 0.5 and 2.0) and redoing the fit.

Then, the largest downwards and upwards fluctuations are used as systematic uncertainty. This

leads to an uncertainty on the multi-jet fraction of −13%/ + 25%.

• The uncertainty on the tt̄ andW+jets shapes and relative normalisation from Monte Carlo is domi-

nated by uncertainties on the tt̄ cross section. The scaling of the tt̄Monte Carlo is varied according

to these uncertainties, leading to an uncertainty on the multi-jet fraction of 2.4%.

• The uncertainty from backgrounds other than tt̄ and W+jets in the control region is found to be

negligible.

The uncertainty on the multi-jet fraction is dominated by the statistical uncertainty of the data set on

which the fit is performed.

Result of the data-driven estimate of the multi-jet background The multi-jet fraction is estimated

to be (23 ± 10)% using the fit to the Emiss
T

distribution shown in Fig. 4. The mT distribution for the same

10



events is shown in Fig. 5. Except for the multi-jet background, all other processes have W bosons in

the final state and their distributions drop off around the W boson mass, as expected. Such behavior

is neither expected nor observed for the multi-jet background as resulting shapes are mainly caused by

detector effects. To probe the region with large mT, in which a potential H+ signal resides, it is thus

important to suppress the multi-jet background as much as possible.
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Figure 4: Multi-jet estimate: A fit to the Emiss
T

distribution in data after all selection cuts using two shapes

(one for the multi-jet model, and one for all other background processes, dominated by tt̄ andW+jets) is

shown. The multi-jet fraction estimated after all selection cuts is (23 ± 10)%.
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Figure 5: Contribution of multi-jet events to the mT distribution after all cuts of the H+ selection. The

multi-jet fraction is estimated using the fit to the Emiss
T

distribution shown in Fig. 4.

5.3 Embedding method

Complementary to the methods based on misidentification probability, an embedding method is used for

estimating the background from true τ jets, described below. The method consists of collecting a control

sample of tt̄, single-top, and W+jets events with a muon in data, and replacing the detector signature

of this muon with that of a simulated τ lepton. The reconstruction is re-applied to the new hybrid
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events which are then used to estimate the background to the H+ selection. The advantage is that the

whole event (except for the τ jet) is taken directly from data, including the underlying event and pile-up,

missing energy, b-quark jets and light-quark jets. The method has been validated in τ+jets events using

early ATLAS data [41].

5.3.1 The Method

Control sample selection To select the tt̄-like µ + jets control sample from data, the following event

selection is used:

• Event triggered by a single muon trigger (pT threshold of 18 GeV),

• data quality cuts as described in Section 3,

• exactly one isolated muon with pT > 25 GeV,

• no isolated electron with pT > 20 GeV,

• at least four jets with pT > 20 GeV in |η| < 2.5,

• at least one of the jets is b-tagged (nominal efficiency of 65%),

• missing transverse energy Emiss
T
> 30 GeV,

• scalar sum of energy of reconstructed objects
∑

ET > 200 GeV.

This selection is looser than the selection defined in Section 4 in order not to bias the control sample.

This also applies to the τ jet which carries the momentum of the selected muon minus the momentum of

the neutrino in the τ lepton decay and its pT is required to be larger than 35 GeV in the H+ selection. The

impurity from the background with muons produced in τ decays, and non-isolated muons (dominantly

bb̄ and cc̄ events) is at the level of 10% and biases the shape of embedded events. However, the bias is

greatly reduced as these events are much less likely to pass the H+ selection.

Embedding step After events have been selected, the actual embedding step takes place. The muon in

the event is selected and its vertex position and momentum are extracted. The momentum is then rescaled

to account for the higher τ lepton mass and fed into TAUOLA to produce the τ lepton decay products

and generate final state radiation. The result is propagated through ATLAS detector simulation, followed

by reconstruction. In the next step, tracks, calorimeter deposits and segments in the muon spectrometer

in the vicinity of the muon are replaced with those of the simulated τ lepton decay products.

Comparison of embedding method versus simulation To test the method, the embedded data events

are compared to simulated tt̄ events (hereafter referred to as ‘reference’) in which the τ lepton comes

directly from simulation of the whole event, and is not added via the embedding method. To make

sure the set of events is comparable, both for the embedded and the reference events, a reconstructed τ

candidate which is matched to a true τ lepton is required (this can be performed using embedded events,

as the τ part of the event is taken from simulation).

A comparison of distributions of variables relevant to this analysis is shown in Fig. 6. A good

agreement is observed within the statistical uncertainties.
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Figure 6: Validation plots for the embedding method used to estimate the background with true τ jets.

Embedded data is compared to tt̄ simulation after applying the H+ selection. The τ likelihood (TauLLH),

the τ transverse momentum, the missing transverse energy, and the top quark transverse momentum on

the t → bqq side are shown. The plots are normalized to unit area. The shaded area indicates the size of

the statistical uncertainties on the MC simulation.

13



5.3.2 Application to estimate the true-τ background

The contribution of backgrounds with true τ jets to the final mT distribution is estimated from this

distribution for embedded events. The normalisation is taken from collision data events in the region

0 − 40 GeV of this distribution, where any signal contamination would be low for the expected range

of sensitivity (BR(t → bH+ ≈ 5%)). Such a contamination is dealt with in the limit-setting process

by subtracting the expected signal from the observed data before normalizing the shape to the region

mT < 40 GeV. This is done when evaluating the signal+background hypothesis and takes the tested

BR(t → bH+) into account. Effectively, this brings the signal+background expectation closer to the

background-only expectation.

The following procedure is applied:

1. Apply the τ+jets event selection to embedded events to obtain the mT shape.

2. From collision data, count the number of events in the mT distribution between 0 − 40 GeV after

subtracting the background from objects misidentified as τ jets.

3. Using this number, normalize the mT distribution from embedded events using the ratio of events

in collision data and embedded data.

For technical reasons, the trigger simulation cannot be re-run for embedded events. As the number of

events entering the embedding control sample and passing the whole event selection is still relatively

small, the event selection applied to the embedded events is modified by requiring a τ identified using

loose criteria. This can be done because the mT distribution is normalized to data and, as Fig. 7 (left)

shows, the looser cuts do not bias the shape significantly.

The result is shown in Fig. 7 (right). As can be seen, the uncertainty of the background estimate

is currently limited by the statistical uncertainty due to the limited number of events in the tt̄ control

sample. In the range 40 < mT < 300 GeV, there are 21 ± 5 background events with true τ jets expected

where the uncertainty is due to the limited number of events in the control sample, and of the data in

the region to which the shape is normalized to. In data, 26 events are observed after subtracting the

background predicted by the misidentification probability methods and the multi-jet estimate. Within

statistical uncertainties, the background prediction and data agree well.

5.3.3 Systematic uncertainties

The following systematic uncertainties are associated with the background prediction:

• To study the effect of additional multi-jet background on the embedding and the control sample

selection itself, the µ isolation requirement is varied. To study a potential bias introduced by the

embedding method parameters chosen, alternative values are used for the inner and outer cone size

in which calorimeter cell depositions are replaced or added. To account for the fact that a small

amount of pile-up-related activity can be present in the calorimeter cells removed in a cone around

the muon, the effect of only removing half of this energy before adding the τ jet is studied. This

results in a systematic uncertainty of 7% on the background normalisation.

• The systematic uncertainty due to the difference in the mT shape as a consequence of loosening

the selection with respect to the H+ selection, as shown in Fig. 7, results in a 8% uncertainty on

the background normalisation, and a shift of about 2 GeV in the mT distribution.

• The impact of the incomplete treatment of the τ polarisation in embedded events results in an

uncertainty on the mT shape which is estimated by comparing bin by bin the difference in the

number of events for simulated tt̄ events with and without correct treatment of the τ polarisation.
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Figure 7: Left: Comparison of the mT shape for simulation and for embedded events (with loose τ

identification) used to estimate the background with true τ jets. The distribution from simulation is

shown both after the H+ baseline selection and after the same selection but without trigger requirement

and loose τ identification. All distributions are normalized to unit area. Right: Comparison of the

mT shape for embedded events versus collision data. The prediction using the embedding method is

stacked on top of the expected backgrounds with objects misidentified as τ jets: MC expectation for tt̄

and electroweak processes, and the data-driven estimate for multi-jet events. The comparison is done

after the H+ event selection and after normalizing the mT distribution of embedded events to the data

distribution in the range 0 − 40 GeV. The gray area indicates the size of the statistical and systematic

uncertainties of the embedding method estimate.
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This results in an uncertainty on the normalisation of 15%, and the mT distribution is shifted by

about 7 GeV which corresponds to 14% of the average mT.

• The impact on the mT distribution due to the uncertainty on the τ energy scale (Table 2) is eval-

uated, leading to a normalisation uncertainty of +4/ − 2%, and a shift in the mT distribution by

±1 GeV.

The statistical uncertainty of the estimate is 8% due to the limited size of the control sample, and addi-

tionally 20% due to the normalisation to data (allowing data to fluctuate within one standard deviation

for mT < 40 GeV). The numbers above are only indicative, for the limit calculation the full shape

uncertainty is used.

6 Results

The results of the data-driven methods in estimating the contributions of the various categories of back-

grounds after the baseline selection are summarized in Table 5, and the mT distribution of the remaining

events is shown in Fig. 8. The total systematic uncertainty on the background prediction is about 30%

but can reach up to 70% for mT > 100 GeV. For the signal, the total systematic uncertainty on the yield

is about 40% with a small dependence on mH+ . The number of events with true τ jets has been estimated

with the embedding method, the jet→ τ misidentification events with intrinsic Emiss
T

with γ+jets control

samples, the e → τ misidentification events with Z/γ∗ → ee control samples, and the multi-jet contri-

bution by taking its shape from a sideband region and fitting it to the data. The number of events with

mT > 40 GeV is given which allows for a better comparison of data and expectation as the estimate from

the embedding method is normalized to data in the range mT < 40 GeV. A good agreement between the

estimated and the observed number of events is seen.

Table 5: Expected number of events from data-driven estimates with mT > 40 GeV, and as observed in

data. Only statistical uncertainties are given.

Events with/from

true τ jets jet→ τ mis-id e→ τ mis-id multi-jet expected (sum) data

mT > 40 GeV 21 ± 5 2.4 ± 0.7 1.9 ± 0.2 12 ± 5 37 ± 7 43

Using data-driven background estimates, no statistically significant excess of events is observed in

1.03 fb−1 of collision data. Exclusion limits are set on the branching ratio t → bH+, and in themH+−tan β
plane, by rejecting the signal hypothesis at the 95% confidence level applying the CLs procedure [42, 43].

A profile likelihood ratio [44] is used with the mT distribution as the discriminating variable. The statis-

tical analysis is based on a binned likelihood function for the mT distribution. Systematic uncertainties

in shape and normalisation are incorporated via nuisance parameters and the one-sided profile likelihood

ratio, q̃µ, is used as a test statistic. The final limits are based on the asymptotic distribution of the test

statistic [44].

The resulting exclusion limit is shown in Fig. 9 in terms of BR(t → H+b) × BR(H+ → τ+ν).

Figure 10 shows the upper limit in the context of the mmax
h

scenario of the MSSM [45] in the mH+-tan β

plane. No exclusion limit is shown for charged Higgs boson masses close to 160 GeV as no reliable

calculations for BR(t → H+b) exist for tan β values in the range of interest. The following relative

uncertainties on BR(t → bH+) are considered [46]: 5% for one-loop electro-weak corrections missing

in the calculations, 2% for missing two-loop QCD corrections, and about 1% (depending on tan β) ∆b-

induced uncertainties (where ∆b is a correction factor to the running bottom quark mass [47]). These
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Figure 8: The mT distribution after event selection. The observation in collision data, and the estimates

from data-driven methods are compared. The distribution of the H+ signal is given for a reference point

in parameter space corresponding to BR(t → bH+) = 10%, thus the SM-like tt̄ background is reduced

correspondingly.

uncertainties are added linearly. This result constitutes a significant improvement compared to existing

limits provided by the Tevatron experiments [6] over the whole investigated mass range, but in particular

for charged Higgs boson masses close to the top quark mass.

7 Conclusions

Charged Higgs bosons are searched for in the decay mode t → bH+, H+ → τν, with hadronically

decaying τ leptons, using tt̄ events reconstructed in a total of 1.03 fb−1 of
√
s = 7 TeV pp collision

data recorded with the ATLAS experiment. Data-driven methods, employed to estimate the number of

background events characterized by the presence of a τ jet, Emiss
T

, b jets, and a hadronically decaying W

boson, predict 37 ± 7(stat) events with mT > 40 GeV. A total of 43 such events are observed which is

consistent with the prediction. The CLs procedure is used to derive 95% CL exclusion limits. Values

of the product of branching ratios, BR(t → bH+) × BR(H+ → τ+ν), larger than 0.03 − 0.10 have been

excluded in the H+ mass range 90 − 160 GeV, significantly extending limits from other experiments.

Interpreted in the context of the mmax
h

scenario of the MSSM, values of tan β above 22 − 30 (depending

on mH+) can be excluded in the mass range 90 GeV < mH± < 140 GeV.
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A Limit figure with PCL
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Figure 11: Expected and observed 95% CL exclusion limits for charged Higgs boson production from

top quark decays as a function of mH+ in terms of BR(t → H+b) × BR(H+ → τ+ν) using the CLs

procedure. Power-Constrained limits (PCL) [48] with a 50% power constraint are shown as well. For

comparison, the best limit provided by the Tevatron experiments is shown [6].
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