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Abstract

We report on the methods and plans for measuring the differential pr J/¢p— utpu~
production cross section, using data to be collected in the first LHC run by the
CMS detector. Making use of the large B-hadron lifetime, we show how to sepa-
rate the promptly produced J/¢’s from those coming from B-hadron decays. Since
the J/¢ production cross section is expected to be large, the analysis should be vi-
able with relatively small data sets, that will become available early in the startup
of the LHC. We also address effects of a non-perfect detector alignment, as well as
systematic uncertainties.

About 70 thousand J/¢ decays are reconstructed for an integrated luminosity of

3 pb~!in 14 TeV collisions, in the range of pIT/ ¥ between 5 and 40 GeV /c. The preci-
sion of the result is limited by systematic uncertainties, and is at the 15 % level.
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1 Introduction

Three processes dominate /¢ hadro-production: prompt J/’s produced directly, prompt
J/¢’s produced indirectly (via decay of heavier charmonium states such as x.), and non-
prompt J/4¢’s from the decay of a B-hadron. It is the prompt production of quarkonia which
continues to be particularly puzzling. There are a variety of production models available for
prompt quarkonium production [1-3], among which are the Colour Singlet Model (CSM) and
the Colour Octet Mechanism (COM). The latter owes its popularity to the fact that it is able
to reproduce the CDF ]/ differential-pr cross section data [3-5]. However, the polarization
predictions of the COM are in strong disagreement with measurements [6, 7]. In view of the
puzzling situation, and given the large yields of quarkonia which will be produced at the LHC,
the early data collected by CMS present an excellent opportunity to study quarkonia. The mea-
surement is expected not to be limited by statistics, but rather by the limited knowledge of
the CMS detector, especially at startup. The precision tracking permits us to disentangle the
prompt J/¢ production from that coming from B-hadron decays, and therefore allows usto
determine the B-hadron cross section. Already with the small integrated luminosity foreseen
to be delivered by the LHC during the 2008 run, it is possible to obtain a result competitive
to the Tevatron measurements over the [/ transverse momenta of from about 5 GeV/c up
to about 40 GeV /c.Eventually, thanks to the much higher collision energy and luminosity, the
studies of quarkonia with CMS will probe much higher momentum values, extending the test
of the different production mechanisms in regions never probed before. In addition CMS offers
a larger pseudorapidity coverage than that of the Tevatron experiments, giving the possibility
to study other dependencies.

In this note we describe the measurement of the J/¢— u*u~ differential cross section as a

function of pIT/ Y with 3 pb~! of data collected at a centre-of-mass energy of 14 TeV. Contri-

butions from prompt and non-prompt J/¢’s will be separated by using lifetime distributions.
In the following we discuss event generation, trigger issues, muon and J/¢ reconstruction,
and the measurement of the prompt and the non-prompt J/¢ pr differential cross sections.
Misalignment effects and systematic uncertainties on the measurement are also addressed.

2 Event generation and Monte-Carlo samples

Events containing prompt | /1’s were produced using Pythia 6.409 [8], which generates events
based on the leading-order singlet and octet mechanisms. Colour octet states undergo a shower
evolution. We used the NRQCD matrix element tuning as was obtained by comparing NRQCD
calculations with CDF data [3, 9]. The polarization during event generation was set to zero.
Events containing non-prompt | /’s from B-hadron decays were generated by using the generic
QCD 2—2 event generation in Pythia (MSEL=1). All ] /¢ events were generated requiring the
]/ to be produced with |7//¥| < 2.5 and both decay muons to have p} > 2.0 GeV/c and
|n#| < 2.5.

As background events we have considered any other source of muons that, when paired, could
accidentally have an invariant mass close to that of the /. The following sources of back-
ground events were considered:

e generic QCD 2—2 events produced with Pythia (MSEL=1), requiring the presence
of one y with p% > 2.5GeV/cand |57"| < 2.5 at generator level, mainly coming from
D and B meson decays. These events are referred to as “muon enriched QCD back-
ground” in the following. This background sample takes into account combinations
of two muons from different origins except the case where both muons would be
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due to pion or kaon decays. Neglecting this background contribution has a small
effect in our results and will be considered as a contribution to the systematic uncer-
tainties.

e Drell-Yan events where both muons have p}. > 2.0 GeV/c and || < 2.5.

Overall, about 2 million prompt |/ events, 1 million B-hadron decay events, 2 million Drell-
Yan and 20 million muon-enriched minimum-bias events were produced, processed through a
full GEANT based detector simulation, and passed through the standard CMS reconstruction
program.

3 J/y trigger selection

The ] /1 trigger is described in Ref. [10]. It consists of a Levell trigger (L1), based on the muon
chamber information, followed by a High Level Trigger (HLT) step, that confirms the L1 and
refines the reconstruction adding the silicon tracker information. The L1 is based on the request
of two muons each with p%. > 3 GeV/c as measured in the muon stations, while the HLT step
recomputes the p). with better precision, requiring it to be larger than 3 GeV/c and that the
invariant mass of the reconstructed muon pair lies between 2.8 and 3.4 GeV/c?. The trigger
rates after the full trigger chain (L1 followed by the HLT) at an instantaneous luminosity of 10?2
cm~2s~! are shown in Table 1, together with the number of events N expected to be triggered
in a sample with an integrated luminosity of 3 pb~1.

Table 1: Combined L1+HLT ]/ trigger rates at an instantaneous luminosity of 1032 cm 25!
and the number of expected events N in 3 pb~!.

Trigger rate (Hz) | N
Prompt |/ 1.92 58K
B-decay J /¢ 0.85 26K
QCD background 0.40 12K

4 Muon and J/¢ reconstruction

Muon reconstruction is described in detail in Ref. [11]. Reconstruction makes use of the muon
chambers and of the silicon tracker by first finding a segment in the muon stations, which is
then matched to a compatible track in the silicon tracker. A combined fit of the muon seg-
ment and silicon tracks trajectory yields the final reconstructed muon track. The 7-coverage
for muon reconstruction in the CMS detector is |7#| < 2.4. The muon reconstruction efficiency,
defined as the ratio between the number of reconstructed muons and the number of gener-
ated muons, depends on p’ and 77*, and also takes into account the detector acceptance. For
[7#| > 1.4 the muon reconstruction efficiency is about 85% for muons with p}. > 3 GeV/c. For
[7#| < 1.4 the reconstruction efficiency drops dramatically for p’ < 7 GeV/c due to the ioniza-
tion energy losses in the material before reaching the muon stations. The maximum efficiency,
which is much more than 90%, is reached for p}; > 7 GeV/c, for all ¥, except for a few inter-
detector boundaries. The momentum resolution of the muons is at the percent level. Among
the reconstructed muons that survive our selection criteria, only a very small fraction (around
0.3%) is due to decays of pions or kaons. Indeed, most of these muons fail to pass the p}. cut or
are rejected in the matching step between the track in the muon chambers and the track in the
silicon layers.



J /¢ candidates are reconstructed by pairing muons with at least 3 GeV/c transverse momen-
tum and opposite charge. The invariant mass of the muon pair is required to be between 2.8
and 3.4 GeV/c2. The two muons are required to come from a common vertex, which is de-
termined by the point of their closest approach in space. Since the dimuon mass resolution
depends on the pseudorapidity (~ 17 MeV/c? at 7 = 0 and ~ 40 MeV /c? at |57| = 2.4), we used
a double Gaussian to fit the simulated |/ signal. For the background continuum we used a
linear function but the results remain the same if we use an exponential. The dimuon mass
spectrum including background and signal is given in Fig. 1. The level of the Drell-Yan back-
ground in the same mass window, is computed to be less than than a percent with respect to
the other background sources, and hence neglected from now on. In our event sample, muon
pairs where both muons come from pion or kaon decays should occur at a rate around 10%
of the "muon enriched QCD background” we have considered; it is taken into account as a
systematic uncertainty
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Figure 1: Dimuon invariant mass distribution normalized to 3 pb~! in linear (left) and logarith-
mic (right) scale. The green (light grey), blue (black) and red (dark grey) areas are the prompt,
non-prompt and QCD background contributions, respectively.

The resulting number of fitted events for the signal, divided by the total number of generated

events, defines the signal reconstruction efficiency convoluted with acceptance, which depends

on pIT/w, 1#//¥ and on the J/¢ polarization. The reconstruction efficiency is given in Fig. 2, as

function of p]T/ Y for J/ ¢ produced with |5//¥| < 2.4. This efficiency takes into account the

finite acceptance of the detector and thus the plateaux in Fig. 2 are significantly lower than the
intrinsic efficiency for high pr muons of about 95-99% [11].

5 Measurement of prompt and non-prompt J/¢ cross sections
5.1 Inclusive measurement

The inclusive p]T/ ¥ differential cross section measurement, covering the region |7//¥| <2.4, is
based on the following expression:
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Figure 2: Efficiency convoluted with acceptance as a function of pIT/ ¥ shown for three different

polarizations of the J /.

fit
do - Niry
- / . Br / — + = 1
where
. N]f}tlp is the number of reconstructed |/ in a given pr bin resulting from the mass

spectrum fit, as explained in Section 4.
e Apr is the size of the pr bin.
e [ Ldt is the integrated luminosity.

o A is the total efficiency for triggering and reconstructing the /1 events, as extracted
from Monte Carlo simulation, taking also into account the finite acceptance of the

detector. This is shown in Fig. 2 as a function of pIT/ ¥ As mentioned earlier, the
value for the polarization in the Monte Carlo was set to zero, and the dependence of
the acceptance on the polarization is treated as systematic effect.

corr corr 1 1 1 101 1
* A icger and Agl} are correction factors to the trigger and offline efficiencies, respec-

tively, determined by comparing the measured distributions with those simulated
by Monte Carlo. We will make use of the so called “tag and probe” methods to
determine all corrections [12]. In this method one reconstructs a known resonance
(for instance a Y) decaying into a muon pair, in single muon triggered events. As
an example, in order to check the muon tracking reconstruction efficiency one fully
reconstructs only one muon (the tag) while the other (the probe) is only required to
be reconstructed with the muon chambers. The pair is required to have an invariant
mass compatible with the resonance. By checking how many times the probe is re-
constructed in the tracker one determines the tracking efficiency. This method can be
applied to any reconstruction variable both in data and in Monte Carlo simulations,
thus determining the A correction factors.
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5.2 Measurement of the J/y feed-down fraction from B decays

For each /¢ candidate, we computed £y, = Ly, - 1,4/ p]T/ ¥ where Lyy is the distance in the
transverse plane between the vertex of the two muons (as defined in Section 4) and the primary
vertex of the event, and m;, is the | /1 mass.

To determine the fraction fg of | /¢’s from B-hadron decays, we performed an unbinned maximum-
likelihood fit to the data. In analogy with the method used in Ref. [5], the dimuon mass spec-
trum and the £y, distribution were simultaneously fitted by a log-likelihood function L:

N
InL = ZlnF(éxy, M), ()
i=1
where N is the total number of events and m,,, is the invariant mass of the muon pair. The
expression for F({y,, m,,) is given by:

F(gxy/ mw/l) = fSig X FSig(gxy) X MSig(mmd) + (1 _fSig) X FBkg(gxy) X MBkg(mwl) (3)
where:

® fsiq is the fraction of events attributed to ]/ sources coming from both prompt and
non-prompt components,

o Fsio({xy) and Fpyg(£yy) are the functional forms describing the £, distribution for the
signal and background, respectively. The signal part is given by a sum of prompt
and non-prompt components:

FSig(gxy) = fB X FB(gxy) + (1 — fB) X Fp(gxy)/ 4)

where f3 is the fraction of ]/ from B-hadron decays, and F,(¢,,) and Fg({,,) are
the /,, distributions for prompt and non-prompt J/¢’s respectively. F,(/y,) is de-
scribed by a resolution function that is taken from the Monte Carlo reconstructed
events, but that can be determined from the p-p collision data, once available. The
{xy shape of the non-prompt component of Eq. 4 is given by the convolution of the
same resolution function with the true £, distribution of the | /¢’s from B-decays as
coming from the Monte Carlo simulation.

With regard to the background /,, distribution, FBkg(Exy), we used the functional
form that CDF employed in their analysis [5].

® Mg (myy) and Mpyg(my, ) are the functional forms describing the invariant dimuon
mass distributions for the signal and background, respectively.

We divided the event sample in 15 pIT/ ¥ bins (of at least 2000 reconstructed events each) and
performed the unbinned likelihood fit in each of them. Figure 3 shows an example of the fit

results in the region of 9 < p]T/lp <10GeV/c.

6 Effects due to residual misalignments

The alignment of the tracking detectors will be pursued with data, with increasing precision
following the rise of the integrated luminosity. In order to understand any possible bias and
degradations in the mass fit and in disentangling the prompt and non-prompt components
due to residual misalignments, we have re-reconstructed the same samples in different mis-
alignment scenarios [11], that represent the assumed precision of the alignment after some
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Figure 3: Distribution of ¢ xy and likelihood fit result in the range of 9 < pr <10 GeV/c.
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Figure 4: The /,, distribution for prompt and non-prompt /¢ for different misalignment
scenarios. The non-prompt /3 exponential tail is clearly visible and is almost insensitive to

misalignment.

integrated luminosity. The effect of misalignment on the ]/ mass resolution is shown in Ta-
ble 2. The worse tracking performance will influence the £, distribution. Figure 4 shows the
{yy distributions of both prompt and B-decay ]/ for perfect alignment and for the alignment
expected with 10 pb~! of data. The unbinned likelihood fit to obtain the fraction of /¢ from
B-hadron decays was repeated with the 10 pb~! misalignment sample. The relative difference
between the fitted B-hadron fractions for the two misalignment scenarios is about 4 %, aver-



Table 2: | /1 mass resolution in different misalignment scenarios.

10pb~1 [ 100 pb~! | ideal
J /1 mass resolution (MeV/c?) 34.2 30.5 29.5

aged over the full pIT/ 4 range.

7 Systematic uncertainties

A full estimation of all systematic uncertainties is only possible when actual collision data will
be available. For example, tag and probe methods will be used to assess the systematic uncer-
tainties on the reconstruction and trigger efficiencies coming from a non-perfect detector Monte
Carlo simulation. Dedicated study groups will assess this uncertainty for CMS. Extrapolating
from the CDF measurement [5], it is expected to be around 5%. Uncertainties in luminosity
and momentum scale will also be evaluated by dedicated study groups and are expected to be
10% and 1%, respectively. The most important contributions to the systematic uncertainties are
summarized in Table 3. The effects of these systematic uncertainties were evaluated in each

pIT/ ¥ bin.
Uncertainties due to the J/¢ invariant mass fit affect the number /¢ events and were es-

timated by comparing a double Gaussian with a single Gaussian fit in three different 5//¥

regions for each p!/¥ bin. The uncertainty from the J /¢ polarization affects the acceptance
g Pt y p P

(see Fig. 2) and was taken into account by shifting the polarization measured by CDF [6] (for
prompt J/¢’s) and BaBar [13] (for non-prompt | /) by + 3 ¢, a conservative but justified shift
given the inconsistencies between CDF Run 1 and Run 2 measurements. Uncertainties aris-
ing from the B-hadron lifetime model were estimated by varying the shape of the non-prompt
J /¢ Ly, distribution in Fp (/) in the unbinned maximum likelihood fit (see Eq. 4) and compar-
ing the results. Uncertainties in the resolution function for prompt and non-prompt J/¢’s in
Eq. (4) were taken into account by varying its shape in the likelihood fit. Uncertainties from the
background description and normalisation, resulting for example from the level of the back-
ground due to two muons from pion or kaon decays, were taken into account by varying the
background level conservatively by 50%. Uncertainties from misalignment in early data were
assessed by comparing different misalignment scenarios.

8 Results and prospects

Table 4 displays the values of the ]/ differential cross section with systematic and statistical
uncertainties. Figure 5 displays the inclusive (left) and prompt (right) J/¢ differential cross
sections, with combined systematic and statistical uncertainties, corresponding to an integrated
luminosity of 3 pb~ . Figure 6 shows the result of the fits to the fraction of ] /’s from B-hadron
decay in each bin of p]T/w.

The measurement of the differential ]/ cross section is shown to be feasible already for an
integrated luminosity of 3 pb~!. The low background level and the excellent performance of

the reconstruction permit us to measure the inclusive pIT/I’b differential J/¢— p*u~ produc-

tion cross section, and determine the fraction of J/¢ produced by B-hadron decays, in the

p]T/ k4 range between 5 and 40 GeV /c. The precision of the result is limited by systematic uncer-

tainties, and is around 15 %. Given the rather low integrated luminosity considered here, these
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Table 3: Summary of systematic uncertainties in the J /1 cross section measurement using CMS
early data. All the uncertainties are p]T/ v dependent, except for the uncertainty from luminosity.
The total uncertainty is about 13% in the region p]T/ ¥ >20 GeV/c and around 19% in the lowest
pl/¥ bin, 5-6 GeV /.

] Parameter affected \ Source \ Ao /o ‘
Luminosity Luminosity ~ 10 %
Number of ]/ J /¢ mass fit 1.0-6.3%
Number of | /¢ Momentum scale ~1%

Total efficiency J /¢ polarization 1.8-7.0%

Total efficiency J/¢ pr binning 0.1-10%

Total efficiency MC statistics 05-1.7%
Avreconstruction Non-perfect detector simulation ~5%
Atrigger Non-perfect detector simulation ~5%

B fraction £y resolution model 0.-19%

B fraction B-hadron lifetime model 0.01 - 0.05 %
B fraction Background 0.1-3.0%
B fraction Misalignment 0.7-3.5%
Total systematic uncertainty 13-19 %

results are less precise than those published by CDF [4, 5] in the p]T/ k4 range common to both
measurements, but CMS will probe the cross section beyond 20 GeV /¢ for the first time, as well
as at a higher center of mass energy. Some of the systematics will, of course, benefit from the
larger data set that will be collected with higher integrated luminosities. The uncertainties in
the background level will be checked in data directly, by studying the same-sign muon pairs.
They will be used to check the agreement between the data and the Monte Carlo simulation, in
terms of yield and shape of the background distributions. The tag and probe methods will also
be more accurate, since the invariant mass fit will be feasible in different 17] y regions, where
the momentum resolution is expected to differ noticeably. Therefore, after a few months of
LHC operation, the measurement presented in this note should be doable with a significantly
improved precision.

9 Conclusion

In this note we have described a feasibility study for measuring the |/ production cross sec-
tion in the di-muon channel with 3 pb~! of data to be collected by the CMS detector. We have
shown how to measure the inclusive |/ cross section, as well as the prompt and non-prompt
components separately, by making use of the large B-hadron lifetime. The most important
uncertainties affecting the measurement are systematic. With the precision reported here, we
should be able to probe the different charmonium production models already with the first
LHC data.

The measurement of the |/ production cross section is only the first step to understand the
mechanisms of |/ hadro-production. In particular, with more data we will be able to directly
measure the prompt |/ polarization.
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