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Abstract

A fully instrumented slice of the ATLAS detector was exposedest beams from the
SPS (Super Proton Synchrotron) at CERN in 2004. The reslteaoneasurements of the
response of the hadronic Tile calorimeter to pions with gyém the range 20 to 350 GeV
that only shower in the Tile calorimeter are reported. Thedrity and the resolution of the
calorimeter were determined and compared to previoustseand to the predictions of a
simulation program using the toolkit Geant4.
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Introduction

In the year 2004 an ATLAS combined test beam (CTB) programoaased out at CERN. A slice of the
ATLAS detector composed of the final versions of all centrdd-detectors was exposed to pion beams.
The layout of the sub-detectors was designed to be as clgsesaible to the ATLAS layout. The Data
Acquisition system (DAQ) [1] was also similar to the one lgeursed in ATLAS.

The calorimeter system in ATLAS will be used to measure therggnof jets over a wide energy
range from about 20 GeV to more than 1 TeV. In the central tatgart (barrel), the calorimeter system
consists of an electromagnetic calorimeter, using liquigba as active medium and lead as absorber,
and a hadronic calorimeter, using plastic scintillator @&a medium and iron as absorber.

In this paper, a measurement of the response of the barmartiadalorimeter TileCal to pion beams
with energies in the range 20 to 350 GeV is presented. Themnsspwas studied for various incident
angles corresponding to pseudo-rapidities)fm = 0.20,0.25,0.35,0.45,0.55 and 065.

Particular care was given to the selection of clean pion $esrgiarting showering in TileCal and
to correcting for the fraction of the shower energy that pesathe detection (leakage effects). The
measured pion responses were compared to the predicti@nslonte Carlo simulation program [2].

The results are compared to previous measurements wheféldial alone was exposed to test-
beams.

1 The Experimental Set-up
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Figure 1: Schematic layout (not to scale) of the H8 beam Il@gly the devices used during the data-
taking are shown.

1.1 The Beam-line

The beams were produced by extracting 400 GeV protons frenStiper Proton Synchrotron (SPS)
machine. The primary target made of beryllium, had a lengtB0® mm. The produced secondary
beams can have energies from 10 to 350 GeV. A secondary #ittgattof 1000 mm of polyethylene plus
an absorber of lead can be placed in the beam to produceydsgams. Bending magnets were used
to determine the beam momentum and charge. The beams ameaskfrebe composed mainly of pions
and, in the case of positive beams, protons. Electrons awt$mare also present. The results reported in
this paper were obtained using positive beams with eneegjeal to 20, 50 and 100 GeV. Higher energy
beams (150, 180, 200, 250, 320 and 350 GeV) had a negativgechBositive beams of 150 and 180
GeV were also used.



Figure 1 shows the instrumentation of the beam line upstiafaine detectors. The transverse beam
profile is monitored by four wire chambers (BC-1 to BC2) [3jvd scintillators (S2/S3), with an active
surface of 5¢< 5 cn?, were used in coincidence to trigger the data acquisitidtygies trigger) and to
provide the trigger timing. These two detectors togethdi thie scintillator S1 were used to reject beam
particles interacting upstream the detectors. In this paewill use a right-handed coordinate system
with the x-axis along the beam line and tiieaxis pointing up.

More details can be found in ref. [4].

1.2 The Detector

Figure 2 shows a side-view of the layout of the ATLAS sub-dieties during the 2004 CTB. Only sub-
detectors that were used in the present analysis are shol@ATLAS inner detector [5] consists of
three systems: the Silicon Pixel Detector, the Semicomddaacker (SCT) and the Transition Radiation
Tracker (TRT). During the data taking period analysed Heeériner detector system was not operational.
It has been used in a later data taking period, where it whsdpkrational, for the determination of the
proton contamination.

The electromagnetic calorimeter (LAr) consisted of one ab@daf the Liquid Argon calorimeter
[6] placed inside a cryostat made of aluminium. The beanmaan& and exit walls were eadh= 0.1
interaction lengths thick. The calorimeter has four longjbal layers, including a pre-sampler. The
coverage of all four layers is@ n < 1.4 and 1/16 < ¢ < 11/16 rad (see Fig. 2 and Fig. 3 fgr and
@ orientation convention). Thg — ¢ granularity of each longitudinal layer is given in Table Idan
described in more detail in ref. [6].

The hadronic calorimeter was composed of three modulesdddimtillating tiles calorimeter (Tile-
Cal) [7]. The TileCal modules were placed about 30 cm beHied tAr calorimeter.

The total coverage of the sub-detector web< nn < 1 and—1.5 < ¢ < 1.5. Each TileCal module
has three longitudinal layers, whage- ¢ granularity is described in ref. [7] (see also Fig. 3). A skedf
the calorimeter lay-out and the cell granularity is showfig 3. The beam impact points are indicated
as lines.

LAr and TileCal were both supported by a mobile table. Thi¢gavas oriented in such a way that the
incoming particles in the calorimeters were projective seydo-rapidity as in the ATLAS experiment.

The cryostat scintillator (SC1) situated between the LApstat and the TileCal modules (see Fig. 2
and Fig. 3) was used to remove pions that started showeritig ioryostat exit wall. Such a scintillation
counter is not present in the ATLAS detector. The distand¢eden the LAr and the TileCal was 30 cm.
This is a bit longer than the 25 cm in the ATLAS detector (seleldd). Another scintillation counter
(SMT) was placed behind the table and an absorber, to igentiions belonging to the beams.

Various sections of the ATLAS muon spectrometer [8] were alisesent in the 2004 CTB set-up.
This sub-detector has not been used for the analysis pegsinthis paper.

1.3 Measurement of the Beam Energies

The beam energy is calculated for each run from the magneeérdsrand the beam-line collimator
settings. This method relies on work done for the LAr calatien in the 2002 test-beam analysis [9],
where a system of Hall probes was used to precisely detetimmaagnetic field in the bending magnets.
Based on this Hall probe measurement the relation betweem#asured magnet currents and the
magnetic field in the bending magnets is known. The precigidhe knowledge of the beam momenta

has been calculated using:
AE, 25%
Cbeam _ 2970 @ 0.5%, 1)
Ebeam p

wherep is the beam momentum. The measured beam momenta are givablinZb.
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Figure 2: Side view of the detector layout in the 2004 comibitest beam. Only sub-detectors that are
used in this paper are represented

TileCal

Figure 3: View of the calorimetry layout in the 2004 Combifiexs$t Beam. The top part of the figure rep-
resents the Tile calorimeter, the bottom part the Lar caletér. The solid lines give the cell granularity.

The dotted lines inidicate the pseudo-rapidity intervalalaich a particles impinges on the calorimeter,
if is has its origin in the proton—proton interaction poiiithe TileCal modules are only represented for

n >o0.

Layers granularity CTB 2004 ATLAS
LAr An x Ap=0.0031x 0.1 Thickness at) = 0: Thickness at) = 0:
An x Ap=0.025x0.0245| 6+ 16+2= 24Xy 6+ 16+ 2= 24X,
An x Ap = 0.05x 0.025 =122) (=122)
Cryostat ~ 1Xg ~ 1Xo
Distance between
LAr and TileCal ~ 30 cm ~25cm
TileCal Coverage inp: Coverage inp:
An xAp=0.1x0.1 0.294 rad (3 modules) 2rrrad (64 modules)
An xAp=0.1x0.1 Thickness at) = 0: Thickness at) = 0:
An xAp=02x0.1 14+40+18=722 | 14+40+18=7.2A
Active thickness ~92Aath =0 ~92A atn =0

Table 1: Characteristics of the configuration of the LAr arileé Talorimeters in the CTB 2004 set-up
and in the ATLAS detector.



2 Reconstruction of the Calorimeter Energy

2.1 Cell Energy Reconstruction
2.1.1 LAr calorimeter

The electronic calibration of the LAr calorimeter in the CiEBlescribed in detail in ref. [10].
The cell energy is reconstructed from the measured celbkigging:

N i
> OFC; (Sj - P)] : )
=1

cell __ 1 .
Erec = Fua— mev - FDoAQ—pA- Voms Z R
Mcali i=12

The pedestal level?, can be determined from dedicated calibration runs with @anib or using
random triggers during the data taking of physics events.

The factorR; relates the amplitude to a well known electronic pulse (if@éounts). It is obtained
by calibration runs where the injected current is changeshiall steps (“ramp run”). A higher order
polynomial to relate the reconstructed amplitude and tfeeiad charge is used. The factag_.ua
relates the setting of the electronic calibration systettéocurrent injected to the electronics. The am-
plitude (A) of the sampled signal (measured in the ADC-counts) is r&tcocted using a digital filtering
technique [11], where the peak amplitude is expanded ineatinveighted sum of coefficients (OFC)
and the pedestaP} is subtracted in each sample.

The LAr electromagnetic energy scale was determined cangptre measured and simulated energy
response of 180 GeV electrons. The uncertainty on the stiademainly to uncertainty in the knowledge
of the beam momentum isTab [10].

2.1.2 Tile calorimeter

The charge injection system (CIS) calibrates the respohieaead-out electronics and a radioactive
caesium sourceCg) is used to equalize the PMT-gains and to set the electroetiagstale.

The scintillating light produced in the tiles is transpdrtga wavelength shifting fibres into photo-
multipliers (PMT). The PMTs amplify the signal and converé toptical signal into an electrical one.
Each PMT channel has two analogue paths: the high and thedowgth 82 cts/pC and.B cts/pC,
respectively. The read-out electronics shapes, amplifidsdaitises the signals from the PMTs. The
shaped signals are sampled every 25 ns by a 10-bit ADC.

The measured channel energy is reconstructed by:

EShMpC) = Fapc—pc - Fos: (Afit — Prit) (3)

whereAs; corresponds to the peak height of the pulse after baselingasion, the factoFyc_.apc is
the electronic calibration factor measured with the Cl$eangd12], ks corrects for cell non-uniformities
using the caesium calibration system. The cell energy mn&cucted as the sum over the two channels
each read-out by one PMT.

The electronics calibration of the TileCal is described iorendetail in ref. [13].

2.2 Electromagnetic Scale and Uncertainties in the TileCal

The signal calibrated with the CIS- and t8e-system is converted to an absolute energy using a cali-
bration factor € = Fyc_mev) that is obtained using electrons. This calibration fadfines the electro-
magnetic scale.

The response of the TileCal cells of about 10% of the TileCatlutes installed in the ATLAS
detector has been studied using electron test-beams in &)2003 [14]. The average response of
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highly energetic electrons impinging at a polar angle d¢f @0 the TileCal divided by the beam energy
is defined as th€&pc_.mev calibration factob. It is measured to bEpcmev = 1.050+ 0.003 pC/GeV.
The cell response variation is42+0.1% [13, 14].

The dominant part of the residual cell non-uniformity of ab2% for electrons is due to differences
in the optical properties of the tiles and the read-out filfiresa-cell) 2.

The resulting rms spread of the pion response5s-10.4% [13]. This spread includes the cell-to-cell
and the module-to-module variation. The cell-to-cell piegponse variation within one module is about
0.6 —0.7%. It is mainly due to tile-to-tile differences estimatedie 05% and due to the uncertainty in
the CIS calibration that contributes with42%.

After Cs-equalization there is still underlying systeroathat is different for each of the three TileCal
compartements that is corrected using measurements withsionpinging on the calorimeter side [14].

Since the electromagnetic scale has been determined tisiigdell, in this analysis this cell is used
as the reference and the response in the BC-cells and Disellanged by @77 and (919, respectively.

2.3 The Electronic Noise, Hot and dead cells

For each run, the standard deviatign,ise Of the electronic noise has been determined for each PMT of
the calorimeter using randomly triggered events. Typitake Values are 12 MeV (1st layer of LAr), 28
MeV (2nd layer of LAr), 22 MeV (3rd layer of LAr), 30 MeV (1styer of TileCal), 30 MeV (2nd layer
of TileCal) and 25 MeV (3rd layer of TileCal). The total exped standard deviation of the electronic
noise is~ 100 MeV. This value is negligible with respect to the enesgaxonstructed in the calorimeter
and has a negligible effect on the pion energy resolution.

No hot and dead channels were identified in the Tile caloematring the data taking.

2.4 Pion Energy Reconstruction

The reconstructed shower eneligy. in the TileCal calorimeter was obtained as the sum of theggner
deposited in all the PMTs of the calorimeter havipgy > 0. No corrections for dead material effects or
for the compensation of nuclear effects were applied.

In order to improve the energy resolution, only cells witleeyy Ecq larger than twice the standard
deviation of the electronic noisg,i« (in absolute value) were considered in the sum:

|Ecell] > 2 X Onoise 4)

3 Monte Carlo Simulation

3.1 Modelling of Particle Interactions with the Detector Material

The experimental results were compared to the predictibtieedvionte Carlo (MC) simulation program
Geant4?) [2].

The Monte Carlo simulation models the interaction of péatiovith the detector material on a mi-
croscopic level. The detailed shower development follolvpaticles that interact electromagnetically
in the calorimeter with an expected travel path (range)latigan 1 mm. Besides purely electromagnetic

DDue to the varying size of the tiles and the iron absorber ametibn of the particle impact point, the electrons respons
varies by about 10% between small angtes: 0 and large anglg = 0.65 [13, 14].

2)Such differences can be determined by@secalibration system, but not corrected for, since the sesaliead-out entity
is a cell and the particle impact on the cell is not known a+ri

3)The version 4.91 has been used.



processes, also hadron interactions and photo-nucleanations are simulated. Neutrons are followed
in detail up to 1Qusec. After that time all their energy is deposited at thetiocaof the neutron.
The strong interaction of hadrons is modelled in four phasgeedding on the energy range:

1. the interaction of the projectile with the nucleus usimggmeterised reaction cross-section for
various processes (fission, capture, elastic, inelastittesing)

2. the fragmentation of the partons produced in the ineldstdron nucleon collision using theory
driven or parameterised models (0 GeV - 10 TeV)

3. The interactions of the hadrons in the medium of the nsche modelled using intra-nuclear
nucleon cascades {110 GeV).

4. Nuclear processes to de-excite or split the excited naal& spallation, break-up, fission etcA1
100 MeV).

The QGSPBERT hadronic showering model was used in the simulatioris iBithe model presently
being used in the simulation of the ATLAS detector for propsaton collisions.

The interaction of the projectile particle with momentaab@5 GeV with the nucleus is modelled
using the quark-gluon string model [15-19] that describedrdn-nucleus interactions by selecting the
collision partners from the nucleus, splitting the nucléaio quarks and di-quarks and by forming and
fragmenting excited strings.

In the momentum range below about 10 GeV the Bertini huclaacade [20-22] is used that de-
scribes the intra-nuclear hadronic interactions of hasleord de-excites the residual nucleus.

In the moment range in between 10-25 GeV the Low Energy Pdriee (LEP) is used that uses
parameterisations of measured particle spectra and tinittgs for the simulation of the hadron show-
ers.

The QGS (LEP) model is always used for energies above 25 Galowil2 GeV). Hadrons between
12 and 25 GeV are treated by either model, with the choicegbeiade event by event by a linearly
varying probability.

3.2 Modelling of the Detector Response

In the simulation the detector material and geometry wdhg fiescribed.

The simulation of the TileCal scintillators includes sation effects modelled according to Birks
law [23—-25] and the effects of photo-statistics in the photdtipliers. However, no attempt is made to
describe the detailed optical properties of the scinitiltatiles and the read-out fibres.

Also the details of the light attenuation between the two BN&Inot modelled. A simple model
of the energy sharing between 2 PMTs using a linear apprdidmés used to distribute the energy to
the PMT on each cell side. The maximal drop of the signal betwthe two PMTs of a cell due to
non-linearities is not larger than 5%.

The electronic noise was extracted from experimental dabagurandomly triggered events and
added incoherently to the energy of each PMT in the MC sampBasherent noise is not simulated,
but known to be relatively small [26].

The mean and spread of the incoming pion beam momentum porrégo what was measured. The
spatial and angular distributions of the beam were alsadttmeeproduce the experimental orfés

A total of 10k-20k events were simulated for each beam enanglyimpact position. The amount of
experimental data is smaller by approximately one orderajmitude.

4 The spatial distribution of the beam was measured usingehmtzhambers BC1 and BC2 (see Fig 1).



4 Data-set and Event Selection

4.1 Data-Set

The data have been taken from end of August to middle of Sépe2004. The inner detector was not
operational during this data taking period, but was preiettite beam-line.

Many analyzed data at various beam impact points betwe2rg 3 < 0.65 and beam energies
between 2 Epeam< 350 GeV have been recorded. The run-numbers used for eachibgeact point
and for each beam energy are summarised in Table 26.

For some of the runs negatively charged pions and for othesgiyely charged pions have been
used. For beam energy at 150 and 180 GeV both pion chargesadladbte. The pion electrical charge
of the beam particles is indicated in Table 26 by the signantfiof the pion energy.

4.2 Event Selection

Each beam chamb®&Cn (n =1, 2 and 3) allows a determination of the beam profiles in riwast/ersal
axisy andz ygcn andzscn. The meansy(scn, and piscn,) and the widths of the distributions correspond
to the root mean squared (rms) of the measured beam impanttdisiribution. Theo values are about
30 mm and are determined run—by-run.

The accepted events have the impact point coordinates/vgrifin each chamben the conditions
(cut 5):

Hecn, — 2 'Msscn, < Yacn < Hecn, + 2 Msaen, 5)
I«lBCnZ -2 rmsBan <Zgcn < HBan +2 rms‘BCnZ-

The divergence of the beam was estimated using the diffeseoicthe impact points coordinates in
the chambers BCO, BC1 and BC1, BC2, respectively:

Ayo1 = Yaco — Yec1,
Ay12 = Yec1 — Ve,
Azy 1 = Zgco — Zgca,
Azy 5 = Zgc1 — Zgco.

The retained events have to verify the conditions (cut 6):

Hyo1 — 2Uyo‘l < Ayo‘l < Hyo, + 20—)’0,1 (6)
l'lyl‘Z - 20—)’1‘2 < Ayl‘z < l'lyl‘Z + 20-)’1,2
Mz, — 2020,1 < AZO,l < Mz, + 2020,1
Hzy, — 2021.2 < AZl.Z < Hz, + 2021,2'

The symbolsu and o indicate the mean values and the sigmas of Gaussian fuadiiting the
difference distributions.

At the considered energies electrons impinging in the takter deposit essentially all their energy
in the LAr. In the case of pions, a large fraction of the endsggleposited in TileCal. Electrons were
then rejected requiring (cut 7): c

LAr
ELar + Eilecal <098 ()
Here,E_ar denotes the energy measured in the LAr calorimeter&igta denotes the energy measured
in TileCal (see also section 2).



Muons events were rejected allowing only noise in the SMT &u
Esmt < 500[ADC counts . (8)

The mean energy deposited in the calorimeter by muons is staehier than the one deposited by pions.
A further rejection was obtained requiring (cut 9):

ELar + Etilecal > 0.3 Epeam 9)

whereEpeam is the beam energy.

The cuts on the beam line scintillator signals applied teategvents produced by beam particles
interacting upstream of the detector or by double partislere established studying the responseSlof
S andS3 to muons. The following cuts were applied to select onlynévevith one particle impinging
on the calorimeter (cut 10):

<

Es1 < Us1+ 2 (Hs1— Msinoise (10)
Es2 < Us2+ 2 (Hs2— Us2noise

Esaright < Ms3right + 2 (Usaright— HS3rightnoise

o L

Esaleft < Ussleft + 2 (Usaleft — Us3leftnoise

The yu and o are, respectively, the mean values and the rms obtained tirersignal distributions of
selected muons or random triggers. The scintill&®mwas read by two photo-multipliers indicated as
“left” and “right” in the equation 10.

4.3 Selection of Pion Showering only in TileCal

To select pions that do not strongly interact before reachifeCal, a small energy deposit was required
in the LAr calorimeter. For each of the three layers of the IcAlorimeter the cell with the maximum
deposited energy (celly) and its neighbour with the maximum energy (gg)lwere identified in the
region Npeam— 0.2 < N < Npeam+ 0.2, Wherenpeamis the pseudo-rapidity value of the nominal beam
impact point. If the conditions (cut 11):

Ecelinai + Ecelleii < HLAr,i + 201 Ar i (11)

is fulfilled for each layeii the event is retained. The quantitigsa, (i) andoia, (i) are the mean values
and the rms of the corresponding distributions obtainedgusiuon events selected by requiring a sig-
nal in the SMT counter.. These cuts will, of course, removénhir any electron contamination in the
samples.

The events produced by pions showering in the cryostat eadltwere rejected using the SC1 scin-
tillator. The signal distribution obtained in the case ofegative 180 GeV beam gt= 0.35 is shown
in Fig. 8a and Fig. 8b. They show the SC1 signal distributibtaimed for selected muons and for events
collected by opening randomly the acquisition between dabbursts. The muon signal is compatible
with a particle traversing the scintillator as a minimumigimg particle.

The following cut on the energy deposited in SE&;1, was applied (cut 12):

Esc1< Msci+ N X (Usc1i— Hnoise), (12)

wherelsc: is the mean value of the distribution obtained using muonsdchEyeam N is an adjustable
cut value for which the default is set b= 2 andpnoise is the mean value of the SC1 signal distribution
obtained using random trigger events. Since the high weltagthe scintillator was changed for the
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n
Epeam(GeV) | 0.20 | 0.25 | 0.35 | 0.45 ] 0.55 ] 0.65
20 992 | 1150 | 834 | 671 | 853 | 660
50 1264 | 856 | 957 | 1418| 876 | 870
100 — | 1305| 601 | 1917 1081 923
150 709 | 2617 | 1215 1384 544 | 700
-150 920 | 1410 1276 1048] 399 | -
180 951 | 1754 1512 | 1861 | 387 | 502
-180 1613 | 1143 1114 | 1565| 170 | 899
-200 1778| 1283 — | 1920 459 | 942
-250 3946 | 1641 - - — | 845
-320 962 | 1466 | 545 | 432 | — | 380
-350 1982 | 3471 594 | - — | =

Table 2: Number of events passing all selection criteriatHier various nominal beam energiBgeam
and beam impact pointg. For some beam settings the SC1-scintillator was not dlailar the number
of selected events was so low that no measurement was os$ie sign in front of the beam energy
indicates the electrical charge of the beam particle.

various runpsci and Ungise are determined for each set of runs corresponding to one keangy and
one beam impact point.

The number of selected events varies between about 200 &3d Bie exact numbers are reported
in Table 2 for all beam settings. For some beam settings theau of selected events was so low that
no meaningful measurement was possible. Only runs wher@@iescintillator was working are used in
the analysis.

5 Energy Losses in the Dead material and by Leakage Calculadefrom
Monte Carlo Simulations

Fig. 4a shows the fraction of the energy lost in the dead natgith respect to the beam energy. For high
pion energie€ > 100 GeV the fractional energy losses are almost constamt fre- 0.25 ton = 0.65,
while for low pion energies the energy lost in the dead maltémcreases from about 4% to 6% towards
increasingn. A significant part (about 70-80%) of the energy lost in thadimaterial before the TileCal
is due to the dead material in between the LAr and Tile caletars.

The energy loss in the dead material is abaG&®batn = 0.2, while according to the behaviour of
the energy loss as a function of theat the same beam energy, the energy lossg &t0.20 should be
approximately 3 — 4% (see Fig. 4a). These increased energy loss in the deadahate caused by six
steel supporting rings of the LAr calorimeter. These ringspdaced at) = 0.20, 040, 060 etc. and have
a thickness of about-8 10 cm. Fig. 4b shows the energy loss in the dead material wigesupporting
steel rings are removed from the test-beam geometry désariplt can be seen that at = 0.20 the
energy loss in the dead material is abon93.

The energy lost downstream of the calorimeter due to theitiodigal leakage decreases towards
increasingn (see Fig. 4c), since the calorimeter becomes longer. Thgeimerease is approximately
linearly proportional to the increase of the calorimetaergs. For high pion energies the leakage de-
creases by about a factor of two, while for low pion enerdiesléakage decreases by 5%.
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Figure 4: Fraction of the energy lost in the dead materiabigethe TileCal and for the default set-up
(a) and without the LAr support structure (b) as a functiorihef beam impact point for various beam
energies. Energy lost downstream of the calorimeter (tadgial leakage), calculated as the true energy
deposited in the dead material before and in between theiroaler and the energy deposited in the
calorimeter, as a function aof for various beam energies (c). The requirements to seleasphat do
not shower before the TileCal are applied.
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Figure 5: a) Proton fraction in the pion beam as a functioneafrb energy as measured by the TRT in
the CTB 2004 parametrised as in eq. 14. Only statisticat®ace shown. The central value is shown as
solid line, the statistical uncertainty as dashed lineg.Hg ratio of the mean energy of pions and protons
measured in the TileCal 2002 test-beam as a function of thebmnergy. Overlayed as a solid line is
the parameterisaton based on eq. 13 used in the correctiggrdton contamination. Only statistical
uncertainties are shown;

6 Correction to the Pion Response and Resolution

6.1 Measurement of the Proton Contamination

The selected samples contain events produced by pionsratia case of positive beams, protons. The
TRT was designed to identify electrons that emit a large arhofitransition radiation (TR) due to their
high Lorentzy-factor. On a statistical basis this feature can also be tss€éparate pions from protons,
since pions begin to emit TR above beam momenta of about 30 @&¢h is not the case for protons
(until 300 GeV).

Using a test-beam sample of identified muons and electrovariaius beam momenta the shape of
the higher threshold (HT) probabilitgyt as a function of the Lorentg-factor can be measured [27].

Using an appropriate parameterisationRofr, the expected HT probability can be calculated for
pionsPT; and for protondPf;. By comparingP7; andPi; with the measure®725in a given run the
fraction of protons in the pion beam is then determined. Titained values are shown in Fig. 5a as a
function of the beam energy.

6.2 Proton contamination Correction for Response and Resuotion

The electromagnetic energy fraction in proton induced ®svs lower than in pion showers by about
25% [28]. This will influence the measured response to piows @otons, since a non-compensated
calorimeter has different response to electromagresicd hadronid energy.

Since in the test-beam set-up no detector was installedsthbte to discriminate pions from protons
on an event-by-event basis, measurement of the mean piopratah fraction in the hadron beam are
used.

Differences between the response of pions and protons leaverbeasured previously [28,29]. Here,
the results from ref. [28] are used to parameterise the resgpmtio obtained for 50, 100 and 180 GeV
pions and protons as:

R"P(Epeam) = A/ (Ebeam— B) +C. (13)

The free parameters are adjusted to the data and are detertoitveA = 5.01, B = —94.66 GeV and
C =1.01. The response ratio together with this parameterisasi@imown in Fig. 5b. The numerical
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Beam energy (GeV)
20 [ 50 | 100 | 150 | 180
fp (%) 3.85 | 35.58| 59.59| 73.63| 79.94
RYP=EL /ER | 1.051| 1.04 | 1.031| 1.026 | 1.024
1/kp 1.002| 1.014| 1.018| 1.019| 1.019
Ry "= 0% /0% | 1.084| 1.114| 1.142| 1.161| 1.169
1/K§ 1.002| 1.019] 1.039| 1.055| 1.063

Beam energy (GeV)
20 50 100 | 150 | 180
Afp, (%) 3.6 4.4 5.6 6.4 6.8
AER/ER) | 0.057 | 0.042] 0.030| 0.024| 0.022
DK 0.0026| 0.014| 0.017| 0.017| 0.017
A(ol/ob) | 0.040 | 0.039] 0.038| 0.036| 0.036
Ak 0.0015| 0.006| 0.009 | 0.011| 0.012

Table 3: Summary of the proton fractidi in the " beam as obtained from a TRT measurement, the
pion to proton response ratif,/E®>, as measured in the 2002 TileCal test-beam, the pion to proton
resolution ratioo,/ o, and the final proton contamination correction factors ferrgsponsé, and for

the resolutiorky. In the bottom part the uncertainties are quoted.

values of the response ratio are given in Table 3.
The dependence of the proton fraction for various beam mtamaeasured with the TRT during the
CTB 2004 data taking period is parametrised using a logarittiunction

The free parameters are adjusted to the data. They are deterto beA; = 0.8 andB; = 0.056. The
TRT measurements together with this parameterisationhanersin Fig. 5a. The numerical values are
summarised in Table 3.

The fraction of pions and protons in the beam can be writtef asf,; = 1. The distribution of the
energy reconstructed in the TileCal should be a mixture efdistributions of the energy deposited by
pions Ex) and by protonsk,):

_ (ErecEn)® _ (Erec_Ep)?
(15)

< f(Erec) >:N<(1—fp)-e 20h 4 f,-e 2%

wherea; andop, are the width of the energy distribution for pions and prstandN is a normalisation
factor.
To first linear approximation the mean reconstructed eneagybe written as:

f(Eree) = (1— fp) - En+ fp-Ep. (16)

The correction factor for the pion response can then be elbiag:

E
ko = =% where k = (1~ fy(Eneary) +Tp(Evear)/R"P Evear) (17)

s
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The correction factors obtained using eq. 17 for the pioparse are given in Table 3. The correction
is negligable for 20 GeV and decreases with increasing beanyg to about 2% at 180 GEV The effect
of the proton correction on the response&at 0.35 as a function of beam momenta andEgg,m= 180
GeV as a function of] can be seen in Fig. 6a and Fig. 6b.

Before the correction for proton contamination at each beapact pointn; the TileCal response to
beams with positively charged particles is systematidallyer than the response to beams with nega-
tively charged particles. This can be seen for beam eneofjies0 and 180 GeV, where beams with both
charges are available in Fig. 6b). After the correction titeorof the positively to negatively charged
beam is in better agreement. The residual discrepancy ig 4b6.

Thus, in further analysis data far- beam will be used aEpesm = 150 and 180 GeV. For lower
beam energies a correction for proton contamination wikpglied. A systematic uncertainty of 1% is
assigned to the correction procedure.

The resolution of the calorimeter is also better for protibras for pions, since the fluctuations of the
electromagnetic energy fraction is higher for pions tharpfoetons. The resolution differences become
smaller for increasing beam energies. The resolution meddor pions and protons in the 2002 test-
beam as a function of beam energy is fitted by:

o/E=a/VEab. (18)

The correction for proton contamination is then calculaisd

o] .
T

whereRZ/ P is the ratio of the pion and the proton resolution as measurtte 2002 test-beam.

The obtained correction factors for the resolution aregrsd in Table 3. The correction is neg-
ligible at 20 GeV and then increases to 6% at 180 GeV. The teffethe correcting the resolution at
n = 0.35 as a function of beam energy andEgtam= 180 GeV as a function of the beam impact point
is shown in Fig. 7c and Fig. 7d. The resolution of positivehaged beams after correction of proton
contamination corresponds to the resolution measuredyatively charged beams within a few percent.

6.3 Effect of the Cryostat Scintillator Selection Criterion on the Pion Response

To be able to compare to previous test-beam results, whéyetlan TileCal has been exposed to pion
beams, events have to be selected where the pions do naglgtioteract before entering the TileCal.
Besides the requirement of little energy deposited in the ¢alorimeter this can be achieved by requir-
ing an energy deposit compatible with a minimally ionisirayticle (MIP) in the cryostat scintillator
(SC1). The selection of such events has been discussedtionsé. Here, the possible biases on the
pion response due to the event selection is discussed. Thiallaw to compare the results from the
CTB to result where there was only little material in fronflaeCal is discussed.

The SC1 signal distributions (in ADC counts) obtained insea@vents and for events where a muon
with energy of 180 GeV has been required, are shown in Fig. Tebtake the varying experimental
conditions into account the selection cut is based on theabitpat is produced by a muon. The muon
signal can be taken as a good representation for a pion thainberacts electromagnetically.

The cut value in SC1 is defined as follows:

SClut = Umip + Nwip - AL, (20)

5 The comparison of correction factors obtained with eq.1d it linear approximation aj = 0.35 shows a negligible
difference of about 0.5%.
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Figure 6: Fractional pion response with and without a caiwador proton contamination as a function
of the beam energy aj = 0.35 (a) and as a function of the beam impact poinEgl,;m= 180 GeV
(b). The systematic uncertainty from the proton contanmmatorrection is included. In the bottom
part of the figure the ratio of the corrected response in ttsitipely charged beam to the response in
the negatively charged beam is shown as open triangles. alioeof the response with and without the
correction for positively charged beams is shown as opefesir
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where uvp is the mean value of the distribution measured for muons ith, By p is the equivalent
number of MIPs defined aSu = Livip — Unoise Wherepneise is the mean value of the noise distribution.

The cryostat scintillator was not implemented in the dgsiom of the test-beam set-up in the Monte
Carlo simulation. However, the energy lost in the dead nediguarticularly between the LAr and the
Tile calorimeters (DM) is known in the simulation. The enemprresponds to the total true deposited
energy including energy deposits in nuclear reactions.

Fig. 8c and Fig. 8d shows the shape of the distribution of tiexgy loss in the dead material for
simulated pions. As the distribution in the cryostat stattr as measured for pions in the data this
distribution has also a higher peak at low values correspgni events where on minimally ionising
particles passes and smaller peak that is caused by evahtietrelop a hadron shower well before the
Tile calorimeter.

Fig. 8d shows the low signal region using an enlarged scaleeduivalent of eq. 20 can be used
in the simulation to reject pion events that start showernintpe dead material between the LAr and the
Tile calorimeters. In this way the effect of a cut on the deadearal energy deposit can be studied.

By requiring small signals in SC1 pions showering beforeeQdl can be efficiently suppressed.
However, there are also side effects due to back-scattefiparticle produced in the hadronic shower
that have to be considered. The SC1 selection requirememitaence the pion response via three main
effects:

« Energy losses in the dead material before TileCalHadronic showers starting in between the
LAr and Tile calorimeters (for a sketch see Fig. 9a and Fig.l8bse part of their energy in the
dead material before the TileCal. Their response is thezdfower. These events have to be
suppressed.

» Response bias due to back-scatteringParticles that are produced by a hadronic shower in the
first layer of TileCal can be back-scattered and increas&@ikesignal (for a sketch see Figs. 9 a,
b, ¢). The SC1 cut can then reject events with high hadrorticigcwhere a lot of neutrons are
produced. This might cause a lower pion response.

« Changed longitudinal leakage due to back-scatteringSince the back-scattered particles are at
low energies, the probability that they leave a signal inS decreases when the shower starts
later in the TileCal. Therefore a SC1 cut effectively desesathe TileCal length (for a sketch see
Fig. 9 c, d), since hadronic showers starting close to thinhawy of TileCal are suppressed. The
response decreases and the resolution increases.

The effect of the SC1 cut on the response and the resolutipands on the pion energy. Dead
material losses are most important for low pion energiese dffect of the lower response due to the
production of a larger hadronic activity is rather small @mdly plays some role for low pion energies.
This has been investigated using a Monte Carlo simulatidre dhange of the longitudinal leakage is
only important for high pion energies.

The relevance of the three effects can be systematicallstigated by varying the SC1 cut and
studying the response and resolution at various beam eaadjgeam impact points. From these studies
a systematic uncertainty on the biases introduced by theca@be deduced.

When increasing the SC1 cut, events with more backscaiterie more likely to be accepted and
this causes the relative fraction of the energy lost doweastr of the calorimeter to decrease. Since the
calorimeter length is effectively longer the responsedases and the resolution decreases. This effect
should be largest at lowy. For low beam energies where the downstream losses are inmopsotant,
however, an increasing SC1 cut decreases the response@ealdnd increases the resolution, since for
such events the fluctuations in the energy lost in in fronhefTile calorimeter are larger.
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Energy 20 GeV 320 GeV
n 0.25 0.65 0.25 0.65
Linearity
Data —25% | —2.5% | +0.5% | —0.2%
MC —2.0% | —3.0% | +0.8% | —1.7%
Resolution
Data +7% | +10% | —10% | —8%
MC +3% | +12% | —12% | —10%

Table 4: Changes with and without the SC1 cut to the pion mspand resolution. The sign indicates
the change with and without the cut.

To verify this hypothesis the SC1 cut in the data or the cuthenenergy lost in the dead material
in the Monte Carlo simulation (DM) is systematically varigdm N = 0.5 to N = 14.5 in steps of (.
Pions with an energy of 20 GeV and 350 Ge\hat 0.25, n = 0.45 andn = 0.65 requiring minimally
ionisation energy loss in the LAr calorimeter are used testiate the effect of the SC1 cut. The results
are shown in Fig. 10 and Fig. 11.

For low pion energies the response increases the striganthon SC1 is. The effect is aboub2o
and 3% in test-beam data and Monte Carlo simulation, caoreipgly. As it can be seen in Fig. 10 (top)
in the data the response is similar for a strict SC1 cut fopalWWhen no SC1 cut is applied the results at
n =0.25 andn = 0.65 are similar, while the responserpt= 0.45 is higher. Instead the simulation shows
that the response decreases towards higis expected from the increasing amount of dead material.

For high pion energies aj = 0.25 the response increases h$% and 08% for test-beam and
Monte Carlo simulation, correspondingly, when the MIP inl3DM) cut is removed (see Figs. 11). At
n = 0.45 the response is almost independent of the MIP in SC1 (DMgyaince the relative energy lost
in the dead material and the longitudinal leakage are botilsmd compensate each other.rAt 0.65
the increased energy loss in the dead material is more signifthan the decrease of the longitudinal
leakage thanks to the increased calorimeter length. Thetedf the SC1 cut on the pion response and
resolution is summarised in Table 4.

At low energy the response increases, if the SC1 cut is apphg 2— 3%. The response increase
does not depend on the length of the calorimeter. The Montl® Ganulation describes the data. The
resolution improves in the data by 7% fgr= 0.25 to 10% atn = 0.65. The Monte Carlo simulation
describes this behaviour at high but predicts a smaller resolution increase at ip{B8%).

This behaviour is consistent with a reduction of the deadeniadtlosses due to the SC1 cut. the dead
material losses are relatively large at low pion energieksaem to strongly influence the resolution.

At high pion energy the response decreases forfoand increases for large, if the SC1 cut is
applied. The Monte Carlo simulation gives a stronger depproe on the SC1 cut than found in the data.
The resolution increases by 8% at higland 10% lown.

This points to an effective shorting of the calorimeter knbgy the SC1 cut. The shortening of
the calorimeter does influence less the resolution at higind more at low). For largen the response
behaviour shows the same influence as for low energy. Therdatatial losses compensate the effective
calorimeter shortening.

The effect of the cut on the cryostat scintillator can alssthidied at the mean energy measured in the
TileCal compartments. As it is shown in Fig. 12 for eventdwdtrge signals in the cryostat scintillator
about 3— 4 times more energy is deposited in the first layer, and ab&ulotver in the second layer.
This means that the events with a large SC1 signal start simaydaefore the calorimeter and imposing a
small SC1 signal can suppress the early showering pionseimwthe longitudinal shower development
also indicates that more energy leaks out when small sigm&€1 are required. Similar effects are seen
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Figure 8: Examples of the measured distributions in thestatecintillator (SC1) (in ADC counts) from:
a) all particles, b) muons (solid) and randomly triggerets@@vents (dashed). ¢) Example distribution
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GeV) for pions. A magnified view of the small region of the loneegy distribution for pions is shown
in b) and d). The beam energy is 180 GeV.
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Figure 9: Sketch of various possibilities for the hadronvetiodevelopment between the LAr and the
Tile calorimeter to illustrate the effect of the SC1 cut oa fhion response. Backscattering of particles in
showers from the first layer of TileCal is indicated by dasliveek. c) and d) illustrate how backscattering
(dotted arrows) can effectively change the calorimetegtlemnd increase the longitudinal leakage.
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Figure 10: The Tile calorimeter response (left) and regmiufright) measured in test-beam data (top)
and Monte Carlo simulations (bottom) for pions with an egasfj20 GeV and a beam impact point of
n = 0.25, 045 and 065 as a function of a cut on the energy deposited in the SCiilltor placed in
between the LAr electromagnetic and Tile hadronic calor@rseThe cryostat scintillator signal in the
data and the total dead material losses in the Monte Carlolaiion is expressed in units equivalent to
the energy deposited by a MIP particle.
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Figure 11: The Tile calorimeter response (left) and resmufright) measured in test-beam data (top)
and Monte Carlo simulation (bottom) for pions with an eneg§y820 GeV at beam impact points of
n = 0.25, 045 and 065 as a function of a cut on the energy deposited in the SClillstor placed in
between the LAr electromagnetic and Tile hadronic calormeThe SC1 signal is calibrated to energy
deposited by MIP particles.
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Experimental data: 350 and 20 GeV pianps- 0.35

S 2008 e B scL opezmps 1 S b Ps ‘ ]
g 180E 1‘”‘ " i = s 10;- B SCl, >u+2MIPs ]
= 160F " ® SCly <u+2m = = oF @ SCl,, <p+2MiPs ]
 140F E g T ]
T 120tm ERE .
@ 100F 3 @ re ]
[e} £ | Q. = [}
% 80F E % ar ]
o 60F E o [ ]
= 40F E = 2 ]
1 15 2 25 3 07 15 2 25 3
Layer in TileCal Layer in TileCal
@) (b)
Monte Carlo simulations: 350 and 20 GeV piongjat 0.35
— 240F " A A = — A T - T
® 220E . W DMg >u+2MiPs 3 = 10:. ] B DM, >p+2MPs ]
€ 200 ® DM, <p+2MIPs— e 8- ® DM, <+ 2MIPs—|
& 180F E o F i
=, 160F 3 = 4
& 140F . ] E 8 6 Py .
& 120F 3 5 L ]
2 100E 3 S L ]
§ 80F E § C " 1
60 E = ]
= E E = 2
‘2‘85 (] (& u 1
S R R I LE N NN BT SV B &
1 15 2 25 3 1 15 2 25 3
Layer in TileCal Layer in TileCal
(c) (d)

Figure 12: Mean energy per calorimeter layer (data) as atibmof the longitudinal layer in each
longitudinal layer for pions with 350 GeV (a) and 20 GeV (b)imging atn = 0.35. Event are selected
where the deposited energy in the scintillator (SC1) isdasgsmall. The Monte Carlo simulation is
shown in ¢ and d.
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Figure 14: The ratio of the pion response response (a) anegsatution (b) with and without a MIP cut
on the SC1 for pions ap = 0.45 as a function of the beam energy. Data are shown as closaubis;
Monte Carlo simulation as open symbols. The data to MontéoCatio is shown at the bottom of each
figure.

for pion with low and high energy. The Monte Carlo simulatisrable to reproduce the changes in the
mean calorimeter compartment energy.

Fig. 13 shows the effect of applying a cut on the cryostattdleitor in data and Monte Carlo
simulation on the pion response and the resolutiap at0.45. for low pion energy a response increase
of up to 6% is observed, while for high pion energies the iaseeis only about 1%. The pion response
is unaffected for high pion energies, while it improves bgatt?0%, if the MIP cut is applied.

Fig. 14 shows that the Monte Carlo simulation is able to répce the dependence on the cryostat
scintillator cut as observed in the data. The ratio of themsetructed pion energy with and without this
cut as a function of the beam energy for pion impinging at 0.45 is reproduced with.2%. The pion
energy resolution is reproduced with 2@20%.

To summarise, for low pion energies energy losses in the dederial due to early starting showers
are dominant. Additional losses due to backscattering dfdrac shower particles are less important.
For high pion energies losses due the longitudinal leakagel@minant and are increased by requiring
small energy in the cryostat scintillator. The energy areligs-rapidity dependence of the energy losses
is well reproduced by the Monte Carlo simulation.

To reduce efficiently the dead material losses in the aralys MIP in the SC1 (DM) is imposed
for high and low pion energies. We assign a systematic waiogytof 12% on the reconstructed pion
energy.

6.4 Longitudinal Leakage Correction

The determinations of the pion response and the resolutiaffected by the finite depth of the calorime-
ter. In particular for high pion energies part of the enegygat contained in the TileCal calorimeter.

The fraction of the energy lost downstream depends on tleicadter length (usually expressed in
interaction lengthd ) that the shower crosses. It therefore varies as a funcfitredeam impact point.

The energy lost downstream can be obtained using TileCaladtected with the beam hitting the
calorimeter from the side (at an angle of’®(28] (see Fig 3). This configuration allows full shower
containment and makes it possible to measure the depositegyein different calorimeter volumes up
to a depth of 2Q. For each considered calorimeter length a Gaussian fitmdtBio is used to determine
the peak position. In the case of pion impinging projectivad in the ATLAS configuration the effective
detector depth depends on beam impact pirfor example, afj = 0.45 it is equal to 165 cm.
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The peak shift due to longitudinal leakage can be pararneetrsing the function:
Az x exp(—x/B2), (21)

wherex is a calorimeter length in cm (see Fig. 15a) The adjustednpeters are given in Table 20.
Using this parametrisation the energy leakage for diffiebeam impact points (i) can be calcu-
lated as a function of the beam energy (see Fig. 15b). A paesipation for the dependence of the peak

leakage on the beam energy can then be obtained using th@func

Az - (Epeam) 2. (22)

The values of the parameters are given in Table 21.

The dependence of the TileCal energy resolution on the defpthe calorimeter was studied in
a similar way as the response. The depth dependence of #€alienergy resolution is shown in
Fig. 16a for pions as a function of the calorimeter lengthe @ependence of the energy resolution on
the calorimeter length can be parameterised using theifumct

Ay - exp(—X/Bg) +Ca, (23)

wherex is a calorimeter length in cm. The first term of this functioesdribes the variation of the
resolution with the calorimeter depth while the second teosmesponds to the resolution of a calorimeter
at infinite length. The free parameter are again adjusteti@ddta, where the beam enters TileCal from
the side. The obtained values are given in Table 22.

Using these parameterisations correction factors for tle€a&l resolution at beam energies of 20,
50, 100 and 180 GeV can be calculated. They are shown in Fiy. Tée correction to the resolution
for a given calorimeter depth with respect to a calorimetith wfinite length as a function of the beam
energy is parameterised as

As - (Epeam+ Bs)* (24)

The obtained parameters are shown in Table 23. The comdeiibors for the resolution vary from226
atn = 0.65 andEpeam= 20 GeV to 615% atn = 0.20 andEpeam= 350 GeV (see Table 19).

The corrections used for the response and the resoluticsuarmarised in Table 18 and in Table 19.
The longitudinal leakage corrections for the TileCal resg@and resolution will be applied in the fol-
lowing analysis.

6.5 Transverse Leakage

The transverse leakage can be estimated in a set-up whepediegype TileCal modules were mounted
in a test-beam in the year 1995 [30]. Assuming that the enefdlye hadronic shower is contained in
five TileCal modules the transverse leakage can be measyibé difference between the mean energy
deposited in the three modules to the mean energy recotestrfige modules. The mean energy is
calculated from a Gaussian fit to the energy distributionthiedoeak value is quoted. Fig. 17 shows the
obtained transverse leakage as a function of the beam enEngytransverse leakage is aboui% at
20 GeV and 345% at 300 GeV.

In the following correction for transverse leakage will ipked to the TileCal response.
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Figure 15: Parameterisations of the calculated longitldieak energy leakage fraction for pions with
energies of 20, 50, 100 and 180 GeV as a function of the cagteimength (a) and as function of the
beam energy for various beam impact points. The peak engdgtérmined by a Gaussian fit within the
range of+2g.
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Figure 16: a) The TileCal energy resolution as a functionhef ¢alorimeter length for various beam
energies. The solid line denotes a parameterisation @ameling to eq. 23; b) Ratio of the resolution
for the TileCal in the CTB set-up with respect to a Tile calweter with infinite length as a function of
beam energy for various beam impact pointsThe solid lines denotes a parameterisation described by
eq. 24.
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7 Measurements of the Energy Response Ratio and of the Fraohal Res-
olution

The pion response has been measured for data and simulatesigmples at various energies and beam
impact points. The data were selected by applying the cubsl2 {see section 4.2). The cuts 7, 9, 11
and 12 were applied to the simulated data.

Corrections for the longitudinal and transversal leakageapplied for data and Monte Carlo simu-
lations. Corrections for the proton contamination are @mplied to the data.

7.1 Definition the Fractional Response and Resolution

The energy deposited in TileCal is obtained as the sum ofrikegées in all PMTs of all three modules
using only PMTs withEpmt| > 20noise Only PMTs from the C-siderf > 0) of TileCal modules were
considered. The values of the PMT electronic noiskgse, is obtained for each PMT for the given run
number individually and is measured using random triggér¢ghe run data has no information about
random trigger th@gs is assumed to be equal to an average value of the PMT noiseMé¥0for all
PMTs. Since, the signal in the PMTs is given in pC, the sigoanergy conversion factor@49 pC/GeV
defines the electromagnetic energy scale for data [14].

The reconstructed total energy distribution was fitted byaaiss function with iteration of the fit in
the range oft2¢ around the mean value. The peak of the energy distributignased as the measure-
ment.

The fractional energy response is defined as:

cor
ET[

_ 25
Ebeam — Elog (25)

whereEZ" is the mean reconstructed pion energy corrected as deddribgection 6. The variable
Epeam denotes the beam energy determined using beam line mageet3dble 26) anH,q4 is the mean
energy lost by pions before reaching the Tile calorimetehe €nergy lost before the calorimeter is
obtained from a Monte Carlo simulation program (see FigT#k total deposited energy (including the
nuclear invisible energy deposits) is quoted.
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The fractional resolutions is defined as: cor
O

7T
Eoor (26)
whereg$® is obtained correcting the measured valuespfor leakage effects.

As previously discussed correction for the proton contatidm and longitudinal leakage are applied
both to the mean energy and the energy resolution.

7.2 Systematic Uncertainties
The following systematic uncertainty on the energy measarg have been considered:

» Charge Injection System (CIS) Uncertainties in the electronic calibration introduceusiter-
tainty on the mean pion energy response (see ref. [12]) asctidn of the reconstructed energy
(in ADC counts¥ that is shown in Fig. 22.

< Proton contamination correction. The uncertainties of the ratios of pion to proton response
and resolution, and in the parametrisation of the protoctifsa in the pion beam were taken into
account for the calculation of the proton contaminatiornrection uncertainty.

« Longitudinal leakage correction For the longitudinal leakage correction the uncertaintyhef
parametrisation functions of ratios of responses andugieak with respect to the responses and
resolutions at infinite length were considered.

* MIP in the SC1 (DM). The systematic uncertainty of the MIP cut in the SC*1k2% for the
response andt 10% for the resolution.

The obtained uncertainties for the response and resoldtierto the proton contamination and lon-
gitudinal leakage corrections are given in Table 5 and Téble

Beam energy (GeV)
20 50 100 | 150 | 180
Afp, (%) 3.6 4.4 5.6 6.4 6.8
AER/ER) | 0.057 | 0.042]| 0.030| 0.024| 0.022
DK 0.0026| 0.014| 0.017| 0.017| 0.017
A(ol/ob) | 0.040 | 0.039] 0.038| 0.036| 0.036
Akg 0.0015| 0.006| 0.009 | 0.011| 0.012

Table 5: Uncertainty on the proton fractidxf, in the positively charged pion beam, on the pion to
proton responsA(E[ /E®;) and on the resolution variation for pion and prota{s; /gt ), on proton
contamination response correction factdds, and on the proton contamination resolution correction
AKY.

p

7.3 Results and Data Monte Carlo Comparison

The fractional response of the Tile calorimeter for beamaotpoints frorm = 0.2 ton = 0.65 is shown
in Fig. 19 for data and Monte Carlo simulation. Statisticadl &ystematic uncertainties are included.

8)In ref. [12] the uncertainty on the energy measurement fampis estimated in low gain only. In order to be able to ussethe
results in high gain, we convert the measured energy to AD@rcusingfpc/apc = 8131 for high gain andpc/apc = 1.294
for low gain. This is justified, since the non-linearity iret€1S system, only depends on the ADC-counts.
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Leakage uncertainty, (%)

Peak \ Resolution

Ebonm(GeV) | 0.20| 0.25| 0.35| 0.45| 0.55| 0.65| 0.20| 0.25| 0.35| 0.45| 0.55| 0.65
20 0.17] 0.17|0.15|{ 0.13|0.12|0.12| 96 | 95| 93 | 85 | 7.3 | 9.7
50 0.26| 0.25| 0.22| 0.20| 0.18| 0.18| 10.0| 99 | 95| 87 | 7.4 | 9.8
100 0.35/0.34| 0.30| 0.27| 0.24| 0.24| 10.6| 104| 10.0| 9.1 | 7.6 9.9
150 0.42|10.40| 0.36| 032 0.29| 0.29| 11.1| 109|104 | 94 | 7.8 | 10.0
180 0.46| 043|039/ 035(0.32|0.32| 115|11.2|10.7| 9.6 | 8.0 | 10.04
200 0.48| 046|041 036|0.33|0.33| 11.7| 11.5|10.8| 9.7 | 8.1 | 10.08
250 0.53|050| 045|040 0.36| 0.37| 12.3| 120 11.3|10.1| 83 | 10.2
320 0.58| 0.56| 0.50| 0.44|0.41|041|13.1| 12.8|11.9| 10.6| 8.6 | 10.4
350 0.6 | 0.57| 052|0.46| 0.42| 0.43| 13.5| 13.1| 12.2| 10.8| 8.7 | 105

Table 6: Uncertainty of the longitudinal leakage corrati{jpeak and resolution) at various beam energies
Epeam @and beam impact pointg.
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Figure 18: Data to Monte Carlo comparison for the responter Afving removed the LAr support
structure as a function of the beam energy for piong at0.20.

The response logarithmically increasing towards incredmsam energies. This can be interpreted as
an increasing fraction of electromagnetic energy towandeeasing energy. The measurements for the
highest pion energies seems to be lower by abeuB%. This is discussed in more detail in section 10.

Fig. 20 shows the relative pion response as a function of daenbimpact points for beam energies
from 20 to 350 GeV. For all beam energies the response doasnowith the beam impact point. The
rms of the corrected repsonse measurements at a beam efid@y GeV is 07%. This corresponds
approximately to the expected uncertainty due to the ndfowmity of the Tile calorimeter.

The Monte Carlo simulation describes the data within a fexegr@. Only for the beam impact point
atn = 0.2 the deviation is up to 5%. At this beam impact point therania@ditional structure supporting
the LAr calorimeter. It is likely that the exact position diig structure is not correctly modelled in the
simulation. When the LAr support structure is removed fréva simulation, a better agreement of the
simulation with the data is found (see Fig. 18).

Fig. 21 shows the resolution as a function of the the invegsar® root of the beam energy for beam
impact points frorm = 0.2 ton = 0.65. For high pion energy the resolution is about 5%, whilddar
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energies it degrades to about 12%. The Monte Carlo simul&iable to describe the data within 10%.
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Figure 19: Response of the TileCal as a function of the pi@mbenergy at various beam impact points
n. All corrections are applied. Shown are data (full circlasyl Monte Carlo simulations (open circles).
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8 Phenomenological Interpretation

8.1 Determination of the Hadronic Response Parameters

The measurements of the pion response can be used to ekiaesponse ratio of the calorimeter to
purely hadronic and electromagnetic energy depositions.

Following the parameterisation of Groom et al. [31, 32], tlo@-electromagnetic energy content of
hadronic showers induced by incident hadrons of enEggyy,can be written as:

_ Ebeam m
qe(2) @0

The parameteEy can be interpreted as the extrapolated energy at which #tada is entirely hadronic,
or an effective turn-on energy for® production. The powem is connected to the mean number of
secondaries and the mean energy fraction going to neutsaph any given strong interaction in the
cascade.

The fractional pion response then reads:

En
Ebeam

= (1—Fn) +Fn X (E)_l, (28)

whereEp, mande/h are free parameters that are adjusted to the data.

The parameterisation eq. 28 successfully describes wanmasurements of many calorimeters [31,
32].

For the adjustment of the free parameters to data, the firabhpaer is fixed tdeg = 1 GeV and the
parametersn ande/h are fitted. The obtained fits are superimposed to the datairlBi The values of
mande/h are reported in Table 7 for the data and the MC simulation. guted uncertainties include
the statistical and the systematics uncertainties.

The parametamis on average determined to ive= 0.834+0.02. The variation with the beam impact
point is small. The values found with the Monte Carlo simiolatare a bit smallerm = 0.78+ 0.01.

Thee/h parameter is found to be on averagé = 1.35+ 0.04. The dependence of the beam impact
point is small. The Monte Carlo simulation predicts a largailue e/h = 1.49+ 0.04. Note, that the
parametemande/h are correlated in the fit.
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Figure 23: Pion energy resolution after all corrections fasation of the beam impact point for beam
energies from 20 to 350 GeV. Shown are data (closed circtesMonte Carlo simulations. The ratio of
Monte Carlo simulations to data is included in the bottomaaftefigure. Both statistical and systematic
uncertainties are shown. 36



Test-beam data Simulation
n m e/h m e/h
0.20 | 0.82+0.049| 1.33£0.097| 0.79:0.032 | 1.49+-0.053
0.25 | 0.86+0.040| 1.32:0.078| 0.79:0.033 | 1.4740.105
0.35 | 0.83+0.056| 1.34+0.108| 0.76+0.034 | 1.54+-0.113
0.45 | 0.85:0.048| 1.33:0.095| 0.79:-0.033 | 1.45+0.100
0.55 | 0.84+0.050| 1.34+0.098| 0.7740.036| 1.48+-0.114
0.65 0.79£0.046 | 1.45+-0.131| 0.77+£0.032| 1.53+0.118
Average| 0.83+0.020| 1.35+0.042 | 0.78+0.014 | 1.49+0.042

Table 7: Fitted values for the pion response parameteaisde/h obtained using Groom’s parameteri-
sation for the electromagnetic energy fraction (eq. 28)e fdsults are given for data and Monte Carlo
simulations at various beam impact points

8.2 Parametrisation of the Resolution

The measurements of the resolution can be used to extraggbkition sampling and the constant term
for the various beam impact points. The following params#gion is adjusted to the data:

(29)

The parametea characterises the sampling fluctuations and the paraimetpresents the constant term,
i.e. it describes the calorimeter resolution at very langa gnergies.

The results of the fit is shown in Fig 21. The experimental ltggmms are well represented by the
parameterisation. The valuesafb obtained in a fit to the data are reported in Table 8.

In the data, the average sampling term is found ta be54.7 + 3 and the constant term4%. The
result obtained for the Monte Carlo simulation are competib

Test-beam data Simulation
n a (%) b (%) a (%) b (%)
0.20 | 57.2:7.9| 3.9£0.8 | 56.6-7.7 | 4.2+0.8
0.25 | 55.9+6.7 | 2.9+0.8 | 58.0:7.1 | 3.6+£0.8
0.35 | 54.9+6.9| 3.1+0.8 | 52.7+7.0 | 3.8£0.7
0.45 | 59.9+7.2| 2.5+1.2 | 50.9:-6.4 | 3.7-0.6
055 | 47.9-7.6| 4.2£1.0 | 50.6:6.2 | 3.6=0.6
0.65 | 52.5+-8.0| 4.0+0.8 | 51.8:6.7 | 3.7=0.6
Average| 54.7+3.0 | 3.4+0.37 | 53.4+2.8 | 3.8+0.28

Table 8: Parametemsandb describing the calorimeter resolution for data and MontddCsimulations
at various beam impact points. The calorimeter resolugaroirected for longitudinal leakage effects.

9 Comparison with Previous Results

The results obtained in the combined test-beam 2004 for\thate where pions shower only in the
TileCal can be compared to earlier measurement where oalffileCal was exposed to a pion test-
beam.

Results for pions with a beam impact pointrp& 0.35 are compared to measurements from the 2002
test-beam [13] where 11% of the TileCal production modulesantested and from the 1995 test-beam
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Figure 24: Response (a,b) and resolution (c,d) for pionséntést-beams of the year 1995 and 2002
and the 2004 combined test-beam as a function of the beamyefoempions atn = 0.35: Data (a,c) as
well as Monte Carlo simulations (b,d) are shown. Corregtifam proton contamination and longitudinal
leakage were applied. For the test-beam data taken in 1993002 uncertainties due to the correction
for proton contamination or longitudinal leakage are notiuded.

[30] where proto-type modules were used. The prototype hesdised in 1995 had a more granular cell
segmentation and were also a bit longer.

The response and the resolution for both 1995 and 2002 ¢esi+llata are corrected for longitudinal
leakage. In the 2002 test-beam analysis a clean samplertf pias selected using a Cerenkov detector
in the beam-line. For the 1995 results a correction for preantamination has been applied. Systematic
uncertainties of proton contamination and longitudinakkge corrections for test-beam 1995 and 2002
data were not considered.

Fig. 24a shows the pion response as a function of the pion beangy obtained in the test-beam data
taken in 1995 and 2002 and in this analysis (CTB 2004). Talple=8ents the pion response for each of
the considered test-beam measurement. The response iontiéned test-beam 2004 is systematically
higher than in the previous test-beam by about 2% with resjpethe 2002 test-beam and by about
2 — 4% to the 1995 test-beam. The data from 2004 and 2002 are éemgnt within the systematic
uncertainty. the higher response in the 1995 data might jplaieed by the missing correction for proton
contamintation. The response expected from the Monte Garlolation agree with 1%.

Table 11 shows the fit results for Groom’s parameterisatiop 27 and eq. 28). Similar results are
obtained for the hadronic response parametérfor the test-beam 2002 and 2004 data. In test-beam
1995 thee/h value is a bit higher, but also thma parameter is lower. Since these two parameters are
correlated, the difference in the single parameter appdae targer than the differences in the data.
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Table 9: Pion responsé&ec/Epean) In test-beam data measured in the years 1995, 2002 and tBe CT
2004 and Monte Carlo simulations. For the test-beam datntak1995 and 2002 uncertainties due to

Test-beam data
2002 1995 2004 2004/2002| 2004/1995
20 | 0.833:0.012 | 0.817:0.005| 0.845+-0.013 1.014 1.034
50 | 0.860+:0.011 | 0.845:0.003 | 0.87A-0.018 1.020 1.038
100 | 0.872:0.007 | 0.869:0.007 | 0.888+0.020 1.018 1.022
180 | 0.877A-0.006 | 0.885+-0.010| 0.895+-0.012 1.021 1.011
300 - 0.903+0.002 - - -
350 | 0.895+:0.010 - 0.883+0.012 0.987 -
Simulation
2002 2004 2004/2002
20 | 0.828+0.002 | 0.819+0.012 0.989
50 | 0.869:0.002 | 0.874+-0.011 1.006
100 | 0.885+0.001 | 0.889+-0.012 1.005
180 | 0.895+0.001 | 0.896+0.011 1.001
350 | 0.905+0.001 | 0.90A4-0.012 1.002

the correction for proton contamination or longitudinakage are not included.

Table 10: Energy resolutioro(/Eec (in percent) for test-beam taken in the years 1995, 2002 faend t
CTB 2004 and for Monte Carlo simulations. For the test-beata thken in 1995 and 2002 uncertainties

Test-beam data
2002 1995 2004 2004/2002| 2004/1995
20 | 12.66:0.26 | 12.76:0.21 | 12.68+:1.95 1.002 0.994
50 | 8.56+0.15 | 8.88+0.12 | 8.03t1.21 0.938 0.904
100 | 6.72:0.36 | 6.43+0.08 | 6.61+1.09 0.984 1.028
180 | 5.32+0.26 | 5.05+0.06 | 5.19+0.8 0.976 1.028
300 - 4.15+0.05 - - -
350 | 4.25+0.19 - 4.094-0.7 0.962 -
Simulation
2002 2004 2004/2002
20 | 12.24+1.79 | 11.82£1.79 0.966
50 | 8.52+1.26 | 8.72+-1.26 1.024
100 | 6.544+-1.11 | 7.11+1.11 1.087
180 | 5.4740.86 | 5.78:0.86 1.057
350 | 3.93+0.10 | 4.72:0.78 1.20

due to the corrections for proton contamination or longitatlleakage are not included.
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Test-beam data Simulation
2002 1995 2004 2002 2004
e/h | 1.34+0.07 | 1.58+0.04 | 1.36+0.13 | 1.42+0.01 | 1.57+-0.16
m | 0.86+:0.03 | 0.77:0.01 | 0.82+0.07 | 0.80+0.04 | 0.75+0.04

Table 11: Response parameteande/h parameters obtained with Groom’s parameterisation forta da
of test-beams in the years 2002, 1995 and the CTB 2004 arrdMibeite Carlo simulations.

10 Discussion of the Results at 320 and 350 GeV

The measurements presented in the previous section fohigimpion energies, i.e. 320 and 350 GeV,
appear to be a bit lower than expected by the Monte Carlo sitiouks as well as by the logarithmic

increase of the pion response as a function of the beam eseifjie apparent drop is about 3%, but

is observed for all beam impact points where high energy aagavailable. In the following possible

reasons for the energy drop are discussed.

For technical reasons the SPS beams at very high energy iftel sfertically with respect to the
nominal beam axis. This might influence the TileCal respoi$e lateral leakage might be increased
or the response might be changed because of cell inhomaigsnei

The beam shift with respect to the nominal beam axis can beuned with the TileCal by studying
the asymmetry between the energy depositions in theGgpahd the bottom moduleCf). If the beam
hits the TileCal in the centre, the asymmetry is expectedtpevo.

The top-bottom asymmetry can be defined either using thé eotrgy deposited in the top and
bottom modules or using the two PMTs in the central module:

E(Co) ~E(Co) 4 E(C1") —E(CP™)
E(C2) +E(G) E(C}P) +E(CPo"™)

, (30)

whereE (Cp) andE(Cy) is the mean total energy deposited in bottom and top modul@E(aCfp) and
E(CP"") is the energy deposited in top and bottom PMTs of the centoalute Cy).

Fig. 25a shows the asymmetry for the two definitions as a fomaif the beam energy. While the
beam is well centred for low pion energies, for energies bdy200 GeV an increasing asymmetry for
increasing beam energies is observed. At 350 GeV the asymneaches of- 24% for the top-bottom
module asymmetry ang 6% for PMT up-down asymmetry.

The shift in the beam position can also be observed in the bharineter. Using the azimuthal angle
corresponding to the barycentre of the cluster in the selzymd of the LAr calorimeter together with the
known inner radius of the middle layeR{"" = 1750 mm), the mean impact point can be calculated. Only
clusters withE,st > 2 GeV and close to the nominal beam impact pojitp{ < 0.1) are considered.

The calculated impact point as a function of the beam mormeatin = 0.35 is shown in Fig. 25b.
The same trend as for the top-bottom asymmetry in the TileGadserved. From 200 GeV onwards the
asymmetry increases towards increasing energy. At thehigimergy the beam is shifted by-260 mm.

The influence of the shifted beam position on the lateraldgekcan be tested with a Monte Carlo
simulation. Monte Carlo simulation samples with a beamtstiby 20 and 40 mm foEpeam = 320
and 350 GeV at) = 0.35 are compared to the default simulation with no beam sééfé (Fig. 26). The
influence of 20 mm shift is negligibly small. A 40 mm beam sHicreases the response b®-00.3%.

Even though it is known that the Monte Carlo simulation prkihadronic showers that are nar-
rower than the ones in the data it is unlikely that the obgkreduction of the pion response by-3%
can be explained by lateral leakage.

Other effects caused by the beam shift are still under cereidn.
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Figure 25: a) Top-bottom module asymmetry (closed circé®) top-bottom PMT asymmetry (open
circles) and b) beam impact point calculated using the etastoordinates of the middle layer of LAr
calorimeter as a function of the beam energy. The beam inmgziot is n = 0.35. Only statistical
uncertainties are shown.

§ 094 _ —= § 094 _ -
w092 N=035 NE w 092f- N=035 . =
g 0.9 ¢ g 09 (=
E o ¢ E E o ¢ E
Y o.8sfE- . oo = Y ossE . LI 3
0.86= b - 0.86/= . =
0.84F — 0.84F —
0.82~ N e/h=1.33 -e- MC, no beam shift = 0.82- ¢ e/h=1.33 —e- MC, no beam shift =
0.8 4 0.8 o3
0.78E e/h=135 --e- MC, 20 mm beam shift 0.78E e/h=1.35 --e- MC, 40 mm beam shift
0.76= ‘ = 0761 | =
1.041 ‘ B 1.04F ‘ B
A G, e IME o3
@ Q98- g godF
0.96 = w = 0.96= w
20 30 40 50 60 10? 2x10? 3x10? 20 30 40 50 60 102 2x10% 3x10?
Epeam: (GEV) E peam (GEV)
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Conclusion

The response and resolution of pions has been studied irothbiged test-beam data taken in the year
2004, where a slice of the ATLAS detector was placed in the RBRS H8 beam-line. Pions showering
in the Tile calorimeter have been selected. Measurementstieen made for pions from 20 to 350 GeV
and for beam impact points from2< n < 0.65.

The results have been corrected for proton contaminatidiangitudinal leakage. Possible biases
due to the selection procedure of events where pions passimatlly ionising particles before entering
the Tile calorimeter have been carefully evaluated.

The pion response increases logarithmically towards nighergies as expected from the increasing
amount of electromagnetic energy in the hadron shower dprent. For the highest measured beam
energy a decrease with respect to this expectation has bserved. The reason for this decrease is still
unclear.

Using Groom’s parameterisation the hadronic responsghis= 1.35 and the energy fraction going
into charged pions isn= 0.83. The energy resolution is/E = (54.7+ 3.0)%/vE @ (3.4 £ 0.37)%.
Note, that here the energy resolution has been correctdéafgitudinal leaakage. No strong dependence
on the beam impact point is found.

These results are compatible to earlier measurements i 499 2002 test-beams where only the
Tile calorimeter had been exposed to pion beams. Howevéngiearlier measurement no decrease at
high energies had been observed.

The Monte Carlo describes the pion response in the datanmtféw percent and the energy resolu-
tion within 10%.
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Test-beam data Simulation MC/Data
Epominal | peak | ¢ | o/Peak| Peak | o | o/Peak| Peak| o/Peak
(GeV) | (GeV) | (GeV) (%) (GeV) | (GeV) %
350 310.04| 14.68 4,73 | 314.50| 15.70 4.99 1.01 1.06
320 283.46| 13.34 471 287.09| 15.87 5.53 1.01 1.17
250 225.73| 12.23 5.42 220.79| 12.03 5.45 0.98 1.01
200 | 180.49| 11.48 | 6.36 | 177.23| 10.03| 5.66 | 0.99| 0.89
180 | 162.13| 9.47 5.84 | 160.46| 9.43 587 | 099 | 1.01
150 135.75| 8.30 6.12 131.74| 8.97 6.81 0.97 1.11
100 - - - 87.98 | 6.19 7.04 - -
50 4405 | 4.04 9.17 42.73 | 4.09 9.57 0.97 1.04
20 16.79 | 2.17 1294 | 16.11 | 2.08 1291 | 0.96 1.00

Table 12: Reconstructed pion energy (Peak), standardtaevi@) and the resolution (Peak) atn =
0.20 for pions showering in TileCal only. Given are the resittghe data and in the Monte Carlo
simulation.

Test-beam data Simulation MC/Data
Epominal | peak o | g/Peak| Peak o | g/Peak| Peak| o/Peak
(GeV) | (GeV) | (GeV) | (%) | (GeV) | (GeV) | (%)
350 | 309.39| 12.06 | 3.90 | 31554| 1360 | 431 |102| 1.11
320 | 280.92| 12.22 | 4.35 | 288.18| 13.36 | 4.63 | 1.03| 1.07
250 | 222.44| 10.13| 4.56 | 223.81| 1200 536 | 1.01| 1.18
200 | 176.39| 9.05 5.13 | 178.06| 9.69 544 | 1.02| 1.06
180 | 158.28| 7.92 5.01 | 160.51| 9.88 6.16 | 1.01| 1.23
150 | 131.03| 6.95 5.30 1342 | 8.12 6.05 | 1.02| 1.14
100 87.58 | 5.87 6.70 88.01 | 6.56 745 | 101| 111
50 42.70 | 3.52 8.24 | 43.13 | 3.74 8.68 | 1.01| 1.05
20 16.52 | 2.09 | 12,67 | 16.22 | 2.10 | 1297 | 0.98 | 1.02

Table 13: Reconstructed pion energy (Peak), standardtaevig) and the resolution (Peak) atn =
0.25 for pions showering in TileCal only. Given are the resuttshe data and in the Monte Carlo
simulation.
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Test-beam data Simulation MC/Data
Epominal | peak o o/Peak| Peak o o/Peak| Peak| o/Peak
(GeV) | (GeV) | (GeV)| (%) | (GeV) | (GeV)| (%)
350 | 308.29| 12.60 | 4.09 | 316.88| 1495 | 4.72 | 1.03| 1.16
320 | 282.53| 1244 | 4.40 | 289.85| 1341 | 4.63 | 1.03| 1.05
250 - - - 225.29| 11.27 | 5.00 - -
200 - - - 179.78| 9.87 5.49 - -
180 | 160.58| 8.33 5.19 | 160.82| 9.30 578 | 100 111
150 133.00| 7.70 5.79 | 134.28| 7.23 539 | 1.01| 0.93
100 88.41 | 5.85 6.61 88.49 | 6.29 7.11 1.00| 1.08
50 43.49 | 3.49 8.03 43.37 | 3.78 8.72 | 1.00| 1.09

20 16.66 | 2.11 12.68 | 16.14 | 1.91 11.82 | 0.97| 0.93

Table 14: Reconstructed pion energy (Peak), standardtatevig) and the resolution (Peak) atn =
0.35 for pions showering in TileCal only. Given are the resuttshe data and in the Monte Carlo
simulation.

Test-beam data Simulation MC/Data

Epomnal | peak | ¢ | o/Peak| Peak | o | o/Peak| Peak| o/Peak

GeV) | (GeV) | GeV)| (%) | Gev) | (GeV)| (%)

350 - - - 315.99| 15.67 | 4.96 - -
320 280.60| 10.26 | 3.66 | 289.51| 12.79 | 4.42 1.03| 1.21
250 - - - 22453| 11.42 | 5.09 - -

200 176.62| 9.25 5.24 | 178.90| 9.22 516 | 1.02| 0.98
180 158.96| 8.76 551 | 161.00| 8.04 499 | 1.01| 091
150 131.60| 7.72 587 | 134.11| 7.79 581 | 1.02| 0.99
100 87.53 | 5.66 6.46 88.41 | 547 6.18 | 1.01| 0.96
50 43.30 | 3.66 8.46 43.38 | 3.84 884 | 1.00| 1.05
20 16.42 | 2.20 13.38 | 16.27 | 1.89 11.61 | 0.99| 0.87

Table 15: Reconstructed pion energy (Peak), standardtaevi@) and the resolution (Peak) atn =
0.45 for pions showering in TileCal only. Given are the resittghe data and in the Monte Carlo
simulation.
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Test-beam data Simulation MC/Data

Epominal | peak | ¢ | o/Peak| Peak | o | o/Peak| Peak| o/Peak

GeV) | (GeV) | GeV)| (%) | Gev) | (GeV)| (%)

350 - - - 318.10| 14.58 | 4.58 - -
320 - - - - - - — —
250 - - - 22454| 11.08| 4.94 - -

200 176.48| 9.78 5.54 | 180.08| 9.07 504 | 1.02| 0.91
180 158.65| 10.16 | 6.41 | 161.67| 7.87 487 | 1.02| 0.76
150 134.18| 7.09 5.29 | 135.28| 7.76 574 | 1.01| 1.09
100 88.19 | 5.58 6.32 88.50 | 5.48 6.19 | 1.00| 0.98
50 43.64 | 3.39 7.77 43.22 | 3.56 8.23 | 0.99| 1.06
20 16.46 | 1.97 11.96 | 16.29 | 1.94 11.88 | 0.99 | 0.99

Table 16: Reconstructed pion energy (Peak), standardtaevi@) and the resolution (Peak) atn =
0.55 for pions showering in TileCal only. Given are the resittghe data and in the Monte Carlo
simulation.

Test-beam data Simulation MC/Data
Epominal | peak o | g/Peak| Peak o | g/Peak| Peak| o/Peak
(GeV) | (GeV) | (GeV) | (%) | (GeV) | (GeV) | (%)
350 - - - 316.19| 13.66 | 4.32 - -
320 | 282.39| 14.89 | 5.27 | 289.39| 13.74| 4.75 | 1.03| 0.90
250 | 225.10| 11.55| 65.13 | 225.13| 1099 | 488 | 1.00| 0.95
200 | 180.39| 9.60 532 | 178.89| 10.25| 5.73 | 1.00| 1.08
180 | 161.00| 9.29 5.77 | 161.11| 8.78 545 | 1.00| 0.9
150 - - - 133.54| 7.78 5.83 - -
100 88.55 | 5.72 6.46 | 87.80 | 5.37 6.11 | 0.99| 0.95
50 43.39 | 3.88 8.94 | 43.17 | 3.64 8.43 | 1.00| 0.94
20 16.29 | 2.01 | 1233 | 16.05| 1.92 | 11.96 | 0.99 | 0.97

Table 17: Reconstructed pion energy (Peak), standardtatevigr) and the resolution (Peak) atn =
0.65 for pions showering in TileCal only. Given are the resuttshe data and in the Monte Carlo
simulation.
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Leakage (peak) (%)
Eponm(GeV) | 0.20 | 0.25 | 0.35 | 0.45 | 0.55 | 0.65
20 125|119 | 106 | 0.90 | 0.73 | 0.56
50 168|160 141|119 0.97]| 0.75
100 210|200 | 1.76 | 1.49| 1.20| 0.92
150 239228 201|169| 136 1.04
180 2541242 | 213|179 | 144 | 1.10
200 263|250|220| 185|149 | 114
250 282|269 | 236|199 | 159|122
320 306|291|256|215|172| 131
350 315|299 | 263|221 | 177|135

Table 18: Fraction of the energy lost (in percent) by lorgjital leakage (peak) for various beam energies
Epeamand beam impact points.

Leakage (resolution) (%)
Epenm(GeV) | 0.20 | 0.25 | 0.35 | 0.45 | 0.55 | 0.65
20 51 |49 | 43 | 37 | 29 | 21
50 106|100 | 87 | 7.2 | 57 | 43
100 196 | 185 | 160 | 132 | 104 | 7.9
150 284 | 269 | 233|193 | 151 | 113
180 335| 319|278 | 230 | 180 | 132
200 369 | 352 | 307 | 254 | 200 | 145
250 453 | 433|381 | 316 | 247 | 176
320 56.7 | 546 | 485 | 404 | 315 | 217
350 615|594 | 530 | 442 | 344 | 233

Table 19: Correction factors (in percentage) for longmadlieakage to the energy resolution at various
beam energieBpeamand beam impact pointg.

Efeam(GeV) | Az (%) | Bz (cm)
20 78.4 379
50 112 36.8
100 127 37.9
150 — -
180 198 358

Table 20: Parameters of the function eq. 21 correcting tlak eaergy for longitudinal leakage. The
variablex denotes the calorimeter length.

n
0.20 0.25 0.35 0.45 0.55 0.65
Az (%) | 0.4726 | 0.4532| 0.4050 | 0.3480| 0.2870 | 0.2268
Bs 0.3237 | 0.3226 | 0.3195| 0.3154 | 0.3102 | 0.304

Table 21: Parameters of the function as given by eq. 22 dowgefor energy losses due to longitudinal
leakage (peak) as a function of the beam energy for varicas bi@pact points).
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Enom (GeV) As Ba (cm) Cy

beam

20 0.24 | 4291 | 0.120
50 144} 3014 | 0.085
100 145 | 3333 | 0.065

180 201 | 3342 | 0.057

Table 22: Parameters obtained for eq. 23 correcting théutimo as a function of the TileCal depth.

n
0.20 | 0.25 0.35 0.45 0.55 0.65

As (%) | 0.013 | 0.006 | 0.0008 | 0.00014| 0.0002 | 0.097
Bs 3951 | 48301 | 75515 | 109101 | 130503 | 48869
Cs 0.735| 0.829 | 1.079 1.27 1.19 0.378

Table 23: Parameters obtained for eq. 24 correcting théutéso for energy lost due to longitudinal
leakage for various beam impact points.
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Run number| EJOT. (GeV) | n | B, (GeV) | AEX™, (%)
2100476 20 0.20 20.20 1.34
2100477 —I-

2100132 50 0.20 50.30 0.71
2100133 —I-

- 100 0.20 - -
2100102 150.82
2100466 150.82
2100467 150 0.20 150.79 0.53
2100468 150.82
2100469 150.79
2100093 —I-
2100094 180 0.20 180.91 0.52
2100463 —I-
1002081 -150 0.20 150.76 0.53
1002083 —ll-
1002098 180.89
1002099 180.89
1002103 -180 0.20 180.91 0.52
1002104 180.89
1002105 180.91
1002106 180.89
1002132 200.99
1002135 200.99
1002139 201.02
1002141 -200 0.20 200.99 0.52
1002143 200.99
1002144 200.99
1002146 201.02
1002161 251.20
1002170 -250 0.20 251.22 0.51
1002172 251.20
1002173 251.20
2100029 -320 0.20 320.15 0.51
2100028 -350 0.20 350.83 0.51
2100055 —I-

49




Run number| EJSN. GeV | n | EJ°2 GeV
2100479 —/-
2100480 20 0.25 20.20
2100481 —/-
2100177 50 0.25 50.30
2100172 100 0.25 100.54
2100173 —/-
2100168 150.82
2100169 150.82
2100170 150.79
2100171 150 0.25 150.82
2100453 150.82
2100454 150.79
2100455 150.79
2100456 150.76
2100161 —/-
2100162 —/-
2100164 180 0.25 180.91
2100460 —/-
2100461 —/-
1003002 —/-
1003007 —/-
1003008 -150 0.25 150.76
1003009 —/-
1003010 —/-
1002214 180.92
1002216 180.91
1002217 -180 0.25 180.91
1002221 180.91
1002223 180.91
1002191 201.00
1002192 200.99
1002193 -200 0.25 201.02
1002194 200.99
1002198 201.00
1002199 201.02
1002174 -250 0.25 251.20
1002175 —/-
2100053 -320 0.25 320.15
2100030 —/-
2100031 -350 0.25 350.83
2100054 350.85
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Run number

EfOM . GeV

beam

Emeas GeV

beam

2100482
2100492

20

0.35

20.20
/-

2100249
2100251

50

0.35

50.30
/-

2100349

100

0.35

100.54

2100449
2100450
2100451
2100452

150

0.35

150.82
150.82
150.79
150.79

2100207
2100209
2100445
2100446

180

0.35

180.91
/-
/-
/-

1003012
1003014
1003019
1003020
1003021
1003022
1003023

-150

0.35

-
/-
/-
150.76
/-
/-
/-

1003037
1003039
1003040
1003041
1003042
1003043

-180

0.35

/-
/-
180.91
/-
/-
/-

-200

0.35

-250

0.35

2100034

-320

0.35

320.15

2100033

-350

0.35

350.83
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Run number| EJO0, GeV | n | EJX GeV
2100494 20 0.45 20.20
2100498 —I-
2100300 50.30
2100327 50 0.45 —I-
2100328 —ll-
2100291 100.54
2100292 100 0.45 —I-
2100325 —Il-
2100326 —Il-
2100273 150.79
2100274 150.82
2100275 150 0.45 150.82
2100432 150.79
2100433 150.82
2100435 150.82
2100257 180.91
2100267 180.89
2100269 180 0.45 180.91
2100318 180.91
2100443 180.89
2100444 180.91
1002071 —I-
1002072 -150 0.45 150.76
1002073 —ll-
1002074 —I-
1002052 180.92
1002053 -180 0.45 180.92
1002054 180.91
1002056 180.91
1002041 —I-
1002042 -200 0.45 201.02
1002043 —ll-
1002045 —I-

- -250 0.45 -
2100051 -320 0.45 320.15
- -350 0.45 -
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Run number| EJST GeV | n | E[I% GeV
2100501 —/l-
2100504 20 0.55 20.20
2100510 —/I-
2100359 50 0.55 50.30
2100362 —/l-
2100351 100 0.55| 100.54
2100352 —/I-
2100424 150.82
2100425 150 0.55| 150.79
2100426 150.82
2100421 180 0.55| 180.91
2100422 180.92
1003150 —/l-
1003151 -150 0.55| 150.76
1003152 —/1-
1003136 -180 0.55| 180.89
1003095 201.02
1003096 201.02
1003098 -200 0.55| 201.02
1003104 201.00
1003105 201.02
1003106 200.99
1003087 -250 0.55| 251.20
1003088 —/I-

- -320 0.55 -
- -350 0.55 -
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Run number| EJ2N. GeV | n | EJ3S GeV
2100513 20 0.65 20.20
2100514 —/-
2100363 50 0.65 50.30
2100364 —/-
2100371 —/-
2100372 100 0.65 100.54
2100373 —/-
2100380 150.79
2100382 150 0.65 150.79
2100383 150.82
2100386 150.82
2100388 180 0.65 180.91
2100389 —/-

- -150 0.65 -
1003194 180.89
1003195 180.91
1003197 -180 0.65 180.91
1003198 180.89
1003199 180.91
1003200 180.91
1003214 201.02
1003215 201.02
1003216 -200 0.65 200.99
1003217 200.99
1003220 200.99
1003222 200.99
1003241 —/-
1003242 —/-
1003244 -250 0.65 251.20
1003245 —/-
1003246 —/-
2100048 -320 0.65 320.15

- -350 0.65 -

Table 26: Nominal and measured beam energies, and numbiemsfgnd proton contamination for run
numbers used for analysis.
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