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Abstract

A fully instrumented slice of the ATLAS detector was exposedto test beams from the
SPS (Super Proton Synchrotron) at CERN in 2004. The results of the measurements of the
response of the hadronic Tile calorimeter to pions with energy in the range 20 to 350 GeV
that only shower in the Tile calorimeter are reported. The linearity and the resolution of the
calorimeter were determined and compared to previous results and to the predictions of a
simulation program using the toolkit Geant4.
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Introduction

In the year 2004 an ATLAS combined test beam (CTB) program wascarried out at CERN. A slice of the
ATLAS detector composed of the final versions of all central sub-detectors was exposed to pion beams.
The layout of the sub-detectors was designed to be as close aspossible to the ATLAS layout. The Data
Acquisition system (DAQ) [1] was also similar to the one being used in ATLAS.

The calorimeter system in ATLAS will be used to measure the energy of jets over a wide energy
range from about 20 GeV to more than 1 TeV. In the central detector part (barrel), the calorimeter system
consists of an electromagnetic calorimeter, using liquid argon as active medium and lead as absorber,
and a hadronic calorimeter, using plastic scintillator as active medium and iron as absorber.

In this paper, a measurement of the response of the barrel hadronic calorimeter TileCal to pion beams
with energies in the range 20 to 350 GeV is presented. The response was studied for various incident
angles corresponding to pseudo-rapidities ofηbeam = 0.20,0.25,0.35,0.45,0.55 and 0.65.

Particular care was given to the selection of clean pion samples starting showering in TileCal and
to correcting for the fraction of the shower energy that escapes the detection (leakage effects). The
measured pion responses were compared to the predictions ofa Monte Carlo simulation program [2].

The results are compared to previous measurements where theTileCal alone was exposed to test-
beams.

1 The Experimental Set-up
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Figure 1: Schematic layout (not to scale) of the H8 beam line.Only the devices used during the data-
taking are shown.

1.1 The Beam-line

The beams were produced by extracting 400 GeV protons from the Super Proton Synchrotron (SPS)
machine. The primary target made of beryllium, had a length of 300 mm. The produced secondary
beams can have energies from 10 to 350 GeV. A secondary filter target of 1000 mm of polyethylene plus
an absorber of lead can be placed in the beam to produce tertiary beams. Bending magnets were used
to determine the beam momentum and charge. The beams are expected to be composed mainly of pions
and, in the case of positive beams, protons. Electrons and muons are also present. The results reported in
this paper were obtained using positive beams with energiesequal to 20, 50 and 100 GeV. Higher energy
beams (150, 180, 200, 250, 320 and 350 GeV) had a negative charge. Positive beams of 150 and 180
GeV were also used.
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Figure 1 shows the instrumentation of the beam line upstreamof the detectors. The transverse beam
profile is monitored by four wire chambers (BC-1 to BC2) [3]. Two scintillators (S2/S3), with an active
surface of 5× 5 cm2, were used in coincidence to trigger the data acquisition (Physics trigger) and to
provide the trigger timing. These two detectors together with the scintillator S1 were used to reject beam
particles interacting upstream the detectors. In this paper we will use a right-handed coordinate system
with thex-axis along the beam line and they-axis pointing up.

More details can be found in ref. [4].

1.2 The Detector

Figure 2 shows a side-view of the layout of the ATLAS sub-detectors during the 2004 CTB. Only sub-
detectors that were used in the present analysis are shown. The ATLAS inner detector [5] consists of
three systems: the Silicon Pixel Detector, the Semiconductor Tracker (SCT) and the Transition Radiation
Tracker (TRT). During the data taking period analysed here the inner detector system was not operational.
It has been used in a later data taking period, where it was fully operational, for the determination of the
proton contamination.

The electromagnetic calorimeter (LAr) consisted of one module of the Liquid Argon calorimeter
[6] placed inside a cryostat made of aluminium. The beam entrance and exit walls were eachλ = 0.1
interaction lengths thick. The calorimeter has four longitudinal layers, including a pre-sampler. The
coverage of all four layers is 0< η < 1.4 and -π/16< φ < π/16 rad (see Fig. 2 and Fig. 3 forη and
φ orientation convention). Theη − φ granularity of each longitudinal layer is given in Table 1 and
described in more detail in ref. [6].

The hadronic calorimeter was composed of three modules of the scintillating tiles calorimeter (Tile-
Cal) [7]. The TileCal modules were placed about 30 cm behind the LAr calorimeter.

The total coverage of the sub-detector was−1 < η < 1 and−1.5 < φ < 1.5. Each TileCal module
has three longitudinal layers, whoseη−φ granularity is described in ref. [7] (see also Fig. 3). A sketch of
the calorimeter lay-out and the cell granularity is shown inFig. 3. The beam impact points are indicated
as lines.

LAr and TileCal were both supported by a mobile table. This table was oriented in such a way that the
incoming particles in the calorimeters were projective in pseudo-rapidity as in the ATLAS experiment.

The cryostat scintillator (SC1) situated between the LAr cryostat and the TileCal modules (see Fig. 2
and Fig. 3) was used to remove pions that started showering inthe cryostat exit wall. Such a scintillation
counter is not present in the ATLAS detector. The distance between the LAr and the TileCal was 30 cm.
This is a bit longer than the 25 cm in the ATLAS detector (see Table 1). Another scintillation counter
(SMT) was placed behind the table and an absorber, to identify muons belonging to the beams.

Various sections of the ATLAS muon spectrometer [8] were also present in the 2004 CTB set-up.
This sub-detector has not been used for the analysis presented in this paper.

1.3 Measurement of the Beam Energies

The beam energy is calculated for each run from the magnet currents and the beam-line collimator
settings. This method relies on work done for the LAr calorimeter in the 2002 test-beam analysis [9],
where a system of Hall probes was used to precisely determinethe magnetic field in the bending magnets.

Based on this Hall probe measurement the relation between the measured magnet currents and the
magnetic field in the bending magnets is known. The precisionof the knowledge of the beam momenta
has been calculated using:

∆Ebeam

Ebeam
=

25%
p

⊕0.5%, (1)

wherep is the beam momentum. The measured beam momenta are given in Table 26.

4



φ=0

TRT TileCal

LAr

Cryostat

Beam axis

y

z

x

Figure 2: Side view of the detector layout in the 2004 combined test beam. Only sub-detectors that are
used in this paper are represented
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Figure 3: View of the calorimetry layout in the 2004 CombinedTest Beam. The top part of the figure rep-
resents the Tile calorimeter, the bottom part the Lar calorimeter. The solid lines give the cell granularity.
The dotted lines inidicate the pseudo-rapidity intervals at which a particles impinges on the calorimeter,
if is has its origin in the proton–proton interaction point.The TileCal modules are only represented for
η > 0.

Layers granularity CTB 2004 ATLAS
LAr ∆η ×∆φ = 0.0031×0.1 Thickness atη = 0: Thickness atη = 0:

∆η ×∆φ = 0.025×0.0245 6+16+2 = 24X0 6+16+2 = 24X0

∆η ×∆φ = 0.05×0.025 (≡ 1.2λ ) (≡ 1.2λ )
Cryostat ≈ 1X0 ≈ 1X0

Distance between
LAr and TileCal ≈ 30 cm ≈ 25 cm

TileCal Coverage inφ : Coverage inφ :
∆η ×∆φ = 0.1×0.1 0.294 rad (3 modules) 2π rad (64 modules)
∆η ×∆φ = 0.1×0.1 Thickness atη = 0: Thickness atη = 0:
∆η ×∆φ = 0.2×0.1 1.4+4.0+1.8 = 7.2λ 1.4+4.0+1.8 = 7.2λ

Active thickness ≈ 9.2λ at η = 0 ≈ 9.2λ at η = 0

Table 1: Characteristics of the configuration of the LAr and Tile calorimeters in the CTB 2004 set-up
and in the ATLAS detector.
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2 Reconstruction of the Calorimeter Energy

2.1 Cell Energy Reconstruction

2.1.1 LAr calorimeter

The electronic calibration of the LAr calorimeter in the CTBis described in detail in ref. [10].
The cell energy is reconstructed from the measured cell signal using:

Ecell
rec = FµA→ MeV ·FDAQ→µA ·

1
Mphys

Mcali

· ∑
i=1,2

Ri

[

N

∑
j=1

OFCj (S j −P)

]i

. (2)

The pedestal level,P, can be determined from dedicated calibration runs with no beam or using
random triggers during the data taking of physics events.

The factorRi relates the amplitude to a well known electronic pulse (in DAC-counts). It is obtained
by calibration runs where the injected current is changed insmall steps (“ramp run”). A higher order
polynomial to relate the reconstructed amplitude and the injected charge is used. The factorFDAQ→µA

relates the setting of the electronic calibration system tothe current injected to the electronics. The am-
plitude (A) of the sampled signal (measured in the ADC-counts) is reconstructed using a digital filtering
technique [11], where the peak amplitude is expanded in a linear weighted sum of coefficients (OFC)
and the pedestal (P) is subtracted in each sample.

The LAr electromagnetic energy scale was determined comparing the measured and simulated energy
response of 180 GeV electrons. The uncertainty on the scale,due mainly to uncertainty in the knowledge
of the beam momentum is 0.7% [10].

2.1.2 Tile calorimeter

The charge injection system (CIS) calibrates the response of the read-out electronics and a radioactive
caesium source (Cs) is used to equalize the PMT-gains and to set the electromagnetic scale.

The scintillating light produced in the tiles is transported via wavelength shifting fibres into photo-
multipliers (PMT). The PMTs amplify the signal and convert the optical signal into an electrical one.
Each PMT channel has two analogue paths: the high and the low gain with 82 cts/pC and 1.3 cts/pC,
respectively. The read-out electronics shapes, amplifies and digitises the signals from the PMTs. The
shaped signals are sampled every 25 ns by a 10-bit ADC.

The measured channel energy is reconstructed by:

Echan
rec [pC] = FADC→pC ·FCs · (Afit −Pfit) , (3)

whereAfit corresponds to the peak height of the pulse after baseling subtraction, the factorFpC→ADC is
the electronic calibration factor measured with the CIS system [12],FCs corrects for cell non-uniformities
using the caesium calibration system. The cell energy is reconstructed as the sum over the two channels
each read-out by one PMT.

The electronics calibration of the TileCal is described in more detail in ref. [13].

2.2 Electromagnetic Scale and Uncertainties in the TileCal

The signal calibrated with the CIS- and theCs-system is converted to an absolute energy using a cali-
bration factor (e = FpC→MeV) that is obtained using electrons. This calibration factordefines the electro-
magnetic scale.

The response of the TileCal cells of about 10% of the TileCal modules installed in the ATLAS
detector has been studied using electron test-beams in 2002and 2003 [14]. The average response of
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highly energetic electrons impinging at a polar angle of 20o on the TileCal divided by the beam energy
is defined as theFpC→MeV calibration factor1). It is measured to beFpC→MeV = 1.050±0.003 pC/GeV.
The cell response variation is 2.4±0.1% [13,14].

The dominant part of the residual cell non-uniformity of about 2% for electrons is due to differences
in the optical properties of the tiles and the read-out fibres(intra-cell)2).

The resulting rms spread of the pion response is 1.5±0.4% [13]. This spread includes the cell-to-cell
and the module-to-module variation. The cell-to-cell pionresponse variation within one module is about
0.6−0.7%. It is mainly due to tile-to-tile differences estimated to be 0.5% and due to the uncertainty in
the CIS calibration that contributes with 0.42%.

After Cs-equalization there is still underlying systematics that is different for each of the three TileCal
compartements that is corrected using measurements with muons impinging on the calorimeter side [14].

Since the electromagnetic scale has been determined using the A-cell, in this analysis this cell is used
as the reference and the response in the BC-cells and D-cellsis changed by 0.977 and 0.919, respectively.

2.3 The Electronic Noise, Hot and dead cells

For each run, the standard deviationσnoise of the electronic noise has been determined for each PMT of
the calorimeter using randomly triggered events. Typicalσnoisevalues are 12 MeV (1st layer of LAr), 28
MeV (2nd layer of LAr), 22 MeV (3rd layer of LAr), 30 MeV (1st layer of TileCal), 30 MeV (2nd layer
of TileCal) and 25 MeV (3rd layer of TileCal). The total expected standard deviation of the electronic
noise is≃ 100 MeV. This value is negligible with respect to the energies reconstructed in the calorimeter
and has a negligible effect on the pion energy resolution.

No hot and dead channels were identified in the Tile calorimeter during the data taking.

2.4 Pion Energy Reconstruction

The reconstructed shower energyErec in the TileCal calorimeter was obtained as the sum of the energy
deposited in all the PMTs of the calorimeter havingηcell > 0. No corrections for dead material effects or
for the compensation of nuclear effects were applied.

In order to improve the energy resolution, only cells with energyEcell larger than twice the standard
deviation of the electronic noiseσnoise (in absolute value) were considered in the sum:

|Ecell| > 2×σnoise. (4)

3 Monte Carlo Simulation

3.1 Modelling of Particle Interactions with the Detector Material

The experimental results were compared to the predictions of the Monte Carlo (MC) simulation program
Geant43) [2].

The Monte Carlo simulation models the interaction of particles with the detector material on a mi-
croscopic level. The detailed shower development follows all particles that interact electromagnetically
in the calorimeter with an expected travel path (range) larger than 1 mm. Besides purely electromagnetic

1)Due to the varying size of the tiles and the iron absorber as a function of the particle impact point, the electrons response
varies by about 10% between small anglesη = 0 and large angleη = 0.65 [13,14].

2)Such differences can be determined by theCs-calibration system, but not corrected for, since the smallest read-out entity
is a cell and the particle impact on the cell is not known a-priori.

3)The version 4.91 has been used.
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processes, also hadron interactions and photo-nuclear interactions are simulated. Neutrons are followed
in detail up to 10µsec. After that time all their energy is deposited at the location of the neutron.

The strong interaction of hadrons is modelled in four phase depending on the energy range:

1. the interaction of the projectile with the nucleus using parameterised reaction cross-section for
various processes (fission, capture, elastic, inelastic scattering)

2. the fragmentation of the partons produced in the inelastic hadron nucleon collision using theory
driven or parameterised models (≈ 10 GeV - 10 TeV)

3. The interactions of the hadrons in the medium of the nucleus are modelled using intra-nuclear
nucleon cascades (1−10 GeV).

4. Nuclear processes to de-excite or split the excited nucleus via spallation, break-up, fission etc.(1−
100 MeV).

The QGSPBERT hadronic showering model was used in the simulation. This is the model presently
being used in the simulation of the ATLAS detector for protonproton collisions.

The interaction of the projectile particle with momenta above 25 GeV with the nucleus is modelled
using the quark-gluon string model [15–19] that describes hadron-nucleus interactions by selecting the
collision partners from the nucleus, splitting the nucleoninto quarks and di-quarks and by forming and
fragmenting excited strings.

In the momentum range below about 10 GeV the Bertini nuclear cascade [20–22] is used that de-
scribes the intra-nuclear hadronic interactions of hadrons and de-excites the residual nucleus.

In the moment range in between 10-25 GeV the Low Energy Parametrised (LEP) is used that uses
parameterisations of measured particle spectra and multiplicities for the simulation of the hadron show-
ers.

The QGS (LEP) model is always used for energies above 25 GeV (below 12 GeV). Hadrons between
12 and 25 GeV are treated by either model, with the choice being made event by event by a linearly
varying probability.

3.2 Modelling of the Detector Response

In the simulation the detector material and geometry were fully described.
The simulation of the TileCal scintillators includes saturation effects modelled according to Birks

law [23–25] and the effects of photo-statistics in the photo-multipliers. However, no attempt is made to
describe the detailed optical properties of the scintillating tiles and the read-out fibres.

Also the details of the light attenuation between the two PMTs is not modelled. A simple model
of the energy sharing between 2 PMTs using a linear approximation is used to distribute the energy to
the PMT on each cell side. The maximal drop of the signal between the two PMTs of a cell due to
non-linearities is not larger than 5%.

The electronic noise was extracted from experimental data using randomly triggered events and
added incoherently to the energy of each PMT in the MC samples. Coherent noise is not simulated,
but known to be relatively small [26].

The mean and spread of the incoming pion beam momentum correspond to what was measured. The
spatial and angular distributions of the beam were also tuned to reproduce the experimental ones4).

A total of 10k-20k events were simulated for each beam energyand impact position. The amount of
experimental data is smaller by approximately one order of magnitude.

4)The spatial distribution of the beam was measured using the beam chambers BC1 and BC2 (see Fig 1).
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4 Data-set and Event Selection

4.1 Data-Set

The data have been taken from end of August to middle of September 2004. The inner detector was not
operational during this data taking period, but was presentin the beam-line.

Many analyzed data at various beam impact points between 0.2 ≤ η ≤ 0.65 and beam energies
between 20≤ Ebeam≤ 350 GeV have been recorded. The run-numbers used for each beam impact point
and for each beam energy are summarised in Table 26.

For some of the runs negatively charged pions and for others positively charged pions have been
used. For beam energy at 150 and 180 GeV both pion charges are available. The pion electrical charge
of the beam particles is indicated in Table 26 by the sign in front of the pion energy.

4.2 Event Selection

Each beam chamberBCn (n = 1, 2 and 3) allows a determination of the beam profiles in the transversal
axisy andz: yBCn andzBCn. The means (µBCny andµBCnz) and the widths of the distributions correspond
to the root mean squared (rms) of the measured beam impact point distribution. Theσ values are about
30 mm and are determined run–by–run.

The accepted events have the impact point coordinates verifying in each chambern the conditions
(cut 5):

µBCny −2 rmsBCny < yBCn < µBCny +2 rmsBCny (5)

µBCnz −2 rmsBCnz < zBCn < µBCnz +2 rmsBCnz .

The divergence of the beam was estimated using the differences of the impact points coordinates in
the chambers BC0, BC1 and BC1, BC2, respectively:

∆y0,1 = yBC0− yBC1,

∆y1,2 = yBC1− yBC2,

∆z0,1 = zBC0− zBC1,

∆z1,2 = zBC1− zBC2.

The retained events have to verify the conditions (cut 6):

µy0,1 −2σy0,1 < ∆y0,1 < µy0,1 +2σy0,1 (6)

µy1,2 −2σy1,2 < ∆y1,2 < µy1,2 +2σy1,2

µz0,1 −2σz0,1 < ∆z0,1 < µz0,1 +2σz0,1

µz1,2 −2σz1,2 < ∆z1,2 < µz1,2 +2σz1,2.

The symbolsµ and σ indicate the mean values and the sigmas of Gaussian functions fitting the
difference distributions.

At the considered energies electrons impinging in the calorimeter deposit essentially all their energy
in the LAr. In the case of pions, a large fraction of the energyis deposited in TileCal. Electrons were
then rejected requiring (cut 7):

ELAr

ELAr + ETileCal
< 0.98. (7)

Here,ELAr denotes the energy measured in the LAr calorimeter andETileCal denotes the energy measured
in TileCal (see also section 2).
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Muons events were rejected allowing only noise in the SMT (cut 8):

ESMT < 500[ADC counts] . (8)

The mean energy deposited in the calorimeter by muons is muchsmaller than the one deposited by pions.
A further rejection was obtained requiring (cut 9):

ELAr + ETileCal > 0.3 Ebeam, (9)

whereEbeam is the beam energy.
The cuts on the beam line scintillator signals applied to reject events produced by beam particles

interacting upstream of the detector or by double particleswere established studying the responses ofS1,
S2 andS3 to muons. The following cuts were applied to select only events with one particle impinging
on the calorimeter (cut 10):

ES1 < µS1+2 (µS1−µS1,noise) (10)

ES2 < µS2+2 (µS2−µS2,noise)

ES3right< µS3right+2 (µS3right−µS3right,noise)

ES3left < µS3left +2 (µS3left−µS3left,noise)

The µ andσ are, respectively, the mean values and the rms obtained fromthe signal distributions of
selected muons or random triggers. The scintillatorS3 was read by two photo-multipliers indicated as
“left” and “right” in the equation 10.

4.3 Selection of Pion Showering only in TileCal

To select pions that do not strongly interact before reaching TileCal, a small energy deposit was required
in the LAr calorimeter. For each of the three layers of the LArcalorimeter the cell with the maximum
deposited energy (cellmax) and its neighbour with the maximum energy (cellnei) were identified in the
regionηbeam− 0.2 < η < ηbeam+ 0.2, whereηbeam is the pseudo-rapidity value of the nominal beam
impact point. If the conditions (cut 11):

Ecellmax,i + Ecellnei,i < µLAr ,i +2σLAr ,i (11)

is fulfilled for each layeri the event is retained. The quantitiesµLAr (i) andσLAr(i) are the mean values
and the rms of the corresponding distributions obtained using muon events selected by requiring a sig-
nal in the SMT counter.. These cuts will, of course, remove further any electron contamination in the
samples.

The events produced by pions showering in the cryostat exit wall were rejected using the SC1 scin-
tillator. The signal distribution obtained in the case of a negative 180 GeV beam atη = 0.35 is shown
in Fig. 8a and Fig. 8b. They show the SC1 signal distribution obtained for selected muons and for events
collected by opening randomly the acquisition between the beam bursts. The muon signal is compatible
with a particle traversing the scintillator as a minimum ionising particle.

The following cut on the energy deposited in SC1,ESC1, was applied (cut 12):

ESC1< µSC1+ N × (µSC1−µnoise), (12)

whereµSC1 is the mean value of the distribution obtained using muons for eachEbeam, N is an adjustable
cut value for which the default is set toN = 2 andµnoise is the mean value of the SC1 signal distribution
obtained using random trigger events. Since the high voltage of the scintillator was changed for the
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η
Ebeam(GeV) 0.20 0.25 0.35 0.45 0.55 0.65

20 992 1150 834 671 853 660
50 1264 856 957 1418 876 870
100 – 1305 601 1917 1081 923
150 709 2617 1215 1384 544 700
-150 920 1410 1276 1048 399 –
180 951 1754 1512 1861 387 502
-180 1613 1143 1114 1565 170 899
-200 1778 1283 – 1920 459 942
-250 3946 1641 – – – 845
-320 962 1466 545 432 – 380
-350 1982 3471 594 – – –

Table 2: Number of events passing all selection criteria forthe various nominal beam energiesEbeam

and beam impact pointsη . For some beam settings the SC1-scintillator was not available or the number
of selected events was so low that no measurement was possible. The sign in front of the beam energy
indicates the electrical charge of the beam particle.

various runµSC1 andµnoise are determined for each set of runs corresponding to one beamenergy and
one beam impact point.

The number of selected events varies between about 200 and 3500. The exact numbers are reported
in Table 2 for all beam settings. For some beam settings the number of selected events was so low that
no meaningful measurement was possible. Only runs where theSC1 scintillator was working are used in
the analysis.

5 Energy Losses in the Dead material and by Leakage Calculated from
Monte Carlo Simulations

Fig. 4a shows the fraction of the energy lost in the dead material with respect to the beam energy. For high
pion energiesE > 100 GeV the fractional energy losses are almost constant from η = 0.25 toη = 0.65,
while for low pion energies the energy lost in the dead material increases from about 4% to 6% towards
increasingη . A significant part (about 70-80%) of the energy lost in the dead material before the TileCal
is due to the dead material in between the LAr and Tile calorimeters.

The energy loss in the dead material is about 5.5% atη = 0.2, while according to the behaviour of
the energy loss as a function of theη at the same beam energy, the energy loss atη = 0.20 should be
approximately 3.5−4% (see Fig. 4a). These increased energy loss in the dead material are caused by six
steel supporting rings of the LAr calorimeter. These rings are placed atη = 0.20, 0.40, 0.60 etc. and have
a thickness of about 8−10 cm. Fig. 4b shows the energy loss in the dead material when the supporting
steel rings are removed from the test-beam geometry description. It can be seen that atη = 0.20 the
energy loss in the dead material is about 3.7%.

The energy lost downstream of the calorimeter due to the longitudinal leakage decreases towards
increasingη (see Fig. 4c), since the calorimeter becomes longer. The energy increase is approximately
linearly proportional to the increase of the calorimeter length. For high pion energies the leakage de-
creases by about a factor of two, while for low pion energies the leakage decreases by 5%.
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Figure 4: Fraction of the energy lost in the dead material before the TileCal and for the default set-up
(a) and without the LAr support structure (b) as a function ofthe beam impact point for various beam
energies. Energy lost downstream of the calorimeter (longitudinal leakage), calculated as the true energy
deposited in the dead material before and in between the calorimeter and the energy deposited in the
calorimeter, as a function ofη for various beam energies (c). The requirements to select pions that do
not shower before the TileCal are applied.
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Figure 5: a) Proton fraction in the pion beam as a function of beam energy as measured by the TRT in
the CTB 2004 parametrised as in eq. 14. Only statistical errors are shown. The central value is shown as
solid line, the statistical uncertainty as dashed lines. b)The ratio of the mean energy of pions and protons
measured in the TileCal 2002 test-beam as a function of the beam energy. Overlayed as a solid line is
the parameterisaton based on eq. 13 used in the correction for proton contamination. Only statistical
uncertainties are shown;

6 Correction to the Pion Response and Resolution

6.1 Measurement of the Proton Contamination

The selected samples contain events produced by pions and, in the case of positive beams, protons. The
TRT was designed to identify electrons that emit a large amount of transition radiation (TR) due to their
high Lorentzγ-factor. On a statistical basis this feature can also be usedto separate pions from protons,
since pions begin to emit TR above beam momenta of about 30 GeV, which is not the case for protons
(until 300 GeV).

Using a test-beam sample of identified muons and electrons atvarious beam momenta the shape of
the higher threshold (HT) probabilityPHT as a function of the Lorentzγ-factor can be measured [27].

Using an appropriate parameterisation ofPHT, the expected HT probability can be calculated for
pionsPπ

HT and for protonsPp
HT. By comparingPπ

HT andPp
HT with the measuredPmeas

HT in a given run the
fraction of protons in the pion beam is then determined. The obtained values are shown in Fig. 5a as a
function of the beam energy.

6.2 Proton contamination Correction for Response and Resolution

The electromagnetic energy fraction in proton induced showers is lower than in pion showers by about
25% [28]. This will influence the measured response to pions and protons, since a non-compensated
calorimeter has different response to electromagnetice and hadronich energy.

Since in the test-beam set-up no detector was installed thatis able to discriminate pions from protons
on an event-by-event basis, measurement of the mean pion andproton fraction in the hadron beam are
used.

Differences between the response of pions and protons have been measured previously [28,29]. Here,
the results from ref. [28] are used to parameterise the response ratio obtained for 50, 100 and 180 GeV
pions and protons as:

Rπ/p(Ebeam) = A/(Ebeam−B)+C. (13)

The free parameters are adjusted to the data and are determined to beA = 5.01, B = −94.66 GeV and
C = 1.01. The response ratio together with this parameterisationis shown in Fig. 5b. The numerical
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Beam energy (GeV)
20 50 100 150 180

fp (%) 3.85 35.58 59.59 73.63 79.94
Rπ/p = Eπ

tot/E p
tot 1.051 1.04 1.031 1.026 1.024

1/kp 1.002 1.014 1.018 1.019 1.019

Rπ/p
σ = σ π

tot/σ p
tot 1.084 1.114 1.142 1.161 1.169

1/kσ
p 1.002 1.019 1.039 1.055 1.063

Beam energy (GeV)
20 50 100 150 180

∆ fp, (%) 3.6 4.4 5.6 6.4 6.8
∆Eπ

tot/E p
tot) 0.057 0.042 0.030 0.024 0.022

∆kp 0.0026 0.014 0.017 0.017 0.017
∆(σ π

tot/σ p
tot) 0.040 0.039 0.038 0.036 0.036

∆kσ
p 0.0015 0.006 0.009 0.011 0.012

Table 3: Summary of the proton fractionfp in theπ+ beam as obtained from a TRT measurement, the
pion to proton response ratioEπ

tot/E p
tot as measured in the 2002 TileCal test-beam, the pion to proton

resolution ratioσ π
tot/σ p

tot and the final proton contamination correction factors for the responsekp and for
the resolutionkσ

p . In the bottom part the uncertainties are quoted.

values of the response ratio are given in Table 3.
The dependence of the proton fraction for various beam momenta measured with the TRT during the

CTB 2004 data taking period is parametrised using a logarithmic function

fp = A1 · log10(B1 ·Ebeam). (14)

The free parameters are adjusted to the data. They are determined to beA1 = 0.8 andB1 = 0.056. The
TRT measurements together with this parameterisation are shown in Fig. 5a. The numerical values are
summarised in Table 3.

The fraction of pions and protons in the beam can be written asfp + fπ = 1. The distribution of the
energy reconstructed in the TileCal should be a mixture of the distributions of the energy deposited by
pions (Eπ ) and by protons (Ep):

< f (Erec) >= N

(

(1− fp) · e
− (Erec−Eπ )2

2·σ2π + fp · e
− (Erec−Ep)2

2·σ2
p

)

, (15)

whereσπ andσp are the width of the energy distribution for pions and protons andN is a normalisation
factor.

To first linear approximation the mean reconstructed energycan be written as:

f (Erec) = (1− fp) ·Eπ + fp ·Ep. (16)

The correction factor for the pion response can then be derived as:

kp =
Erec

Eπ
, where kp = (1− fp(Ebeam))+ fp(Ebeam)/Rπ/p(Ebeam). (17)
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The correction factors obtained using eq. 17 for the pion response are given in Table 3. The correction
is negligable for 20 GeV and decreases with increasing beam energy to about 2% at 180 GeV5). The effect
of the proton correction on the response atη = 0.35 as a function of beam momenta and forEbeam= 180
GeV as a function ofη can be seen in Fig. 6a and Fig. 6b.

Before the correction for proton contamination at each beamimpact pointη the TileCal response to
beams with positively charged particles is systematicallylower than the response to beams with nega-
tively charged particles. This can be seen for beam energiesof 150 and 180 GeV, where beams with both
charges are available in Fig. 6b). After the correction the ratio of the positively to negatively charged
beam is in better agreement. The residual discrepancy is about 1%.

Thus, in further analysis data forπ− beam will be used atEbeam = 150 and 180 GeV. For lower
beam energies a correction for proton contamination will beapplied. A systematic uncertainty of 1% is
assigned to the correction procedure.

The resolution of the calorimeter is also better for protonsthan for pions, since the fluctuations of the
electromagnetic energy fraction is higher for pions than for protons. The resolution differences become
smaller for increasing beam energies. The resolution measured for pions and protons in the 2002 test-
beam as a function of beam energy is fitted by:

σ/E = a/
√

E ⊕b. (18)

The correction for proton contamination is then calculatedas:

kσ
p =

σrec

σπ
, with kσ

p =

√

(1− fp(Ebeam))+ fp(Ebeam)/Rπ/p
σ (Ebeam), (19)

whereRπ/p
σ is the ratio of the pion and the proton resolution as measuredin the 2002 test-beam.

The obtained correction factors for the resolution are presented in Table 3. The correction is neg-
ligible at 20 GeV and then increases to 6% at 180 GeV. The effect of the correcting the resolution at
η = 0.35 as a function of beam energy and atEbeam= 180 GeV as a function of the beam impact point
is shown in Fig. 7c and Fig. 7d. The resolution of positively charged beams after correction of proton
contamination corresponds to the resolution measured in negatively charged beams within a few percent.

6.3 Effect of the Cryostat Scintillator Selection Criterion on the Pion Response

To be able to compare to previous test-beam results, where only the TileCal has been exposed to pion
beams, events have to be selected where the pions do not strongly interact before entering the TileCal.
Besides the requirement of little energy deposited in the LAr calorimeter this can be achieved by requir-
ing an energy deposit compatible with a minimally ionising particle (MIP) in the cryostat scintillator
(SC1). The selection of such events has been discussed in section 4.3. Here, the possible biases on the
pion response due to the event selection is discussed. This will allow to compare the results from the
CTB to result where there was only little material in front ofTileCal is discussed.

The SC1 signal distributions (in ADC counts) obtained in noise events and for events where a muon
with energy of 180 GeV has been required, are shown in Fig. 8b.To take the varying experimental
conditions into account the selection cut is based on the signal that is produced by a muon. The muon
signal can be taken as a good representation for a pion that only interacts electromagnetically.

The cut value in SC1 is defined as follows:

SC1cut = µMIP + NMIP ·∆µ , (20)

5)The comparison of correction factors obtained with eq.15 and its linear approximation atη = 0.35 shows a negligible
difference of about 0.5%.

15



be
am

/E
re

c
E

0.76
0.78

0.8
0.82
0.84
0.86
0.88

0.9
0.92
0.94

, with proton correction+π
, w/o proton correction+π

 = 0.35η

, (GeV)beamE
20 30 40 50 60 70 80 210 210×2

R
at

io
  

0.98
1

1.02
1.04
1.06

(a)

0.1 0.2 0.3 0.4 0.5 0.6 0.7

be
am

/E
re

c
E

0.8

0.85

0.9

0.95

1
  beam−π
 with proton correction+π
 w/o proton correction+π

=180 GeVbeamE

Pseudorapidity
0.1 0.2 0.3 0.4 0.5 0.6 0.7

R
at

io
s 

 

0.98
1

1.02
1.04
1.06

(b)

Figure 6: Fractional pion response with and without a correction for proton contamination as a function
of the beam energy atη = 0.35 (a) and as a function of the beam impact point atEbeam= 180 GeV
(b). The systematic uncertainty from the proton contamination correction is included. In the bottom
part of the figure the ratio of the corrected response in the positively charged beam to the response in
the negatively charged beam is shown as open triangles. The ratio of the response with and without the
correction for positively charged beams is shown as open circles.
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Figure 7: Fractional pion resolution (c,d) with and withouta correction for proton contamination as a
function of the beam energy atη = 0.35 (a) and as a function of the beam impact point atEbeam=
180 GeV (b). The systematic uncertainty from the proton contamination correction is included. In the
bottom part of the figure the ratio of the corrected response in the positively charged beam to the response
in the negatively charged beam is shown as open triangles. The ratio of the response with and without
the correction for positively charged beams is shown as opencircles.
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whereµMIP is the mean value of the distribution measured for muons in SC1, NMIP is the equivalent
number of MIPs defined as∆µ = µMIP −µnoise, whereµnoise is the mean value of the noise distribution.

The cryostat scintillator was not implemented in the description of the test-beam set-up in the Monte
Carlo simulation. However, the energy lost in the dead material, particularly between the LAr and the
Tile calorimeters (DM) is known in the simulation. The energy corresponds to the total true deposited
energy including energy deposits in nuclear reactions.

Fig. 8c and Fig. 8d shows the shape of the distribution of the energy loss in the dead material for
simulated pions. As the distribution in the cryostat scintillator as measured for pions in the data this
distribution has also a higher peak at low values corresponding to events where on minimally ionising
particles passes and smaller peak that is caused by events that develop a hadron shower well before the
Tile calorimeter.

Fig. 8d shows the low signal region using an enlarged scale. An equivalent of eq. 20 can be used
in the simulation to reject pion events that start showeringin the dead material between the LAr and the
Tile calorimeters. In this way the effect of a cut on the dead material energy deposit can be studied.

By requiring small signals in SC1 pions showering before TileCal can be efficiently suppressed.
However, there are also side effects due to back-scatteringof particle produced in the hadronic shower
that have to be considered. The SC1 selection requirement can influence the pion response via three main
effects:

• Energy losses in the dead material before TileCal: Hadronic showers starting in between the
LAr and Tile calorimeters (for a sketch see Fig. 9a and Fig. 9b) loose part of their energy in the
dead material before the TileCal. Their response is therefore lower. These events have to be
suppressed.

• Response bias due to back-scattering: Particles that are produced by a hadronic shower in the
first layer of TileCal can be back-scattered and increase theSC1 signal (for a sketch see Figs. 9 a,
b, c). The SC1 cut can then reject events with high hadronic activity where a lot of neutrons are
produced. This might cause a lower pion response.

• Changed longitudinal leakage due to back-scattering: Since the back-scattered particles are at
low energies, the probability that they leave a signal in theSC1 decreases when the shower starts
later in the TileCal. Therefore a SC1 cut effectively decreases the TileCal length (for a sketch see
Fig. 9 c, d), since hadronic showers starting close to the beginning of TileCal are suppressed. The
response decreases and the resolution increases.

The effect of the SC1 cut on the response and the resolution depends on the pion energy. Dead
material losses are most important for low pion energies. The effect of the lower response due to the
production of a larger hadronic activity is rather small andonly plays some role for low pion energies.
This has been investigated using a Monte Carlo simulation. The change of the longitudinal leakage is
only important for high pion energies.

The relevance of the three effects can be systematically investigated by varying the SC1 cut and
studying the response and resolution at various beam energyand beam impact points. From these studies
a systematic uncertainty on the biases introduced by the SC1can be deduced.

When increasing the SC1 cut, events with more backscattering are more likely to be accepted and
this causes the relative fraction of the energy lost downstream of the calorimeter to decrease. Since the
calorimeter length is effectively longer the response increases and the resolution decreases. This effect
should be largest at lowη . For low beam energies where the downstream losses are not soimportant,
however, an increasing SC1 cut decreases the response in TileCal and increases the resolution, since for
such events the fluctuations in the energy lost in in front of the Tile calorimeter are larger.
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Energy 20 GeV 320 GeV
η 0.25 0.65 0.25 0.65

Linearity
Data −2.5% −2.5% +0.5% −0.2%
MC −2.0% −3.0% +0.8% −1.7%

Resolution
Data +7% +10% −10% −8%
MC +3% +12% −12% −10%

Table 4: Changes with and without the SC1 cut to the pion response and resolution. The sign indicates
the change with and without the cut.

To verify this hypothesis the SC1 cut in the data or the cut on the energy lost in the dead material
in the Monte Carlo simulation (DM) is systematically variedfrom N = 0.5 to N = 14.5 in steps of 0.5.
Pions with an energy of 20 GeV and 350 GeV atη = 0.25, η = 0.45 andη = 0.65 requiring minimally
ionisation energy loss in the LAr calorimeter are used to illustrate the effect of the SC1 cut. The results
are shown in Fig. 10 and Fig. 11.

For low pion energies the response increases the stricter the cut on SC1 is. The effect is about 2.5%
and 3% in test-beam data and Monte Carlo simulation, correspondingly. As it can be seen in Fig. 10 (top)
in the data the response is similar for a strict SC1 cut for allη . When no SC1 cut is applied the results at
η = 0.25 andη = 0.65 are similar, while the response atη = 0.45 is higher. Instead the simulation shows
that the response decreases towards highη as expected from the increasing amount of dead material.

For high pion energies atη = 0.25 the response increases by 0.5% and 0.8% for test-beam and
Monte Carlo simulation, correspondingly, when the MIP in SC1 (DM) cut is removed (see Figs. 11). At
η = 0.45 the response is almost independent of the MIP in SC1 (DM) value, since the relative energy lost
in the dead material and the longitudinal leakage are both small and compensate each other. Atη = 0.65
the increased energy loss in the dead material is more significant than the decrease of the longitudinal
leakage thanks to the increased calorimeter length. The effect of the SC1 cut on the pion response and
resolution is summarised in Table 4.

At low energy the response increases, if the SC1 cut is applied, by 2−3%. The response increase
does not depend on the length of the calorimeter. The Monte Carlo simulation describes the data. The
resolution improves in the data by 7% forη = 0.25 to 10% atη = 0.65. The Monte Carlo simulation
describes this behaviour at highη , but predicts a smaller resolution increase at lowη (3%).

This behaviour is consistent with a reduction of the dead material losses due to the SC1 cut. the dead
material losses are relatively large at low pion energies and seem to strongly influence the resolution.

At high pion energy the response decreases for lowη and increases for largeη , if the SC1 cut is
applied. The Monte Carlo simulation gives a stronger dependence on the SC1 cut than found in the data.
The resolution increases by 8% at highη and 10% lowη .

This points to an effective shorting of the calorimeter length by the SC1 cut. The shortening of
the calorimeter does influence less the resolution at highη and more at lowη . For largeη the response
behaviour shows the same influence as for low energy. The deadmaterial losses compensate the effective
calorimeter shortening.

The effect of the cut on the cryostat scintillator can also bestudied at the mean energy measured in the
TileCal compartments. As it is shown in Fig. 12 for events with large signals in the cryostat scintillator
about 3− 4 times more energy is deposited in the first layer, and about 1.5 lower in the second layer.
This means that the events with a large SC1 signal start showering before the calorimeter and imposing a
small SC1 signal can suppress the early showering pions. However, the longitudinal shower development
also indicates that more energy leaks out when small signalsin SC1 are required. Similar effects are seen
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Figure 8: Examples of the measured distributions in the cryostat scintillator (SC1) (in ADC counts) from:
a) all particles, b) muons (solid) and randomly triggered noise events (dashed). c) Example distribution
for the energy loss in the dead material between the LAr and the Tile calorimeter in simulated events (in
GeV) for pions. A magnified view of the small region of the low energy distribution for pions is shown
in b) and d). The beam energy is 180 GeV.
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Figure 9: Sketch of various possibilities for the hadron shower development between the LAr and the
Tile calorimeter to illustrate the effect of the SC1 cut on the pion response. Backscattering of particles in
showers from the first layer of TileCal is indicated by dashedlines. c) and d) illustrate how backscattering
(dotted arrows) can effectively change the calorimeter length and increase the longitudinal leakage.
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Figure 10: The Tile calorimeter response (left) and resolution (right) measured in test-beam data (top)
and Monte Carlo simulations (bottom) for pions with an energy of 20 GeV and a beam impact point of
η = 0.25, 0.45 and 0.65 as a function of a cut on the energy deposited in the SC1 scintillator placed in
between the LAr electromagnetic and Tile hadronic calorimeters The cryostat scintillator signal in the
data and the total dead material losses in the Monte Carlo simulation is expressed in units equivalent to
the energy deposited by a MIP particle.
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Figure 11: The Tile calorimeter response (left) and resolution (right) measured in test-beam data (top)
and Monte Carlo simulation (bottom) for pions with an energyof 320 GeV at beam impact points of
η = 0.25, 0.45 and 0.65 as a function of a cut on the energy deposited in the SC1 scintillator placed in
between the LAr electromagnetic and Tile hadronic calorimeters The SC1 signal is calibrated to energy
deposited by MIP particles.
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Experimental data: 350 and 20 GeV pionsη = 0.35

Layer in TileCal
1 1.5 2 2.5 3

M
ea

n 
pe

r 
la

ye
r,

 (
G

eV
)

20
40
60
80

100
120
140
160
180
200

MIPs⋅ + 2µ > cutSC1

MIPs⋅ + 2µ < cutSC1

(a)

Layer in TileCal
1 1.5 2 2.5 3

M
ea

n 
pe

r 
la

ye
r,

 (
G

eV
)

0

2

4

6

8

10
MIPs⋅ + 2µ > cutSC1

MIPs⋅ + 2µ < cutSC1

(b)

Monte Carlo simulations: 350 and 20 GeV pions atη = 0.35
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Figure 12: Mean energy per calorimeter layer (data) as a function of the longitudinal layer in each
longitudinal layer for pions with 350 GeV (a) and 20 GeV (b) impinging atη = 0.35. Event are selected
where the deposited energy in the scintillator (SC1) is large or small. The Monte Carlo simulation is
shown in c and d.
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Figure 13: Fractional pion response (a,b) and fractional energy resolution (c, d) as a function of the pion
beam energy atη = 0.45 for data (a,c) and Monte Carlo simulations (b,d). Events are selected where
a a MIP in electromagnetic LAr calorimeter is imposed (open triangles) and in addition a MIP in the
cryostat scintillator (open circles). In the lower plot of the figure the ratio with and without applying a
cut on SC1 (DM) is shown.
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Figure 14: The ratio of the pion response response (a) and theresolution (b) with and without a MIP cut
on the SC1 for pions atη = 0.45 as a function of the beam energy. Data are shown as closed symbols,
Monte Carlo simulation as open symbols. The data to Monte Carlo ratio is shown at the bottom of each
figure.

for pion with low and high energy. The Monte Carlo simulationis able to reproduce the changes in the
mean calorimeter compartment energy.

Fig. 13 shows the effect of applying a cut on the cryostat scintillator in data and Monte Carlo
simulation on the pion response and the resolution atη = 0.45. for low pion energy a response increase
of up to 6% is observed, while for high pion energies the increase is only about 1%. The pion response
is unaffected for high pion energies, while it improves by about 20%, if the MIP cut is applied.

Fig. 14 shows that the Monte Carlo simulation is able to reproduce the dependence on the cryostat
scintillator cut as observed in the data. The ratio of the reconstructed pion energy with and without this
cut as a function of the beam energy for pion impinging atη = 0.45 is reproduced with 1.2%. The pion
energy resolution is reproduced with 10−20%.

To summarise, for low pion energies energy losses in the deadmaterial due to early starting showers
are dominant. Additional losses due to backscattering of hadronic shower particles are less important.
For high pion energies losses due the longitudinal leakage are dominant and are increased by requiring
small energy in the cryostat scintillator. The energy and pseudo-rapidity dependence of the energy losses
is well reproduced by the Monte Carlo simulation.

To reduce efficiently the dead material losses in the analysis the MIP in the SC1 (DM) is imposed
for high and low pion energies. We assign a systematic uncertainty of 1.2% on the reconstructed pion
energy.

6.4 Longitudinal Leakage Correction

The determinations of the pion response and the resolution are affected by the finite depth of the calorime-
ter. In particular for high pion energies part of the energy is not contained in the TileCal calorimeter.

The fraction of the energy lost downstream depends on the calorimeter length (usually expressed in
interaction lengthsλ ) that the shower crosses. It therefore varies as a function of the beam impact point.

The energy lost downstream can be obtained using TileCal data collected with the beam hitting the
calorimeter from the side (at an angle of 90◦) [28] (see Fig 3). This configuration allows full shower
containment and makes it possible to measure the deposited energy in different calorimeter volumes up
to a depth of 20λ . For each considered calorimeter length a Gaussian fit within±2σ is used to determine
the peak position. In the case of pion impinging projectively as in the ATLAS configuration the effective
detector depth depends on beam impact pointη , for example, atη = 0.45 it is equal to 165 cm.
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The peak shift due to longitudinal leakage can be parametrised using the function:

A2× exp(−x/B2), (21)

wherex is a calorimeter length in cm (see Fig. 15a) The adjusted parameters are given in Table 20.
Using this parametrisation the energy leakage for different beam impact points (inη) can be calcu-

lated as a function of the beam energy (see Fig. 15b). A parameterisation for the dependence of the peak
leakage on the beam energy can then be obtained using the function:

A3 · (Ebeam)B3. (22)

The values of the parameters are given in Table 21.
The dependence of the TileCal energy resolution on the depthof the calorimeter was studied in

a similar way as the response. The depth dependence of the TileCal energy resolution is shown in
Fig. 16a for pions as a function of the calorimeter length. The dependence of the energy resolution on
the calorimeter length can be parameterised using the function:

A4 · exp(−x/B4)+C4, (23)

wherex is a calorimeter length in cm. The first term of this function describes the variation of the
resolution with the calorimeter depth while the second termcorresponds to the resolution of a calorimeter
at infinite length. The free parameter are again adjusted on the data, where the beam enters TileCal from
the side. The obtained values are given in Table 22.

Using these parameterisations correction factors for the TileCal resolution at beam energies of 20,
50, 100 and 180 GeV can be calculated. They are shown in Fig. 16b. The correction to the resolution
for a given calorimeter depth with respect to a calorimeter with infinite length as a function of the beam
energy is parameterised as

A5 · (Ebeam + B5)
C5 (24)

The obtained parameters are shown in Table 23. The correction factors for the resolution vary from 2.1%
at η = 0.65 andEbeam= 20 GeV to 61.5% atη = 0.20 andEbeam= 350 GeV (see Table 19).

The corrections used for the response and the resolution aresummarised in Table 18 and in Table 19.
The longitudinal leakage corrections for the TileCal response and resolution will be applied in the fol-
lowing analysis.

6.5 Transverse Leakage

The transverse leakage can be estimated in a set-up where fiveprototype TileCal modules were mounted
in a test-beam in the year 1995 [30]. Assuming that the energyof the hadronic shower is contained in
five TileCal modules the transverse leakage can be measured by the difference between the mean energy
deposited in the three modules to the mean energy reconstructed five modules. The mean energy is
calculated from a Gaussian fit to the energy distribution andthe peak value is quoted. Fig. 17 shows the
obtained transverse leakage as a function of the beam energy. The transverse leakage is about 1.6% at
20 GeV and 0.45% at 300 GeV.

In the following correction for transverse leakage will be applied to the TileCal response.
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Figure 15: Parameterisations of the calculated longitudinal peak energy leakage fraction for pions with
energies of 20, 50, 100 and 180 GeV as a function of the calorimeter length (a) and as function of the
beam energy for various beam impact points. The peak energy is determined by a Gaussian fit within the
range of±2σ .
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Figure 16: a) The TileCal energy resolution as a function of the calorimeter length for various beam
energies. The solid line denotes a parameterisation corresponding to eq. 23; b) Ratio of the resolution
for the TileCal in the CTB set-up with respect to a Tile calorimeter with infinite length as a function of
beam energy for various beam impact pointsη . The solid lines denotes a parameterisation described by
eq. 24.
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Figure 17: Relative transverse leakage obtained from a fit ofthe energy distribution measured in three
TileCal modules to the one measured in five modules as a function of the beam energy.

7 Measurements of the Energy Response Ratio and of the Fractional Res-
olution

The pion response has been measured for data and simulated pion samples at various energies and beam
impact points. The data were selected by applying the cuts 5 to 12 (see section 4.2). The cuts 7, 9, 11
and 12 were applied to the simulated data.

Corrections for the longitudinal and transversal leakage are applied for data and Monte Carlo simu-
lations. Corrections for the proton contamination are onlyapplied to the data.

7.1 Definition the Fractional Response and Resolution

The energy deposited in TileCal is obtained as the sum of the energies in all PMTs of all three modules
using only PMTs with|EPMT| > 2σnoise. Only PMTs from the C-side (η > 0) of TileCal modules were
considered. The values of the PMT electronic noises,σnoise, is obtained for each PMT for the given run
number individually and is measured using random triggers.If the run data has no information about
random trigger theσnoise is assumed to be equal to an average value of the PMT noise of 20MeV for all
PMTs. Since, the signal in the PMTs is given in pC, the signal-to-energy conversion factor 1.049 pC/GeV
defines the electromagnetic energy scale for data [14].

The reconstructed total energy distribution was fitted by a Gauss function with iteration of the fit in
the range of±2σ around the mean value. The peak of the energy distribution isquoted as the measure-
ment.

The fractional energy response is defined as:

Ecor
π

Ebeam −Elost
, (25)

whereEcor
π is the mean reconstructed pion energy corrected as described in section 6. The variable

Ebeam denotes the beam energy determined using beam line magnets (see Table 26) andElost is the mean
energy lost by pions before reaching the Tile calorimeter. The energy lost before the calorimeter is
obtained from a Monte Carlo simulation program (see Fig. 4).The total deposited energy (including the
nuclear invisible energy deposits) is quoted.
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The fractional resolutions is defined as:
σ cor

π
Ecor

π
, (26)

whereσ cor
π is obtained correcting the measured values ofσπ for leakage effects.

As previously discussed correction for the proton contamination and longitudinal leakage are applied
both to the mean energy and the energy resolution.

7.2 Systematic Uncertainties

The following systematic uncertainty on the energy measurement have been considered:

• Charge Injection System (CIS). Uncertainties in the electronic calibration introduce anuncer-
tainty on the mean pion energy response (see ref. [12]) as a function of the reconstructed energy
(in ADC counts)6) that is shown in Fig. 22.

• Proton contamination correction. The uncertainties of the ratios of pion to proton response
and resolution, and in the parametrisation of the proton fraction in the pion beam were taken into
account for the calculation of the proton contamination correction uncertainty.

• Longitudinal leakage correction For the longitudinal leakage correction the uncertainty ofthe
parametrisation functions of ratios of responses and resolutions with respect to the responses and
resolutions at infinite length were considered.

• MIP in the SC1 (DM) . The systematic uncertainty of the MIP cut in the SC1 is±1.2% for the
response and±10% for the resolution.

The obtained uncertainties for the response and resolutiondue to the proton contamination and lon-
gitudinal leakage corrections are given in Table 5 and Table6.

Beam energy (GeV)
20 50 100 150 180

∆ fp, (%) 3.6 4.4 5.6 6.4 6.8
∆Eπ

tot/E p
tot) 0.057 0.042 0.030 0.024 0.022

∆kp 0.0026 0.014 0.017 0.017 0.017
∆(σ π

tot/σ p
tot) 0.040 0.039 0.038 0.036 0.036

∆kσ
p 0.0015 0.006 0.009 0.011 0.012

Table 5: Uncertainty on the proton fraction∆ fp in the positively charged pion beam, on the pion to
proton response∆(Eπ

tot/E p
tot) and on the resolution variation for pion and protons∆(σ π

tot/σ p
tot), on proton

contamination response correction factors∆kp and on the proton contamination resolution correction
∆kσ

p .

7.3 Results and Data Monte Carlo Comparison

The fractional response of the Tile calorimeter for beam impact points fromη = 0.2 toη = 0.65 is shown
in Fig. 19 for data and Monte Carlo simulation. Statistical and systematic uncertainties are included.

6)In ref. [12] the uncertainty on the energy measurement for pions is estimated in low gain only. In order to be able to use these
results in high gain, we convert the measured energy to ADC-count usingfpC/ADC = 81.31 for high gain andfpC/ADC = 1.294
for low gain. This is justified, since the non-linearity in the CIS system, only depends on the ADC-counts.
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Leakage uncertainty, (%)
Peak Resolution

Enom
beam(GeV) 0.20 0.25 0.35 0.45 0.55 0.65 0.20 0.25 0.35 0.45 0.55 0.65

20 0.17 0.17 0.15 0.13 0.12 0.12 9.6 9.5 9.3 8.5 7.3 9.7
50 0.26 0.25 0.22 0.20 0.18 0.18 10.0 9.9 9.5 8.7 7.4 9.8
100 0.35 0.34 0.30 0.27 0.24 0.24 10.6 10.4 10.0 9.1 7.6 9.9
150 0.42 0.40 0.36 0.32 0.29 0.29 11.1 10.9 10.4 9.4 7.8 10.0
180 0.46 0.43 0.39 0.35 0.32 0.32 11.5 11.2 10.7 9.6 8.0 10.04
200 0.48 0.46 0.41 0.36 0.33 0.33 11.7 11.5 10.8 9.7 8.1 10.08
250 0.53 0.50 0.45 0.40 0.36 0.37 12.3 12.0 11.3 10.1 8.3 10.2
320 0.58 0.56 0.50 0.44 0.41 0.41 13.1 12.8 11.9 10.6 8.6 10.4
350 0.6 0.57 0.52 0.46 0.42 0.43 13.5 13.1 12.2 10.8 8.7 10.5

Table 6: Uncertainty of the longitudinal leakage correction (peak and resolution) at various beam energies
Ebeam and beam impact pointsη .
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Figure 18: Data to Monte Carlo comparison for the response after having removed the LAr support
structure as a function of the beam energy for pions atη = 0.20.

The response logarithmically increasing towards increases beam energies. This can be interpreted as
an increasing fraction of electromagnetic energy towards increasing energy. The measurements for the
highest pion energies seems to be lower by about 2−3%. This is discussed in more detail in section 10.

Fig. 20 shows the relative pion response as a function of the beam impact points for beam energies
from 20 to 350 GeV. For all beam energies the response does notvary with the beam impact point. The
rms of the corrected repsonse measurements at a beam energy of 180 GeV is 0.7%. This corresponds
approximately to the expected uncertainty due to the non-uniformity of the Tile calorimeter.

The Monte Carlo simulation describes the data within a few percent. Only for the beam impact point
atη = 0.2 the deviation is up to 5%. At this beam impact point there is an additional structure supporting
the LAr calorimeter. It is likely that the exact position of this structure is not correctly modelled in the
simulation. When the LAr support structure is removed from the simulation, a better agreement of the
simulation with the data is found (see Fig. 18).

Fig. 21 shows the resolution as a function of the the inverse square root of the beam energy for beam
impact points fromη = 0.2 to η = 0.65. For high pion energy the resolution is about 5%, while forlow
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energies it degrades to about 12%. The Monte Carlo simulation is able to describe the data within 10%.
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Figure 19: Response of the TileCal as a function of the pion beam energy at various beam impact points
η . All corrections are applied. Shown are data (full circles)and Monte Carlo simulations (open circles).
Overlayed are the fits of Groom’s parametrisation to the data(see text). The error bars include statistical
and systematic uncertainties.
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Figure 20: Relative pion response after all corrections as afunction of the beam impact pointη for beam
energies from 20 to 350 GeV. Shown are data (closed circles) and Monte Carlo simulations. The ratio of
Monte Carlo simulations to data is included in the bottom of each figure. Both statistical and systematic
uncertainties are shown. 33
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Figure 21: Energy resolution of the TileCal as a function of the pion beam energy at various beam impact
pointsη . All corrections are applied. Shown are data (full circles)and Monte Carlo simulations (open
circles). Overlayed is a parameterisation of the dependence of the resolution on the beam energy. The
error bars include statistical and systematic uncertainties.

34



, (ADC counts)recE
0 200 400 600 800 1000 1200 1400

, (
%

)
re

c
E∆

0.25

0.3

0.35

0.4

0.45

0.5

0.55

0.6

0.65

0.7

 / ndf 2χ  1.719 / 2
Prob   0.4234
p0        2.254± 43.06 
p1         5.63± −47.62 
p2        0.003696± 0.2518 

 / ndf 2χ  1.719 / 2
Prob   0.4234
p0        2.254± 43.06 
p1         5.63± −47.62 
p2        0.003696± 0.2518 

Figure 22: Systematic uncertainty on the energy response introduced by uncertainties in the electronic
calibration as a function of the reconstructed pion energy.Overlayed is a parameterisation using the
function p0/(Erec− p1)+ p2.

8 Phenomenological Interpretation

8.1 Determination of the Hadronic Response Parameters

The measurements of the pion response can be used to extract the response ratio of the calorimeter to
purely hadronic and electromagnetic energy depositions.

Following the parameterisation of Groom et al. [31, 32], thenon-electromagnetic energy content of
hadronic showers induced by incident hadrons of energyEbeamcan be written as:

Fh =

(

Ebeam

E0

)m−1

. (27)

The parameterE0 can be interpreted as the extrapolated energy at which the cascade is entirely hadronic,
or an effective turn-on energy forπ0 production. The powerm is connected to the mean number of
secondaries and the mean energy fraction going to neutral pions in any given strong interaction in the
cascade.

The fractional pion response then reads:

Eπ

Ebeam
= (1−Fh)+ Fh ×

(e
h

)−1
, (28)

whereE0, m ande/h are free parameters that are adjusted to the data.
The parameterisation eq. 28 successfully describes various measurements of many calorimeters [31,

32].
For the adjustment of the free parameters to data, the first parameter is fixed toE0 = 1 GeV and the

parametersm ande/h are fitted. The obtained fits are superimposed to the data in Fig. 19. The values of
m ande/h are reported in Table 7 for the data and the MC simulation. Thequoted uncertainties include
the statistical and the systematics uncertainties.

The parameterm is on average determined to bem = 0.83±0.02. The variation with the beam impact
point is small. The values found with the Monte Carlo simulation are a bit smaller:m = 0.78±0.01.

Thee/h parameter is found to be on averagee/h = 1.35±0.04. The dependence of the beam impact
point is small. The Monte Carlo simulation predicts a largervaluee/h = 1.49± 0.04. Note, that the
parameterm ande/h are correlated in the fit.
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Figure 23: Pion energy resolution after all corrections as afunction of the beam impact pointη for beam
energies from 20 to 350 GeV. Shown are data (closed circles) and Monte Carlo simulations. The ratio of
Monte Carlo simulations to data is included in the bottom of each figure. Both statistical and systematic
uncertainties are shown. 36



Test-beam data Simulation
η m e/h m e/h

0.20 0.82±0.049 1.33±0.097 0.79±0.032 1.49±0.053
0.25 0.86±0.040 1.32±0.078 0.79±0.033 1.47±0.105
0.35 0.83±0.056 1.34±0.108 0.76±0.034 1.54±0.113
0.45 0.85±0.048 1.33±0.095 0.79±0.033 1.45±0.100
0.55 0.84±0.050 1.34±0.098 0.77±0.036 1.48±0.114
0.65 0.79±0.046 1.45±0.131 0.77±0.032 1.53±0.118

Average 0.83±0.020 1.35±0.042 0.78±0.014 1.49±0.042

Table 7: Fitted values for the pion response parametersm ande/h obtained using Groom’s parameteri-
sation for the electromagnetic energy fraction (eq. 28). The results are given for data and Monte Carlo
simulations at various beam impact pointsη .

8.2 Parametrisation of the Resolution

The measurements of the resolution can be used to extract theresolution sampling and the constant term
for the various beam impact points. The following parameterisation is adjusted to the data:

σrec

Erec
=

a√
Ebeam

⊕b. (29)

The parametera characterises the sampling fluctuations and the parameterb represents the constant term,
i.e. it describes the calorimeter resolution at very large pion energies.

The results of the fit is shown in Fig 21. The experimental resolutions are well represented by the
parameterisation. The values ofa, b obtained in a fit to the data are reported in Table 8.

In the data, the average sampling term is found to bea = 54.7±3 and the constant term 3.4%. The
result obtained for the Monte Carlo simulation are compatible.

Test-beam data Simulation
η a (%) b (%) a (%) b (%)

0.20 57.2±7.9 3.9±0.8 56.6±7.7 4.2±0.8
0.25 55.9±6.7 2.9±0.8 58.0±7.1 3.6±0.8
0.35 54.9±6.9 3.1±0.8 52.7±7.0 3.8±0.7
0.45 59.9±7.2 2.5±1.2 50.9±6.4 3.7±0.6
0.55 47.9±7.6 4.2±1.0 50.6±6.2 3.6±0.6
0.65 52.5±8.0 4.0±0.8 51.8±6.7 3.7±0.6

Average 54.7±3.0 3.4±0.37 53.4±2.8 3.8±0.28

Table 8: Parametersa andb describing the calorimeter resolution for data and Monte Carlo simulations
at various beam impact points. The calorimeter resolution is corrected for longitudinal leakage effects.

9 Comparison with Previous Results

The results obtained in the combined test-beam 2004 for the events where pions shower only in the
TileCal can be compared to earlier measurement where only the TileCal was exposed to a pion test-
beam.

Results for pions with a beam impact point ofη = 0.35 are compared to measurements from the 2002
test-beam [13] where 11% of the TileCal production modules were tested and from the 1995 test-beam
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Figure 24: Response (a,b) and resolution (c,d) for pions in the test-beams of the year 1995 and 2002
and the 2004 combined test-beam as a function of the beam energy for pions atη = 0.35: Data (a,c) as
well as Monte Carlo simulations (b,d) are shown. Corrections for proton contamination and longitudinal
leakage were applied. For the test-beam data taken in 1995 and 2002 uncertainties due to the correction
for proton contamination or longitudinal leakage are not included.

[30] where proto-type modules were used. The prototype modules used in 1995 had a more granular cell
segmentation and were also a bit longer.

The response and the resolution for both 1995 and 2002 test-beam data are corrected for longitudinal
leakage. In the 2002 test-beam analysis a clean sample of pions was selected using a Cerenkov detector
in the beam-line. For the 1995 results a correction for proton contamination has been applied. Systematic
uncertainties of proton contamination and longitudinal leakage corrections for test-beam 1995 and 2002
data were not considered.

Fig. 24a shows the pion response as a function of the pion beamenergy obtained in the test-beam data
taken in 1995 and 2002 and in this analysis (CTB 2004). Table 9presents the pion response for each of
the considered test-beam measurement. The response in the combined test-beam 2004 is systematically
higher than in the previous test-beam by about 2% with respect to the 2002 test-beam and by about
2− 4% to the 1995 test-beam. The data from 2004 and 2002 are in agreement within the systematic
uncertainty. the higher response in the 1995 data might be explained by the missing correction for proton
contamintation. The response expected from the Monte Carlosimulation agree with 1%.

Table 11 shows the fit results for Groom’s parameterisation (eq. 27 and eq. 28). Similar results are
obtained for the hadronic response parametere/h for the test-beam 2002 and 2004 data. In test-beam
1995 thee/h value is a bit higher, but also them parameter is lower. Since these two parameters are
correlated, the difference in the single parameter appear to be larger than the differences in the data.
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Test-beam data
2002 1995 2004 2004/2002 2004/1995

20 0.833±0.012 0.817±0.005 0.845±0.013 1.014 1.034
50 0.860±0.011 0.845±0.003 0.877±0.018 1.020 1.038
100 0.872±0.007 0.869±0.007 0.888±0.020 1.018 1.022
180 0.877±0.006 0.885±0.010 0.895±0.012 1.021 1.011
300 – 0.903±0.002 – – –
350 0.895±0.010 – 0.883±0.012 0.987 –

Simulation
2002 2004 2004/2002

20 0.828±0.002 0.819±0.012 0.989
50 0.869±0.002 0.874±0.011 1.006
100 0.885±0.001 0.889±0.012 1.005
180 0.895±0.001 0.896±0.011 1.001
350 0.905±0.001 0.907±0.012 1.002

Table 9: Pion response (Erec/Ebeam) in test-beam data measured in the years 1995, 2002 and the CTB
2004 and Monte Carlo simulations. For the test-beam data taken in 1995 and 2002 uncertainties due to
the correction for proton contamination or longitudinal leakage are not included.

Test-beam data
2002 1995 2004 2004/2002 2004/1995

20 12.66±0.26 12.76±0.21 12.68±1.95 1.002 0.994
50 8.56±0.15 8.88±0.12 8.03±1.21 0.938 0.904
100 6.72±0.36 6.43±0.08 6.61±1.09 0.984 1.028
180 5.32±0.26 5.05±0.06 5.19±0.8 0.976 1.028
300 – 4.15±0.05 – – –
350 4.25±0.19 – 4.09±0.7 0.962 –

Simulation
2002 2004 2004/2002

20 12.24±1.79 11.82±1.79 0.966
50 8.52±1.26 8.72±1.26 1.024
100 6.54±1.11 7.11±1.11 1.087
180 5.47±0.86 5.78±0.86 1.057
350 3.93±0.10 4.72±0.78 1.20

Table 10: Energy resolution (σ/Erec (in percent) for test-beam taken in the years 1995, 2002 and the
CTB 2004 and for Monte Carlo simulations. For the test-beam data taken in 1995 and 2002 uncertainties
due to the corrections for proton contamination or longitudinal leakage are not included.
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Test-beam data Simulation
2002 1995 2004 2002 2004

e/h 1.34±0.07 1.58±0.04 1.36±0.13 1.42±0.01 1.57±0.16
m 0.86±0.03 0.77±0.01 0.82±0.07 0.80±0.04 0.75±0.04

Table 11: Response parameterm ande/h parameters obtained with Groom’s parameterisation form data
of test-beams in the years 2002, 1995 and the CTB 2004 and their Monte Carlo simulations.

10 Discussion of the Results at 320 and 350 GeV

The measurements presented in the previous section for veryhigh pion energies, i.e. 320 and 350 GeV,
appear to be a bit lower than expected by the Monte Carlo simulations as well as by the logarithmic
increase of the pion response as a function of the beam energies. The apparent drop is about 2−3%, but
is observed for all beam impact points where high energy dataare available. In the following possible
reasons for the energy drop are discussed.

For technical reasons the SPS beams at very high energy are shifted vertically with respect to the
nominal beam axis. This might influence the TileCal response. The lateral leakage might be increased
or the response might be changed because of cell inhomogeneities.

The beam shift with respect to the nominal beam axis can be measured with the TileCal by studying
the asymmetry between the energy depositions in the top (C2) and the bottom module (C0). If the beam
hits the TileCal in the centre, the asymmetry is expected to be zero.

The top-bottom asymmetry can be defined either using the total energy deposited in the top and
bottom modules or using the two PMTs in the central module:

E(C2)−E(C0)

E(C2)+ E(C0)
and

E(CUp
1 )−E(CDown

1 )

E(CUp
1 )+ E(CDown

1 )
, (30)

whereE(C0) andE(C2) is the mean total energy deposited in bottom and top modules and E(CUp
1 ) and

E(CDown
1 ) is the energy deposited in top and bottom PMTs of the central module (C1).
Fig. 25a shows the asymmetry for the two definitions as a function of the beam energy. While the

beam is well centred for low pion energies, for energies beyond 200 GeV an increasing asymmetry for
increasing beam energies is observed. At 350 GeV the asymmetry reaches of∼ 24% for the top-bottom
module asymmetry and∼ 6% for PMT up-down asymmetry.

The shift in the beam position can also be observed in the LAr calorimeter. Using the azimuthal angle
corresponding to the barycentre of the cluster in the secondlayer of the LAr calorimeter together with the
known inner radius of the middle layer (RLAr

2 = 1750 mm), the mean impact point can be calculated. Only
clusters withEclust > 2 GeV and close to the nominal beam impact point (|∆φ | < 0.1) are considered.

The calculated impact point as a function of the beam momentum atη = 0.35 is shown in Fig. 25b.
The same trend as for the top-bottom asymmetry in the TileCalis observed. From 200 GeV onwards the
asymmetry increases towards increasing energy. At the highest energy the beam is shifted by 20−30 mm.

The influence of the shifted beam position on the lateral leakage can be tested with a Monte Carlo
simulation. Monte Carlo simulation samples with a beam shifted by 20 and 40 mm forEbeam = 320
and 350 GeV atη = 0.35 are compared to the default simulation with no beam shift (see Fig. 26). The
influence of 20 mm shift is negligibly small. A 40 mm beam shiftdecreases the response by 0.2−0.3%.

Even though it is known that the Monte Carlo simulation produces hadronic showers that are nar-
rower than the ones in the data it is unlikely that the observed reduction of the pion response by 2−3%
can be explained by lateral leakage.

Other effects caused by the beam shift are still under consideration.
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Figure 25: a) Top-bottom module asymmetry (closed circles)and top-bottom PMT asymmetry (open
circles) and b) beam impact point calculated using the clusters coordinates of the middle layer of LAr
calorimeter as a function of the beam energy. The beam impactpoint is η = 0.35. Only statistical
uncertainties are shown.
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Figure 26: Influence of the beam impact point shift on the response for the pion energies of 320 and
350 GeV atη = 0.35 a) for a 20 mm shift and b) for a 40 mm beam shift for a Monte Carlo simulation.
Statistical and systematic uncertainties are shown.
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Conclusion

The response and resolution of pions has been studied in the combined test-beam data taken in the year
2004, where a slice of the ATLAS detector was placed in the CERN SPS H8 beam-line. Pions showering
in the Tile calorimeter have been selected. Measurements have been made for pions from 20 to 350 GeV
and for beam impact points from 0.2≤ η ≤ 0.65.

The results have been corrected for proton contamination and longitudinal leakage. Possible biases
due to the selection procedure of events where pions pass a minimally ionising particles before entering
the Tile calorimeter have been carefully evaluated.

The pion response increases logarithmically towards higher energies as expected from the increasing
amount of electromagnetic energy in the hadron shower development. For the highest measured beam
energy a decrease with respect to this expectation has been observed. The reason for this decrease is still
unclear.

Using Groom’s parameterisation the hadronic response ise/h = 1.35 and the energy fraction going
into charged pions ism = 0.83. The energy resolution isσ/E = (54.7± 3.0)%/

√
E ⊕ (3.4± 0.37)%.

Note, that here the energy resolution has been corrected forlongitudinal leaakage. No strong dependence
on the beam impact point is found.

These results are compatible to earlier measurements in 1995 and 2002 test-beams where only the
Tile calorimeter had been exposed to pion beams. However, inthe earlier measurement no decrease at
high energies had been observed.

The Monte Carlo describes the pion response in the data within a few percent and the energy resolu-
tion within 10%.
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Test-beam data Simulation MC/Data
Enominal

beam Peak σ σ/Peak Peak σ σ/Peak Peak σ/Peak
(GeV) (GeV) (GeV) (%) (GeV) (GeV) %
350 310.04 14.68 4.73 314.50 15.70 4.99 1.01 1.06
320 283.46 13.34 4.71 287.09 15.87 5.53 1.01 1.17
250 225.73 12.23 5.42 220.79 12.03 5.45 0.98 1.01
200 180.49 11.48 6.36 177.23 10.03 5.66 0.99 0.89
180 162.13 9.47 5.84 160.46 9.43 5.87 0.99 1.01
150 135.75 8.30 6.12 131.74 8.97 6.81 0.97 1.11
100 – – – 87.98 6.19 7.04 – –
50 44.05 4.04 9.17 42.73 4.09 9.57 0.97 1.04
20 16.79 2.17 12.94 16.11 2.08 12.91 0.96 1.00

Table 12: Reconstructed pion energy (Peak), standard deviation (σ ) and the resolution (Peak/σ ) at η =
0.20 for pions showering in TileCal only. Given are the resultsin the data and in the Monte Carlo
simulation.

Test-beam data Simulation MC/Data
Enominal

beam Peak σ σ/Peak Peak σ σ/Peak Peak σ/Peak
(GeV) (GeV) (GeV) (%) (GeV) (GeV) (%)
350 309.39 12.06 3.90 315.54 13.60 4.31 1.02 1.11
320 280.92 12.22 4.35 288.18 13.36 4.63 1.03 1.07
250 222.44 10.13 4.56 223.81 12.00 5.36 1.01 1.18
200 176.39 9.05 5.13 178.06 9.69 5.44 1.02 1.06
180 158.28 7.92 5.01 160.51 9.88 6.16 1.01 1.23
150 131.03 6.95 5.30 134.2 8.12 6.05 1.02 1.14
100 87.58 5.87 6.70 88.01 6.56 7.45 1.01 1.11
50 42.70 3.52 8.24 43.13 3.74 8.68 1.01 1.05
20 16.52 2.09 12.67 16.22 2.10 12.97 0.98 1.02

Table 13: Reconstructed pion energy (Peak), standard deviation (σ ) and the resolution (Peak/σ ) at η =
0.25 for pions showering in TileCal only. Given are the resultsin the data and in the Monte Carlo
simulation.
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Test-beam data Simulation MC/Data
Enominal

beam Peak σ σ/Peak Peak σ σ/Peak Peak σ/Peak
(GeV) (GeV) (GeV) (%) (GeV) (GeV) (%)
350 308.29 12.60 4.09 316.88 14.95 4.72 1.03 1.16
320 282.53 12.44 4.40 289.85 13.41 4.63 1.03 1.05
250 – – – 225.29 11.27 5.00 – –
200 – – – 179.78 9.87 5.49 – –
180 160.58 8.33 5.19 160.82 9.30 5.78 1.00 1.11
150 133.00 7.70 5.79 134.28 7.23 5.39 1.01 0.93
100 88.41 5.85 6.61 88.49 6.29 7.11 1.00 1.08
50 43.49 3.49 8.03 43.37 3.78 8.72 1.00 1.09
20 16.66 2.11 12.68 16.14 1.91 11.82 0.97 0.93

Table 14: Reconstructed pion energy (Peak), standard deviation (σ ) and the resolution (Peak/σ ) at η =
0.35 for pions showering in TileCal only. Given are the resultsin the data and in the Monte Carlo
simulation.

Test-beam data Simulation MC/Data
Enominal

beam Peak σ σ/Peak Peak σ σ/Peak Peak σ/Peak
(GeV) (GeV) (GeV) (%) (GeV) (GeV) (%)
350 – – – 315.99 15.67 4.96 – –
320 280.60 10.26 3.66 289.51 12.79 4.42 1.03 1.21
250 – – – 224.53 11.42 5.09 – –
200 176.62 9.25 5.24 178.90 9.22 5.16 1.02 0.98
180 158.96 8.76 5.51 161.00 8.04 4.99 1.01 0.91
150 131.60 7.72 5.87 134.11 7.79 5.81 1.02 0.99
100 87.53 5.66 6.46 88.41 5.47 6.18 1.01 0.96
50 43.30 3.66 8.46 43.38 3.84 8.84 1.00 1.05
20 16.42 2.20 13.38 16.27 1.89 11.61 0.99 0.87

Table 15: Reconstructed pion energy (Peak), standard deviation (σ ) and the resolution (Peak/σ ) at η =
0.45 for pions showering in TileCal only. Given are the resultsin the data and in the Monte Carlo
simulation.
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Test-beam data Simulation MC/Data
Enominal

beam Peak σ σ/Peak Peak σ σ/Peak Peak σ/Peak
(GeV) (GeV) (GeV) (%) (GeV) (GeV) (%)
350 – – – 318.10 14.58 4.58 – –
320 – – – – – – – –
250 – – – 224.54 11.08 4.94 – –
200 176.48 9.78 5.54 180.08 9.07 5.04 1.02 0.91
180 158.65 10.16 6.41 161.67 7.87 4.87 1.02 0.76
150 134.18 7.09 5.29 135.28 7.76 5.74 1.01 1.09
100 88.19 5.58 6.32 88.50 5.48 6.19 1.00 0.98
50 43.64 3.39 7.77 43.22 3.56 8.23 0.99 1.06
20 16.46 1.97 11.96 16.29 1.94 11.88 0.99 0.99

Table 16: Reconstructed pion energy (Peak), standard deviation (σ ) and the resolution (Peak/σ ) at η =
0.55 for pions showering in TileCal only. Given are the resultsin the data and in the Monte Carlo
simulation.

Test-beam data Simulation MC/Data
Enominal

beam Peak σ σ/Peak Peak σ σ/Peak Peak σ/Peak
(GeV) (GeV) (GeV) (%) (GeV) (GeV) (%)
350 – – – 316.19 13.66 4.32 – –
320 282.39 14.89 5.27 289.39 13.74 4.75 1.03 0.90
250 225.10 11.55 5.13 225.13 10.99 4.88 1.00 0.95
200 180.39 9.60 5.32 178.89 10.25 5.73 1.00 1.08
180 161.00 9.29 5.77 161.11 8.78 5.45 1.00 0.95
150 – – – 133.54 7.78 5.83 – –
100 88.55 5.72 6.46 87.80 5.37 6.11 0.99 0.95
50 43.39 3.88 8.94 43.17 3.64 8.43 1.00 0.94
20 16.29 2.01 12.33 16.05 1.92 11.96 0.99 0.97

Table 17: Reconstructed pion energy (Peak), standard deviation (σ ) and the resolution (Peak/σ ) at η =
0.65 for pions showering in TileCal only. Given are the resultsin the data and in the Monte Carlo
simulation.
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Leakage (peak) (%)
Enom

beam(GeV) 0.20 0.25 0.35 0.45 0.55 0.65
20 1.25 1.19 1.06 0.90 0.73 0.56
50 1.68 1.60 1.41 1.19 0.97 0.75
100 2.10 2.00 1.76 1.49 1.20 0.92
150 2.39 2.28 2.01 1.69 1.36 1.04
180 2.54 2.42 2.13 1.79 1.44 1.10
200 2.63 2.50 2.20 1.85 1.49 1.14
250 2.82 2.69 2.36 1.99 1.59 1.22
320 3.06 2.91 2.56 2.15 1.72 1.31
350 3.15 2.99 2.63 2.21 1.77 1.35

Table 18: Fraction of the energy lost (in percent) by longitudinal leakage (peak) for various beam energies
Ebeamand beam impact pointsη .

Leakage (resolution) (%)
Enom

beam(GeV) 0.20 0.25 0.35 0.45 0.55 0.65
20 5.1 4.9 4.3 3.7 2.9 2.1
50 10.6 10.0 8.7 7.2 5.7 4.3
100 19.6 18.5 16.0 13.2 10.4 7.9
150 28.4 26.9 23.3 19.3 15.1 11.3
180 33.5 31.9 27.8 23.0 18.0 13.2
200 36.9 35.2 30.7 25.4 20.0 14.5
250 45.3 43.3 38.1 31.6 24.7 17.6
320 56.7 54.6 48.5 40.4 31.5 21.7
350 61.5 59.4 53.0 44.2 34.4 23.3

Table 19: Correction factors (in percentage) for longitudinal leakage to the energy resolution at various
beam energiesEbeamand beam impact pointsη .

Enom
beam(GeV) A2 (%) B2 (cm)

20 78.4 37.9
50 112 36.8
100 127 37.9
150 – –
180 198 35.8

Table 20: Parameters of the function eq. 21 correcting the peak energy for longitudinal leakage. The
variablex denotes the calorimeter length.

η
0.20 0.25 0.35 0.45 0.55 0.65

A3 (%) 0.4726 0.4532 0.4050 0.3480 0.2870 0.2268
B3 0.3237 0.3226 0.3195 0.3154 0.3102 0.304

Table 21: Parameters of the function as given by eq. 22 correcting for energy losses due to longitudinal
leakage (peak) as a function of the beam energy for various beam impact pointsη .
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Enom
beam(GeV) A4 B4 (cm) C4

20 0.24 42.91 0.120
50 1.44 30.14 0.085
100 1.45 33.33 0.065
180 2.01 33.42 0.057

Table 22: Parameters obtained for eq. 23 correcting the resolution as a function of the TileCal depth.

η
0.20 0.25 0.35 0.45 0.55 0.65

A5 (%) 0.013 0.006 0.0008 0.00014 0.0002 0.097
B5 395.1 483.01 755.15 1091.01 1305.03 488.69
C5 0.735 0.829 1.079 1.27 1.19 0.378

Table 23: Parameters obtained for eq. 24 correcting the resolution for energy lost due to longitudinal
leakage for various beam impact points.
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Run number Enom
beam, (GeV) η Emeas

beam, (GeV) ∆Emeas
beam, (%)

2100476 20 0.20 20.20 1.34
2100477 –//–
2100132 50 0.20 50.30 0.71
2100133 –//–

– 100 0.20 – –
2100102 150.82
2100466 150.82
2100467 150 0.20 150.79 0.53
2100468 150.82
2100469 150.79
2100093 –//–
2100094 180 0.20 180.91 0.52
2100463 –//–
1002081 -150 0.20 150.76 0.53
1002083 –//–
1002098 180.89
1002099 180.89
1002103 -180 0.20 180.91 0.52
1002104 180.89
1002105 180.91
1002106 180.89
1002132 200.99
1002135 200.99
1002139 201.02
1002141 -200 0.20 200.99 0.52
1002143 200.99
1002144 200.99
1002146 201.02
1002161 251.20
1002170 -250 0.20 251.22 0.51
1002172 251.20
1002173 251.20
2100029 -320 0.20 320.15 0.51
2100028 -350 0.20 350.83 0.51
2100055 –//–
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Run number Enom
beam, GeV η Emeas

beam, GeV
2100479 –//–
2100480 20 0.25 20.20
2100481 –//–
2100177 50 0.25 50.30
2100172 100 0.25 100.54
2100173 –//–
2100168 150.82
2100169 150.82
2100170 150.79
2100171 150 0.25 150.82
2100453 150.82
2100454 150.79
2100455 150.79
2100456 150.76
2100161 –//–
2100162 –//–
2100164 180 0.25 180.91
2100460 –//–
2100461 –//–
1003002 –//–
1003007 –//–
1003008 -150 0.25 150.76
1003009 –//–
1003010 –//–
1002214 180.92
1002216 180.91
1002217 -180 0.25 180.91
1002221 180.91
1002223 180.91
1002191 201.00
1002192 200.99
1002193 -200 0.25 201.02
1002194 200.99
1002198 201.00
1002199 201.02
1002174 -250 0.25 251.20
1002175 –//–
2100053 -320 0.25 320.15
2100030 –//–
2100031 -350 0.25 350.83
2100054 350.85
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Run number Enom
beam, GeV η Emeas

beam, GeV
2100482 20 0.35 20.20
2100492 –//–
2100249 50 0.35 50.30
2100251 –//–
2100349 100 0.35 100.54
2100449 150.82
2100450 150 0.35 150.82
2100451 150.79
2100452 150.79
2100207 180.91
2100209 180 0.35 –//–
2100445 –//–
2100446 –//–
1003012 –//–
1003014 –//–
1003019 –//–
1003020 -150 0.35 150.76
1003021 –//–
1003022 –//–
1003023 –//–
1003037 –//–
1003039 –//–
1003040 -180 0.35 180.91
1003041 –//–
1003042 –//–
1003043 –//–

– -200 0.35 –
– -250 0.35 –

2100034 -320 0.35 320.15
2100033 -350 0.35 350.83
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Run number Enom
beam, GeV η Emeas

beam, GeV
2100494 20 0.45 20.20
2100498 –//–
2100300 50.30
2100327 50 0.45 –//–
2100328 –//–
2100291 100.54
2100292 100 0.45 –//–
2100325 –//–
2100326 –//–
2100273 150.79
2100274 150.82
2100275 150 0.45 150.82
2100432 150.79
2100433 150.82
2100435 150.82
2100257 180.91
2100267 180.89
2100269 180 0.45 180.91
2100318 180.91
2100443 180.89
2100444 180.91
1002071 –//–
1002072 -150 0.45 150.76
1002073 –//–
1002074 –//–
1002052 180.92
1002053 -180 0.45 180.92
1002054 180.91
1002056 180.91
1002041 –//–
1002042 -200 0.45 201.02
1002043 –//–
1002045 –//–

– -250 0.45 –
2100051 -320 0.45 320.15

– -350 0.45 –
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Run number Enom
beam, GeV η Emeas

beam, GeV
2100501 –//–
2100504 20 0.55 20.20
2100510 –//–
2100359 50 0.55 50.30
2100362 –//–
2100351 100 0.55 100.54
2100352 –//–
2100424 150.82
2100425 150 0.55 150.79
2100426 150.82
2100421 180 0.55 180.91
2100422 180.92
1003150 –//–
1003151 -150 0.55 150.76
1003152 –//–
1003136 -180 0.55 180.89
1003095 201.02
1003096 201.02
1003098 -200 0.55 201.02
1003104 201.00
1003105 201.02
1003106 200.99
1003087 -250 0.55 251.20
1003088 –//–

– -320 0.55 –
– -350 0.55 –
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Run number Enom
beam, GeV η Emeas

beam, GeV
2100513 20 0.65 20.20
2100514 –//–
2100363 50 0.65 50.30
2100364 –//–
2100371 –//–
2100372 100 0.65 100.54
2100373 –//–
2100380 150.79
2100382 150 0.65 150.79
2100383 150.82
2100386 150.82
2100388 180 0.65 180.91
2100389 –//–

– -150 0.65 –
1003194 180.89
1003195 180.91
1003197 -180 0.65 180.91
1003198 180.89
1003199 180.91
1003200 180.91
1003214 201.02
1003215 201.02
1003216 -200 0.65 200.99
1003217 200.99
1003220 200.99
1003222 200.99
1003241 –//–
1003242 –//–
1003244 -250 0.65 251.20
1003245 –//–
1003246 –//–
2100048 -320 0.65 320.15

– -350 0.65 –

Table 26: Nominal and measured beam energies, and number of pions and proton contamination for run
numbers used for analysis.

54


